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Abstract

The current meta-analysis summarized existing organizationally-relevant training research on knowledge and skill decay. Results based on 111 independent effects retrieved from 35 manuscripts suggested an overall moderate decay effect ($\delta = -0.38$). The amount of decay was minimal for periods of nonuse less than one day ($\delta = -0.08$); decay was moderate to large for longer periods of nonuse ($\delta$s ranged from $= -0.24$ to $-0.84$), but there was no clear linear relationship between the amount of decay and length of nonuse. Decay was related to several methodological factors including the operationalization of acquisition, type of evaluation criteria, degree of training structure, and the use of post-training decay-prevention interventions. Decay was related to the combination of cognitive and physical task demands as well as task complexity. Tasks with moderate cognitive demands and minimal physical demands were associated with the greatest decay, whereas tasks with minimal cognitive demands but strong physical demands were associated with the least decay. Complex tasks were associated with modest levels of decay that were unlikely to be moderated by additional factors, but for simpler tasks decay effects were less robust and dependent upon other factors.

Regression analysis indicated that decay was primarily related to the length of nonuse, amount of cognitive task demands, and the closed-/open-looped distinction. Longer periods of nonuse, greater cognitive demands, and closed-loop tasks were associated with greater decay. These results are discussed with respect to previous meta-analyses of decay effects. Both practical and theoretical implications are also discussed.
Factors Influencing Knowledge and Skill Decay in Organizational Training:

A Meta-analysis

Training is an essential endeavor in many organizations. Based on a 1998 report by the American Society for Training and Development, an estimated $55.3 billion was spent on formal training among U.S. organizations (Bassi & Van Buren, 1998). Such spending increased from $110 billion in 2006 (Rivera & Paradise, 2006) up to about $134.1 billion on employee learning and development last year (Paradise & Patel, 2009). However, it is commonly thought that only 10% of these dollars invested in training result in “enduring behavioral change” (Wexley & Latham, 2002, p. 261). These low returns on investment are costly to the organizations implementing training. From an organization’s perspective, maximizing the amount of post-training knowledge and skills retained is directly linked to achieving a high return on investment.

Decay refers to the loss of trained or acquired knowledge and skills after a given period of nonuse (Arthur, Bennett, Stanush, & McNelly, 1998). It should be noted that decay and retention represent two sides of the same coin, as shown in the following equation:

\[
d = \frac{M_{T2} - M_{T1}}{\sigma_{\text{pooled}}}
\]

\[
\sigma_{\text{pooled}} = \sqrt{\frac{(n_1 - 1)\sigma_1^2 + (n_2 - 1)\sigma_2^2}{n_1 + n_2}}
\]

where \(d\) is the effect size, \(M_{T1}\) is the immediate posttest mean (i.e., at the end of a given training program), \(M_{T2}\) is the delayed posttest mean (i.e., at some time after training and
the immediate posttest), and $\sigma_{pooled}$ is the pooled standard deviation (Dunlap, Cortina, Vaslow, & Burke, 1996). A negative $d$ would show decay after the retention interval (i.e., period of nonuse as indicated by the time between posttests), with larger effects indicating more decay (or less retention). A $d$ with a non-negative value (i.e., $d = 0$ or positive values) indicates no decay, if not gain after training. Hence, both terminologies—decay and retention—will be used interchangeably throughout the rest of the manuscript.

With one exception (i.e., Arthur et al., 1998), existing reviews of decay and retention have been qualitative in nature. Both the qualitative and quantitative reviews found that decay increases as the retention interval extends. Specifically, Arthur et al.’s (1998) meta-analysis showed that the correlation between retention interval and corrected mean $d$ was $-0.51$, indicating that decay increases as retention interval increases. In addition, several other factors, such as degrees of overlearning and certain task characteristics, were also found to influence decay after periods of nonuse in both the qualitative and quantitative reviews. The Arthur et al. (1998) meta-analysis differentiated methodological factors from task-related factors that influence decay. Results for the methodological factors showed that less decay for behavioral criteria ($d = -0.77$) than for learning criteria ($d = -1.04$); less decay when conditions of retrieval were similar to those during original learning ($d = -0.94$) than when those were different ($d = -2.07$); and a small difference in the amount of decay for studies that used recognition tests ($d = -0.85$) versus recall tests ($d = -0.96$). Due to limited data at the time, no conclusive statements were made by Arthur and colleagues regarding the influence of degrees of overlearning on decay. The findings of task-related factors
indicated more decay for open-looped tasks \((d = -1.04)\) than for closed-looped tasks \((d = -0.71)\); more decay for cognitive \((d = -1.15)\) than for physical tasks \((d = -0.75)\); and more decay for accuracy \((d = -1.00)\) than for speed tasks \((d = -0.32)\). Additionally, Arthur et al. suggested exploring in future research the effect of additional moderators, such as task complexity, distribution of practice, and decay-prevention interventions during retention intervals.

Arthur et al.’s (1998) initial efforts were not without limitations partially due to the limited number of empirical studies available at the time. Also the dichotomization of each of the task-related characteristics studied in their meta-analysis was rather coarse and it failed to reflect the multi-dimensional nature of those factors. The variable categories were found to covary and thus their moderator analyses involving coarse categorical variables were confounded. For example, physical tasks were more likely to be speeded than accuracy-based with an even distribution of open- versus closed-loop, whereas cognitive tasks were more likely to be accuracy-based than speeded and open-rather than closed-looped. In addition, Arthur et al. (1998) focused only on studies with a strict nonuse retention interval, while not addressing post-training factors, such as opportunity to practice or other decay-prevention interventions, which have been demonstrated to influence decay both in theoretical models and empirical studies (e.g., Baldwin & Ford, 1988; Gaudine & Saks, 2004).

The purpose of the present study was to conduct a meta-analysis of organizationally-relevant training research to determine the methodological and task factors most likely to influence the decay of trained knowledge and skills. Given that the Arthur et al. (1998) meta-analysis is now over 10 years old, an updated meta-
analysis seems appropriate. Additionally, to improve upon the limitations of Arthur’s (1998) study, I (1) examined methodological factors previously not examined, (2) used a more sophisticated, multidimensional approach to coding task characteristics that involves coding dimensions along a 3-point scale (0-2), and (3) performed analyses that take into account the interaction and covariation among task-related characteristics as well as methodological factors. With respect to methodological factors, like Arthur et al. (1998), I focused on the length of retention interval, the degree of overlearning, condition of retrieval, and type of evaluation criteria. To expand upon Arthur et al. (1998), I also examined the influence of how acquisition was operationalized, degree of training structure, practice opportunities, and decay-prevention interventions. With respect to task-related characteristics, I focused on differences in decay as a function of task content and complexity. To expand upon Arthur et al. (1998), I added interpersonal demands to the examination of content beyond cognitive and physical demands. My focus on complexity expanded upon Arthur et al.’s (1998) closed- versus open-loop distinction.

Major Factors that Influence Decay

*Methodological Factors*

*Retention interval* refers to the duration between the criterion assessment and the most recent training session (Ebbinghaus, 1885, 1913; Driskell, Willis, & Copper, 1992). Generally speaking, performance is negatively related to retention interval length, with longer retention intervals resulting in worse performance than shorter retention intervals due to the increased possibilities of interference and forgetting during the extended delay between acquisition and retrieval (Driskell et al., 1992; Farr, 1987).
Consistent with the findings in Arthur et al. (1998), I examined the following hypothesis.

\[ H_1: \text{There will be a negative relationship between length of retention interval and retention; the longer the retention interval, the more decay will be.} \]

Initial acquisition. Initial knowledge and skill acquisition is a vital prerequisite of knowledge and skill retention (Arthur et al., 1998; Farr, 1987; Schmidt & Bjork, 1992), yet it is not equivalent to permanent or long lasting changes (Kraiger, 2003). Theoretically, there are three stages of cognitive skill acquisition. According to the Anderson’s ACT* model (Anderson, 1987, 1996), these cognitive skill acquisition stages progress from acquiring declarative knowledge (memory-based), to knowledge compilation (sequencing steps required to perform a task), and eventually acquiring procedural knowledge (automated performance). Despite the argument for automaticity as indications for competent performance (Howell & Cooke, 1989), the distinction between these stages in empirical studies is rather arbitrary.

Depending on the purpose of a given training intervention, trainees are expected to achieve a specified level of performance (i.e., criterion-based training) or to spend a specific amount of time (i.e., duration-based training) in training (Adams & Hufford, 1962; Arthur, Day, Bennett, McNelly, & Jordan, 1997; Rohrer, Taylor, Pashler, Wixted, & Cepeda, 2005). Most researchers would use a measure of performance immediately after training as an operationalization of initial skill acquisition. Arthur et al. (1998) did not directly address operationalization of initial skill acquisition as a methodological moderator in their meta-analysis, but they did suggest that future research should pay more attention to initial acquisition as the prerequisite for retention. Without having
acquisition clearly defined or operationalized, discussion of decay is less meaningful. Therefore, the current meta-analysis examined if decay differed depending on how initial acquisition was operationalized.

\[ Q_I: \text{Will decay differ depending on whether the operationalization of initial acquisition is criterion-based or duration-based?} \]

Overlearning refers to deliberate learning and practice beyond the point of initial mastery, which can be either completing the first error-free trial or reaching a set criterion performance (Ebbinghaus, 1885, 1913). In other words, overlearning is relevant only in criterion-based training. In meta-analyses by Driskell, Willis, and Cooper (1992) and Arthur et al. (1998), degree of overlearning (DOV) was operationalized as follows:

\[
\text{DOV} = \frac{\% \text{ Learning in Overlearned Condition}}{\% \text{ Learning in Overlearned Condition} + \% \text{ Learning in Non-overlearned Condition}}
\]

The meta-analysis on overlearning by Driskell et al. (1992) showed that greater overlearning led to less decay of newly learned cognitive (e.g., remembering verbal information) and physical skills (e.g., balancing on a stabilometer), and overlearning was more effective for retaining cognitive skills \((d = 0.75)\) compared to physical skills \((d = 0.44)\). Consistent with findings from Driskell et al. (1992), Arthur et al. (1998) hypothesized the positive relationship between overlearning and skill retention but did not find solid support for the hypothesis. Given the relatively weak effect based on 30 studies (17% of the entire data points) with a limited range of degree of overlearning, Arthur and colleagues (1998) cautioned readers of the interpretation regarding the minimum differences in decay as the degree of overlearning increased from 60% to
78.9%. It should also be noted that a large portion of studies included in both meta-analyses involved tasks, such as remembering verbal information or balancing on a stabilometer, that were simple and straightforward. For those tasks, it was easy to identify when the first error-free trail (i.e., initial mastery) occurred. However, the determination of initial mastery would be challenging for complex and dynamic tasks in the context of organizational training, which is the focus of the current meta-analysis. Nevertheless, based on the existing literature on the positive effect overlearning on facilitating retention, the following hypothesis was examined.

\[ H_2: \text{Decay will decrease as the degree of overlearning increases in criterion-based training.} \]

**Condition of retrieval.** According to the encoding specificity principle (Tulving, 1983; Tulving & Thompson, 1973) and the identical-elements theory (Thorndike & Woodworth, 1901), the likelihood of information retrieval increases as the similarity of retention testing and original learning context increases. Similarities between these two contexts provide cues and stimuli that facilitate information retrieval. Machin (2002) suggested that one should ensure that training incorporates procedures that are similar to those in the workplace, in order to maximize skill retrieval after training. Arthur et al. (1998) found that the amount of decay was significantly greater when the retrieval conditions were different from those of initial acquisition. Therefore, I examined the following hypothesis.

\[ H_3: \text{Decay will be greater when the conditions between the original and retrieval assessment are different than when they are similar.} \]
Types of evaluation criteria. Presently, there are two major taxonomies of training evaluation criteria. First, Kirkpatrick’s typology (Kirkpatrick, 1959, 1976, 1996) differentiates reaction (i.e., trainees’ affective reaction and perceived utility of training), learning (i.e., measures of knowledge and skill after training is completed), behavioral (i.e., on-the-job performance), and results (i.e., utility of training in terms of meeting organizations’ objectives) as four criteria at different hierarchical levels. Although this typology is widely used by both researchers and practitioners, Kirkpatrick’s typology has been criticized for its lack of theoretical grounding and oversimplification in treating each criterion level as unidimensional. Alliger and Janak (1989) also challenged three assumptions of Kirkpatrick’s approach regarding the implicit hierarchical structure of four criteria at different levels and the assumed positive relationship among these criteria.

A more construct-centered taxonomy by Kraiger, Ford, and Salas (1993) categorizes training evaluation criteria into cognitive, skill-based, and affective outcomes. Although both taxonomies exhibit some conceptual overlap, they offer important distinctions. The Kraiger et al. taxonomy, which is more consistent with current learning theory, provides a more theoretically viable framework in evaluating training by distinguishing between different types of cognitive, skill-based, and affective outcomes. For example, the Kraiger et al. taxonomy extended the reaction criteria by proposing a category called affective outcomes that include both attitudinal (e.g., respect diversity at workplace) and motivational (e.g., changes in self-efficacy) outcomes, rather than equating attitudinal outcomes to reactions (c.f., Kirkpatrick, 1959, 1976, 1996). Another valuable addition by Kraiger and colleagues is the inclusion of
knowledge organization and cognitive strategies besides verbal knowledge (similar to learning in the Kirkpatrick typology) under cognitive outcomes. Last, based on theories of skill development (e.g., Anderson, 1996), the Kraiger et al. taxonomy categorized skill-based outcomes into proceduralization (i.e., reproduction of trained skills), composition/adaptability (i.e., application of trained skills in a new context or with new contingencies), and automaticity (i.e., performing the task without conscious monitoring).

Only learning and behavior criteria under the Kirkpatrick’s typology were used by Arthur and colleagues in their skill decay meta-analysis (Arthur et al., 1998). They found that the amount of decay was lower for behavioral ($d = -0.77$) than for learning criteria ($d = -1.04$). The current meta-analysis used the more construct-centered Kraiger et al. taxonomy, and focused on cognitive and skill-based outcomes. Although cognitive and skill-based criteria under the Kraiger et al. taxonomy are similar to learning and behavioral criteria under the Kirkpatrick’s typology, I proposed the following research questions rather than framing them as hypotheses due to the lack of past research in this regard.

$Q_2$: Will rates of decay differ for cognitive criteria compared to skill-based criteria?

$Q_3$: Will rates of decay differ for different types of cognitive criteria?

$Q_4$: Will rates of decay differ for different types of skill criteria?

*Structure of the training*, as an important variable to consider in training, refers to the extent to which instructors provide guidance, clarification, feedback and objectives for trainees, and the extent to which instructors exert control over how the
materials are delivered, as well as trainees’ learning process (Campbell & Kuncel, 2001). As the degree to which these elements in a training program increases, the structure of the training increases (Freebody & Tirre, 1985; Snow, 1989). In training programs with high structure, instructors are in charge of how instructional tasks are broken down into small units and delivered using different training activities. On the contrary, in training programs with low structure, trainees take a more proactive role and rely more on themselves, rather than on instructors in the learning process. Some research has shown that training with low structure, such as guided exploratory training, is beneficial in leading to better strategic knowledge, higher performance and better transfer in various tasks (e.g., Dormann & Frese, 1994; McDaniel & Schlager, 1990). However, it has also been shown that trainees are likely to be at a loss when offered with too much freedom due to cognitive overload as a result of being overwhelmed with making all the instruction decisions, resulting in a failure to focus proper attention on important content in training (Mayer, 2004; DeRouin, Fritzsche, & Salas, 2004; Salas, Cannon-Bowers, Rhodenizer, & Bowers, 1999). It is commonly recommended to provide instructional messages that guide trainees’ exploration during training so as to prevent them from deviating from the productive learning process pre-designed by instructors (Mayer, 2004). For example, active learning, as a training strategy, not only offers learner control to trainees but it also involves formal training design elements to guide the cognitive, motivational, and emotional learning processes, which consequently facilitate self-regulated learning and transfer (Bell & Kozlowski, 2008; Bransford, Brown, & Cocking, 1999). Therefore, to examine how structure of training would influence decay, the following research question was examined:
**Q5:** Will there be a relationship between training structure and decay? If so, what is the nature of the relationship?

*Practice opportunities* refer to the extent to which trainees are provided with or actively obtain work experience relevant to the trained tasks after training (Ford, Quiñones, Sego, & Sorra, 1992). Quiñones, Ford, Sego, & Smith, (1996) found that the more opportunities trainees have to apply acquired knowledge and skills, the more likely trainees can replicate such knowledge and skills in the actual work environment. Although the opportunity to practice is considered to be an important factor influencing decay, it was not examined by Arthur et al. (1998) because their meta-analysis only investigated studies involving nonuse intervals. Therefore, the following hypothesis was examined:

**H4:** Opportunities to practice will be associated with lower levels of decay.

*Decay-prevention intervention.* Post-training decay-prevention interventions intend to promote effective transfer of training to the job environment by helping trainees to set transfer goals, creating a supportive transfer climate, monitoring posttraining performance, and providing relapse prevention training (Foxon, 1993, 1994; Goldstein & Ford, 2002; Machin, 2002; Salas et al., 1999). For example, goal-setting and self-management are the most commonly used post-training decay-prevention interventions. *Goal-setting* posits that difficulty and specificity are the two components of goals that relate to performance (Locke & Latham, 1990). *Self-management training* is related to relapse prevention that was originally applied in addictive behaviors prevention (Marx, 1982). Self-management training is a cognitive-behavioral strategy structured in order to encourage trainees to identify obstacles and
strategies to overcome them. As supported by findings from relevant primary studies and qualitative reviews, both goal-setting and self-management interventions have been found to be effective in promoting retention in training on negotiation, customer service, and supervisory skills (Gist, Stevens, & Bavetta, 1991; Hutchins & Burke, 2006; Noe, Sears, & Fullenkamp, 1990; Richman-Hirch, 2001; Tews & Tracey, 2008). Therefore, the following hypothesis was examined:

\[ H_5: \] The use of post-training decay-prevention interventions will be associated with lower levels of decay.

*Task-related Factors*

*Task content* concerns the nature of a task that trainees are expected to learn in training. Depending on the requirements held for trainees to learn, the task content can fall into the following three categories: cognitive, physical, and interpersonal tasks (Farina & Wheaton, 1973; Fleishman & Quaintance, 1984; Goldstein & Ford, 2002). Cognitive tasks involve information processing, problem solving, sensemaking, idea generation, and decision making. Physical tasks require the use of the musculoskeletal system to perform a range of physical movements. Interpersonal tasks relate to interacting with others including co-workers, clients and customers. However, the content of many tasks involves some mix or combination of cognitive, physical or interpersonal components. For example, Space Fortress is an experimental game designed to simulate a complex and dynamic aviation environment (Mané & Donchin, 1989). Space Fortress not only has a high cognitive load in information processing and decision-making, but it also involves difficult joystick and mouse controls. Rather than
forcing Space Fortress into only one task content type, it can be categorized as both a
cognitive and physical task (c.f., Arthur, Bennett, Edens, & Bell, 2003).

Although previous research has shown that training effectiveness is different
depending upon the content of the training (Aguinis & Kraiger, 2009; Wexley &
Latham, 2002), such investigations have not specifically addressed training
effectiveness with respect to decay. Moreover, Arthur et al.’s (1998) meta-analysis only
compared decay by treating task content as a categorical variable: either cognitive or
physical. Their results showed an overall greater amount of decay for cognitive tasks \(d = -1.15\) than for physical tasks \(d = -0.75\). In the present study, instead of making a
categorical distinction, task content was treated as a multidimensional construct and
scored on a three-point scale (0 = low [minimally applicable/involved]; 1 = moderate
[somewhat applicable/involved]; 2 = high [very applicable/involved]) for each of the
three content dimensions: cognitive, physical, and interpersonal. Table 1 shows a list of
example tasks scored in this manner. This coding scheme allowed me to examine decay
as a function of each type of content demand as well as in combination.

Arthur et al. (1998)’s dichotomization of cognitive versus physical tasks can be
represented as tasks with high cognitive demands and low physical demands versus
tasks with low cognitive demands and high physical demands under the current coding
scheme. Therefore, I examined the following hypothesis.

\(H_6\): There will be more decay for tasks with high cognitive demands and low
physical demands than for tasks with low cognitive demands and high
physical demands.
Furthermore, specific dimensions and different combination of specific content demands are likely to play a more or less important role in influencing decay. The multidimensional coding scheme of task content allowed me to examine the following research questions:

\( Q_6 \): Will decay be related to the strength of each of the content demands?

\( Q_7 \): Will decay differ for tasks that have greater combined demands (sum of cognitive, physical, and interpersonal) than for tasks with lower combined demands?

*Task complexity* is a function of objective characteristics of tasks and has been found to be an important determinant of individual’s task performance (e.g., Haerem & Rau, 2007; Wood, 1986). The most commonly used framework of task complexity, with a focus on individual task performance, was articulated by Wood (1986). Under this taxonomy, task complexity is divided into three components: *component complexity* (the number of distinct acts and distinct information cues or information elements that are needed to perform the task), *coordinative complexity* (the form and strength of the relationships between the components of the task and the sequencing of the inputs), and *dynamic complexity* (the need to adapt to potential changes in the means-ends hierarchy during the performance of the task). Task complexity, as defined using Wood’s taxonomy, is often studied as a moderator in meta-analysis. For example, Wood, Mento, and Locke (1987) showed that the magnitude of goal-setting effect on performance was moderated by task complexity, such that the magnitude of goal effects was greater on simple tasks (e.g., recall task) than on complex tasks (e.g., business game simulation). Chen, Casper, and Cortina (2001) found that self-efficacy partially mediated the
relationship of cognitive ability and conscientiousness with performance on simple
tasks, but not on complex tasks. In addition, the relationship of cognitive ability and
conscientiousness with performance became stronger as task complexity increased,
while self-efficacy was not related to complex task performance over and above
cognitive ability and conscientiousness (Chen et al., 2001).

A similar taxonomy used to categorize tasks was used in the meta-analysis of
the distributed practice effect by Donovan and Rodosevich (1999). Based on results
from cluster analysis of task characteristics, Donovan and Rodosevich categorized tasks
into different types along the following three dimensions. First, *overall task complexity*
was operationalized as the number of distinctive behaviors required, number of choices
needed, and degree of uncertainty involved to complete the task. This dimension was
adapted from the aggregated task complexity under the Wood (1986) taxonomy. The
other two dimensions: *mental requirement of the task* and *physical requirement of the
task* were unique dimensions that resulted from cluster analysis. These two dimensions
were not included in the operationalization of task complexity in the current meta-
analysis because they were captured under the aforementioned task content factor (i.e.,
cognitive, physical and interpersonal tasks). Results from their meta-analysis on
practice effects indicated that the superiority of spaced practice over massed practice
diminished as complexity of tasks on all three dimensions increased from low to high ($d
= 0.97$ to $d = 0.07$).

The current meta-analysis adopted the operationalization of task complexity
proposed by Wood (1986), and supplemented it with Donovan and Rodosevich (1999)’s
operationalization of overall task complexity as well as characteristics that differentiate
open-looped from closed-looped tasks. The scheme was as follows: except for whether a task is open-looped or not which was coded as yes or no, task complexity was scored on a 3-point scale (0 = low [minimally applicable/involved]; 1 = moderate [somewhat applicable/involved]; 2 = high [very applicable/involved]) for each of the three dimensions (i.e., discretion, dynamic complexity, and component complexity). Table 2 shows a list of example tasks scored in this manner. This coding scheme allowed me to examine decay as a function of each dimension of task complexity as well as in combination.

First, an open-looped task refers to a task without a clear and distinct end of the task, which is contingent on time, and requires constant monitoring of the discrepancies between the current and desired state. On the other hand, a closed-looped task is one with an unambiguous ending that is not contingent on time (Naylor & Briggs, 1961). For example, monitoring a nuclear reactor is an open-looped task that requires ongoing comparison between current and desired state of the reactor. The end of such tasks is usually marked by specific time limits. However, package delivery as a task is closed-looped because the task is complete when the package reaches the addressees’ hands. Closed-looped tasks often involve discrete responses that have a definite beginning and end, whereas open-looped tasks typically involve continuous responses that are repeated or constant monitoring and do not have a definite beginning or end. Results for whether closed-looped or open-looped tasks are better retained are mixed (e.g., Arthur et al., 1998 versus Farr, 1987).

Results from primary studies and narrative reviews on closed-looped and open-looped tasks suggested that open-looped tasks were more resistant to decay than closed-
looped tasks. Compared to closed-looped tasks, open-looped tasks are more coherent and continuous in nature, so they are more natural and meaningful to people (Naylor & Briggs, 1961). Arthur et al. (1998) hypothesized that closed-looped tasks would decay faster than open-looped tasks because the latter involve continuous responses and are more coherent in nature. However, their findings indicated the opposite: open-looped tasks generally decayed more ($d = -1.06$) than closed-looped tasks ($d = -0.71$), which was not in line with that from primary studies and narrative reviews on closed-looped and open-looped tasks. This inconsistent finding may be partially due to the covariation among three types of task characteristic moderators (closed-/open-looped, physical/cognitive, and natural/artificial). Arthur and colleagues (1998) found that physical tasks were more likely to be speeded than accuracy-based with an even distribution of open- versus closed-loop, whereas cognitive tasks were more likely to be accuracy-based than speeded and open- rather than closed-looped.

Second, discretion refers to the number of choices or approaches that can be adopted to perform the task and reach the goal. This is adapted from coordinative complexity dimension under Wood’s taxonomy (Wood, 1986) and the sub-dimensions of overall complexity in Donovan and Rodosevich (1999). Third, dynamic complexity, as specified under Wood’s (1986) taxonomy, refers to the extent of the dynamic nature of the task environment. Task elements are dynamic in cases where inconsistent information exists or there is inconsistency in information processing and decision execution. In other words, a task with dynamic elements is characterized by the extent of not knowing what will happen or what to expect, and the requirement of constantly paying attention to different components in the task environment. Last, component
complexity, as specified by Wood (1986), refers to the total number of distinct behaviors required to execute the task, and the total number of distinct information cues that must be processed in performing those actions.

As the task complexity increases, the knowledge and skill requirements for performing the task also increase. The characteristics of complex tasks are inherently more meaningful to individuals. Rather than performing rote tasks, individuals are motivated to engage in deeper and more elaborative processing during training, and consequently achieve better retention given the nature of complex tasks (Arthur et al., 1998; Craik & Lockhart, 1972; Schmidt & Bjork, 1992; Wexley & Latham, 2002). Therefore, the following hypothesis was examined:

\[ H_7: \] Decay will be smaller for more complex tasks than for less complex tasks.

Covariation among Moderators

Due to limited number of data points available, Arthur et al. (1998) were not able to conduct hierarchical moderator analysis despite the covariation they found among some task-related and methodological factors. To address this question, the current meta-analysis took three approaches to examine the independent effect of moderators and covariation among moderators: (1) conducting hierarchical moderator analysis when \( k \) sizes were five or bigger per cell to ensure a meaningful interpretation, (2) examining the correlations among moderators, as well as between moderators and corrected mean effect sizes, and (3) examining the independent effects of moderators by regressing effect sizes on moderators.
Methods

Literature Search

An extensive literature search was conducted, both electronically and manually, to identify empirical studies that have investigated skill retention and/or decay up to the year 2008. The electronic search covered nine computer databases (Academic Search Elite, Business Source Elite, Defense Technical Information Center, Dissertation Abstract, Econlit, Educational Research Information Center, Government Printing Office, PsychINFO, and SocINDEX). The electronic search was supplemented by a manual search of reference list of recent training literature reviews, as well as SIOP conference presentations (Aguinis & Kraiger, 2009; Alliger & Janak, 1989; Alliger, Tannenbaum, Bennett, Traver, & Shotland, 1997; Arthur et al., 1998; Arthur et al., 2003; Colquitt, LePine, & Noe, 2000). The following key words were used: knowledge/skill retention, knowledge/skill maintenance, knowledge/skill perishability, knowledge/skill deterioration, knowledge/skill decay, knowledge/skill degradation, knowledge/skill acquisition, training evaluation, training efficiency, training effectiveness, and training. The initial search resulted in approximately 10,459 English language citations, out of which 38 articles were retained based on the inclusion criteria. The final dataset was comprised of the following sources: 29 articles from journal articles, 4 from dissertations, 4 from technical reports, 1 unpublished but submitted manuscript.

Inclusion Criteria

A set of decision rules were used to determine whether to retain the studies given the purpose of the current meta-analysis. First, to be included in the meta-
analysis, a study must have investigated the effectiveness of an organizational training program over time. The study can either have occurred in a field or laboratory setting. Laboratory studies were included if it was judged that the author intended to generalize the findings to organizationally relevant settings. Studies published in educational journals were excluded unless the researchers specifically sought to generalize their findings to organizational settings. In addition, experiments using simple tasks, such as memorizing nonsense syllables (e.g., Mandler & Heineman, 1956) or drawing lines blindfolded (e.g., Trowbridge & Cason, 1932), were not included because findings from such studies are less likely to have implications in organizational contexts. Second, trainees had to be 18 years and older. Third, studies must have clearly indicated that the training was completed either because trainees reached training goals or underwent a specific amount of time as required by the training program. Fourth, the study had to report enough information about the training (e.g., nature, protocol, task trained) for any reasonable judgments about the training program could be made. Fifth, for a criterion to be considered as assessing retention over time, the same measure had to be administered both immediately (i.e., within one hour) upon completion of training and some time later. The time interval between immediate and delayed post test had to be greater than the time interval between the end of training and immediate post test. Sixth, studies had to report important statistics that allow for the computation of $d$. In other words, studies had to report sample sizes along with means and standard deviations for both the immediate and delayed measure of a criterion. Effect sizes can also be calculated if dependent $t$-statistics are reported along with the correlation between the immediate and
delayed posttests (Dunlap et al., 1996). Last, the current meta-analysis only focused on individual-level effects.

Data Set

Nonindependence. Based on the inclusion criteria, an initial dataset consisted of 209 data points (ds) from 38 manuscripts. But not all effect sizes were independent if they were computed from the same group of participants. In the context of meta-analysis, nonindependence can be problematic because it could reduce the observed variability of effect sizes, artificially inflate sample sizes and effect sizes, and overweight the contributions of studies with multiple nonindependent data points (Arthur, Bennett, & Huffcutt, 2001). For analysis examining overall effects (e.g., retention interval and decay), data points were averaged across all types of criteria if they were from the same group of participants under the same manipulation in the same experiment. However, for moderator analyses (e.g., whether decay differed for cognitive versus skill criterion), under the same manipulation in the same experiment, data points associated with cognitive criterion and those with skill criterion were consider independent if that experiment had both cognitive and skill criteria. Consequently, nonindependent data points were averaged and resulted in 114 independent data points from 38 manuscripts. Out of the 114 independent data points, three studies from journal articles reported post-training intervention and they were excluded from the final dataset except for addressing Hypothesis 5, which was the use of post training decay-prevention interventions would be associated with lower levels of decay. Therefore, the final dataset used to address the majority of the hypotheses and research questions consisted of 111 independent data points from 35 manuscripts. The
sources of these data points were as follows: 66.7% studies from journal articles, 11.7% from dissertations, 20.7% from technical reports, and 0.9% unpublished but submitted manuscript.

**Outliers.** As in empirical studies, the presence of outliers poses a concern for meta-analyses. Huffcutt and Arthur (1995) developed and suggested the sample-adjusted meta-analytic deviancy (SAMD) statistic to detect outliers. The SAMD procedure “compares the value of each study effect size to the mean sample-weighted coefficient computed without that coefficient in the analysis, then adjusts that difference for the sample size of the study” (Arthur et al., 2001, p. 119). A SAMD statistic was calculated for each data point in the dataset and each of the absolute SAMD values was ranked and plotted in order from highest to lowest.

SAMD statistics were computed for each of the 111 independent data points, resulting in a mean SAMD of −0.08 (SD = 1.82). The resulting SAMD scree plot is presented in Figure 1, suggesting a total of five outliers. However, these five studies, which constituted 4.5% of the 111 effect sizes in the dataset, were retained because they were originally included in Arthur et al. (1998) meta-analysis. One of these studies was from a journal article by Reynolds and Bilodeau (1952); two were from a technical report by Thompson, Morey, Smith, and Osborne (1981); and two were from a technical report by Grimsley (1969).

Given one of the objectives of the current meta-analysis was to provide an update of Arthur et al. (1998)’s meta-analysis, efforts were made to extract all 53 articles coded by Arthur and colleagues. Out of all those articles, 43 hard copies were found, 18 of which failed to meet the current inclusion criteria. With the remaining 25
articles that were not excluded, only eight were kept in the current meta-analysis (including the three articles that showed up as potential outliers in the scree plot) because the rest did not report relevant statistics to calculate effect sizes.

Description of Methodological Factors

Retention intervals. The retention interval (i.e., number of hours) between the end of training and collection of the criterion data was coded. Retention interval for criteria measured immediately upon completion of training was code as the zero hour, and the lag between training and measures at a later time was recorded in hours as reported in the primary studies. In order to compare results related to retention intervals from the current meta-analysis with those from Arthur et al. (1998), the same categorization scheme was used to break number of hours into different retention interval categories: (1) less than 1 day; (2) greater than or equal to 1 day, but less than or equal to 7 days; (3) greater than 7 days, but less than or equal to 14 days; (4) greater than 14 days, but less than or equal to 28 days; (5) greater than 28 days, but less than or equal to 90 days; and (6) greater than 90 days, but less than or equal to 180 days (see Table 5). A total of eight retention interval categories were in Arthur et al. (1998) meta-analysis. However, primary studies included in the current meta-analysis did not have retention intervals that would fall under the last two categories under their categorization scheme (i.e., greater than 180 days, but less than or equal to 365 days; or greater than 365 days).

Operationalization of initial acquisition. Each training program was categorized as either being criterion-based or duration-based.
**Overlearning.** The degree of overlearning was calculated only for studies that were coded as criterion-based, using the equation discussed earlier in this document. For example, if reaching the criterion level requires 5 trials and the overlearning condition involves 5 additional trials, then the degree of overlearning is 100%. A degree of overlearning of zero indicates no overlearning occurred.

**Condition of retrieval.** The context of immediate and delayed assessment was coded as being the same or different based on the description provided in primary studies.

**Types of evaluation criteria.** Dependent variables in primary studies were hierarchically classified as different types of criteria under either cognitive- or skill-based outcomes based on Kraiger et al.’s taxonomy (1993) of evaluation criteria. Specifically, the cognitive criteria were further broken down to declarative knowledge, procedural knowledge, strategic knowledge, knowledge organization, and cognitive strategies criteria. Skill criteria were coded as either proceduralized skill or adaptive skill.

**Training structure.** The degree of structure was a composite of six dimensions operationalized as follows: (1) instructor controlled activities (i.e., instructor determines the content, sequence and timing of training activities), (2) frequency of instructional message (i.e., frequency of explicit guidance provided by instructor regarding training content and approaches needed to learn the content), (3) frequency of clarification of material (i.e., how frequent instructor extends beyond the basics through additional clarifying information), (4) individual assistance from the instructor (i.e., actual personalized hands-on assistance provided by instructor by providing advice or
demonstration), (5) break-down of training into modules (i.e., training is broken into different components or modules to maintain trainees’ attention and focus), and (6) provision of detailed objectives for trainees (i.e., explicit information provided to trainees regarding what they are expected to know or do by the end of a training activity or module). All aforementioned dimensions were coded on a 3-point scale (0 = little if any—involved less than 10% of training time; 1 = moderate degree—involved more than 10% but less than 50% of training time; 2 = large degree—involved more than 50% of training time) with a higher number indicating a more structured training. Although scores could range from 0 to 12, the distribution of overall structure scores in the current meta-analysis as shown in Table 3 ranged from 0 to 9. Thus, none of the data points in this meta-analysis involved a sample that underwent highly structured (i.e., guided) training. Based on the frequency distribution shown in Table 3, the overall structure scores was trichotomized for moderator analyses purpose as follows: low structure = 0—2 \((k = 38)\), medium structure = 3—4 \((k = 58)\), and high structure = 5—9 \((k = 15)\).

*Practice opportunities.* During the retention interval, information about whether trainees were constrained to no practice was coded as yes or no.

*Decay-prevention intervention.* During the retention interval, information about whether there was any decay-prevention intervention (e.g., refresher training) was coded as yes or no.

**Description of Task-related Factors**

*Task content.* Three types of task content (i.e., cognitive, physical, and interpersonal) were coded. Each of the task type was coded using a 3-point scale (0 =
low [minimally applicable/involved]; 1 = moderate [somewhat applicable/involved]; 2 = high [very applicable/involved]) to indicate the nature of the task. For example, training on negotiation skills would be coded as 1 for cognitive, 0 for physical, and 2 for interpersonal.

Task complexity. Open-looped task was coded as “Yes” and closed-looped task was coded as “No”. Discretion, dynamic complexity, and component complexity were coded using a 3-point scale (0 = low [minimally applicable/involved]; 1 = moderate [somewhat applicable/involved]; 2 = high [very applicable/involved]), with a higher number indicating higher levels of complexity.

Coding Accuracy and Interrater Agreement

Having received 20 hours of training using a training manual developed for the current meta-analysis, three graduate students coded the data reported in the current meta-analysis. All coders were assigned a common set of nine articles used to assess interrater agreement by comparing the values and categorization assigned by each coder for all variables of concern (Table 4). The levels of agreement was generally high, with a mean overall agreement of 97.01% (SD = 5.55). Discrepancies and disagreements related to this set of nine articles were resolved through consensus meetings involving all three graduate student coders.

Computation of Effect Sizes

The current meta-analysis used the effect size statistic ($d$) as the common metric to aggregate the effects across all studies (Hunter & Schmidt, 1990). The following equation was used to calculate $d$: 
\[ d = \frac{M_{T2} - M_{T1}}{\sigma_{pooled}} \]

\[ \sigma_{pooled} = \sqrt{\frac{(n_1 - 1)\sigma_1^2 + (n_2 - 1)\sigma_2^2}{n_1 + n_2}} \]

where \( M_{T1} \) is the immediately posttest mean, \( M_{T2} \) is the delayed posttest mean, \( \sigma_1 \) is the immediately posttest standard deviation, \( \sigma_2 \) is the delayed posttest standard deviation, \( n_1 \) is the immediately posttest sample size, \( n_2 \) is the delayed posttest sample size, and \( \sigma_{pooled} \) is the pooled standard deviation (Dunlap et al., 1996). A negative \( d \) in the current meta-analysis would suggest decay from immediate posttest to delayed posttest; \( d \) close to zero would indicate no decay, and a positive \( d \) would suggest not only retention but improvement over the retention interval.

Studies with larger sample size are likely to have smaller sampling errors, therefore Hunter and Schmidt (1990) recommended assigning more weight to effect sizes associated with bigger sample sizes in calculating overall mean \( d \) using the following equation:

\[ \bar{d} = \frac{\Sigma d_i n_i}{Nt} \]

where \( \bar{d} \) is the overall mean effect size; \( d_i \) is the effect size for each study; \( n_i \) is the sample size for each study; and \( Nt \) is the total sample size across all studies. In addition, the sample sizes in the current meta-analysis were uneven across studies as they varied from 4 to 119. To correct for the attenuating effect of unequal or unbalanced sample sizes, a bias multiplier (denoted as “\( A \”) was used to calculate corrected mean \( \bar{d} \) as suggested by Hunter and Schmidt (1990). The bias multiplier was calculated as:
\[ A = 1 + \left( \frac{0.75}{N - 3} \right) \]

where \( N \) is the average sample size across studies. Then the corrected mean 
\( \bar{d} \) (detonated as \( \delta \)) and corrected standard deviation of the population effect sizes 
(detonated as \( SD_\delta \)) are calculated using the following equations:

\[ \delta = \frac{\bar{d}}{A} \]

\[ SD_\delta = \frac{\sqrt{Var(\delta)}}{A} \]

where \( \delta \) is the corrected mean effect sizes, \( SD_\delta \) is the corrected standard deviation, and 
\( Var(\delta) \) is the population variance.

Confidence interval was the effects of sampling error remains in uncorrected, 
sample-size weighted mean effect size, with narrower confidence interval suggesting 
higher accuracy. In other words, if another set of studies were drawn from the 
population to conduct a new meta-analysis on the same topic, the mean effect sizes 
found are likely to be within the range of values identified by the confidence interval 
(Arthur et al., 2001; Hunter & Schmidt, 2004; Whitener, 1990). In the current meta-
analysis, a 95% confidence interval (CI) for the correct mean \( d \) was calculated as 
follows:

\[ CI_{95\%} = \bar{d} \pm (1.96 \times SD_\delta) \]

**Moderator Analyses.** To assess the impact of each proposed factor on decay, 
studies were separated into different subsets based on specific levels of the factor. An 
overall and a subset mean effect size was calculated for each factor. For the current 
meta-analysis, a factor was considered a meaningful moderator if (1) the difference
between level effects (respective $\delta$s) found was equal to or greater than 0.20, which is Cohen’s (1992) standard for a small effect size; and (2) the confidence intervals for each effect did not substantially overlap. Furthermore, a variable is also thought to be having a moderating effect if the percent of variance explained by sampling error increases (i.e., the residual variances decreases) after separating a set of studies based on levels of the supposed moderator factor.

**Results**

As shown in Table 6, across 111 independent effects, there was decay since the completing of formal training ($\delta = -0.38$). However, the 95% confidence interval was rather large, covering a range from strong levels of decay ($\delta = -1.50$) to moderately strong levels of retention ($\delta = 0.75$). Furthermore, there was a small amount of variance accounted for by sampling error (30.85%), suggesting that the investigation of moderators is warranted.

**Methodological Factors**

*Retention interval.* The first hypothesis involved examining the effect of the length of nonuse retention interval on the amount of decay. Specifically, it was hypothesized that length of retention intervals would be negatively related to the amount of retention. In support of Hypothesis 1, the correlation between retention interval and corrected mean $d (\delta)$ was $-0.58$ ($p > .05$), indicating longer intervals were associated with more decay. Although this correlation was not significant given the limited six data points (i.e., six retention interval categories), the direction of the relationship was consistent with Hypothesis 1: longer retention intervals were associated with more decay. Results from Table 6 indicate that there was almost no
decay ($\hat{\delta} = -0.08$) when the retention interval was less than one day. Beyond one day, higher levels of decay were found for Retention Intervals 2 through 6 compared to Retention Interval 1. However, there was not a linear trend for the amount of decay as retention interval extended. For instance, Retention Interval 5 (i.e., greater than 28 days, but less than or equal to 90 days) yielded less decay than Retention Intervals 2, 3, and 4. Overall, the results in Table 6 offered mixed support for Hypothesis 1. The shortest retention interval was associated with less decay than any other retention intervals, but there was no clear pattern of greater decay as retention interval increased beyond one day. However, the relatively small amount of variance accounted for by sampling error for Retention Intervals 2, 4 and 5 suggests the presence of additional moderators.

Further moderator analyses were conducted by collapsing across all retention intervals due to the small $k$ sizes for most of the retention intervals. In addition, to ensure reasonable meaningful interpretations, hierarchical moderator analyses were only conducted when there were at least five independent effects (i.e., $k \geq 5$) that could be meta-analyzed for any given level of a moderator. However, if there was a specific hypothesis proposed, I conducted moderator analysis regardless of whether there were at least five independent effects.

Initial acquisition. Research Question 1 asked if decay would differ depending on whether the operationalization of initial acquisition is criterion-based or duration-based. Based on analyses on the limited seven studies that operationalized initial acquisition as criterion-based, the results showed there was more decay for criterion-based training ($\hat{\delta} = -1.43$) than for duration-based training ($\hat{\delta} = -0.35$). The absolute difference between these two effects was greater than 0.20, and the confidence intervals
for each effect did not substantially overlap (Table 7). Therefore, there was a meaningful difference in decay depending on whether the operationalization of initial acquisition is criterion-based or duration-based. However, the percent of variance accounted for by sampling error was relatively small for both effects, suggesting the presence of additional moderators.

**Overlearning.** Hypothesis 2 stated that less decay would be associated with increases in the degree of overlearning in criterion-based training. However, there were only seven studies ($N = 52$) that were criterion-based training, out of which no information regarding degree of overlearning was reported. Therefore, Hypothesis 2 could not be tested in the current meta-analysis.

**Condition of retrieval.** Hypothesis 3 stated that decay would be greater when the conditions between the original and retrieval assessment are different than when they are similar. As shown in Table 7, the results did not support Hypothesis 3. The amount of decay did not matter if the conditions between the original and retrieval assessment were different ($\delta = -0.38$) or similar ($\delta = -0.37$). However, it should be noted that the current finding was based on three data points that reported retrieval conditions being different from the original assessment conditions.

**Criterion type.** Three research questions were proposed regarding the rate of decay and different types of criteria as specified in the Kraiger et al. (1993) taxonomy. Research Question 2 asked whether rates of decay would differ for cognitive criteria compared to skill-based criteria. To address Research Question 2, all specific types of cognitive and skill criteria were collapsed, respectively. As shown in Table 7, the results indicated greater decay for cognitive criteria ($\delta = -0.60$) compared to skill criteria ($\delta = -0.60$).
0.25). It should also be noted that the range of the confidence interval associated with skill criteria \((-1.54, 1.04)\) was larger than that with cognitive criteria \((-1.07, -0.12)\). Furthermore, the confidence interval associated with skill criteria suggested the possibility of no decay or even improvement after a period of nonuse, which the same conclusion could not be drawn regarding cognitive criterion. Therefore, there was more decay for cognitive criteria compared to skill-based criteria.

Research Question 3 asked whether rates of decay would differ for different types of cognitive criteria. Under the \textit{a priori} decision of excluding moderator analysis with less than five data points, a comparison was only made between two specific types of cognitive criteria: declarative knowledge versus declarative and procedural knowledge. It should be noted that no studies were available that involved a pure procedural knowledge criterion. Results showed less decay for declarative knowledge \((\delta = -0.46)\) than for a criterion assessing both declarative and procedural knowledge \((\delta = -0.93)\), and their confidence intervals did not overlap. The percent of variance accounted for by sampling error not only increased after separating cognitive criteria into these two specific cognitive criterion types, but also the high percent of variance accounted for by sampling error suggested the low likelihood of additional moderators that would make a meaningful difference. Research Question 4 asked whether rates of decay would differ for different types of skill criteria. Similarly, \textit{a priori} decision rule was applied, and skill criteria were broken down into two specific categories (i.e., proceduralized versus adaptive skill). Results indicated there was less decay for proceduralized skill criteria \((\delta = -0.23)\) compared to adaptive skill criteria \((\delta = -0.43)\), but their confidence intervals overlapped substantially. In addition, the percent of variance accounted for by
sampling error barely increased after breaking skill criteria into proceduralized and adaptive skill criteria. A relatively small percent of variance explained and overlapping confidence intervals suggests that additional unknown moderators are likely influencing the relationship between decay and different types of skill criteria.

Results regarding Research Questions 2, 3 and 4 together show that criterion type does appear to be an important moderator of decay. Decay for cognitive criteria was stronger than that for skill criteria; declarative and procedural knowledge criteria decayed more than declarative knowledge; and adaptive skill criteria decayed more than proceduralized skill criteria. In addition, findings related to specific types of cognitive criteria were more robust than those for specific types of skill criteria.

Training structure. Research Question 5 asked whether training structure would influence rates of decay. Results showed that the amount of decay increased as the level of structure decreased from high to low ($\delta = -0.18$, $-0.27$, and $-0.68$ for high, moderate, and low structure categories, respectively). The greatest difference was found between high and low structure, followed by the difference between moderate and low structure. But the difference between moderate and high structure was less than 0.20. The small percent of variance accounted for by sampling error for low and high structure suggests the presence of additional moderators. Therefore, structure appears to be having a moderating influence, but its influence also depends on other variables.

Practice opportunities. Hypothesis 4 stated that less decay would be associated with opportunities to practice. However, there were not any studies that provided specific information regarding whether trainees had opportunities to practice during the
retention interval. Therefore, Hypothesis 4 could not be tested in the current meta-analysis.

*Decay-prevention intervention.* Hypothesis 5 stated that post-training decay-prevention interventions would be associated with lower levels of decay. Results presented in Table 7 supported Hypothesis 5; there was no decay when decay-prevention interventions were implemented. In fact, decay-prevention interventions were associated with a boost in performance after the completion of formal training ($\delta = 0.82$). Although the current finding was based on only three available data points that reported information related to decay-prevention intervention. The finding that 100% of the variance was explained by sampling error suggests a low probability of additional moderators that would make a meaningful difference. Thus, it appears that decay-prevention interventions are very worthwhile.

*Task-related Factors*

*Task content.* Hypothesis 6 stated that decay would be greater for tasks with high cognitive demands and low psychomotor demands than for tasks with low cognitive demands and high psychomotor demands. As presented in Table 8, results supported Hypothesis 6 indicating more decay for tasks with high cognitive and low physical demands ($\delta = -0.35$) than for tasks with low cognitive and high physical demands ($\delta = 0.23$). 100 percent of the variance was explained by sampling error for tasks with high cognitive and low physical demands, suggesting that the small to moderate amount of decay for such tasks is robust and unlikely to depend on other factors. In contrast, the small positive degree of retention for tasks with low cognitive
and high physical demands is not robust. Only 47 percent of the variance explained by sampling error and the 95% confidence interval ranged from –0.67 to 1.13.

Due to limited data points ($k = 2$) available, interpersonal task demands were excluded from the following moderator analyses concerning task content proposed in Research Questions 6 and 7. Research Question 6 asked whether decay would be related to the strength of each of the content demands. The intent of Research Question 7 was to explore whether decay would differ for tasks that have greater combined demands than for tasks with lower combined demands. To examine both research questions, all three levels of cognitive demands were crossed with all three levels of physical demands to create categories with different combinations of both demands. This is shown in Table 9. Based on the available data, the results regarding Research Question 6 indicated that amount of decay decreased as the physical demands increased across levels of cognitive demands. But no obvious linear trend was found as the cognitive demands increased across levels of physical demands. Tasks with moderate cognitive demands yielded the most decay ($\delta = –0.49$), followed by tasks with high cognitive demands ($\delta = –0.29$), but no decay was found for tasks with low cognitive demands ($\delta = 0.23$). Together, these results show that the degree of both cognitive and physical task demands have an influence on decay. However, the relatively small percent of variance explained by sampling error associated with certain levels of physical (i.e., moderate and high) as well as cognitive demands (i.e., low and moderate) also show that additional moderators may be operating. Therefore, different sets of combined physical and cognitive demands were examined as proposed in Research Question 7.
Regarding Research Question 7, there was no simple trend showing that greater combined demands was associated with either less or more decay compared to fewer combined demands. For instance, for tasks with moderate cognitive demands, there was less decay when there were also physical demands; but for tasks with high cognitive demands, the degree of decay did not differ much depending on the degree of physical demands. The most decay occurred for tasks with moderate cognitive and low physical demands ($\delta = -0.73$); and retention (actually improved performance) was found for tasks with low cognitive and high physical demands ($\delta = 0.23$). Additionally, the effect for tasks with moderate cognitive and low physical demands is fairly robust given the percent of variance explained by sampling variance was 85.22%. It should be noted that findings regarding decay for tasks with high cognitive demands combined with each level of physical demands are also relatively robust because the percent of variance explained by sampling error was 100% for all the effects. Moreover, none of the confidence intervals for the effects for tasks with high cognitive demands overlapped with the confidence interval for the effect for tasks with moderate cognitive demands and low physical demands. Therefore, even though no straightforward pattern was found for the relationship between overall combined task demands and decay, certain combinations of cognitive and physical demands appear to be making a meaningful difference in rates of decay.

**Task complexity.** Hypothesis 7 stated that decay would be less for more complex tasks than for less complex tasks. As previously described, task complexity in the current meta-analysis consists of four dimensions: closed- versus open-looped, discretion, dynamic complexity, and component complexity. In testing Hypothesis 7,
the pattern of effects for each dimension was examined separately, and then the pattern of effects for combinations of dimensions was examined.

Across the four dimensions separately, the pattern of effect sizes showed mixed support for Hypothesis 7. First, consistent with Hypothesis 7, open-looped tasks ($\delta = -0.30$) were associated with less decay compared to closed-looped tasks ($\delta = -0.44$); however, the difference between the effects was small (0.14). Second, in contradiction to Hypothesis 7, more decay was found for tasks with high discretion ($\delta = -0.45$) compared to tasks with moderate discretion ($\delta = -0.37$), which had more decay compared to tasks with low discretion ($\delta = -0.29$); however, all of the differences between these effects were small (< 0.16). Third, in mixed support of Hypothesis 7, less decay was found for tasks with high dynamic complexity ($\delta = -0.26$) compared to tasks with low dynamic complexity ($\delta = -0.50$) but not compared to tasks with moderate dynamic complexity ($\delta = -0.18$). Fourth, in support of Hypothesis 7, less decay was found for tasks with high component complexity ($\delta = -0.20$); compared to tasks with moderate component complexity ($\delta = -0.37$), which in turn had less decay compared to tasks with low component complexity ($\delta = -0.61$). It is important to note that the effects for all four indicators of high complexity—open-looped, high discretion, high dynamic complexity, and high component complexity—are fairly robust given that the variance explained by sampling error was 100 percent for each of these indicators. None of the effects for the low and moderate complexity levels across the four dimensions was explained much by sampling error (< 37%). These results suggest that decay for complex tasks is less influenced by other moderating factors compared to decay for simpler tasks.
A complete examination of how different combinations of task complexity dimensions are related to decay would involve calculating meta-analytic statistics for all possible combinations of the four dimensions of complexity. However, this was not possible given that no studies (effects) were obtained for many of the combinations. Therefore, discretion, dynamic complexity and component complexity were dichotomized by combining 1 and 2 on the original 0 to 2 rating scale in order to create a $2 \times 2 \times 2 \times 2$ matrix. This matrix is shown in Table 10. Despite collapsing complexity scores in this matter, almost half of the combinations (i.e., combinations involving low discretion) were missing and the combination of open-looped, high discretion, high dynamic complexity, and low to moderate component complexity only included one data point. Given the lack of data points for many combinations of the complexity dimensions, it was not possible to make clear conclusions regarding how decay is related to combinations of complexity and overall task complexity. As shown in Table 10, different combinations of complexity yielding higher combined complexity were not always associated with less decay compared to some combinations yielding lower combined complexity. However, in the majority of comparisons, combinations yielding higher complexity were associated with less decay compared to combinations yielding lower complexity. Also, given high discretion, decay varied more based on combinations of dynamic and component complexity for closed-looped tasks than for open-looped tasks. In sum, no clear support was found for Hypothesis 7, although the general pattern of effects suggest that decay more times than not will be smaller for tasks with higher complexity compared to tasks with lower complexity.
Correlation and Regression Analyses

As an alternative to the traditional meta-analytic approach, correlations between study effect sizes and each of the moderator variables were examined, and a multiple regression analysis was also conducted in order to better examine the unique influence of each moderator variable on decay. As shown in Table 11, study effect size was significantly correlated with criterion type and physical task demands. Skill criteria were associated with less decay than cognitive criteria, and stronger physical demands were associated with less decay. None of the other moderator variables were significantly correlated with study effect size.

There were also statistically significant correlations among many of the moderator variables. First, retention interval covaried with the closed-/open-looped distinction, with open-looped tasks tending to have longer retention intervals than closed-looped tasks. Second, criterion type was significantly correlated with structure, physical task demands, and all task complexity dimensions except for discretion. The covariation between criterion type and physical task demands was particularly noticeable ($r = 0.69, p < .01$), indicating tasks with higher physical task demands were more likely to be assessed with skill-based criteria. Third, structure was positively correlated with discretion and dynamic complexity, suggesting training for tasks with higher discretion and dynamic complexity were likely to be more structured. Fourth, cognitive task demands shared significant positive correlations with all four dimensions of task complexity, indicating tasks with higher cognitive demands also tended to be more complex. Fifth, physical task demands were negatively correlated with discretion, but positively correlated with component complexity. In other words, as the physical
demands of a task increased, the number of approaches that can be adopted to accomplish tasks with higher physical demands was limited, but the requirement for number of distinct acts and information cues needed to perform such tasks increased. Last, the closed-/open-looped distinction was significantly correlated with the other three dimensions of task complexity, with open-looped tasks being more complex in other dimensions than closed-looped tasks. Discretion also covaried with component complexity but not dynamic complexity.

Because many of moderator variables were correlated with each other, it could be argued that the meta-analytic results previously reviewed do not provide a clear picture of which variables are predominantly related to decay. Therefore, multiple regression was warranted to examine the unique influence of each moderator variable. As shown in Table 12, the results indicated that the closed-/open-looped distinction ($sr^2 = .06$), retention interval ($sr^2 = .02$), and cognitive demands ($sr^2 = .02$) were the variables that made the strongest contribution to explaining decay. In support of Hypothesis 1, longer retention intervals were associated with more decay ($\beta = -0.17$, $p < .05$, one-tailed). Stronger cognitive demands were associated with more decay ($\beta = -0.25$, $p < .10$, two-tailed). Although a directional hypothesis was not proposed for the relationship between cognitive demands and decay, this result is partially consistent with Hypothesis 6, which proposed more decay would be found for tasks with high cognitive demands and low physical demands than for tasks with low cognitive demands and high physical demands. In support of Arthur et al.’s hypothesis and Hypothesis 7, open-looped tasks were associated with lower levels of decay ($\beta = 0.37$, $p < .01$). However, it is important to recognize that interpretations based on these
regression results should be made with caution given the unbalanced distribution of data points across levels of the variables examined.

Discussion

Training is known to be an essential yet expensive endeavor, so organizations investing in training expect durable results or long-term retention of trained knowledge and skill after the completion of training. The impact of poor retention can be particularly salient in the context of training emergency responders or military reserves given that the probability of immediate and frequent application of trained knowledge and skills tends to be fairly low. The only existing quantitative review of decay conducted by Arthur and colleagues (1998) was the first systematic attempt to understand the differential influence of various methodological and task-related factors on decay. Since this initial effort is more than 10 years old and is not without limitations, the current meta-analysis intended to provide an update and extension of the investigation of decay to additional methodological and task-related factors that were not previously examined. In addition, a more sophisticated, multidimensional coding scheme was used in the current meta-analysis to reflect the multi-dimensional nature of task-related characteristics, which also warranted examination of the interaction and covariation among task-related characteristics and methodological factors.

The following discussion will relate findings from the current meta-analysis to those reported in Arthur et al.’s (1998) meta-analysis by comparing the overall effect, as well as moderating effects related to methodological and task-related factors on decay. Then integrative conclusions, theoretical and practical implications will be discussed. In
the end, discussion of limitations of the current meta-analysis will be followed by recommendations for future research.

**Overall Effect**

Both the current meta-analysis and that conducted by Arthur et al. (1998) indicated decay after the completion of training. However, the overall decay found in the current meta-analysis across all retention interval categories ($\delta = -0.38; 95\% \text{ CI} = (-1.50, 0.75)$) was smaller than that found by Arthur et al. ($\delta = -0.97; 95\% \text{ CI} = (-2.35, 0.44)$). Such differences may partially be due to the lack of overlap in studies included in both meta-analyses. A total of 25 out of all 53 articles included by Arthur et al. (1998) met the current inclusion criteria, out of which 17 did not report relevant statistics needed to calculate effect sizes. Arthur and colleague (1998) adopted the approach recommended by Glass (1981) to convert $p$-values to effect sizes for articles that did not report other relevant statistics (e.g., means, standard deviations, and correlations) needed to calculate more accurate effect sizes (W. Arthur, Jr., personal communication, April 8, 2010). However, it is commonly known that $p$-values are sensitive to study design and sample sizes. More recently, Kraemer (2005) also argued against the use of $p$-values to estimate effect sizes because the exact $p$-values are rarely accurately reported. In addition, different study designs or sample sizes could result in changes in $p$-values but have no effect on the population effect size. Hence, the larger overall effect found by Arthur et al. (1998) might be a result of using $p$-values and sample sizes to calculate effect sizes for some articles that were not included in the current meta-analysis. Nevertheless, it should be noted that effect size from the current meta-analysis was within the range of the confidence interval identified by Arthur et al.
(1998), and vice versa. Therefore, decay indeed occurs, and how to promote knowledge and skill retention is a worthwhile topic for researchers to study, as well as a legitimate concern for practitioners of organizational training.

**Methodological Factors**

Consistent with the proposed hypothesis and findings from Arthur et al. (1998), results from the current meta-analysis indicated a negative relationship between retention and the length of retention interval (i.e., a positive relationship between decay and length of nonuse). Although effect sizes found for each of the retention intervals were larger in Arthur et al.’s meta-analysis than those in the current investigation, both meta-analyses found minimal or no decay when retention interval was less than 24 hours, and there were no clear linear trends of decay as retention interval extended. Therefore, one can reasonably predict little decay when the length of nonuse is less than a day, but other factors (e.g., task content) may have more influence than the length of nonuse that extends beyond 24 hours.

In line with encoding specificity principle (Tulving, 1983; Tulving & Thompson, 1973) and the identical-elements theory (Thorndike & Woodworth, 1901), the similarity of retrieval condition was identified as the most important moderator by Arthur et al. (1998). But results from the current meta-analysis did not replicate this finding. No support was found for the hypothesis proposing the amount of decay would meaningfully differ depending on whether the conditions between the original and retrieval assessment are similar or different. The discrepancies in findings from both meta-analyses may due to the lack of overlap in studies included in the analyses. Hence,
no conclusive statement can be made regarding the influence of the similarity of retrieval condition on decay.

Compared to the Kirkpatrick taxonomy used by Arthur and colleagues (1998), a more construct-centered taxonomy by Kraiger et al. (1993) was adopted to categorize training evaluation criteria into cognitive and skill-based outcomes in the current meta-analysis. Results from the current meta-analysis showed more decay for cognitive criteria than for skill-based criteria; declarative and procedural knowledge criteria decayed more than declarative knowledge; and adaptive skill criteria decayed more than proceduralized skill criteria.

The greater decay in criteria reflecting a combination of declarative and procedural knowledge compared to criteria only reflecting declarative knowledge may be due to the covariation between criterion type and other task-related factors, such as cognitive, physical demands and closed-/open-loop distinction. Specifically, an inspection of the data points involved in this comparison revealed that when a combination of declarative and procedural knowledge were used to assess learning, 92.9% \((k = 13)\) of these studies also involved tasks with moderate cognitive and low physical demands, which decayed the most compared to tasks with other types of combined cognitive and physical demands. In addition, 78.6% \((k = 11)\) of these studies were closed-looped tasks that were found to decay more than open-looped tasks. On the other hand, for data points involving only declarative knowledge criteria, 42.9% \((k = 9)\) studies involved tasks with moderate cognitive and low physical demands, and 23.8% \((k = 5)\) used closed-looped tasks. Therefore, it seems likely that the greater decay for
criterion reflecting a combination of declarative and procedural knowledge was an artifact of task demands.

Nevertheless, although Arthur et al. (1998) followed Kirkpatrick’s less construct-focused scheme, their results were similar to the results of the present meta-analysis in that they found more decay for learning criteria ($\delta = -1.07$) than for behavioral criteria ($\delta = -0.78$). Thus, both meta-analyses show that criterion type is an important moderator to consider even though results from both meta-analyses related to criterion type were not directly comparable because different training criterion taxonomies were used.

To address some needs for additional research suggested by Arthur et al. (1998), an additional set of methodological moderators were examined as part of the effort to expand upon their initial efforts. Specifically, Arthur et al. (1998) suggested that future research should focus on appropriate operationalization of initial acquisition because it is the prerequisite of retention. In fact, whether the operationalization of initial acquisition is criterion-based or duration-based was identified as one of the most important moderators based on results from the current meta-analysis, suggesting more decay for criterion-based training than for duration-based training. Like above, one possible explanation for this finding could be differences in task-related factors for studies, in which initial acquisition was criterion-based versus duration-based training. Specifically, given the limited number of studies available, all tasks ($k = 7$) used in criterion-based training were closed-looped tasks with minimal dynamic and moderate component complexity, which were associated with more decay than open-looped tasks or tasks with higher dynamic and component complexity. On the other hand, studies
that were duration-based training had a more even distribution of data points across levels of these task-related factors (e.g., 53.8% were closed-looped and 46.2% were open-looped tasks). Therefore, it seems likely that the less decay for duration-based training than for criterion-based training was an artifact of task complexity.

Training structure is another methodological moderator that was not considered previously by Arthur et al. (1998). Results from the current meta-analysis showed that training with higher structure was found to be associated with less decay. However, at the first glance, such a finding may be viewed as inconsistent with the beneficial effects found in some research regarding learner-centered active learning approaches, which give learners more responsibility for managing their learning with some guidance from the instructional environment. It is important to note that active learning is not the same as discovery learning or open-learning environments, which provide minimal structure and guidance to trainees (Salas et al., 1999; Mayer, 2004). With active learning, some guidance from the instructional environment is provided to ensure that trainees properly focus their attention and fully engage all the training content (Bell & Kozlowski, 2008; Frese et al., 1988). In training using active learning approaches, trainees are offered flexibility and control over their inductive knowledge construction through exploration and experimentation, which do not necessarily translate into effective performance during training, but are likely to facilitate their retention and adaptive transfer (Kozlowski, Chao, & Jensen, 2009; Smith, Ford, & Kozlowski, 1997).

The findings of the present meta-analysis could be viewed as consistent with the active learning literature given that the structure scores from the current meta-analysis had a restricted range from 0 to 9 compared to the possible range of 0 to 12.
Furthermore, only one data point involved a structure score of 9 and no data points involved structure score of 8. Although it is unclear where exactly active learning approaches fall with respect to the low (0 – 2), moderate (3 – 4) and high (5 – 9) structure categories used in the current meta-analysis, it could be argued that the moderate and high structure categories reflected more active learning environments rather than highly structured instructional environments. Nonetheless, results from the present meta-analysis suggest that unstructured training programs (i.e., the low structure category) are not effective in promoting retention. This provides additional support for the possible detrimental effects found for discovery training with no or minimal structure on learning as suggested by Mayer (2004).

One last methodological factor that was not included in Arthur et al. (1998) meta-analysis was the use of post-training decay-prevention interventions because their examination was limited to studies with strict nonuse retention intervals. However, findings related to the beneficial effect of post-training decay-prevention interventions were rather robust because all three studies in the current meta-analysis, which implemented decay-prevention interventions, involved tasks with moderate cognitive and low physical demands, which decayed the most compared to tasks with other types of combined cognitive and physical demands. Therefore, findings from the current meta-analysis provide further support for the value of such interventions in addition to what has been demonstrated by various empirical studies (e.g., Hutchins & Burke, 2006; Richman-Hirch, 2001; Tews & Tracey, 2008).
Task-related Factors

Arthur et al. (1998) showed that decay was greater for cognitive tasks than for physical tasks. The results of the current meta-analysis showed a more complex relationship between decay and cognitive and physical task demands. Rather than dichotomizing tasks into physical versus cognitive tasks, a more sophisticated, multidimensional approach was used to code different levels of cognitive and physical demands, which consequently allowed examinations of different combined cognitive and physical demands to be conducted. Originally, to expand upon Arthur et al. (1998), interpersonal demands were added to the examination of task content beyond cognitive and physical demand, but analyses involving interpersonal demands were not viable in the current meta-analysis due to the limited data points available. Results showed that tasks with high physical and low cognitive demands were retained better than tasks with high cognitive and low physical demands. This finding not only supported the proposed hypothesis, but it was also consistent with the conclusion reached by Arthur and colleagues (1998) regarding decay using the dichotomized distinction between cognitive and physical tasks.

As an extension to Arthur et al.’s (1998) meta-analysis, the multidimensional coding scheme used in the present investigation allowed for an examination as to whether the amount of specific task demands or the extent of combined demands had a differential impact on decay. Current results did not show a simple linear relationship between amount of task demands and decay. No decay was found for tasks with low cognitive but high physical demands. Tasks with moderate cognitive and low physical demands decayed the most. However, minimal differences were found in decay for
tasks with moderate cognitive and moderate physical demands when compared to tasks with moderate cognitive but high physical demands. Furthermore, less decay was found for tasks with high cognitive demands across all levels of physical demands than for tasks with moderate cognitive and minimal physical demands. Such differences are robust because the percent of variance explained by sampling error for all effect sizes were high and their respective confidence intervals did not overlap. Therefore, instead of the amount of combined task demands, it was the combination of cognitive and physical demands that mattered.

Arthur et al. (1998) only focused on the closed- versus open-looped distinction, but did not examine other aspects of task complexity. The current meta-analysis took a multidimensional approach to operationalize task complexity with four dimensions which included the closed- versus open-looped distinction. As a result, examinations of decay as a function of each dimension of task complexity as well as in combination of task complexity dimensions were conducted. Overall, mixed support was found for the hypothesis that there would be less decay for more complex tasks than for less complex tasks. Specifically, less decay was found for open-looped tasks than for closed-looped tasks. This finding was inconsistent with Arthur et al.’s (1998) results, but supportive of their original hypothesis and previous reviews of the literature (e.g., Farr, 1987).

Regarding combined task complexity, although almost half of the combinations could not be examined due to a lack of data points, the general pattern of effects suggests a negative relationship between decay and levels of combined task complexity, with less decay for more complex tasks. Furthermore, given high discretion, decay varied more based on combinations of dynamic and component complexity for closed-
looped tasks than for open-looped tasks. One possible explanation may be due to the nature of closed-/open-looped tasks. A closed-looped task is one with an unambiguous ending that is not contingent on time, and often it involves discrete responses that have a definite beginning and end. On the other hand, an open-looped task does not have a clear and distinct end of the task, and requires constant monitoring of the discrepancies between the current and desired state. Therefore, open-looped tasks are more dynamic and are likely to be higher in component complexity than closed-looped tasks. Overall, the obtained results are consistent with the notion that training involving tasks with greater complexity requires trainees to engage in deeper and more elaborative processing during acquisition, which consequently leads to better retention (Craik & Lockhart, 1972; Schmidt & Bjork, 1992; Wexley & Latham, 2002).

**Integrative Conclusions and Implications**

In summary, results from the current meta-analysis suggest that decay is a real phenomenon and how to promote the retention of trained knowledge and skill should be on the agenda of both training researchers and practitioners. There is minimal decay when the length of periods of nonuse is less than 24 hours. However, as periods of nonuse extend beyond one day, other factors, especially task-related factors, appear to play more important roles. Although the regression results indicated a slight linear relationship between length of nonuse and decay, conclusions regarding the relationship between length of nonuse and decay should be made with caution. The length of nonuse may not be an important factor to consider in decay without considering task demands.

In particular, upon closer inspection of the data, it appeared that the effects of retention interval covaried with the effects of the combined cognitive and physical
demands (this was not the case with respect to dimensions of task complexity).

Accordingly, it was necessary to examine the effect of retention interval on decay separately for each combination of cognitive and physical demands. As shown in Table 13 and Figure 2, there were no clear linear trends of increasing decay as the period of nonuse increased for any of the types of tasks. Tasks with high cognitive and moderate physical demands showed somewhat of a trend of increasing decay across retention intervals, but none of the other combinations showed such trends, and in some cases longer periods of nonuse were associated with less decay or even improved performance. Together, the results shown in Table 13 and Figure 2 indicate that combinations of cognitive and physical demands seem to exert more influence than length of nonuse on decay. In fact, these results suggest that the length of nonuse is not a major determinant of decay compared to the combination of cognitive and physical task demands.

Overall, the pattern of findings suggests that decay is most likely to occur for relatively simple cognitive tasks. In contrast, decay does not appear to be as much of a problem or issue for more cognitively complex tasks or tasks that are predominantly physical in nature. This conclusion is based on the following findings. In the conventional meta-analysis, (a) cognitive criteria were associated with greater decay than skill-based criteria, (b) decay was by far the strongest for tasks with moderate cognitive demands and minimal physical demands than for any other combination of cognitive and physical demands, and (c) higher levels of task complexity were generally associated with less decay. In the regression analysis, decay was (d) stronger with
higher levels of cognitive demands, yet (e) weaker for open-looped versus closed-looped tasks.

Decay is more of a problem for the performance of tasks that mostly require the recall of basic facts or mundane procedures than it is for the performance of tasks that demand information integration or engagement in multiple cognitive processes. In addition, although such a conclusion cannot be generalized to all types of task complexity combinations given the limited data points available, it is important to note that the effects for all four indicators of high complexity—open-looped, high discretion, high dynamic complexity, and high component complexity—are fairly robust, suggesting less decay for more complex tasks. Unlike methodological factors, task-related factors cannot be easily manipulated. Thus, results from the current meta-analysis imply the importance of conducting appropriate task analyses in order to understand different task characteristics, and to consequently incorporate relevant methodological factors that promote the efficiency in training tasks of concern. From researchers’ perspective, more research is needed that takes a fine-grained approach to examine task-related factors, as well as possible boundary effects of various training methodologies in relation to different task-related factors. From practitioners’ perspective, results from an appropriately conducted task analysis can inform them of when retention is more likely to be a problem, thus if or when specific interventions are needed and likely to be cost-effective in preventing decay.

Limitations and Future Research

There are a few limitations with the current meta-analysis that are important to mention. First, the number of empirical studies included based on the current set of
inclusion criteria was limited when compared to that in Arthur et al. (1998). Consequently, hypotheses regarding the impact of two important methodological factors (i.e., degree of overlearning and opportunity to practice) could not be tested. Also due to the lack of data, hierarchical moderator analyses were not warranted. For example, tasks that are low in discretion were only reflected in one combination with the other three task complexity subdimensions. Hence, not all possible combinations of task complexity subdimensions could be examined in the current meta-analysis. Furthermore, limited data available did not allow for meaningful interpretation of the effects of some moderators (e.g., different retrieval condition) on decay. Therefore, more empirical research is needed in the training literature that examines both immediate and delayed assessments of learning in relation to potential moderators of decay. Despite the limited number of primary studies examining decay, another main cause of small number of studies included in the current meta-analysis was the lack of necessary statistics to calculate effect sizes. Therefore, researchers should be more mindful and consistent in reporting necessary statistics in primary studies to warrant additional meta-analyses with more stable estimates in the future.

Second, additional moderators may still be operating given relatively sizable standard deviations of $\delta$, along with the small percent of variances accounted for by sampling error in some of the moderator analyses in the current meta-analysis. For example, no support was found for the hypothesis suggesting more decay when the conditions between the original and retrieval assessments were different than when they were similar. However, no conclusive statement can be made regarding this hypothesis.
because the small percent of variance explained by sampling error suggesting additional moderators are likely operating.

Third, the range of structure of training included in the current meta-analysis was rather restricted. Therefore, present findings regarding the high structure category could not be generalized to highly structured (i.e., guided) training. Although results from the current meta-analysis suggest less decay for training with higher structure, future research is needed to explore decay in training programs that fall on the high end of the spectrum of training structure composite in order to examine whether there is a point of diminishing returns of the beneficial effect of structure.

Finally, examination of decay should be extended to the team-level in response to the recent call for studying training and transfer using a multilevel framework (Aguinis & Kraiger, 2009). Although a team comprises of a group of individuals, team performance is not a simple composite of individual performance. Overall team performance is a combination of individual team member’s task performance and teamwork performance, such as coordination, team monitoring, and backup behaviors amongst team members (Marks, Mathieu, Zaccaro, 2001; Salas, Burke, & Cannon-Bowers, 2002). Hence, future examination of decay at team level can explore whether decay is more of a function of individual task performance deterioration or degradation of teamwork capabilities.

Conclusion

In sum, there are two primary conclusions that can be drawn from this meta-analysis. One, it appears that task-related factors play a stronger role in decay compared to length of nonuse. That is, decay is not simply a matter of how long individuals go
without performing a task. Two, the small number of studies found shows that substantially more research is needed before a clear theory of skill decay can be articulated. Nevertheless, the results of the present study suggest that task-analysis should be an important part of determining the extent to which decay might indeed be a potential problem and subsequently if decay prevention strategies (both in training [i.e., structure vis-à-vis active learning] and after training) should be incorporated in the design of training programs.
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Table 1

Examples of Tasks with Different Content

<table>
<thead>
<tr>
<th>Task</th>
<th>Cognitive</th>
<th>Physical</th>
<th>Interpersonal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air traffic control</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Chess</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Space Fortress</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Ring toss</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Give a presentation</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Word processing</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Customer service</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

*Note. 0 = low [minimally applicable/involved]; 1 = moderate [somewhat applicable/involved]; 2 = high [very applicable/involved].*
Table 2

Examples of Tasks with Various Levels of Complexity

<table>
<thead>
<tr>
<th>Task</th>
<th>Open-looped Task</th>
<th>Amount of Discretion</th>
<th>Dynamic Complexity</th>
<th>Component Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air traffic control</td>
<td>Y</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Chess</td>
<td>Y</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Space Fortress</td>
<td>Y</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Ring toss</td>
<td>N</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Give a presentation</td>
<td>N</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Word processing</td>
<td>N</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Customer service</td>
<td>Y</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

*Note.* Y = open-looped; N = closed-looped; 0 = low [minimally applicable/involved]; 1 = moderate [somewhat applicable/involved]; 2 = high [very applicable/involved].
Table 3

Structure Variable Frequencies

<table>
<thead>
<tr>
<th>Structure Score</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>38</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
</tr>
</tbody>
</table>

Note. Scale ranged from 0 to 12.
### Table 4

Interrater Agreement for Major Study Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Percent of Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>100.00</td>
</tr>
<tr>
<td>$N$</td>
<td>100.00</td>
</tr>
<tr>
<td>Initial Acquisition</td>
<td></td>
</tr>
<tr>
<td>Overlearning</td>
<td>100.00</td>
</tr>
<tr>
<td>Condition of Retrieval</td>
<td>100.00</td>
</tr>
<tr>
<td>Type of Evaluation Criteria</td>
<td></td>
</tr>
<tr>
<td><strong>Cognitive</strong></td>
<td></td>
</tr>
<tr>
<td>Declarative Knowledge</td>
<td>98.40</td>
</tr>
<tr>
<td>Declarative &amp; Procedural Knowledge</td>
<td>95.27</td>
</tr>
<tr>
<td><strong>Skill</strong></td>
<td></td>
</tr>
<tr>
<td>Proceduralized</td>
<td>98.40</td>
</tr>
<tr>
<td>Adaptive</td>
<td>98.40</td>
</tr>
<tr>
<td>Structure*</td>
<td>92.76</td>
</tr>
<tr>
<td>Practice opportunities</td>
<td>100.00</td>
</tr>
<tr>
<td>Decay-prevention intervention</td>
<td>100.00</td>
</tr>
<tr>
<td>Task Content</td>
<td></td>
</tr>
<tr>
<td><strong>Cognitive</strong></td>
<td></td>
</tr>
<tr>
<td>Physical</td>
<td>92.60</td>
</tr>
<tr>
<td>Interpersonal</td>
<td>100.00</td>
</tr>
<tr>
<td><strong>Task Complexity</strong></td>
<td></td>
</tr>
<tr>
<td>Open-looped</td>
<td>77.80</td>
</tr>
<tr>
<td>Amount of Discretion</td>
<td>100.00</td>
</tr>
<tr>
<td>Dynamic Complexity</td>
<td>100.00</td>
</tr>
<tr>
<td>Component Complexity</td>
<td>100.00</td>
</tr>
</tbody>
</table>

*Note.* * = Percent of agreement reported for structure was an average of percent of agreement of all six dimensions. ICC for structure composite score among three coders was .94.
Table 5

Retention Interval Categories

<table>
<thead>
<tr>
<th>Retention Intervals</th>
<th>Number of Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Less than 1 day</td>
</tr>
<tr>
<td>2</td>
<td>Greater than or equal to 1 day; less than or equal to 7 days</td>
</tr>
<tr>
<td>3</td>
<td>Greater than 7 days; less than or equal to 14 days</td>
</tr>
<tr>
<td>4</td>
<td>Greater than 14 days; less than or equal to 28 days</td>
</tr>
<tr>
<td>5</td>
<td>Greater than 28 days; less than or equal to 90 days</td>
</tr>
<tr>
<td>6</td>
<td>Greater than 90 days; less than or equal to 180 days</td>
</tr>
<tr>
<td>7 *</td>
<td>Greater than 180 days; less than or equal to 365 days</td>
</tr>
<tr>
<td>8 *</td>
<td>Greater than 365 days</td>
</tr>
</tbody>
</table>

Note. * = No studies meeting the inclusion criteria were obtained for Interval 7 and 8.
### Table 6

Results of Overall Meta-analysis for the Relationship between Retention Interval and Decay

<table>
<thead>
<tr>
<th>Retention Interval</th>
<th>k</th>
<th>N</th>
<th>δ</th>
<th>SD δ</th>
<th>% Var. Explained</th>
<th>Min. d</th>
<th>Max. d</th>
<th>L</th>
<th>U</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>111</td>
<td>3152</td>
<td>-0.38</td>
<td>0.57</td>
<td>30.85</td>
<td>-3.71</td>
<td>1.74</td>
<td>-1.50</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>1. &lt; 1 day</td>
<td>10</td>
<td>252</td>
<td>-0.08</td>
<td>0.31</td>
<td>62.97</td>
<td>-0.72</td>
<td>1.74</td>
<td>-0.68</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>2. [1 day, 7 days]</td>
<td>48</td>
<td>1283</td>
<td>-0.42</td>
<td>0.27</td>
<td>8.14</td>
<td>-1.62</td>
<td>1.29</td>
<td>-0.94</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>3. (7 days, 14 days]</td>
<td>8</td>
<td>259</td>
<td>-0.31</td>
<td>0.00</td>
<td>100.00</td>
<td>-0.40</td>
<td>0.07</td>
<td>-0.31</td>
<td>-0.31</td>
<td></td>
</tr>
<tr>
<td>4. (14 days, 28 days]</td>
<td>14</td>
<td>278</td>
<td>-0.84</td>
<td>0.84</td>
<td>24.14</td>
<td>-3.71</td>
<td>0.24</td>
<td>-2.49</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>5. (28 days, 90 days]</td>
<td>28</td>
<td>966</td>
<td>-0.24</td>
<td>0.81</td>
<td>15.32</td>
<td>-2.66</td>
<td>0.72</td>
<td>-1.83</td>
<td>1.35</td>
<td></td>
</tr>
<tr>
<td>6. (90 days, 180 days]</td>
<td>3</td>
<td>114</td>
<td>-0.71</td>
<td>0.00</td>
<td>100.00</td>
<td>-0.85</td>
<td>-0.60</td>
<td>-0.71</td>
<td>-0.71</td>
<td></td>
</tr>
</tbody>
</table>

*Note. k = number of studies. N = number of participants. δ = sample-weighted mean effect size. SD δ = standard deviation of the estimated true effect size. % Var. explained = % variance explained by sampling error. Min. d = minimum effect size. Max. d = maximum effect size. 95% CI = 95% confidence interval (L = lower, U = upper).*
<table>
<thead>
<tr>
<th>Moderator Variable</th>
<th>k</th>
<th>N</th>
<th>δ</th>
<th>SD δ</th>
<th>% Var. Explained</th>
<th>Min. d</th>
<th>Max. d</th>
<th>L</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>111</td>
<td>3152</td>
<td>−0.38</td>
<td>0.57</td>
<td>30.85</td>
<td>−3.71</td>
<td>1.74</td>
<td>−1.50</td>
<td>0.75</td>
</tr>
<tr>
<td>Initial acquisition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Criterion-based</td>
<td>7</td>
<td>52</td>
<td>−1.43</td>
<td>1.25</td>
<td>33.15</td>
<td>−3.71</td>
<td>0.22</td>
<td>−3.87</td>
<td>1.02</td>
</tr>
<tr>
<td>Duration-based</td>
<td>104</td>
<td>3100</td>
<td>−0.35</td>
<td>0.52</td>
<td>34.19</td>
<td>−2.66</td>
<td>1.74</td>
<td>−1.37</td>
<td>0.66</td>
</tr>
<tr>
<td>Overlearning *</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Condition of retrieval</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Similar</td>
<td>108</td>
<td>3004</td>
<td>−0.37</td>
<td>0.58</td>
<td>30.58</td>
<td>−3.71</td>
<td>1.74</td>
<td>−1.52</td>
<td>0.77</td>
</tr>
<tr>
<td>Different</td>
<td>3</td>
<td>148</td>
<td>−0.38</td>
<td>0.30</td>
<td>48.22</td>
<td>−0.85</td>
<td>1.11</td>
<td>−0.97</td>
<td>0.21</td>
</tr>
<tr>
<td>Type of evaluation criteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognitive</td>
<td>38</td>
<td>1135</td>
<td>−0.60</td>
<td>0.24</td>
<td>71.05</td>
<td>−1.99</td>
<td>0.47</td>
<td>−1.07</td>
<td>−0.12</td>
</tr>
<tr>
<td>Declarative knowledge</td>
<td>21</td>
<td>716</td>
<td>−0.46</td>
<td>0.13</td>
<td>87.42</td>
<td>−1.99</td>
<td>0.17</td>
<td>−0.72</td>
<td>−0.20</td>
</tr>
<tr>
<td>Declarative &amp; procedural knowledge</td>
<td>14</td>
<td>359</td>
<td>−0.93</td>
<td>0.00</td>
<td>100.00</td>
<td>−1.62</td>
<td>−0.39</td>
<td>−0.93</td>
<td>−0.93</td>
</tr>
<tr>
<td>Skill</td>
<td>73</td>
<td>2017</td>
<td>−0.25</td>
<td>0.66</td>
<td>25.46</td>
<td>−3.71</td>
<td>1.74</td>
<td>−1.54</td>
<td>1.04</td>
</tr>
<tr>
<td>Proceduralized</td>
<td>68</td>
<td>1768</td>
<td>−0.23</td>
<td>0.68</td>
<td>25.31</td>
<td>−3.71</td>
<td>1.74</td>
<td>−1.56</td>
<td>1.11</td>
</tr>
<tr>
<td>Adaptive</td>
<td>5</td>
<td>249</td>
<td>−0.43</td>
<td>0.42</td>
<td>32.53</td>
<td>−1.01</td>
<td>0.47</td>
<td>−1.24</td>
<td>0.39</td>
</tr>
<tr>
<td>Structure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>38</td>
<td>948</td>
<td>−0.68</td>
<td>0.63</td>
<td>30.26</td>
<td>−2.66</td>
<td>0.47</td>
<td>−1.92</td>
<td>0.56</td>
</tr>
<tr>
<td>Moderate</td>
<td>58</td>
<td>1443</td>
<td>−0.27</td>
<td>0.23</td>
<td>76.26</td>
<td>−1.99</td>
<td>1.74</td>
<td>−0.72</td>
<td>0.17</td>
</tr>
<tr>
<td>High</td>
<td>15</td>
<td>761</td>
<td>−0.18</td>
<td>0.76</td>
<td>12.10</td>
<td>−3.71</td>
<td>0.72</td>
<td>−1.67</td>
<td>1.31</td>
</tr>
</tbody>
</table>
### Table 7 Continued

Meta-Analysis Results for Methodological Moderator Analyses

<table>
<thead>
<tr>
<th>Moderator Variable</th>
<th>$k$</th>
<th>$N$</th>
<th>$\delta$</th>
<th>$SD , \delta$</th>
<th>$% , Var. , Explained$</th>
<th>Min. $d$</th>
<th>Max. $d$</th>
<th>$L$</th>
<th>$U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practice opportunities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>111</td>
<td>3152</td>
<td>−0.38</td>
<td>0.57</td>
<td>30.85</td>
<td>−3.71</td>
<td>1.74</td>
<td>−1.50</td>
<td>0.75</td>
</tr>
<tr>
<td>Yes</td>
<td>3</td>
<td>376</td>
<td>0.82</td>
<td>0.00</td>
<td>100.00</td>
<td>0.64</td>
<td>0.86</td>
<td>0.82</td>
<td>0.82</td>
</tr>
</tbody>
</table>

*Note.* $k = \text{number of studies.}$ $N = \text{number of participants.}$ $\delta = \text{sample-weighted mean effect size.}$ $SD \, \delta = \text{standard deviation of the estimated true effect size.}$ $% \, Var. \, Explained = \text{% variance explained by sampling error.}$ $\text{Min. } d = \text{minimum effect size.}$ $\text{Max. } d = \text{maximum effect size.}$ $95\% \, CI = \text{95% confidence interval (L = lower, U = upper).}$ $^a \text{No studies were found.}$
Table 8

Meta-Analysis Results for Task-related Moderator Analyses

<table>
<thead>
<tr>
<th>Moderator Variable</th>
<th>k</th>
<th>N</th>
<th>δ</th>
<th>SD δ</th>
<th>95% CI</th>
<th>% Var. Explained</th>
<th>Min. d</th>
<th>Max. d</th>
<th>L</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>111</td>
<td>3152</td>
<td>-0.38</td>
<td>0.57</td>
<td>-3.71</td>
<td>1.74</td>
<td>-1.50</td>
<td>0.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognitive = low, Physical = mod. b</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Cognitive = low, Physical = high</td>
<td>8</td>
<td>176</td>
<td>0.23</td>
<td>0.46</td>
<td>46.97</td>
<td>-0.72</td>
<td>1.74</td>
<td>-0.67</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>Cognitive = mod., Physical = low</td>
<td>34</td>
<td>880</td>
<td>-0.73</td>
<td>0.17</td>
<td>85.22</td>
<td>-1.99</td>
<td>0.47</td>
<td>-1.07</td>
<td>-0.40</td>
<td></td>
</tr>
<tr>
<td>Cognitive = mod., Physical = mod.</td>
<td>21</td>
<td>422</td>
<td>-0.30</td>
<td>0.66</td>
<td>32.46</td>
<td>-3.71</td>
<td>0.47</td>
<td>-1.59</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Cognitive = mod., Physical = high</td>
<td>11</td>
<td>584</td>
<td>-0.25</td>
<td>1.05</td>
<td>6.53</td>
<td>-2.66</td>
<td>0.72</td>
<td>-2.31</td>
<td>1.80</td>
<td></td>
</tr>
<tr>
<td>Cognitive = high, Physical = low</td>
<td>9</td>
<td>351</td>
<td>-0.35</td>
<td>0.00</td>
<td>100.00</td>
<td>-1.05</td>
<td>0.11</td>
<td>-0.35</td>
<td>-0.35</td>
<td></td>
</tr>
<tr>
<td>Cognitive = high, Physical = mod.</td>
<td>19</td>
<td>301</td>
<td>-0.30</td>
<td>0.00</td>
<td>100.00</td>
<td>-1.68</td>
<td>0.42</td>
<td>-0.30</td>
<td>-0.30</td>
<td></td>
</tr>
<tr>
<td>Cognitive = high, Physical = high</td>
<td>7</td>
<td>373</td>
<td>-0.23</td>
<td>0.00</td>
<td>100.00</td>
<td>-0.57</td>
<td>-0.04</td>
<td>-0.23</td>
<td>-0.23</td>
<td></td>
</tr>
<tr>
<td>Task complexity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open-looped</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Closed-looped</td>
<td>63</td>
<td>1769</td>
<td>-0.44</td>
<td>0.76</td>
<td>20.47</td>
<td>-3.71</td>
<td>1.74</td>
<td>-1.93</td>
<td>1.05</td>
<td></td>
</tr>
<tr>
<td>Open-looped</td>
<td>48</td>
<td>1383</td>
<td>-0.30</td>
<td>0.00</td>
<td>100.00</td>
<td>-1.68</td>
<td>1.29</td>
<td>-0.30</td>
<td>-0.30</td>
<td></td>
</tr>
<tr>
<td>Discretion a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>23</td>
<td>420</td>
<td>-0.29</td>
<td>0.63</td>
<td>36.25</td>
<td>-3.71</td>
<td>0.47</td>
<td>-1.53</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>66</td>
<td>2256</td>
<td>-0.37</td>
<td>0.62</td>
<td>23.65</td>
<td>-2.66</td>
<td>1.74</td>
<td>-1.60</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>22</td>
<td>476</td>
<td>-0.45</td>
<td>0.00</td>
<td>100.00</td>
<td>-1.68</td>
<td>0.42</td>
<td>-0.45</td>
<td>-0.45</td>
<td></td>
</tr>
</tbody>
</table>
Table 8 Continued

Meta-Analysis Results for Task-related Moderator Analyses

<table>
<thead>
<tr>
<th>Moderator Variable</th>
<th>k</th>
<th>N</th>
<th>δ</th>
<th>SD δ</th>
<th>% Var. Explained</th>
<th>Min. d</th>
<th>Max. d</th>
<th>95% CI L</th>
<th>95% CI U</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamic complexity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a Low</td>
<td>64</td>
<td>1745</td>
<td>−0.50</td>
<td>0.64</td>
<td>27.27</td>
<td>−3.71</td>
<td>1.74</td>
<td>−1.76</td>
<td>0.75</td>
</tr>
<tr>
<td>Moderate</td>
<td>23</td>
<td>833</td>
<td>−0.18</td>
<td>0.58</td>
<td>25.32</td>
<td>−1.55</td>
<td>0.72</td>
<td>−1.31</td>
<td>0.94</td>
</tr>
<tr>
<td>High</td>
<td>24</td>
<td>574</td>
<td>−0.26</td>
<td>0.00</td>
<td>100.00</td>
<td>−1.68</td>
<td>0.42</td>
<td>−0.26</td>
<td>−0.26</td>
</tr>
<tr>
<td>Component complexity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a Low</td>
<td>30</td>
<td>728</td>
<td>−0.61</td>
<td>0.82</td>
<td>20.64</td>
<td>−2.66</td>
<td>1.74</td>
<td>−2.22</td>
<td>1.01</td>
</tr>
<tr>
<td>Moderate</td>
<td>41</td>
<td>1450</td>
<td>−0.37</td>
<td>0.62</td>
<td>23.53</td>
<td>−3.71</td>
<td>0.72</td>
<td>−1.58</td>
<td>0.83</td>
</tr>
<tr>
<td>High</td>
<td>40</td>
<td>974</td>
<td>−0.20</td>
<td>0.00</td>
<td>100.00</td>
<td>−1.68</td>
<td>0.42</td>
<td>−0.20</td>
<td>−0.20</td>
</tr>
</tbody>
</table>

Note. k = number of studies. N = number of participants. δ = sample-weighted mean effect size. SD δ = standard deviation of the estimated true effect size. % Var. explained = % variance explained by sampling error. Min. d = minimum effect size. Max. d = maximum effect size. 95% CI = 95% confidence interval (L = lower, U = upper). a Low (0) = minimally applicable/involved; Moderate/Mod. (1) = somewhat applicable/involved; High (2) = very applicable/involved. b No studies were found.
### Table 9

Meta-Analysis Results for Task Content Moderator Analyses

<table>
<thead>
<tr>
<th>Cognitive Demands</th>
<th>Physical Demands</th>
<th>Low</th>
<th>Moderate</th>
<th>High</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \delta (k) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.23 (8), 0.23 (8))</td>
</tr>
<tr>
<td>% Var.</td>
<td></td>
<td></td>
<td></td>
<td>46.97</td>
<td>46.97</td>
</tr>
<tr>
<td>CI</td>
<td></td>
<td></td>
<td></td>
<td>(-0.67, 1.13)</td>
<td>(-0.67, 1.13)</td>
</tr>
<tr>
<td>Moderate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \delta (k) )</td>
<td></td>
<td>-0.73 (34)</td>
<td>-0.30 (21)</td>
<td>-0.25 (11)</td>
<td>-0.49 (66)</td>
</tr>
<tr>
<td>% Var.</td>
<td></td>
<td>85.22</td>
<td>32.46</td>
<td>6.53</td>
<td>22.74</td>
</tr>
<tr>
<td>CI</td>
<td></td>
<td>(-1.07, -0.40)</td>
<td>(-1.59, 0.98)</td>
<td>(-2.31, 1.80)</td>
<td>(-1.87, 0.90)</td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \delta (k) )</td>
<td></td>
<td>-0.35 (9)</td>
<td>-0.30 (19)</td>
<td>-0.23 (7)</td>
<td>-0.29 (35)</td>
</tr>
<tr>
<td>% Var.</td>
<td></td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>CI</td>
<td></td>
<td>(-0.35, -0.35)</td>
<td>(-0.30, -0.30)</td>
<td>(-0.23, -0.23)</td>
<td>(-0.29, -0.29)</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \delta (k) )</td>
<td></td>
<td>-0.62 (43)</td>
<td>-0.30 (40)</td>
<td>-0.17 (26)</td>
<td></td>
</tr>
<tr>
<td>% Var.</td>
<td></td>
<td>77.03</td>
<td>52.47</td>
<td>13.17</td>
<td></td>
</tr>
<tr>
<td>CI</td>
<td></td>
<td>(-1.04, -0.21)</td>
<td>(-1.19, 0.60)</td>
<td>(-1.71, 1.37)</td>
<td></td>
</tr>
</tbody>
</table>

*Note. \( \delta \) = sample-weighted mean effect size. \( k \) = number of studies. % Var. = % variance explained by sampling error. CI = 95% confidence interval (L = lower, U = upper). Low (0) = minimally applicable/involved; Moderate (1) = somewhat applicable/involved; High (2) = very applicable/involved. *No studies were found.*
### Table 10

Meta-Analysis Results for Task Complexity Moderator Analyses

<table>
<thead>
<tr>
<th>Component Complexity</th>
<th>Dynamic Complexity</th>
<th>Closed-looped</th>
<th>Open-looped</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Amount of Discretion</td>
<td>Amount of Discretion</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>Mod. to Hi.</td>
<td>Low</td>
</tr>
<tr>
<td>No Component Complexity</td>
<td>Low Δ (k)</td>
<td>-0.91 (14)</td>
<td>-0.25 (9)</td>
</tr>
<tr>
<td></td>
<td>% Var.</td>
<td>13.33</td>
<td>60.49</td>
</tr>
<tr>
<td></td>
<td>CI</td>
<td>(-2.91, 1.09)</td>
<td>(-0.84, 0.35)</td>
</tr>
<tr>
<td>Mod. to Hi. Dynamic Complexity</td>
<td>Low Δ (k)</td>
<td>-0.39 (6)</td>
<td>0.43 (1)</td>
</tr>
<tr>
<td></td>
<td>% Var.</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>CI</td>
<td>(-0.39, -0.39)</td>
<td>(0.43, 0.43)</td>
</tr>
<tr>
<td>Yes Component Complexity</td>
<td>Low Δ (k)</td>
<td>-0.29 (23)</td>
<td>-0.66 (6)</td>
</tr>
<tr>
<td></td>
<td>% Var.</td>
<td>63.28</td>
<td>65.57</td>
</tr>
<tr>
<td></td>
<td>CI</td>
<td>(-1.53, 0.95)</td>
<td>(-1.14, -0.17)</td>
</tr>
<tr>
<td>Mod. to Hi. Dynamic Complexity</td>
<td>Low Δ (k)</td>
<td>-0.18 (14)</td>
<td>-0.24 (26)</td>
</tr>
<tr>
<td></td>
<td>% Var.</td>
<td>16.48</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>CI</td>
<td>(-1.46, 1.10)</td>
<td>(-0.24, -0.24)</td>
</tr>
</tbody>
</table>

Note. Δ = sample-weighted mean effect size. % Var. = % variance explained by sampling error. CI = 95% confidence interval. k = number of studies. Amount of discretion, dynamic complexity and component complexity were dichotomized by combining moderate and high as mod. to hi, and low as low. Low (0) = minimally applicable/involved; Moderate (1) = somewhat applicable/involved; High (2) = very applicable/involved. No studies were found.
Table 11

Descriptives and Correlations of Effect Sizes and Moderators

<table>
<thead>
<tr>
<th>Variable</th>
<th>M</th>
<th>SD</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ( d )</td>
<td>-0.43</td>
<td>0.74</td>
<td>-1.51</td>
<td>5.87</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Retention Interval (weeks)</td>
<td>3.39</td>
<td>4.45</td>
<td>3.08</td>
<td>12.08</td>
<td>-0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Criterion Type (Cog/ Skill)^a</td>
<td>0.66</td>
<td>0.48</td>
<td>-0.67</td>
<td>-1.58</td>
<td>0.23*</td>
<td>-0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Structure</td>
<td>3.26</td>
<td>1.69</td>
<td>-0.57</td>
<td>0.75</td>
<td>-0.01</td>
<td>0.19</td>
<td>0.19*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Cognitive Task Demands^b</td>
<td>1.23</td>
<td>0.60</td>
<td>-0.12</td>
<td>-0.44</td>
<td>-0.08</td>
<td>0.12</td>
<td>-0.01</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Physical Task Demands^b</td>
<td>0.79</td>
<td>0.79</td>
<td>0.31</td>
<td>-1.31</td>
<td>0.29**</td>
<td>-0.04</td>
<td>0.69**</td>
<td>0.03</td>
<td>-0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Closed/Open-looped^c</td>
<td>0.43</td>
<td>0.50</td>
<td>0.28</td>
<td>-1.96</td>
<td>0.13</td>
<td>0.29**</td>
<td>-0.21*</td>
<td>0.10</td>
<td>0.56**</td>
<td>-0.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Amount of Discretion^b</td>
<td>0.99</td>
<td>0.64</td>
<td>0.01</td>
<td>-0.50</td>
<td>0.01</td>
<td>0.11</td>
<td>-0.10</td>
<td>0.20*</td>
<td>0.46**</td>
<td>-0.20*</td>
<td>0.56**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Dynamic Complexity^b</td>
<td>0.64</td>
<td>0.82</td>
<td>0.76</td>
<td>-1.08</td>
<td>0.04</td>
<td>0.06</td>
<td>0.31**</td>
<td>0.20*</td>
<td>0.61**</td>
<td>0.13</td>
<td>0.45**</td>
<td>0.62**</td>
<td></td>
</tr>
<tr>
<td>10. Component Complexity^b</td>
<td>1.09</td>
<td>0.79</td>
<td>-0.16</td>
<td>-1.39</td>
<td>0.06</td>
<td>0.08</td>
<td>0.32**</td>
<td>0.12</td>
<td>0.59**</td>
<td>0.20*</td>
<td>0.25**</td>
<td>0.02</td>
<td>0.50**</td>
</tr>
</tbody>
</table>

Note. * = \( p < .05 \). ** = \( p < .01 \)^a cognitive criterion = 0, skill criterion = 1. ^b 0 = low [not applicable/involved]; 1 = moderate [somewhat applicable/involved]; 2 = high [very applicable/involved]. ^c closed-looped = 0, open-looped = 1.
Table 12

Summary of Multiple Regression Results

<table>
<thead>
<tr>
<th>Model</th>
<th>$B$</th>
<th>$SE$</th>
<th>$\beta$</th>
<th>$sr^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retention Interval (weeks)</td>
<td>-.028</td>
<td>.016</td>
<td>-.167 †</td>
<td>.02</td>
</tr>
<tr>
<td>Criterion Type (Cog/Skill) $^a$</td>
<td>.297</td>
<td>.240</td>
<td>.191</td>
<td>.01</td>
</tr>
<tr>
<td>Structure</td>
<td>-.010</td>
<td>.043</td>
<td>-.023</td>
<td>.00</td>
</tr>
<tr>
<td>Cognitive Task Demands $^b$</td>
<td>-.306</td>
<td>.181</td>
<td>-.247 †</td>
<td>.02</td>
</tr>
<tr>
<td>Physical Task Demands $^b$</td>
<td>.171</td>
<td>.127</td>
<td>.182</td>
<td>.01</td>
</tr>
<tr>
<td>Closed-/Open-looped $^c$</td>
<td>.546</td>
<td>.197</td>
<td>.366 **</td>
<td>.06</td>
</tr>
<tr>
<td>Amount of Discretion $^b$</td>
<td>.111</td>
<td>.175</td>
<td>.096</td>
<td>.00</td>
</tr>
<tr>
<td>Dynamic Complexity $^b$</td>
<td>-.147</td>
<td>.147</td>
<td>-.162</td>
<td>.01</td>
</tr>
<tr>
<td>Component Complexity $^b$</td>
<td>.101</td>
<td>.129</td>
<td>.109</td>
<td>.00</td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
<td></td>
<td></td>
<td>.186**</td>
</tr>
</tbody>
</table>

*Note. $B =$ Unstandardized regression weights. $SE =$ Standard error. $\beta =$ Standardized regression weights. $sr^2 =$ Squared semi-partial correlation. $^a$ cognitive criterion = 0, skill criterion = 1. $^b$ 0 = low [not applicable/involved]; 1 = moderate [somewhat applicable/involved]; 2 = high [very applicable/involved]. $^c$ closed-looped = 0, open-looped = 1. † = $p < .10$. ** = $p < .01$. 
Table 13

Meta-Analysis Results for Task Content by Retention Interval

<table>
<thead>
<tr>
<th>Task Content/Retention Interval</th>
<th>k</th>
<th>N</th>
<th>δ</th>
<th>SD δ</th>
<th>% Var. Explained</th>
<th>Min d</th>
<th>Max d</th>
<th>L</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive = low, Physical = high</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. &lt; 1 day</td>
<td>6</td>
<td>136</td>
<td>0.09</td>
<td>0.41</td>
<td>52.35</td>
<td>-0.72</td>
<td>1.74</td>
<td>-0.70</td>
<td>0.88</td>
</tr>
<tr>
<td>2. [1 day, 7 days]</td>
<td>2</td>
<td>40</td>
<td>0.69</td>
<td>0.29</td>
<td>72.39</td>
<td>0.15</td>
<td>1.29</td>
<td>0.12</td>
<td>1.25</td>
</tr>
<tr>
<td>Cognitive = mod., Physical = low</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. [1 day, 7 days]</td>
<td>27</td>
<td>696</td>
<td>-0.71</td>
<td>0.00</td>
<td>100.00</td>
<td>-1.62</td>
<td>0.29</td>
<td>-0.71</td>
<td>-0.71</td>
</tr>
<tr>
<td>4. (14 days, 28 days]</td>
<td>3</td>
<td>60</td>
<td>-1.22</td>
<td>0.43</td>
<td>57.52</td>
<td>-1.99</td>
<td>-0.35</td>
<td>-2.05</td>
<td>-0.38</td>
</tr>
<tr>
<td>6. (90 days, 180 days]</td>
<td>3</td>
<td>114</td>
<td>-0.71</td>
<td>0.00</td>
<td>100.00</td>
<td>-0.85</td>
<td>-0.60</td>
<td>-0.71</td>
<td>-0.71</td>
</tr>
<tr>
<td>Cognitive = mod., Physical = mod.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. [1 day, 7 days]</td>
<td>15</td>
<td>340</td>
<td>-0.16</td>
<td>0.00</td>
<td>100.00</td>
<td>-0.44</td>
<td>0.16</td>
<td>-0.16</td>
<td>-0.16</td>
</tr>
<tr>
<td>4. (14 days, 28 days]</td>
<td>3</td>
<td>34</td>
<td>-2.49</td>
<td>0.92</td>
<td>45.71</td>
<td>-3.71</td>
<td>-0.62</td>
<td>-4.29</td>
<td>-0.69</td>
</tr>
<tr>
<td>5. (28 days, 90 days]</td>
<td>2</td>
<td>38</td>
<td>0.39</td>
<td>0.00</td>
<td>100.00</td>
<td>0.23</td>
<td>0.47</td>
<td>0.39</td>
<td>0.39</td>
</tr>
<tr>
<td>Cognitive = high, Physical = low</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. (7 days, 14 days]</td>
<td>5</td>
<td>229</td>
<td>-0.35</td>
<td>0.00</td>
<td>100.00</td>
<td>-0.40</td>
<td>-0.35</td>
<td>-0.35</td>
<td>-0.35</td>
</tr>
<tr>
<td>5. (28 days, 90 days]</td>
<td>3</td>
<td>102</td>
<td>-0.21</td>
<td>0.16</td>
<td>81.68</td>
<td>-0.74</td>
<td>0.11</td>
<td>-0.53</td>
<td>0.11</td>
</tr>
<tr>
<td>Cognitive = high, Physical = mod.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. [1 day, 7 days]</td>
<td>2</td>
<td>29</td>
<td>-0.10</td>
<td>0.00</td>
<td>100.00</td>
<td>-0.18</td>
<td>-0.03</td>
<td>-0.10</td>
<td>-0.10</td>
</tr>
<tr>
<td>3. (7 days, 14 days]</td>
<td>2</td>
<td>20</td>
<td>0.01</td>
<td>0.00</td>
<td>100.00</td>
<td>-0.09</td>
<td>0.07</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>4. (14 days, 28 days]</td>
<td>7</td>
<td>164</td>
<td>-0.32</td>
<td>0.00</td>
<td>100.00</td>
<td>-0.99</td>
<td>0.24</td>
<td>-0.32</td>
<td>-0.32</td>
</tr>
<tr>
<td>5. (28 days, 90 days]</td>
<td>8</td>
<td>88</td>
<td>-0.39</td>
<td>0.00</td>
<td>100.00</td>
<td>-1.68</td>
<td>0.42</td>
<td>-0.39</td>
<td>-0.39</td>
</tr>
</tbody>
</table>
Table 13 Continued

Meta-Analysis Results for Task Content by Retention Interval

<table>
<thead>
<tr>
<th>Task Content/RI</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>95% CI</td>
</tr>
<tr>
<td></td>
<td>k</td>
</tr>
<tr>
<td>Cognitive = high, Physical = high</td>
<td></td>
</tr>
<tr>
<td>1. &lt; 1 day</td>
<td>3</td>
</tr>
<tr>
<td>2. [1 day, 7 days]</td>
<td>2</td>
</tr>
<tr>
<td>5. (28 days, 90 days)</td>
<td>2</td>
</tr>
</tbody>
</table>

Note. k = number of studies. N = number of participants. δ = sample-weighted mean effect size. SD δ = standard deviation of the estimated true effect size. % Var. explained = % variance explained by sampling error. Min. d = minimum effect size. Max. d = maximum effect size. 95% CI = 95% confidence interval (L = lower, U = upper). * Low (0) = minimally applicable/involved; Moderate/Mod. (1) = somewhat applicable/involved; High (2) = very applicable/involved.