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#### Abstract

We generalize the harmonic-order $N$-body DPT method for an isotropically confined quantum system of identical interacting bosons to first-anharmonic order and, in principle, higher orders. We introduce a graphical decomposition of the perturbative expansion of the $N$-body Hamiltonian. We calculate the Clebsch-Gordon coefficient tensors that couple together 3 irreducible representations of $S_{N}$ analytically, and analytically transformed the graphical basis to collective coordinates. We calculate the $N$-body wavefunction and density profile in general and have demonstrated agreement with an analytic model. We apply this formalism to the exactly-solvable example of a trapped gas of atoms interacting with a (fully-interacting) harmonic-oscillator "Hooke's law" interaction and compare with the dimensional expansion of the exact ground-state wavefunction and density profile. We report progress on the example of a cold gas BEC (with zero angular momentum).


## Part I

## Prologue

## Chapter 1

## Introduction to the dissertation

### 1.1 Ultracold atoms exhibit wave-like properties

### 1.1.1 The wave-particle duality of nature

In 1906, the Nobel prize in physics was awarded to J.J. Thomson for showing that electricity in gases is conducted by a particle which we now call the electron. In 1937, G.P. Thomson, the son of J.J. Thomson, shared the Nobel prize with Clinton
J. Davisson for the discovery that the electron is also a wave. Is an electron a particle or is it a wave? In the heady days leading up to modern quantum mechanics, this was a common topic of discussion. Light was shown to have discrete (quantized) properties like particles, and fundamental particles were shown to exhibit interference phenomena as if they were waves.

Louis de Broglie synthesized these paradoxical findings by proposing that any moving body (atoms or airplanes) has an associated wave with a wavelength inversely proportional to its momentum

$$
\begin{equation*}
\lambda=\frac{h}{p} . \tag{1.1}
\end{equation*}
$$

The de Broglie relation is an example of an intriguing aspect of quantum mechanics: the wave-particle duality of nature. Atkins and Friedman (1) suggest that the terms "particle" and "wave" should be regarded as artifacts from a language based on an antiquated understanding of nature. Note that as the momentum of a particle gets smaller, its de Broglie wavelength gets larger and its wave-like properties more apparent. That is significant in this thesis, because we are interested in a gas of atoms near absolute zero temperature, where thermal motion dies down and the wave-like behavior of atoms exhibits stunning phenomena.

If two stones are dropped in a pond, the radiating ripples will eventually coincide. When two waves in a pond collide, two peaks combine to yield a bigger peak, two troughs combine to make a deeper trough, but a peak and a trough can combine to yield-nothing. This behavior of waves is called "interference" and a picture of this scenario would show an interference pattern showing the above wave arithmetic. A similar effect occurs in sound waves. One may enjoy a quieter flight when wearing "noise-canceling headphones" that emit the right kind of sound waves to cancel out the effect of the ambient noise. If atoms truly have wave-like properties, one would expect similar phenomena. Two colliding "matter waves" should also exhibit an interference pattern, where matter plus matter equals more matter in some places - and nothing at all in others. In order to observe such a phenomenon, it is necessary to construct a "matter wave" composed of many atoms in the same quantum state, an improbable situation given the huge number of possible quantum states often available.

### 1.1.2 Low temperature tilts the odds in favor of coherence

In 1924 Einstein showed that if a gas of non-interacting identical (boson) atoms was cooled below some critical temperature many of the atoms would "condense" in the quantum state with the lowest energy. Notice that this condensation occurs without interactions: it is a purely statistical effect that occupation of the lowest energy state becomes more likely as the temperature of the system falls. This condensed fraction of the gas is called a Bose-Einstein condensate (BEC).

This condensation into a single quantum state only happens if each of the atoms in question has a total number of protons, neutrons and electrons that is an even number. One aspect of quantum mechanics is that these things matter. In the periodic table of elements, each atom has either an even or an odd number of particles. Those with an even number are said to be "bosons" (named after Satyendranath Bose, who introduced Bose statistics (2)). Those with an odd number are said to be fermions, after Enrico Fermi. An even number of fermions form a composite boson, and protons, neutrons, and electrons are all fermions. While any number of bosons can occupy the same quantum state, Fermi-Dirac statistics dictate that no two fermions can occupy the same state.

This distinction becomes relevant in a gas of very cold atoms, because as the temperature decreases, the average energy of each atom decreases and whether or not more than one atom can occupy the state with the lowest energy level becomes important. This quantum state with the lowest energy is called the "ground state."

Recently, gasses of fermion atoms have been cooled low enough that Fermi-Dirac statistics are important. In this gas, the atoms are "stacked up" in the lowest energy levels such that each atom has a partner with an equal and opposite momentum. Such cold gases of bosons or fermions are said to be "quantum degenerate", since the degeneracy restrictions become significant in both cases.

People sometimes ask what a BEC is "good for". The same people may have asked the same question of the academics developing the laser in the 1960s. In the 1970s, lasers were being used to scan barcodes in supermarkets and by the 1990s, lasers had become household devices used in compact-disc players. What makes a laser different from other light sources is that in a laser the photons are coherent. That is, they are all in the same quantum state. During the same decade, those lasers (in some case the same lasers developed for playing the compact-disc) were used to create a BEC; i.e. coherent atoms in the same quantum state. A better question to ask is "what is an understanding and control over the quantum behavior of matter good for?"

### 1.1.3 Atoms are described by "wavefunctions"

Atoms in a BEC have wave-like properties. In the formalism of quantum mechanics, the collection of atoms in the same quantum state are described by a mathematical equation known as "the wavefunction" of the quantum state. This wavefunction is often denoted $\Psi(\mathbf{r}, t)$ and is a function of space and time. Sometimes the timedependence of the wavefunction is known or can be treated separately. In such a case, one obtains a stationary wavefunction $\Psi(\mathbf{r})$ by solving the Schrödinger equation

$$
\begin{equation*}
\hat{H} \Psi(\mathbf{r})=E \Psi(\mathbf{r}) \tag{1.2}
\end{equation*}
$$

where $\hat{H}$ is the Hamiltonian operator which acts on the wavefunction, the result being a constant $E$ times the wavefunction. The constant $E$ is the energy of the quantum state associated with the wavefunction. The wavefunction $\Psi(\mathbf{r})$ contains all information about the physical system. All physical observables can be obtained if the wavefunction is known.

### 1.2 Research questions

The primary purpose of this thesis is to derive the wavefunction of a potentially large number of identical bosons in the same quantum state and from this wavefunction
calculate two physical observables: the energy and spatial distribution of the macroscopic occupation of the ground state.

In order to do this, we further develop a method which has been used to calculate the ground-state energy, the wave function, and the density profile for a BEC confined by an isotropic (spherical) trap. This method, $N$-body dimensional perturbation theory (DPT), is in the class of perturbative methods, in which a calculation is refined by including additional "orders".

In particular, this thesis will address the following questions.

1. Can the harmonic-order DPT method be extended to first anharmonic order and, in principle, higher to address large-N, strongly interacting, and highly correlated systems?
2. What improvement in the DPT-calculated BEC density profile is obtained by adding the first anharmonic order correction?

## Chapter 2

## A short history of relevant theoretical investigations into the BEC phenomenon

From a certain temperature on, the molecules condense without attractive forces, that is, they accumulate at zero velocity. The theory is pretty, but is there also some truth to it?

Albert Einstein, 1924

### 2.1 BEC in an ultracold atomic gas

A dilute atomic gas BEC is a clean manifestation of the $N$-body problem in which the specific form of the interactions is of little importance. This is in contrast to the $N$-body problem in liquids and solids. Collective coherence phenomena like those observed in quantum liquids and nuclei may be observed in a gas that is so dilute that interactions may be well-approximated by a mean-field theory. Due to the low density, quantum phenomena which are typically infinitesimal, such as the structure of the wavefunction, can be observed by optical means (3).

A Bose-Einstein condensate (BEC) of a cold gas of boson atoms was predicted in 1924 by Einstein (4;5) based on some work by Bose (2) on the statistics of a gas of photons (which are massless bosons). A BEC in a cold gas was first observed in 1995, nearly 70 years later, for rubidium (6), sodium (7), and lithium (8). To achieve
condensation, these alkali vapors were cooled down toward the absolute zero limitto a few nanokelvin ${ }^{1}$ The achievement of such low temperatures was made possible by laser-based cooling and "trapping" techniques which were developed in the 1980s (for reviews, see $(9 ; 10 ; 11)$ ). These gases were "trapped" in a confining potential provided by magnetic fields and/or lasers, then cooled by Doppler laser cooling and by "old-fashioned" evaporation.

A BEC is a state of matter where many atoms occupy a single quantum state, forming a coherent matter wave. An early experiment demonstrating the stunning behavior of coherent matter split a BEC into two parts and observed interference fringes between the two matter waves as they expanded-like incident ripples on a pond (12). A BEC can be used to perform precision measurements. A measurement of the Casimir-Polder force between a BEC and a surface has been performed by measuring perturbations in the center-of-mass oscillations (13).

The theory of a BEC goes back to the 1940s. For a tutorial review of fundamental ideas implicit in the theory of a BEC, see Reference (14). A recent article (15) reviews advances in the theoretical description of the homogeneous (not in a trap), weakly interacting Bose gas at zero and finite temperatures. Although a BEC occurs so near absolute zero, the temperature of the condensate is still an important quantity. Much physical insight can still be obtained in the zero temperature approximation, which we focus on in this thesis. A tutorial for the non-specialist on the most common theoretical methods used to describe weakly-interacting BEC at finite temperatures is provided in Reference (16).

### 2.2 A mean-field description of a BEC is quite useful

In a dilute BEC, the interaction between an atom and the $N-1$ other atoms can be approximated by the interaction between that atom and a "mean-field". In this sense, the mean-field description is a single-particle approximation to the full N body problem. If an atomic BEC is so dilute, a mean-field description is effective in calculating both quantitative and qualitative descriptions of its properties. For

[^0]a review of the use of mean-field theory for calculating properties of a BEC, see Reference (17).

Applied to a dilute gas, where the interactions can be taken to be two-body and short-range, the mean-field time-dependent Schrödinger equation is

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \Phi(\mathbf{r}, t)=\left(-\frac{\hbar^{2} \nabla^{2}}{2 m}+V_{\mathrm{ext}}(\mathbf{r})+g|\Phi(\mathbf{r}, t)|^{2}\right) \Phi(\mathbf{r}, t) \tag{2.1}
\end{equation*}
$$

Equation (2.1) is called the Gross-Pitaevskii (GP) equation (see Eq. (35) in Reference (17) and references therein). In the above equation, $V_{\text {ext }}(\mathbf{r})$ is the external confining potential. The order parameter $\Phi(\mathbf{r}, t)$ depends on the single particle wavefunction $\varphi(\mathbf{r} ; t$ ) (a function of $\mathbf{r}$ parameterized by $t$ ) and occupancy of the BEC state $N_{0}(t)$ :

$$
\begin{equation*}
\Phi(\mathbf{r}, t)=\sqrt{N_{0}(t)} \varphi(\mathbf{r} ; t) . \tag{2.2}
\end{equation*}
$$

The coupling constant $g$ is proportional to the scattering length $a: g=\frac{4 \pi \hbar^{2} a}{m}$. The chemical potential $\mu$ is adjusted so that the total number of atoms is equal to sum of the occupancies of each state (3).

The ground state can be obtained (Eq. (39) in Reference (17)) by making the substitution $\Phi(\mathbf{r}, t)=\phi(\mathbf{r}) e^{i \mu t / \hbar}$

$$
\begin{equation*}
\left(-\frac{\hbar^{2} \nabla^{2}}{2 m}+V_{\mathrm{ext}}(\mathbf{r})+g \phi(\mathbf{r})^{2}\right) \phi(\mathbf{r})=\mu \phi(\mathbf{r}), \tag{2.3}
\end{equation*}
$$

where the mean-field term is proportional to the particle density $n(\mathbf{r})=\phi(\mathbf{r})^{2}$.
The GP equation is valid in a dilute gas: when the number of atoms in a "scattering volume" $|a|^{3}$ is much less than one. This condition is expressed using the so-called "gas parameter" $\bar{n}|a|^{3}$ where $\bar{n}$ is the average density of the gas. Typical values of $\bar{n}$ range from $10^{13}$ to $10^{15} \mathrm{~cm}^{-3}(17)$ and the natural scattering length of ${ }^{87} R b$ is 5.77 nm , which corresponds to $\bar{n}|a|^{3}$ of $1.92 \times 10^{-12}$ to $1.92 \times 10^{-10}$.

When $\bar{n}|a|^{3} \ll 1$ the gas is said to be dilute or, confusingly, weakly interacting. This does not mean the effects of interactions are negligible. As discussed in Dalfovo et al. (17), the ratio of the (ground-state) energy due to interactions to the kinetic energy is another useful parameter which indicates the importance of interactions,

$$
\begin{equation*}
\frac{E_{\text {int }}}{E_{\text {kin }}} \propto \frac{N|a|}{a_{\text {ho }}}, \tag{2.4}
\end{equation*}
$$

where the harmonic oscillator length $a_{\text {ho }}$ is a measure of the width of the ground-state trap potential ${ }^{2}$ and provides a useful length-scale.

[^1]For ${ }^{87} R b,|a| / a_{\text {ho }}$ is on the order of $10^{-3}$, so it does not take many atoms in a dilute gas before the effect of interactions becomes significant, even when the gas parameter indicates a dilute gas.

For a discussion on excitations in a weakly-interacting BEC and a review of experimental investigations of Bogoliubov excitations in a BEC, see Reference (18).

### 2.3 Sometimes one must venture beyond the meanfield description

The GP equation is valid in the dilute gas limit, when $n|a|^{3} \ll 1$. Even in such a dilute regime the accuracy of the GP equation may be estimated by calculating corrections to the mean-field approximation. Recent experiments have produced BECs which are not so dilute, making beyond-mean-field corrections imperative. Experimental advances have demonstrated control over the strength of interactions between atoms in a BEC. A BEC with interactions "tuned" by changing the magnetic field was demonstrated in Reference (19). A gas parameter of $n|a|^{3} \sim 10^{-2}$ (19) was reported, a regime where the mean-field does not provide quantitatively correct results (see for example Reference (20)). This approach is limited by the increase in three-body collisions (which is proportional to $a^{4}$ ), but similar results can be obtained using lattice techniques (see for example, Greiner et al. (21)). For a recent review of experimental and theoretical investigations of $N$-body physics in confined (strongly interacting) dilute gases in an optical potential see Bloch et al. (22) (both Bose and Fermi gases) or Morsch et al. (23).

Obtaining solutions for large systems of interacting particles continues to challenge existing approaches and current numerical resources. As the number of particles $N$ increases, the Hilbert space that holds an exact solution of the problem scales exponentially in $N$ making a direct numerical simulation intractable(24; 25). For general interparticle interactions, this necessitates approximations which effectively truncate the Hilbert space of the solution, usually by choosing a particular ansatz for the many-body wavefunction or by truncating a perturbation series. In this section, we provide a partial listing and brief description of several different approaches.

### 2.3.1 Theory and computation beyond the mean-field

Braaten and Nieto (26) derived quantum corrections to the GP equation (a classical field equation) for the ground state. The resulting correction is proportional to $1 / \sqrt{n(0) a^{3}}$ (where $n(0)$ is the BEC density at the trap center) and the equation is often called a modified Gross-Pitaevskii equation $(\mathrm{MGP})^{3}$. In a later paper, Anderson and Braaten extended this analysis to include vortex states. Fu et al. (29) introduce a modified GP equation which uses an energy-dependent effective potential and introduces an additional shape-dependent term.

Timmermans et. al (30) derived a Thomas-Fermi-Bogoliubov theory, a description of a BEC and quantum fluctuations based on the approximation that the BEC is locally homogeneous. The resulting perturbation series is analytic for a zerotemperature, weakly-interacting BEC. The authors point out that the Thomas-Fermi description really involves more than merely neglecting the kinetic energy in the GP equation, and produce a more rigorous derivation of the Thomas-Fermi equation. In addition to an analytic calculation of the chemical potential, the condensate depletion, pressure and density of states are calculated. The result is valid when the size of the condensate exceeds the "size" of the ground state of the trap $a_{\mathrm{ho}}$.

Just as the Thomas-Fermi equation may be obtained by neglecting the kinetic energy of the GP equation, Gupta et al. propose a modified Thomas-Fermi equation by neglecting the kinetic energy of the MGP for the isotropic (31) and anisotropic (32) traps. The authors match the MGP (28) results for a ${ }^{85} \mathrm{Rb}$ BEC with $10^{4}$ atoms for both the isotropic and the cylindrical trap. The corresponding excitation frequency for the compressional mode also agrees with numerical results.

Fabrocini and Polls (33) compare a local-density approximation (which adds additional terms beyond the GP) to a correlated-wavefunction approach for both isotropic (33) and a cylindrical (34) traps. The two approaches give similar results, up to $n a^{3}=10^{-3}$ for the isotropic case and up to $n a^{3}=10^{-2}$ for the cylindrical case.

Esry (35) developed an approach which uses atomic physics to derive equations which are similar to the Bogoliubov approach. Hartree-Fock, random-phase, and configuration interaction approximations are used to solve the $N$-body Schrödinger equation. This method has the advantages of using a familiar atomic physics perspective, maintaining "number conservation" and multiparticle excitations may be

[^2]included. Other authors have used multi-configurational Hartree-Fock approaches to investigate trapped BECs (see for example Reference (36) and references therein). Vanska et al. (37) develop a program for a direct configuration interaction (CI) calculation for a BEC. Cederbaum et al. (38) developed a coupled-cluster approach for a BEC in a $1-D$ trap (for a recent review of coupled cluster theory, see (39)).

Mazzanti et al. (40) used correlated-basis theory (41) to study a BEC using both a hard-sphere and soft-sphere potential. They found that the energy became shapedependent when the gas parameter was around $10^{-3}$, and that other quantities (such as the density profile) were shape-dependent over the whole range of the gas parameter.

Thogersen et al. (42) write the variational wavefunction in a basis of correlated Gaussians. A direct numerical diagonalization of the $N$-body Hamiltonian (with an attractive interaction potential) is performed for up to 30 atoms (convergence to four digits typically requires 500 Gaussians).

Schneider and Feder (43) used a discrete variable representation (DVR) of the Hamiltonian of a dilute, zero-temperature BEC to determine the ground and excited states. This approach has been shown (44) to parallelize well.

### 2.3.2 Adiabatic hyperspherical harmonic approaches

Bohn et al. (45) applied the adiabatic hyperspherical harmonic expansion (with the K-harmonic approximation(46)), in which certain BEC properties are described by motion in an effective potential of a single collective coordinate (the hyperspherical radius). The interactions are zero-range. Sorensen et al. (47; 48; 49) discuss a similar adiabatic hyperspherical approach for a central two-body interaction potential and discuss the BEC phenomena in the context of the surface of the hyperradial effective potential. Sogo et al. (50) have derived a semianalytic solution to the hyperspherical effective potential for $N$ bosons with zero-range interactions. Rajabi(51) showed that by making an ansatz for the wavefunction, the adiabatic hyperspherical harmonic approach may be used to solve the $N$-body Schrödinger equation analytically (within the approximation) for a class of potentials that include the Hooks-law and Coulomb interaction potentials.

Das et al. (52) proposed an alternative to an expansion in a hyperspherical harmonic basis: an expansion in a "potential harmonic basis". Calculations for a small number of particles were shown to be near exact diffusion Monte Carlo (DMC) calculations with a strong scattering length (53), (the same DMC data referenced in

Chapter 8). Calculations for a dilute BEC with a large number of atoms interacting with a van der Waals interaction (54) are shown to agree with experimental results for dilute ${ }^{7} L i$ (55) and ${ }^{85} R b$ (56) BEC.

### 2.3.3 Monte Carlo methods

For an introduction to Monte Carlo methods in physics, see for example References (57; 58).

In an early computational verification of the signature distribution of particles in a BEC, Krauth (59) used essentially exact path-integral Monte Carlo (PIMC) methods to simulate 10, 000 atoms in a spherical trap with weak interactions $\left(a / a_{\text {ho }}=0.00433\right)$. He calculated the density profile for the Bose gas at small finite temperatures to show that below the critical temperature the condensed part of the gas can be described by the GP wavefunction. Holzmann et al. (60) showed that for the same scattering length, the density profiles calculated using Hartree-Fock and PIMC are in good agreement near the critical temperature, but that the HF approximation fails for zero temperature. These calculations are performed in the dilute regime and agree with the mean-field GP results.

In References (53; 61; 62; 63; 20; 64), Monte Carlo methods are employed to study the validity of the GP equation at larger interaction strengths in a BEC. These results exhibit "universal" behavior in the dilute regime that is characterized by the parameter $n a^{3}$ or $(n-1) a^{3}$.

Blume et al. (53) and Nilsen et al. have verified at low- $N$ that a modified GP equation which includes quantum fluctuations in References $(26 ; 65 ; 33)$ leads to a greatly improved ground-state energy and density profile. Blume et al. (53) show that for a scattering length of $a=0.433 a / a_{\text {ho }}$, the GP underestimates the ground-state energy by $4 \%$ and $10 \%$ for $N=3$ and $N=10$, respectively, but underestimates the height of the condensate peak $n(0) / N$ by $20 \%$ and $35 \%$ for those numbers. In contrast, the MGP peak coincides with the DMC result for $N=3$ and $N=10$.

DuBois and Glyde (62) use an approximate variational Monte Carlo approach (VMC) to show that as the scattering length increases, the bulk of the BEC is actually pushed to the outer edges of the gas. In a later paper (20) the analysis is carried further to show that at $n a^{3} \geq 10^{-2}$ the mean-field theory fails and that at $n a^{3} \geq 0.1$ the BEC behaves like a liquid ${ }^{4} \mathrm{He}$ droplet. This reference also reports the appearance of correlations ("wiggles") in the $N$-body density profile, which suggest that the
hard-sphere particles become packed in some arrangement as the effective size of the hard-spheres is increased in relation to the trap size.

DuBois, Glyde, and Sakhel (62; 63; 20) find that the shape of the probability density profile for the trapped condensate becomes flat for strong interactions, as opposed to the parabolic shape (due to the parabolic confining potential) predicted by mean-field theory in Reference (17). This shape is believed to be significantly influenced by interactions and depletion.

In Reference (66), Purwanto and Zhang use the ground-state auxiliary-field quantum Monte Carlo (AF QMC) method (67) to calculate the ground-state energy and density profile for a trapped BEC with strong interactions. The AF QMC method uses second-quantization and accounts for particle permutation statistics. This method is not exact (as DMC is) for bosons with repulsive interactions, but it is shown that the systematic errors are very small. The authors point out that the kinetic portion of both the GP and MGP do not include correlation effects, while the Bogoliubov approximation under the local density approximation (Bogoliubov+LDA) does so and demonstrates much closer agreement with AF QMC results. The authors also find that despite this discrepancy, the MGP and Bogoliubov+LDA yield similar total energies.

### 2.4 Does the shape of the interaction matter?

Most of the above references model the low-temperature interactions between atoms with a short-range potential, such as a "hard sphere" potential with a radius equal to the scattering length $a$

$$
V(\mathbf{r})=\left\{\begin{array}{rll}
0 & \text { if } & a<|\mathbf{r}|  \tag{2.5}\\
\infty & \text { if } & |\mathbf{r}| \leq a
\end{array},\right.
$$

or the Fermi pseudopotential(68)

$$
\begin{equation*}
V=\frac{4 \pi \hbar^{2}}{m} a \delta(\mathbf{r}) \frac{\partial}{\partial r} r . \tag{2.6}
\end{equation*}
$$

These simple models of atomic collisions have been shown to be valid only in weak traps where the width of the trap ground state is larger than the scattering length $|a|$. For two or three atoms in strong confinement, several groups have shown(69; 70; $71 ; 72)$ that the shape-independence approximation breaks down for strong traps.

Blume and Greene (53) and Giorgini et al. (61) employ the diffusion Monte Carlo (DMC) $(73 ; 74)$ method to show that the ground-state energy depends, to a good approximation, only on the $s$-wave scattering length for low densities $\left(n(0) a^{3} \leq 2 \times 10^{-3}\right)$ and that a modified GP equation yields a more accurate ground-state energy. This threshold for shape dependence is in agreement with the correlated basis function results of Mazzanti et al. (40). In Reference (53), DMC was applied to a trapped BEC at zero temperature with strong interactions. It was shown that for sufficiently low densities three different model potentials with the same $s$-wave scattering length yield the same ground-state energy, verifying the premise that properties of an ultracold dilute gas depend only on the scattering length to a good approximation. The DMC method can calculate the lowest energy essentially exactly (if there is no guiding function bias and the time step has been extrapolated to zero) for a low number of atoms. Esry and Greene (72) also showed that for three atoms in a trap the shape-independent approximation agrees with exact results only for dilute densities.

In early traps shape dependence was not an issue. More recent work requires consideration of the effect of trap confinement on scattering (71). In both the optical lattice work (see, for example the work of Greiner et al. (21)) and the large-gas parameter BEC's obtained by the use of a Feshbach resonance (see for example Cornish et al (19)) the scattering length can exceed the trap width. Blume and Greene (70) and Bolda et al. (71) independently showed that the introduction of an energy-dependent effective scattering length (of the untrapped atoms) in the Fermi pseudopotential (2.6) yields good agreement with exact results for two atoms in a trap. In Reference (75), Collin et al. propose a similar energy-dependent generalization of the Fermi pseudopotential and derive a generalized GP equation that includes an effective-range scattering length.

In Reference (76), Kalas and Blume show that while interactions in a dilute gas could be characterized by a van der Waals interaction (proportional to $r^{-6}$ for neutral atoms), a pseudopotential with an energy-dependent scattering length (70; 71) yields results close to fixed-node DMC (FN-DMC) calculations with a hard-sphere plus a van der Waals tail. Using such a pseudopotential or a hard-sphere contact potential gives rise to correlations due to two-body interactions only.

Thogersen et al. (42) point out that due to the use of an attractive interaction potential with a two-body bound state, a large and diverging scattering length results from small changes to the depth of the potential near the two-body threshold. Because an infinitesimal change in the potential leads to a disproportional large change in the
scattering length, the latter ceases to be a physically meaningful length scale when the scattering length diverges.

## 2.5 $N$-body dimensional perturbation theory

And now for something completely different

John Cleese, 1969

In this chapter, we have discussed a few different kinds of theoretical and computational techniques used to understand the behavior of a BEC (a macroscopic quantum object) from a microscopic model that keeps track of each particle. In this thesis, we employ dimensional perturbation theory, a complementary $N$-body perturbative approach. This $N$-body dimensional perturbation theory (DPT) is essentially analytic and avoids costly computation. One significant advantage of analytic approaches in general is the physical insight that may be gained. $N$-body DPT is no exception. The macroscopic behavior of the BEC, such as the energy levels, what it looks like, the vibrational-mode characters and frequencies can be obtained. We will be interested in applying DPT in both the dilute gas limit, as well as in the regime $n a^{3}>10^{-3}$ where the mean field GPE is no longer useful. We provide an introduction to the present $N$-body DPT method as well as background material in the next chapter.

## Chapter 3

## $N$-body dimensional perturbation theory

"Ha! Is it come to this?" thundered the Stranger: "then meet your Fate: out of your Plane you go. Once, twice, thrice! 'Tis done!"<br>Lord Sphere in Edwin A. Abbot's<br>Flatland: a Romance of Many Dimensions, 1884

In this dissertation, I present a formalism suitable for the study of confined, correlated systems of $N$ bodies. In this chapter, I set the stage by reviewing perturbation theory, previous work by our group and others in dimensional perturbation theory, and how this dissertation extends the framework to higher perturbative orders. Because most of this work was performed in collaboration with group members, in this thesis I will revert to the editorial "we".

### 3.1 Perturbation theory in general

The method we develop is based on a dimensional perturbation theory (DPT) approach, where the number of spatial dimensions is generalized to an arbitrary number of dimensions. This may seem odd to one who has studied perturbation theory in the context of an atom "perturbed" by an electric field (the Stark effect) or by a magnetic field (the Zeeman effect). In both of these examples, the perturbation parameter is a physical quantity, in the sense that it is something that can be controlled in the lab. The $N$-body problem is difficult enough, and one may well ask why the choice to include unphysical dimensions is of any use to those of us bound to three spatial
dimensions. A proper understanding of perturbation theory outside of the context of the typical undergraduate introduction will be helpful.

Perturbation theory is a technique by which a difficult problem is broken down into a series of easier problems using an iterative method of obtaining successive approximations. There are many examples of perturbation theory in atomic and high energy physics. In Ref. (77) it is pointed out that there are generally three steps to a perturbative analysis:

1. Convert the original problem into a perturbation problem by introducing a small parameter $\varepsilon$.
2. Assume an expression for the answer in the form of a perturbation series and compute the coefficients of that series.
3. Obtain the answer to the original problem by summing the perturbation series for the appropriate value of $\varepsilon$.

There are many ways to accomplish step one, so why not introduce a perturbation parameter in such a way that the zeroth-order solution has a closed-form, analytic expression? In general, if a closed-form zeroth-order solution exists, then the higher-order terms introduced in step two may also be soluble in an analytic closed form (77) ${ }^{1}$.

### 3.1.1 Example: solution of a cubic polynomial

Also in Ref. (77), the following elementary example is given which illustrates the above steps without the trappings of a particular physical theory: finding the roots of the cubic polynomial

$$
\begin{equation*}
x^{3}-4.001 x+0.002=0 \tag{3.1}
\end{equation*}
$$

The first step is to introduce an expedient perturbation parameter, $\varepsilon$, generalizing Eq. (3.1):

$$
\begin{equation*}
x^{3}-(4+\varepsilon) x+2 \varepsilon=0 . \tag{3.2}
\end{equation*}
$$

The second step is to assume the roots to have a perturbation series solution of the form

[^3]\[

$$
\begin{equation*}
x(\varepsilon)=\sum_{n=0}^{\infty} a_{n} \varepsilon^{n}, \tag{3.3}
\end{equation*}
$$

\]

The zeroth-order ( $\mathrm{n}=0$ ) coefficient is determined by solving the roots of Eq. (3.2) with $\varepsilon=0$ :

$$
\begin{equation*}
x^{3}-4 x=0 . \tag{3.4}
\end{equation*}
$$

The above equation has three roots: $x(0)=a_{0}=(-2,0,2)$. These are said to be the "zeroth-order" solutions. The second-order solution to the root -2 is determined by substituting Eq. (3.3) with $n=2$ into the cubic polynomial (3.2), obtaining

$$
\begin{equation*}
\left(8 a_{1}+4\right) \varepsilon+\left(8 a_{2}-a_{1}-6 a_{1}^{2}\right) \varepsilon^{2}=O\left(\varepsilon^{3}\right) . \tag{3.5}
\end{equation*}
$$

Since $\varepsilon$ is a parameter, each coefficient of the above polynomial in $\varepsilon$ must be zero. This condition is used to determine the values $a_{1}$ and $a_{2}$ and therefore the perturbation expansion for the -2 root to second perturbative order:

$$
\begin{equation*}
x_{1}=-2-\frac{1}{2} \varepsilon+\frac{1}{8} \varepsilon^{2}+\ldots . \tag{3.6}
\end{equation*}
$$

A similar procedure may be used to calculate the perturbative solution to the other two roots as well. Finally, to obtain the second-order perturbative calculation of the roots, one simply lets $\varepsilon=0.001$ to recover the original problem. For this example, the convergence is striking: the difference between the second-order perturbative root near -2 and a numerical calculation is $6 \times 10^{-11}$.

### 3.2 Dimensional perturbation theory: an extensible framework

Dimensional perturbation theory (DPT) ( $79 ; 80$ ) provides a systematic approach to the study of correlation in confined quantum systems. This method takes advantage of the high degree of symmetry possible among identical particles in higher dimensions to obtain an analytic description of the confined quantum system, without making any assumptions about the number of particles or the strength of interparticle interactions. Because the perturbation parameter is the inverse of the dimensionality of space

$$
\delta \equiv \frac{1}{D}
$$

DPT is equally applicable to weakly- or strongly-interacting systems. Another important advantage of DPT is that low-order DPT calculations are essentially analytic
in nature(81). As a consequence, the number of atoms enters into the calculations as a parameter, and so, in principle, results for any $N$ are obtainable from a single calculation(82). Also, even the lowest-order result includes correlation, and so DPT may also be used to explore the transition between weakly interacting systems and those which are strongly interacting. These results can be systematically improved by going to higher perturbative order. In reference (83), Dunn et al relate a general method to calculate much higher-order corrections efficiently and exactly using tensor algebra.

The dimensional perturbation theory approach also follows the above three basic steps: the original $D=3$ problem is generalized to $D$ dimensions, a $1 / D$ perturbation series is assumed, and the $D=3$ solution is ultimately obtained.

### 3.2.1 A brief history of dimensional scaling and DPT

### 3.2.1.1 Dimensional scaling

Contemporary dimensional perturbation theory (DPT) has an interesting background story. In 1980, Physics Today carried an article (84) by theoretical physicist Edward Witten entitled "Quarks, atoms, and the $1 / N$ expansion" discussing a perturbative quantum chromodynamics solution (in a referenced earlier work) in which three quark colors are generalized to $N$ quark colors, the large- $N$ limit is determined, and a $1 / N$ perturbative calculation is performed. This is not the first example of a $1 / N$ expansion; previous articles are referenced in (84). The article also showed the utility of a large-dimension limit in the examples of the hydrogen and helium atoms and a $1 / N$ (where $N$ is the number of spatial dimensions) perturbative calculation of the ground-state energy. The results discussed (reported from another reference) were not numerically impressive at lowest order.

Chemist Dudley Herschbach read the article and states in Ref. (79)
... since I was teaching a quantum mechanics course and on the lookout for provocative problems, I tried setting up the helium example as a homework exercise. By merely recasting the large- $D$ limit to factor out the hydrogenic portion, I found that a very simple calculation gave $1 \%$ accuracy. This encouraged me to try to make use of another unphysical limit, $D \rightarrow 1$, which had a known solution. In order to interpolate, I assumed a geometric series in powers of $1 / D$, fixing the parameters by means of the simple, exactly calculable $D \rightarrow \infty$ and $D \rightarrow 1$ limits. Setting
$D=3$ in the resulting series gave the correct energy within $0.002 \%$. The question of whether this was a portent or a fluke provoked much further work, in collaboration with enterprising students and colleagues, which led us to other intriguing surprises.

Dimensional scaling work flourished in the following decade or so, aided by a few specialty conferences. A 1996 article by Dunn and Watson (85) contains an overview of dimensional scaling studies in physics and physical chemistry with well over 100 related references. Dimensional scaling studies have been applied to a broad range of problems, but have a few general features in common (79):

1. The model for the physical system is generalized to $D$ spatial dimensions.
2. The model is transformed and the coordinates and parameters are dimensionallyscaled to remove the leading-order $D$-dependence.
3. The model is solved exactly at one or more values of $D$.
4. The solution for $D=3$ is calculated in terms of the unphysical $D$ solution(s), by interpolation or perturbation.

### 3.2.1.2 $N$-body dimensional perturbation theory

When the $D=3$ solution is obtained from a perturbation series in $\delta=1 / D$, the dimensional scaling method is called dimensional perturbation theory. In the present formulation, the perturbation series for the energy and wavefunction of a system of $N$ bodies is written in the form

$$
\begin{aligned}
& \bar{E}=\bar{E}_{\infty}+\delta \sum_{j=0}^{\infty}\left(\delta^{\frac{1}{2}}\right)^{j} \bar{E}_{j} \\
& \Phi=\sum_{j=0}^{\infty}\left(\delta^{\frac{1}{2}}\right)^{j} \Phi_{j} .
\end{aligned}
$$

In practice $\bar{E}_{j}=0$ when $j$ is odd ${ }^{2}$. The terms of order $j=0$ are derived from a Hamiltonian of the form of uncoupled harmonic oscillators (written in a collective coordinate basis) and so we refer to the $j=0$ perturbative terms as "harmonic order". The higher-order terms are called "anharmonic." The present work draws most directly from the $N$-body DPT application developed by Loeser in Ref. (86) for

[^4]an atom with many electrons. In this paper, Loeser introduced a (harmonic-order) $N$-body DPT perturbation formalism for the $N$-electron atom and the ground-state energy was calculated to harmonic order $(j=0)$ in $1 / D$. The more specific features of this $N$-body DPT approach are:

1. The DPT method begins with a fully-interacting Hamiltonian in internal coordinates, generalized to arbitrary dimension.
2. The Hamiltonian is dimensionally-scaled and the Schrödinger equation is similarity transformed to obtain a Hamiltonian of the form of kinetic-energy derivative terms plus an effective potential which remains finite in the large-dimension limit.
3. In the large-dimension limit (a classical limit similar to $\hbar \rightarrow 0$ ), the wavefunction collapses to a classical symmetric arrangement of particles, which represents a minimum of the (multivariate) effective potential. The large- $D$ energy is simply the minimal value of the effective potential.
4. By considering displacements of the internal coordinates from this large-dimension configuration we obtain a perturbation series of the Hamiltonian, where the perturbation parameter depends only on $D$.

The group of Deborah Watson began the extension of Loeser's seminal work to a Bose-Einstein condensate in a spherically-symmetric trap, calculating the harmonicorder energy in References (82; 81). In Reference (87) Dunn et al used the theory of group representations to derive the harmonic-order ground-state wavefunction for $L=0$. A crucial development in Reference (87) is the transformation of the harmonicorder Hamiltonian in internal coordinates to normal coordinates by introducing an intermediate step: the construction of so-called "symmetry coordinates." An earlier work by Dunn et al showed how these results could be systematically improved by going to higher order(83). The harmonic-order DPT formalism in these references is directly applicable to any confined quantum system with a two-body interaction potential, although the focus has been on a BEC. This method is truly general for any isotropic confined quantum system of identical bosons in an isotropic confining potential with two-body interactions.

### 3.2.2 New $N$-body DPT work in this dissertation

### 3.2.2.1 Influential preliminary work

My first assignment was to generalize the above formalism for a BEC in a spherical trap to a cylindrical trap at harmonic order. The results were not as good as we had expected (88). In this work, we followed the example of McKinney et al (82) in modeling the atom-atom interaction potential by a step function with adjustable parameters, and "calibrating" the potential: the potential parameters are determined by optimizing the ground-state energies for different numbers of particles to benchmark diffusion Monte Carlo data(89) for $N \leq 100$ and extrapolating to higher $N$. In addition to determining the form of the large- $D$ interaction potential, such an optimization makes the most of the current order in the perturbation series. We had hoped for results like Ref. (82), where the extrapolated ground-state energy compared favorably with other calculations up to a BEC with many thousands of identical atoms. We found that our extrapolations were not as good.

The harmonic-order cylindrical trap energy results needed improvement, so we sought to add more information to the fit. Reference (53), from which we obtained our benchmark low- $N$ energy data, also contains the ground-state density profile for a cylindrical trap. The density profile is a directly observable manifestation of the quantized behavior of the confined quantum system. In order to add this additional information to our calibration to benchmark data, we generalized the harmonic-order ( $L=0$ ) wavefunction from a spherical geometry to a cylindrical geometry(88), and derived the harmonic-order density profile for both a spherical trap (90) and for a cylindrical trap (91). Due to the inflexible form of the harmonic-order density profile, we could not fit well to benchmark data and the results still did not meet our expectations. We knew that the density profile could be greatly improved by including the next-order (first anharmonic) term which would give the density profile the flexibility to conform to the benchmark data. We settled for publishing the harmonic-order density profile for a spherical trap (90) and made the decision to generalize the formalism to higher order.

### 3.2.2.2 Work that is in this dissertation

In Part II we develop the formalism of $N$-body DPT for first anharmonic order and, in principle, higher orders. To calculate the first-anharmonic-order wavefunction, it
was necessary to extend the structural expression of the harmonic-order Hamiltonian, which was written in Ref (81) as a bilinear form of coordinate vectors contracted with a coefficient matrix. The coefficient matrix in Ref (81) was shown to have a completely symmetric particle-label permutation symmetry and was written in terms of structural matrices which were derived from spectral graph theory. Not finding any corresponding higher-rank structural tensors from spectral graph theory, we constructed our own using a general procedure that can be employed at any order (Appendix C), for any rank Hamiltonian coefficient tensor. We also showed that these structural tensors (which we call "binary invariants") form a basis for the coefficient tensors (Chapter 4). We calculated the terms of the first-anharmonic-order Hamiltonian, written in the form of coordinate and derivative vectors contracted with a rank-three tensor.

Having decomposed the first-anharmonic-order Hamiltonian coefficient tensors in a basis of binary invariants, we then transformed each binary tensor to normal coordinates (Chapter 5). In Ref. (87) it was shown using the theory of group representations that the transformed harmonic-order Hamiltonian coefficient matrices are proportional to Clebsch-Gordon coefficient matrices.These Clebsch-Gordon matrices are simply identity matrices. In Chapter 5 , we use the same transformation matrices to transform the first anharmonic order Hamiltonian coefficient tensors to normal coordinates by transforming the binary invariants, showing that they are proportional to rank-three Clebsch-Gordon tensors, and by deriving both the transformations and the Clebsch-Gordon tensors in closed-form. By this transformation of binary invariants, the $N$-body Hamiltonian is analytically transformed to collective "normal" coordinates.

The reader is referred to Appendix A, which provides a parallel narrative to Chapters 3-5 for the simpler $N=3$ case. The reader is also referred to Appendix B for an index convention "reference card".

As discussed in Chapter 6, the first-anharmonic-order wavefunction is calculated using a simple commutation relation in Eq. (3.54). Having derived the first-anharmonicorder wavefunction, we calculate the ground-state probability density profile in Chapter 6.

In Part III, we apply the $N$-body DPT formalism developed in Part II to two examples. In Chapter 7 we derive the wavefunction and density profile of a trapped gas with interactions modeled by a Hooke's law (spring-force) potential. While this system is not physical (in a real gas, interactions do not increase with larger distance),
it is exactly soluble. We derive the exact wavefunction and density profile, derive an analogous perturbation series, and demonstrate that the DPT wavefunction and density profile formalism (as well as the coded implementation) are in agreement with the exact results. In Chapter 8, we begin the application of the formalism to a BEC by optimizing the spherical density profile and energy to benchmark data.

## 3.3 $N$ bodies in higher dimensions

In this section, we perform the first two steps of any dimensional scaling procedure. First, we make a difficult three-dimensional $N$-body problem seemingly more difficult by generalizing it to arbitrary dimensions. Second, we see that the system has a simple solution (which is exactly soluble in closed form) in the large-dimension limit.

### 3.3.1 The $D$-dimensional Schrödinger equation

We consider a system of $N$ identical particles confined by a spherically symmetric potential and interacting via a two-body potential $g_{i j}$. It is easy enough to generalize the 3-dimensional Schrödinger equation in Cartesian coordinates to $D$ dimensions:

$$
\begin{equation*}
H \Psi=\left[\sum_{i=1}^{N} h_{i}+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} g_{i j}\right] \Psi=E \Psi \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{i}=-\frac{\hbar^{2}}{2 m_{i}} \sum_{\nu=1}^{D} \frac{\partial^{2}}{\partial x_{i \nu}^{2}}+V_{\mathrm{conf}}\left(\sqrt{\sum_{\nu=1}^{D} x_{i \nu}^{2}}\right) \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{i j}=V_{\mathrm{int}}\left(\sqrt{\sum_{\nu=1}^{D}\left(x_{i \nu}-x_{j \nu}\right)^{2}}\right) \tag{3.9}
\end{equation*}
$$

are the single-particle Hamiltonian and the two-body interaction potential, respectively. The operator $H$ is the $D$-dimensional Hamiltonian, and $x_{i \nu}$ is the $\nu^{\text {th }}$ Cartesian component of the $i^{\text {th }}$ particle. $V_{\text {conf }}$ is an external confining potential and $V_{\mathrm{int}}$ is the two-body interaction potential.

### 3.3.2 Confined quantum systems in internal coordinates

Internal coordinates provide a convenient description of quantum systems confined by a central potential. For a system of $N$ atoms, we define the following internal
coordinates: $r_{i}$ measures the distance of particle $i$ from some common origin and $\gamma_{i, j}$ depends on the angle between $r_{i}$ and $r_{j}$.

The definition of internal coordinates is easily extended to $D$ dimensions by defining the $D$-dimensional radius, $r_{i}$

$$
\begin{equation*}
r_{i}=\sqrt{\sum_{\nu=1}^{D} x_{i \nu}^{2}} \quad(1 \leq i \leq N) \tag{3.10}
\end{equation*}
$$

and the angle cosines, $\gamma_{i, j}$, as

$$
\begin{equation*}
\gamma_{i j}=\cos \left(\theta_{i j}\right)=\frac{\left(\sum_{\nu=1}^{D} x_{i \nu} x_{j \nu}\right)}{r_{i} r_{j}} \quad 1 \leq i<j \leq N \tag{3.11}
\end{equation*}
$$

Each of the coordinates $\gamma_{i, j}$ are defined in the 2-dimensional plane defined by the $D$-dimensional vectors $r_{i}$ and $r_{j}$.

We transform the Hamiltonian to internal coordinates, following the derivation in Ref. (81) and restricting our attention to $L=0$ :

$$
\begin{align*}
& H=\sum_{i}\left\{-\frac{\hbar^{2}}{2 m_{i}}( \right. \frac{\partial^{2}}{\partial r_{i}{ }^{2}}+\frac{D-1}{r_{i}} \frac{\partial}{\partial r_{i}}+\sum_{j \neq i} \sum_{k \neq i} \frac{\gamma_{j k}-\gamma_{i j} \gamma_{i k}}{r_{i}^{2}} \frac{\partial^{2}}{\partial \gamma_{i j} \partial \gamma_{i k}} \\
&\left.\left.-\frac{D-1}{r_{i}^{2}} \sum_{j \neq i} \gamma_{i j} \frac{\partial}{\partial \gamma_{i j}}\right)+V_{\text {conf }}\left(r_{i}\right)\right\}+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} V_{\text {int }}\left(r_{i j}\right) \tag{3.12}
\end{align*}
$$

### 3.3.3 The Jacobian-weighted Schrödinger equation

In the internal coordinate Hamiltonian, integrals over internal coordinates must include a weight function of the Jacobian of the transformation from Cartesian to internal coordinates. In what follows, it would be convenient if this weight function was unity. This can be accomplished by performing a similarity transformation on the Schrödinger equation.

Similarity transformations of the wave function $\Psi$ and operators $\widehat{O}$ have the following form:

$$
\begin{equation*}
\Phi=\chi^{-1} \Psi, \text { and } \widetilde{O}=\chi^{-1} \widehat{O} \chi \tag{3.13}
\end{equation*}
$$

There are many ways to perform such a transformation, depending on the choice of the transformation $\chi$. In Ref. (92), Avery et al. considered the several choices of the transformation $\chi$, all of which are related to the Jacobian of the transformation from Cartesian coordinates to internal coordinates $J$, where

$$
\begin{equation*}
J=\left(r_{1} r_{2} \ldots r_{N}\right)^{(D-1)} \Gamma^{(D-N-1) / 2} . \tag{3.14}
\end{equation*}
$$

The quantity $\Gamma$ is the Grammian determinant: the determinant of the matrix $\left[\gamma_{i j}\right]_{i, j}$ (see Appendix D of Ref. (81)).

We use the transformation that Avery et al. called case (i) (Table 3 in Ref. (92)), in which

$$
\begin{equation*}
\chi=J^{-\frac{1}{2}} . \tag{3.15}
\end{equation*}
$$

The transformation $\chi$ has three useful properties.

- When integrating (such as when we determine the density profile), the weight function of the integral $W$ is equal to unity, i.e.

$$
\begin{equation*}
W=J \chi^{2}=1 \tag{3.16}
\end{equation*}
$$

- A first derivative of an internal coordinate is the conjugate momentum to that coordinate.
- The expression for $T$ is explicitly Hermitian (or self-adjoint).

The result is the similarity-transformed (3.13) Schrödinger equation Eq. (3.17)

$$
\begin{equation*}
\left(T+V_{\text {eff }}\right) \Phi=E \Phi, \tag{3.17}
\end{equation*}
$$

which has an operator $T$ which is the derivative portion of the kinetic energy plus an centrifugal-like "effective potential" $V_{\text {eff }}$. This distinction is analogous to the solution of the Schrödinger equation of the hydrogen atom, where the angular momentum eigenvalue "centrifugal" term is added to the potential energy so that the equation is of the form of two terms: a purely derivative kinetic term plus an "effective potential."

In the above, the derivative portion of the Jacobian-weighted Hamiltonian $T$ is

$$
\begin{align*}
T= & \hbar^{2} \sum_{i=1}^{N}\left[-\frac{1}{2 m_{i}} \frac{\partial^{2}}{\partial r_{i}{ }^{2}}-\frac{1}{2 m_{i} r_{i}^{2}}\left(\sum_{j \neq i} \sum_{k \neq i}\left(\gamma_{j k}-\gamma_{i j} \gamma_{i k}\right) \frac{\partial^{2}}{\partial \gamma_{i j} \partial \gamma_{i k}}-N \sum_{j \neq i} \gamma_{i j} \frac{\partial}{\partial \gamma_{i j}}\right)\right. \\
& \left.+\frac{N(N-2)+(D-N-1)^{2}\left(\frac{\Gamma^{(i)}}{\Gamma}\right)}{8 m_{i} r_{i}^{2}}\right] \\
= & \hbar^{2} \sum_{i=1}^{N}\left[-\frac{1}{2 m_{i}} \frac{\partial^{2}}{\partial r_{i}{ }^{2}}-\frac{1}{2 m_{i} r_{i}^{2}} \sum_{j \neq i} \sum_{k \neq i} \frac{\partial}{\partial \gamma_{i j}}\left(\gamma_{j k}-\gamma_{i j} \gamma_{i k}\right) \frac{\partial}{\partial \gamma_{i k}}\right. \\
& \left.+\frac{N(N-2)+(D-N-1)^{2}\left(\frac{\Gamma^{(i)}}{\Gamma}\right)}{8 m_{i} r_{i}^{2}}\right] . \tag{3.18}
\end{align*}
$$

In the above equations, $\Gamma^{(i)}$ is the determinant of the Grammian matrix $\left[\gamma_{i j}\right]_{i, j}$ with row and column $i$ removed (see Appendix D of Ref. (81)).

### 3.4 There's plenty of room for additional symmetry in larger dimensions

Generalizing the Schrödinger equation to higher dimensions allows us to introduce additional symmetries that are not present in three dimensions.

### 3.4.1 Preparation for the large-dimension limit: dimensional scaling

Following Ref. (81), we regularize the large- $D$ limit of the Schrödinger equation by defining the dimensionally-scaled variables

$$
\begin{equation*}
\bar{r}_{i}=r_{i} / \kappa(D), \quad \bar{E}=\kappa(D) E, \quad \text { and } \quad \bar{H}=\kappa(D) H, \tag{3.19}
\end{equation*}
$$

where $\kappa(D)$ is the dimension-dependent scale factor which regularizes the large- $D$ limit ${ }^{3}$. The actual choice of $\kappa(D)$ depends on the physical system. In Table 3.4.1, we list choices of the $\kappa(D)$ used in $(81 ; 82 ; 90)$.

The kinetic energy $T$ in Equation (3.18) scales in the same way as $1 / r^{2}$, so the dimensionally-scaled Schrödinger equation is

$$
\begin{equation*}
\bar{H} \Phi=\left(\frac{1}{\kappa(D)} \bar{T}+\bar{U}+\bar{V}\right) \Phi=\bar{E} \Phi \tag{3.20a}
\end{equation*}
$$

[^5]| Physical System | $\kappa(D)$ | $\Omega(D)$ | Auxiliary variables |
| :--- | :--- | :--- | :--- |
| $N$-electron atom | $\Omega(D) / Z$ | $(D-1)(D-2 N-1) / 4$ |  |
| quantum dot | $\Omega(D) l_{\mathrm{ho}}$ | $(D-1)(D-2 N-1) / 4$ | $l_{\mathrm{ho}}=\sqrt{\frac{\hbar}{m^{*} \bar{\omega}_{\mathrm{ho}}}}$ |
| BEC | $D^{2} \bar{a}_{\mathrm{ho}}$ | $D^{2}$ | $\bar{a}_{\mathrm{ho}}=\sqrt{\frac{\hbar}{m \bar{\omega}_{\mathrm{ho}}}}=a_{\mathrm{ho}} D^{-\frac{3}{2}}$ |
|  |  |  | $\bar{\omega}_{\mathrm{ho}}^{2}=\Omega(D)^{3} \omega_{\mathrm{ho}}^{2}$ |

Table 3.1: Dimensional scaling for three different confined quantum systems.
where

$$
\begin{align*}
\bar{T} & =\hbar^{2} \sum_{i=1}^{N}\left(-\frac{1}{2 m_{i}} \frac{\partial^{2}}{\partial \bar{r}_{i}^{2}}-\frac{1}{2 m_{i} \bar{r}_{i}^{2}} \sum_{j \neq i} \sum_{k \neq i} \frac{\partial}{\partial \gamma_{i j}}\left(\gamma_{j k}-\gamma_{i j} \gamma_{i k}\right) \frac{\partial}{\partial \gamma_{i k}}\right),  \tag{3.20b}\\
\bar{U} & =\hbar^{2} \sum_{i=1}^{N} \frac{1}{\kappa(D)}\left(\frac{N(N-2)+(D-N-1)^{2}\left(\frac{\Gamma^{(i)}}{\Gamma}\right)}{8 m_{i} \bar{r}_{i}^{2}}\right)  \tag{3.20c}\\
\bar{V} & =\sum_{i=1}^{N} \bar{V}_{\text {conf }}\left(\bar{r}_{i}\right)+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \bar{V}_{\text {int }}\left(\bar{r}_{i j}\right) . \tag{3.20d}
\end{align*}
$$

The centrifugal-like term $\bar{U}$ of Eq. (3.20c) has quadratic $D$ dependence, so the scale factor $\kappa(D)$ must also be quadratic in $D$, otherwise the $D \rightarrow \infty$ limit of the Hamiltonian would not be finite. The precise form of $\kappa(D)$ depends on the particular system and is chosen so that the result of the scaling is as simple as possible.

### 3.4.2 Large-D limit of the Hamiltonian

We consider the large-dimension limit of the Schrödinger equation by first rewriting (3.20a) in terms of the inverse dimensionality $\delta$, where

$$
\begin{equation*}
\delta \equiv 1 / D . \tag{3.21}
\end{equation*}
$$

In the large-dimension limit $(\delta \rightarrow 0)$ the factor of $\kappa(D)$ (which is quadratic in $D$ ) in the denominator of Eq. (3.20a) suppresses the derivative terms of $(\bar{T})$, leaving behind only centrifugal-like term,

$$
\begin{equation*}
\left.\bar{U}\left(\bar{r}_{i} ; \delta\right)\right|_{\infty}=\left.\hbar^{2} \frac{1}{8 m_{i} \bar{r}_{i}^{2}} \frac{1}{\delta^{2} \kappa(D)}\left(\delta^{2} N(N-2)+(1-(N+1) \delta)^{2} \frac{\Gamma^{(i)}}{\Gamma}\right)\right|_{\infty} \tag{3.22}
\end{equation*}
$$

as well as the large- $D$ limit of the confining and interacting potential terms.
This centrifugal-like term, together with the confining and interaction potentials form an effective potential, $\bar{V}_{\text {eff }}$ :

$$
\begin{equation*}
\bar{V}_{\text {eff }}(\bar{r}, \gamma ; \delta)=\sum_{i=1}^{N}\left(\bar{U}\left(\bar{r}_{i} ; \delta\right)+\bar{V}_{\text {conf }}\left(\bar{r}_{i} ; \delta\right)\right)+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \bar{V}_{\text {int }}\left(\bar{r}_{i}, \gamma_{i j} ; \delta\right) . \tag{3.23}
\end{equation*}
$$

The centrifugal-like term provides a repulsive core, even in the ground state.

### 3.4.3 Symmetric minimum of the effective potential

Due to the disappearance of the derivative portion of the kinetic energy, the particles in the system become "frozen" in some arrangement which minimizes the (multivariate) large- $D$ effective potential, and the excited states collapse onto the ground state at the minimum of $V_{\text {eff }}$. We assume that this minimal arrangement is totally symmetric under particle interchange. The $N$ particles are arranged on a hypersphere, each particle with a radius $\bar{r}_{\infty}$ from the center of the confining potential. Furthermore, the angle cosines between each pair of particles takes on the same value, $\gamma_{\infty}$.

Thus in the large- $D$ limit we assume the following values for $\bar{r}_{i}$ and $\gamma_{i, j}$ :

$$
\begin{align*}
& \lim _{D \rightarrow \infty} \bar{r}_{i}=\bar{r}_{\infty}(1 \leq i \leq N) \quad \text { and }  \tag{3.24}\\
& \lim _{D \rightarrow \infty} \gamma_{i j}=\gamma_{\infty}(1 \leq i<j \leq N) .
\end{align*}
$$

This symmetric structure in which all $N$ particles are equidistant and equiangular from every other particle can only exist in a higher-dimensional space and is impossible in a three-dimensional space unless $N \leq 3^{4}$. The defining parameters of this high dimensional structure, $\bar{r}_{\infty}$ and $\gamma_{\infty}$, are the lowest-order DPT expectation values for $\bar{r}_{i}$ and $\gamma_{i j}$. This would indicate that the expectation values for the radii and interparticle angles for actual $D=3$ systems should have values corresponding to structures that can only exist in higher $(D>3)$ dimensional spaces. Accurate configuration interaction calculations for atoms in three dimensions do indeed have expectation values for the radii and inter-electron angles which define higher-dimensional structures (93). This symmetric high-dimensional structure is also not unlike the localized structure found in a hyperspherical treatment of the confined two-component normal Fermi gas in the $N \rightarrow \infty$ limit (94).

In dimensionally-scaled units the $D \rightarrow \infty$ approximation for the energy is simply the effective potential minimum, i.e.

$$
\begin{equation*}
\bar{E}_{\infty}=\bar{V}_{\mathrm{eff}}\left(\bar{r}_{\infty}, \gamma_{\infty} ; \delta=0\right) \tag{3.25}
\end{equation*}
$$

In this $D \rightarrow \infty$ approximation, the centrifugal-like term that appears in $\bar{V}_{\text {eff }}$, which is nonzero even for the ground state.

[^6]Beyond-mean-field effects are already present in this approximation. This may be seen in the value of $\gamma_{\infty}$, the $D \rightarrow \infty$ expectation value for the interparticle angle cosine (see Eqs. (3.24) and (3.26)). In the mean-field approximation, the expectation value for the interparticle angle cosine for the $L=0$ states considered here is zero. The fact that $\gamma_{\infty}$ is not zero is an indication that beyond-mean-field effects are included even in the $D \rightarrow \infty$ limit.

The $D \rightarrow \infty$ approximation may also be systematically improved by using it as the starting point for a perturbation expansion (DPT). This highly-symmetric, $D \rightarrow \infty$ structure imparts a point-group structure to the system which is isomorphic to the symmetric group of $N$ identical objects (95), $S_{N}$. This symmetry allows for an analytic determination of the higher-order perturbative terms, even though the number of degrees of freedom becomes very large when $N$ is large.

### 3.5 Perturbation about large- $D$ structure

The method of $N$-body dimensional perturbation theory used here starts with the large- $D$, symmetric, static arrangement and forms a perturbation series by considering small displacements about that static arrangement. We consider small, dimensionallyscaled displacements about the minimum of $\bar{V}_{\text {eff }}$ :

$$
\begin{align*}
& \bar{r}_{i}=\bar{r}_{\infty}+\delta^{1 / 2} \bar{r}_{i}^{\prime}  \tag{3.26}\\
& \gamma_{i j}=\gamma_{\infty}+\delta^{1 / 2} \gamma_{i j}^{\prime} . \tag{3.27}
\end{align*}
$$

We will perform a series expansion of $\bar{V}_{\text {eff }}$ about $\delta^{\frac{1}{2}}=0$ to obtain $\bar{V}_{\text {eff }}$ as a power series in $\delta^{\frac{1}{2}}$, but first we find it expedient to express the internal coordinates using the vectors $\overline{\boldsymbol{y}}$ and $\overline{\boldsymbol{y}}^{\prime}$. We define a vector $\overline{\boldsymbol{y}}$ consisting of all the $\frac{N(N+1)}{2}$ internal coordinates,

$$
\overline{\boldsymbol{y}}=\binom{\overline{\boldsymbol{r}}}{\boldsymbol{\gamma}}, \quad \text { where } \quad \overline{\boldsymbol{r}}=\left(\begin{array}{c}
\bar{r}_{1}  \tag{3.28}\\
\bar{r}_{2} \\
\vdots \\
\bar{r}_{N}
\end{array}\right) \quad \text { and } \quad \gamma=\left(\begin{array}{c}
\gamma_{12} \\
\gamma_{13} \\
\gamma_{23} \\
\gamma_{14} \\
\gamma_{24} \\
\gamma_{34} \\
\gamma_{15} \\
\gamma_{25} \\
\vdots \\
\gamma_{N-2, N} \\
\gamma_{N-1, N}
\end{array}\right) .
$$

We make a similar definition for the internal displacement coordinate vector $\overline{\boldsymbol{y}}^{\prime}$,

$$
\boldsymbol{y}^{\prime}=\binom{\overline{\boldsymbol{r}}^{\prime}}{\boldsymbol{\gamma}^{\prime}}, \quad \text { where } \quad \overline{\boldsymbol{r}}^{\prime}=\left(\begin{array}{c}
\bar{r}_{1}^{\prime}  \tag{3.29}\\
\bar{r}_{2}^{\prime} \\
\vdots \\
\bar{r}_{N}^{\prime}
\end{array}\right) \quad \text { and } \quad \gamma^{\prime}=\left(\begin{array}{c}
\gamma_{12}^{\prime} \\
\gamma_{13}^{\prime} \\
\gamma_{23}^{\prime} \\
\gamma_{14}^{\prime} \\
\gamma_{24}^{\prime} \\
\gamma_{34}^{\prime} \\
\gamma_{15}^{\prime} \\
\gamma_{25}^{\prime} \\
\vdots \\
\gamma_{N-2, N}^{\prime} \\
\gamma_{N-1, N}^{\prime}
\end{array}\right) .
$$

We then make the substitution

$$
\begin{equation*}
\overline{\boldsymbol{y}}=\overline{\boldsymbol{y}}_{\infty}+\delta^{1 / 2} \overline{\boldsymbol{y}}^{\prime} \tag{3.30}
\end{equation*}
$$

in the dimensionally-scaled Schrödinger equation (3.20a). As we shall see, writing $\bar{T}$ and $\bar{V}_{\text {eff }}$ as functions of the column vector $\overline{\boldsymbol{y}}^{\prime}$ will enable us to write the corresponding series expansions in a compact form.

### 3.5.1 Series expansion of the kinetic term, $G$

The series expansion about $\delta=0$ of (3.20b) is calculated in Appendix D. Here are the results:

$$
\begin{align*}
\mathcal{T}= & -\frac{1}{2} \delta\left(\sum_{i=1}^{N} \frac{\partial^{2}}{\partial \bar{r}_{i}^{\prime 2}}+\sum_{i=1}^{N} \sum_{j \neq i} \frac{1-\gamma_{\infty}^{2}}{\bar{r}_{\infty}^{2}} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}}+\right. \\
& \sum_{i=1}^{N} \sum_{j \neq i} \sum_{k \neq i}\left(1-\delta_{j, k} \frac{\left(1-\gamma_{\infty}\right) \gamma_{\infty}}{\bar{r}_{\infty}^{2}} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{i k}^{\prime}}\right) \\
& -\frac{1}{2} \delta^{3 / 2}\left(\sum_{i=1}^{N} \sum_{j \neq i}\left(-\frac{2\left(1-\gamma_{\infty}^{2}\right)}{\bar{r}_{\infty}^{3}} \bar{r}_{i}^{\prime}-\frac{2 \gamma_{\infty}}{\bar{r}_{\infty}^{2}} \gamma_{i j}^{\prime}\right) \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}}\right. \\
& +\sum_{i=1}^{N} \sum_{j \neq i} \sum_{k \neq i}\left(\frac{\left(2\left(\gamma_{\infty}-1\right) \gamma_{\infty}\right)}{\bar{r}_{\infty}^{3}} \bar{r}_{i}^{\prime}-\frac{\gamma_{\infty}}{\bar{r}_{\infty}^{2}}\left(\gamma_{i j}^{\prime}+\gamma_{i k}^{\prime}\right)+\frac{\gamma_{j k}^{\prime}}{\bar{r}_{\infty}^{2}}\right) \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \gamma_{i k}^{\prime}} \\
& \left.+\sum_{i=1}^{N} \sum_{j \neq i}\left(-N \frac{\gamma_{\infty}}{\bar{r}_{\infty}^{2}}\right) \frac{\partial}{\partial \gamma_{i j}^{\prime}}\right)+O\left(\delta^{2}\right) . \tag{3.31}
\end{align*}
$$

Equation (3.31) may be written in the compact form of (as of yet undefined) tensors $G$ contracted with the column vectors $\bar{y}_{\nu}^{\prime}$ and $\partial_{\bar{y}_{\nu}^{\prime}}$ by summing over all $P=$ $N(N+1) / 2$ internal coordinates,

$$
\begin{align*}
\mathcal{T}= & -\frac{1}{2} \delta \sum_{\nu_{1}=1}^{P} \sum_{\nu_{2}=1}^{P}{ }_{2}^{(0)} G_{\nu_{1}, \nu_{2}} \partial_{\bar{y}_{\nu_{1}}} \partial_{\bar{y}_{\nu_{2}}}-\frac{1}{2} \delta^{3 / 2}\left(\sum_{\nu_{1}=1}^{P} \sum_{\nu_{2}=1}^{P} \sum_{\nu_{3}=1}^{P}{ }_{3}^{(1)} G_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \partial_{\bar{y}_{\nu_{2}}} \partial_{\bar{y}_{\nu_{3}}}\right. \\
& \left.+\sum_{\nu=1}^{P}{ }_{1}^{(1)} G_{\nu} \partial_{\bar{y}_{\nu}^{\prime}}\right)+O\left(\delta^{2}\right), \tag{3.32}
\end{align*}
$$

The tensors ${ }_{2}^{(0)} G_{\nu_{1}, \nu_{2}},{ }_{3}^{(1)} G_{\nu_{1}, \nu_{2}, \nu_{3}}$, and ${ }_{1}^{(1)} G_{\nu}$ have an intricate but well-defined structure, which is the subject of the next chapter. The actual values are calculated in Appendix D. A few notes on notation are in order here

- We differentiate between the tensors (e.g. ${ }_{2}^{(0)} G_{\nu_{1}, \nu_{2}}$ and ${ }_{3}^{(1)} G_{\nu_{1}, \nu_{2}, \nu_{3}}$ ) with a presuperscript for perturbative order ( 0 for harmonic, $n$ for $n^{\text {th }}$ anharmonic), and a presubscript for tensor rank.
- We reserve the index label $\nu$ or $\nu_{i}$ to label the elements of the internal displacement coordinate $\bar{y}_{\nu}^{\prime}$ or the normal coordinate vector $\bar{q}_{\nu}^{\prime}$. In both cases, the range of $\nu$ is from 1 to $P=\frac{N(N+1)}{2}$ for a spherically-symmetric system.
- We will often employ the repeated summation convention, where repeated $\nu$ indices in a tensor contraction are assumed to be under a summation from $\nu=1$ to $P$

With these conventions, we write the perturbative series of the derivative portion of the kinetic term as a series of $G$ tensor contractions:

$$
\begin{equation*}
\mathcal{T}=-\frac{1}{2} \delta_{2}^{(0)} G_{\nu_{1}, \nu_{2}} \partial_{\bar{y}_{\nu_{1}}^{\prime}} \partial_{\bar{y}_{\nu_{2}}^{\prime}}-\frac{1}{2} \delta^{3 / 2}\left({ }_{3}^{(1)} G_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \partial_{\bar{y}_{\nu_{2}}^{\prime}} \partial_{\bar{y}_{\nu_{3}}^{\prime}}+{ }_{1}^{(1)} G_{\nu} \partial_{\bar{y}_{\nu}^{\prime}}\right)+O\left(\delta^{2}\right) . \tag{3.33}
\end{equation*}
$$

In previous papers, in which orders beyond harmonic were not considered, ${ }_{2}^{(0)} G_{\nu_{1}, \nu_{2}}$ was simply labeled $\mathbf{G}$ or $G_{\nu_{1}, \nu_{2}}$. Also, Eq. (19) in Reference (87) is incorrect: $\partial_{\bar{y}_{\nu}}$ is a row vector (a covariant Cartesian tensor) and therefore the relevant part should read $\partial_{\bar{y}_{\nu_{1}}} G_{\nu_{1}, \nu_{2}} \partial_{\bar{y}_{\nu_{2}}}^{T}$. The same mistake is in Eq. (30) of Reference (81). This clarification is necessary in order to correctly transform (3.33) to a normal-mode coordinate basis.

### 3.5.2 Series expansion of the effective potential, $F$

In Appendix D we calculate the series expansion of the effective potential $\bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]$ about $\delta=0$, obtaining

$$
\begin{align*}
& \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]=\left.\bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}_{\infty} ; \delta\right]\right|_{\infty}+\left.\delta\left(\frac{d}{d \delta} \bar{V}_{\text {eff }}[\overline{\boldsymbol{y}} ; \delta]+\frac{1}{2} \sum_{\nu_{1}=1}^{P} \sum_{\nu_{2}=1}^{P} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime} \frac{\partial^{2} \bar{V}_{\text {eff }}[\overline{\boldsymbol{y}} ; \delta]}{\partial \bar{y}_{\nu_{1}} \partial \bar{y}_{\nu_{2}}}\right)\right|_{\infty} \\
& \quad \delta^{3 / 2}\left(\left.\sum_{\nu=1}^{P} \bar{y}_{\nu}^{\prime} \frac{\partial}{\partial \bar{y}_{\nu}} \frac{d}{d \delta} \bar{V}_{\text {eff }}[\overline{\boldsymbol{y}} ; \delta]\right|_{\infty}+\left.\frac{1}{3!} \sum_{\nu_{1}=1}^{P} \sum_{\nu_{2}=1}^{P} \sum_{\nu_{3}=1}^{P} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime} \bar{y}_{\nu_{3}}^{\prime} \frac{\partial^{3} \bar{V}_{\text {eff }}[\overline{\boldsymbol{y}} ; \delta]}{\partial \bar{y}_{\nu_{1}} \partial \bar{y}_{\nu_{2}} \partial \bar{y}_{\nu_{3}}}\right|_{\infty}\right) \\
& \quad+O\left(\delta^{2}\right) . \tag{3.34}
\end{align*}
$$

We may express Eq. (3.34) in a compact tensor form with the following definitions:

$$
\begin{align*}
\bar{E}_{\infty} & =\left.\bar{V}_{\text {eff }}[\overline{\boldsymbol{y}} ; \delta]\right|_{\infty}  \tag{3.35a}\\
{ }_{0}^{(0)} F & =\left.\frac{d}{d \delta} \bar{V}_{\text {eff }}[\overline{\boldsymbol{y}} ; \delta]\right|_{\infty}  \tag{3.35b}\\
{ }_{2}^{(0)} F_{\nu_{1}, \nu_{2}} & =\left.\frac{\partial^{2}}{\partial \bar{y}_{\nu_{1}} \partial \bar{y}_{\nu_{2}}} \bar{V}_{\text {eff }}[\overline{\boldsymbol{y}} ; \delta]\right|_{\infty}  \tag{3.35c}\\
{ }_{1}^{(1)} F_{\nu} & =\left.\frac{\partial}{\partial \bar{y}_{\nu}} \frac{d}{d \delta} \bar{V}_{\text {eff }}[\overline{\boldsymbol{y}} ; \delta]\right|_{\infty} \tag{3.35d}
\end{align*}
$$

$$
\begin{equation*}
{ }_{3}^{(1)} F_{\nu_{1}, \nu_{2}, \nu_{3}}=\left.\frac{\partial^{3}}{\partial \bar{y}_{\nu_{1}} \partial \bar{y}_{\nu_{2}} \partial \bar{y}_{\nu_{3}}} \bar{V}_{\mathrm{eff}}[\overline{\boldsymbol{y}} ; \delta]\right|_{\infty} \tag{3.35e}
\end{equation*}
$$

With the above definitions for the effective potential $F$ tensors, the perturbative expansion of the effective potential is expressed in the following series of tensor contractions:

$$
\begin{align*}
& \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]=E_{\infty}+\delta\left(\begin{array}{c}
(0) \\
0
\end{array} F+\frac{1}{2} \sum_{\nu_{1}=1}^{P} \sum_{\nu_{2}=1}^{P}{ }_{2}^{(1)} F_{\nu_{1}, \nu_{2}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime}\right) \\
& \quad+\delta^{3 / 2}\left(\sum_{\nu=1}^{P}{ }_{1}^{(1)} F_{\nu} \bar{y}_{\nu}^{\prime}+\frac{1}{3!} \sum_{\nu_{1}=1}^{P} \sum_{\nu_{2}=1}^{P} \sum_{\nu_{3}=1}^{P}{ }_{3}^{(1)} F_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime} \bar{y}_{\nu_{3}}^{\prime}\right)+O\left(\delta^{2}\right) . \tag{3.36}
\end{align*}
$$

In previous papers, ${ }_{0}^{(0)} F$ was labeled $\nu_{0}$ and ${ }_{2}^{(0)} F_{\nu_{1}, \nu_{2}}$ was labeled $F_{\nu_{1}, \nu_{2}}$.

### 3.5.3 Perturbation series expressions

Combining the series expansions for the (derivative portion of the) kinetic term (3.33) and the potential term (3.36), we obtain the Hamiltonian operator as a perturbation series in $\delta^{\frac{1}{2}}$ :

$$
\begin{equation*}
\bar{H}=E_{\infty}+\delta \bar{H}_{0}+\delta^{3 / 2} \bar{H}_{1}+O\left(\delta^{2}\right), \tag{3.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{H}_{0}=-\frac{1}{2}{ }_{2}^{(0)} G_{\nu_{1}, \nu_{2}} \partial_{\bar{y}_{\nu_{1}}^{\prime}} \partial_{\bar{y}_{\nu_{2}}^{\prime}}+\frac{1}{2}{ }_{2}^{(0)} F_{\nu_{1}, \nu_{2}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime}+{ }_{0}^{(0)} F \tag{3.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{H}_{1}=-\frac{1}{2}{ }_{3}^{(1)} G_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \partial_{\bar{y}_{\nu_{2}}^{\prime}} \partial_{\bar{y}_{\nu_{3}}^{\prime}}+\frac{1}{3!}{ }_{3}^{(1)} F_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime} \bar{y}_{\nu_{3}}^{\prime}-\frac{1}{2}{ }_{1}^{(1)} G_{\nu} \partial_{\bar{y}_{\nu}^{\prime}}+{ }_{1}^{(1)} F_{\nu} \bar{y}_{\nu}^{\prime} . \tag{3.39}
\end{equation*}
$$

In the above equations, summation of repeated indices from 1 to $P=N(N+1) / 2$ is implied. The tensors $F$ and $G$ in Eqs. (3.38) and (3.39) have an intricate symmetric structure that is difficult to express without the benefit of graph theory, as developed in Section 4.3. We will return to the calculation of the actual elements of $F$ and $G$ in Appendix D.

The $N$-body wavefunction $\Phi\left(\bar{r}_{i}, \gamma_{i j}\right)$ is assumed to have a similar expansion about $\delta=0$

$$
\begin{equation*}
\Phi\left(\bar{r}_{i}, \gamma_{i j}\right)=\sum_{j=0}^{\infty}\left(\delta^{\frac{1}{2}}\right)^{j} \Phi_{j} . \tag{3.40}
\end{equation*}
$$

The DPT expansions of the Hamiltonian Eq. (3.37) and of the wavefunction Eq. (3.40) form a series expansion of the Schrödinger equation in which each order in $\delta$ must be equal to zero:

$$
\begin{align*}
\delta & :\left(\bar{H}_{0}-\bar{E}_{0}\right) \Phi_{0}=0  \tag{3.41}\\
\delta^{3 / 2} & :\left(\bar{H}_{1}-\bar{E}_{1}\right) \Phi_{0}+\left(\bar{H}_{0}-\bar{E}_{0}\right) \Phi_{1}=0  \tag{3.42}\\
\delta^{2} & :\left(\bar{H}_{2}-\bar{E}_{2}\right) \Phi_{0}+\left(\bar{H}_{1}-\bar{E}_{1}\right) \Phi_{1}+\left(\bar{H}_{0}-\bar{E}_{0}\right) \Phi_{2}=0  \tag{3.43}\\
\vdots & \vdots \tag{3.44}
\end{align*}
$$

The above equations are solved sequentially: the solution to $\bar{E}_{0}$ and $\Phi_{0}$ in Eq. (3.41) are then used in Eq. (3.42) to solve for $\bar{E}_{1}$ and $\Phi_{1}$, and so on. The resulting perturbative energy series is

$$
\begin{equation*}
\bar{E}=\bar{E}_{\infty}+\delta \sum_{j=0}^{\infty}\left(\delta^{\frac{1}{2}}\right)^{j} \bar{E}_{j} . \tag{3.45}
\end{equation*}
$$

### 3.6 Solution of the harmonic-order equation

### 3.6.1 Normal-mode frequencies, harmonic energy

To solve the harmonic-order equation (3.41), McKinney et al in (82; 81) reasoned that the form of $H_{0}$ indicates a solution of the form of $P$ uncoupled harmonic oscillators written in terms of collective "normal mode" coordinates.

In order to determine the frequencies of the normal modes (but not the actual collective coordinates themselves), McKinney et al employed the Wilson GF matrix $\operatorname{method}(96)$. This method is a way to simultaneously diagonalize both the harmonic order ${ }_{2}^{(0)} G$ and ${ }_{2}^{(0)} F$ coefficient matrices and find the roots of the following characteristic polynomial in $\lambda$ :

$$
\begin{equation*}
\operatorname{det}\left(\lambda \mathbf{I}-{ }_{2}^{(0)} \mathbf{G}{ }_{2}^{(0)} \mathbf{F}\right) . \tag{3.46}
\end{equation*}
$$

There are $P=N(N+1) / 2$ roots $\lambda$, but due to the $S_{N}$ symmetry of ${ }_{2}^{(0)} \mathbf{G}$ and ${ }_{2}^{(0)} \mathbf{F}$ there are only five distinct (though degenerate) roots of $\lambda$, labeled $\mathbf{0} \pm, \mathbf{1} \pm$, and $\mathbf{2}$.

For each root $\lambda_{\nu}$, the normal-mode frequency $\omega_{\nu}$ is related to the root value by the equation

$$
\begin{equation*}
\lambda_{\nu}=\omega_{\nu}^{2} . \tag{3.47}
\end{equation*}
$$

The energy through first-order in $\delta=1 / D$ is then (81)

$$
\begin{equation*}
\bar{E}=\bar{E}_{\infty}+\delta\left[\sum_{\mu=\left\{0^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}\right\}} \sum_{\mathrm{n}_{\mu}=0}^{\infty}\left(\mathrm{n}_{\mu}+\frac{1}{2}\right) d_{\mu, \mathrm{n}_{\mu}} \bar{\omega}_{\mu}+{ }_{0}^{(0)} F\right], \tag{3.48}
\end{equation*}
$$

where the $\mathrm{n}_{\mu}$ are the vibrational quantum numbers of the normal modes of the same frequency $\bar{\omega}_{\mu}$ ( $\mathrm{n}_{\mu}$ counts the number of nodes in a given normal mode). The quantity $d_{\mu, \mathrm{n}_{\mu}}$ is the occupancy of the manifold of normal modes with vibrational quantum number $\mathrm{n}_{\mu}$ and normal-mode frequency $\bar{\omega}_{\mu}$, i.e. it is the number of normal modes with the same frequency $\bar{\omega}_{\mu}$ and the same number of quanta $n_{\mu}$. The total occupancy of the normal modes with frequency $\bar{\omega}_{\mu}$ is equal to the multiplicity of the root $\lambda_{\mu}$, i.e.

$$
\begin{equation*}
d_{\mu}=\sum_{\mathrm{n}_{\mu}=0}^{\infty} d_{\mu, \mathrm{n}_{\mu}}, \tag{3.49}
\end{equation*}
$$

where $d_{\mu}$ is the multiplicity of the $\mu^{t h}$ root. The multiplicities of the five roots(81) are

$$
\begin{align*}
d_{0^{+}} & =1 \\
d_{0^{-}} & =1 \\
d_{1^{+}} & =N-1,  \tag{3.50}\\
d_{1^{-}} & =N-1, \quad \text { and } \\
d_{2} & =N(N-3) / 2 .
\end{align*}
$$

The term ${ }_{0}^{(0)} F$ is due to a constant in the Hamiltonian that results from the derivative of the effective potential with respect to $\delta$.

### 3.6.2 Normal-mode coordinates, harmonic wavefunction

In order to determine the harmonic-order wavefunction, one must also determine the collective normal-mode coordinates. Dunn et al explicitly construct the normal-mode coordinates in Ref. (87), as well as the harmonic-order DPT wavefunction

$$
\begin{equation*}
\Phi_{0}\left(\mathbf{q}^{\prime}\right)=\prod_{\nu=1}^{P} \phi_{n_{\nu}}\left(\sqrt{\bar{\omega}_{\nu}} \mathbf{q}_{\nu}^{\prime}\right) \tag{3.51}
\end{equation*}
$$

where $\phi_{n_{\nu}}\left(\sqrt{\bar{\omega}_{\nu}} \mathbf{q}_{\nu}^{\prime}\right)$ is a one-dimensional harmonic-oscillator wave function of frequency $\bar{\omega}_{\nu}$, and $n_{\nu}$ is the oscillator quantum number, $0 \leq n_{\nu}<\infty$, which counts the number of quanta in each normal mode.

### 3.7 Solution of the first-anharmonic-order equation

Having solved the harmonic-order Schrödinger equation, Eq. (3.41), for $E_{0}$ and $\Phi_{0}$, we now proceed to solve the first anharmonic order Schrödinger equation Eq. (3.42). We first assume that the first anharmonic order wavefunction can be obtained from the harmonic wavefunction by some operator $\hat{\Delta}$,

$$
\begin{equation*}
\Phi_{1}\left(\mathbf{q}^{\prime}\right)=\hat{\Delta} \Phi_{0}\left(\mathbf{q}^{\prime}\right), \tag{3.52}
\end{equation*}
$$

so that the wavefunction through first anharmonic order (see Eq. (3.40) has the form

$$
\begin{equation*}
\Phi\left(\mathbf{q}^{\prime}\right)=\left(1+\delta^{\frac{1}{2}} \hat{\Delta}\right) \Phi_{0}\left(\mathbf{q}^{\prime}\right)+O(\delta) \tag{3.53}
\end{equation*}
$$

We substitute $\Phi_{1}$ from the above Equation into the first-anharmonic Schrödinger equation, Eq. (3.42), noting that $E_{1}$ is zero due to symmetry considerations, and we obtain an expression involving the unknown operator $\hat{\Delta}$ with known quantities:

$$
\begin{equation*}
\left[\hat{\Delta}, \bar{H}_{0}\right] \Phi_{0}=\bar{H}_{1} \Phi_{0} . \tag{3.54}
\end{equation*}
$$

This equation builds upon the above determination of the harmonic order energy and wavefunction. The result will be the calculation of the first-anharmonic-order wavefunction $\Phi_{1}$. The key to this solution is to use the normal-mode coordinates determined at harmonic order to transform the first-anharmonic Hamiltonian $H_{1}$ to a normal-coordinate basis in order to determine the operator $\hat{\Delta}$ and therefore the wavefunction $\Phi_{1}$ in normal coordinates.

A brute-force transformation of the $F$ and $G$ tensors in $H_{1}$ (which are of dimension $P \times P \times P$, where $P=N(N+1) / 2$ for isotropic confinement) would quickly become computationally prohibitive at large $N$. In Chapter 4 , we show that the Hamiltonian terms in the DPT perturbation series can be resolved in a structural basis, which we call "binary invariants". In Chapter 5, we show that the transformation of each first anharmonic order binary invariant must be proportional to one of eight group theoretic tensors called "Clebsch-Gordon coefficients" and we calculate the proportionality coefficient. In Chapter 6, we derive the first-anharmonic-order wavefunction as well as the density profile. So far, no physical system has been specified.

This general formalism, particularly the binary invariant basis expansion and the use of Clebsch-Gordon coefficients, can be later used in Eq. (3.43) to calculate the second-anharmonic energy and wavefunction and so on.

## Part II

Anharmonic-order formalism development

## Chapter 4

## Fearful symmetry, framed: decomposition in a structural basis

Tyger! Tyger! buring bright<br>In the forests of the night,<br>What immortal hand or eye<br>Could frame thy fearful symmetry?<br>William Blake, 1789

We previously alluded to the intricate structure of the coefficient tensors of the DPT Hamiltonian. In this Chapter we capture this structure using graphs and multilinear algebra to define a small basis set which frames the intricate symmetry in the DPT Hamiltonian series. We use this basis set expansion to separate the $N$ dependence from the details of the physical system. In the following chapter we will transform the basis tensors to normal coordinates, thus analytically determining the DPT Hamiltonian in a basis of normal coordinates and therefore utterly taming the $N$-body problem at each order.

In previous work ( $87 ; 81 ; 82 ; 90$ ), the intricate, symmetric structure of the harmonic-order Hamiltonian Eq. (3.38) in matrix form was expressed in terms of the so-called "simple submatrices", $\boldsymbol{I}, \boldsymbol{J}$, and $\boldsymbol{R}$ which are used in spectral graph theory. Such matrices actually formed a basis for the harmonic-order matrices. In calculating the transformation of the harmonic (3.38) and first anharmonic (3.39) Hamiltonian to normal mode coordinates, we will need to generalize these basis matrices to basis tensors. In this chapter we introduce such generalized basis tensors, which we call "binary invariants". Since the $F, G, F G$, and $G F$ tensors for bosons in a internal coordinate basis must have the same structure (but not necessarily the same elemental values), the decomposition of these matrices in a structural basis allows us
to develop a general theory for quantum confined systems of bosons. In Chapter 5 we show that the transformation of these basis tensors to normal coordinates may be performed analytically, for general $N$. By decomposing each perturbative order of the DPT Schrödinger equation in the basis of binary invariants, we have opened the door to an analytic DPT solution at orders higher than harmonic for arbitrary number of particles.

The reader is again referred to Section A. 4 in the Appendix for a parallel narrative for the simpler $N=3$ case.

### 4.1 Hamiltonian indical structure and group symmetry

The large- $D$ symmetric arrangement specified by $\overline{\boldsymbol{y}}_{\infty}$ has the highest degree of symmetry possible, where all particles are equidistant from the center of the trap and equiangular from each other (a configuration that is only possible in higher dimensions). This point group structure is isomorphic to $S_{N}$, the group of permutations of N items.

The $G$ and $F$ Hamiltonian tensors in equations (3.38) and (3.39), reproduced below, are written in terms of the Hamiltonian coefficient tensors $G$ and $F$ :

$$
\bar{H}_{0}=-\frac{1}{2}{ }_{2}^{(0)} G_{\nu_{1}, \nu_{2}} \partial_{\bar{y}_{\nu_{1}}^{\prime}} \partial_{\bar{y}_{\nu_{2}}^{\prime}}+\frac{1}{2}{ }_{2}^{(0)} F_{\nu_{1}, \nu_{2}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime}+{ }_{0}^{(0)} F
$$

and

$$
\bar{H}_{1}=-\frac{1}{2}{ }_{3}^{(1)} G_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \partial_{\bar{y}_{\nu_{2}}^{\prime}} \partial_{\bar{y}_{\nu_{3}}}+\frac{1}{3!}{ }_{3}^{(1)} F_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime} \bar{y}_{\nu_{3}}^{\prime}-\frac{1}{2}{ }_{1}^{(1)} G_{\nu} \partial_{\bar{y}_{\nu}^{\prime}}+{ }_{1}^{(1)} F_{\nu} \bar{y}_{\nu}^{\prime} .
$$

In the above equations, summation of repeated indices from 1 to $P=N(N+1) / 2$ is implied. These tensors represent the coefficients of a Taylor series about the large- $D$ limit, so the elements themselves are evaluated at the large- $D$ limit. We have specified that the system is invariant under the elements of $S_{N}$ (permutation of particle labels) in the large- $D$ limit. This order-by-order invariance under the permutations of $S_{N}$ greatly restricts the Hamiltonian tensors so that tensor elements related by a permutation must be equal.

### 4.1.1 Indical structure of internal coordinate tensors

The harmonic-order block matrices contain the sets of elements (in Eqs. (4.4)-(4.8)) arranged in an intricate pattern. In Ref. (81) it was shown that, at harmonic order,
this arrangement could be expressed in terms of only seven structural matrices. In this dissertation, we introduce a generalized structural decomposition of the tensors that occur at higher orders.

### 4.1.1.1 Harmonic order

We refer to the Hamiltonian tensors of a specified order and rank $R$ generically as ${ }_{R}^{\left({ }_{R}^{(r d e r)} Q\right.}$, where $Q$ can represent any Hamiltonian matrix $(F, G, G F$, or $F G)$. At harmonic order the Hamiltonian involves rank-two ${ }_{2}^{(0)} Q$ tensors, which are $P \times P$ matrices (where $P=N(N+1) / 2$ ). In the basis of internal coordinates, these ${ }_{2}^{(0)} Q$ have the same indical structure as $\bar{y}_{\nu_{1}} \bar{y}_{\nu_{2}}$ :

$$
\begin{aligned}
& \bar{y}_{\nu_{1}} \bar{y}_{\nu_{2}}= \\
& \left(\begin{array}{cccc|cccc}
\bar{r}_{1} \bar{r}_{1} & \bar{r}_{1} \bar{r}_{2} & \cdots & \bar{r}_{1} \bar{r}_{N} & \bar{r}_{1} \gamma_{12} & \bar{r}_{1} \gamma_{13} & \cdots & \bar{r}_{1} \gamma_{N-1 N} \\
\bar{r}_{2} \bar{r}_{1} & \bar{r}_{2} \bar{r}_{2} & \cdots & \bar{r}_{2} \bar{r}_{N} & \bar{r}_{2} \gamma_{12} & \bar{r}_{2} \gamma_{13} & \cdots & \bar{r}_{2} \gamma_{N-1 N} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\bar{r}_{N} \bar{r}_{1} & \cdots & & \bar{r}_{N} \bar{r}_{N} & \bar{r}_{N} \gamma_{12} & & \cdots & \bar{r}_{N} \gamma_{N-1 N} \\
\hline \gamma_{12} \bar{r}_{1} & \gamma_{12} \bar{r}_{2} & \cdots & \gamma_{12} \bar{r}_{N} & \gamma_{12} \gamma_{12} & \gamma_{12} \gamma_{13} & \cdots & \gamma_{12} \gamma_{N-1 N} \\
\gamma_{13} \bar{r}_{1} & \gamma_{13} \bar{r}_{2} & \cdots & \gamma_{13} \bar{r}_{1} & \gamma_{13} \gamma_{12} & \gamma_{13} \gamma_{13} & \cdots & \gamma_{13} \gamma_{N-1 N} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\gamma_{N-1 N} \bar{r}_{1} & \cdots & & \gamma_{N-1 N} \bar{r}_{N} & \gamma_{N-1 N} \gamma_{12} & \cdots & & \gamma_{N-1 N} \gamma_{N-1 N}
\end{array}\right),
\end{aligned}
$$

where $\bar{y}_{\nu}$ is defined by Eq. (3.28).
The indical structure of the ${ }_{2}^{(0)} Q_{\nu_{1}, \nu_{2}}$ matrix reveals a block structure which we write as

$$
{ }_{2}^{(0)} Q_{\nu_{1}, \nu_{2}}=\left(\begin{array}{cc}
{ }_{2}^{(0)} Q_{i, j}^{r r} & { }_{2}^{(0)} Q_{i,(j k)}^{r \gamma}  \tag{4.1}\\
{ }_{2}^{(0)} Q_{(i j), k}^{\gamma r} & { }_{2}^{(0)} Q_{(i j),(k l)}^{\gamma \gamma}
\end{array}\right) .
$$

- The upper-left block, ${ }_{2}^{(0)} Q_{i, j}^{r r}$, is an $(N \times N)$ matrix with indices associated with $\left(\bar{r}_{i}, \bar{r}_{j}\right)$; hence, we use the subscript $i, j$ to refer to these indices.
- The upper-right block, ${ }_{2}^{(0)} Q_{i,(j k)}^{r \gamma}$, is an $(N \times N(N-1) / 2)$ matrix with indices associated with $\left(\bar{r}_{i}, \gamma_{j k}\right)$; hence, we use the subscript $i,(j k)$ to refer to these indices.
- The lower-left block, ${ }_{2}^{(0)} Q_{(i j), k}^{\gamma r}$, is an $(N(N-1) / 2 \times N)$ matrix with indices associated with $\left(\gamma_{i j}, \bar{r}_{k}\right)$; hence, we use the subscript $(i j), k$ to refer to these indices.
- Finally, the lower right block, ${ }_{2}^{(0)} Q_{(i j),(k l)}^{\gamma \gamma}$, is an $(N(N-1) / 2 \times N(N-1) / 2)$ matrix with indices associated with $\left(\gamma_{i j}, \gamma_{k l}\right)$; hence, we use the subscript $(i j),(k l)$ to refer to these indices.


### 4.1.1.2 Anharmonic order

At first anharmonic order the Hamiltonian has rank-one ${ }_{1}^{(1)} Q$ (which are column vectors of length $P$ ) and rank-three ${ }_{3}^{(1)} Q$ tensors (which are $P \times P \times P$ tensors). We also write the anharmonic tensors in block form in a similar way. The column vector ${ }_{1}^{(1)} Q_{\nu}$ has the same indical structure as $\bar{y}_{\nu}$ and has a block form

$$
\begin{equation*}
{ }_{1}^{(1)} Q_{\nu}=\binom{{ }_{1}^{(1)} Q_{i}^{r}}{{ }_{1}^{(1)} Q_{(i j)}^{\gamma}} . \tag{4.2}
\end{equation*}
$$

The rank-three tensor ${ }_{3}^{(1)} Q_{\nu_{1}, \nu_{2}, \nu_{3}}$ has the same indical structure as $\bar{y}_{\nu_{1}} \bar{y}_{\nu_{2}} \bar{y}_{\nu_{3}}$ and has a block form which may be flattened out by nesting column vectors (indexed by $\nu_{3}$ ) inside a matrix (indexed by $\nu_{1}, \nu_{2}$ ):

$$
{ }_{3}^{(1)} Q_{\nu_{1}, \nu_{2}, \nu_{3}}=\left(\begin{array}{cc}
\binom{{ }_{3}^{(1)} Q_{i, j, k}^{r r r}}{{ }_{3}^{(1)} Q_{i,(j k), l}^{r \gamma r}} & \binom{\left(\begin{array}{c}
(1) \\
3
\end{array} Q_{i, j,(k l)}^{r r \gamma}\right.}{{ }_{3}^{(1)} Q_{i,(j k),(l m)}^{r \gamma \gamma}}  \tag{4.3}\\
\binom{{ }_{3}^{(1)} Q_{(i j), k, l}^{\gamma r}}{{ }_{3}^{(1)} Q_{(i j),(k l), m}^{\gamma r}} & \binom{{ }_{3}^{(1)} Q_{(i j), k,(l m)}^{\gamma r \gamma}}{{ }_{3}^{(1)} Q_{(i j),(k l),(m n)}^{\gamma \gamma \gamma}}
\end{array}\right) .
$$

We will refer to the block tensors by their (superscript) block labels.

### 4.1.2 Symmetry creates a patchwork of equivalence classes

The maximally symmetric point group $S_{N}$, together with the invariance of the full Hamiltonian under particle interchange, requires that the $F$ and $G$ tensors be invariant under the elements of $S_{N}$. The elements of $S_{N}$ are permutations which interchange particle labels(95).

Significantly, invariance under permutation requires that Hamiltonian tensor elements related by a label permutation induced by the point group must be equal
(because the perturbation series is an expansion about $D \rightarrow \infty$ so all tensor elements are evaluated in this limit). For example, consider two elements of the rr block matrix ${ }_{2}^{(0)} Q^{r r}:{ }_{2}^{(0)} Q_{1,1}^{r r}$ and ${ }_{2}^{(0)} Q_{2,2}^{r r}$. These are related by the permutation (12) and therefore must be equal. There is no permutation that relates ${ }_{2}^{(0)} Q^{r r}: \underset{2}{(0)} Q_{1,1}^{r r}$ and $\underset{2}{(0)} Q_{1,2}^{r r}$, so these elements need not be equal.

The requirement that the coefficient tensors in the Hamiltonian series be invariant under the permutations of $S_{N}$ imparts an intricate structure to the tensors. The set of permutations of $S_{N}$ effect a partitioning of a Hamiltonian tensor for $N$ particles into disjoint subsets of identical elements. These disjoint sets may be called equivalence classes, as the elements of each set are all related by a permutation of $S_{N}$ and are called equivalent. For a more precise definition of equivalence class, see Section 4.2.2. For an explicit example of the partitioning of the Hamiltonian tensors for $N=3$, see Section A.4.

Consider again the elements of the ${ }_{2}^{(0)} Q^{r r}$ block. The element ${ }_{2}^{(0)} Q_{1,1}^{r r}$ belongs to a subset of $N$ elements (of the form ${ }_{2}^{(0)} Q_{i, i}^{r r}$ ) which are related by a permutation induced by the point group. This set is the equivalence class of ${ }_{2}^{(0)} Q_{1,1}^{r r}$. Likewise, the element ${ }_{2}^{(0)} Q_{1,2}^{r r}$ belongs to a set of $N-1$ elements related by a permutation induced by the point group and sharing a common value. We see that the ${ }_{2}^{(0)} Q_{i, i}^{r r}$ is partitioned into two equivalence classes:

$$
\begin{align*}
& \left\{{ }_{2}^{(0)} Q_{i, i}^{r r}: \quad 1 \leq i \leq N\right\}  \tag{4.4}\\
& \left\{{ }_{2}^{(0)} Q_{i, j}^{r r}: \quad 1 \leq i \leq N \& i \neq j\right\} \tag{4.5}
\end{align*}
$$

Proceeding in this fashion, we observe that both the upper-right and the lower-left blocks of the harmonic-order tensors are similarly partitioned into two equivalence classes (where, for compactness, the indices are taken to be integers between 1 and $N)$. We only list the equivalence classes of the upper-right block:

$$
\begin{align*}
& \left\{{ }_{2}^{(0)} Q_{i,(i k)}^{r \gamma}: \quad i<k\right\}  \tag{4.6}\\
& \left\{{ }_{2}^{(0)} Q_{i,(j k)}^{r \gamma}: \quad i \neq j \neq k \& j<k\right\} \tag{4.7}
\end{align*}
$$

Also the lower-right block is partitioned into three equivalence classes:

$$
\begin{align*}
& \left\{{ }_{2}^{(0)} Q_{(i j),(i j)}^{\gamma \gamma}: i<j\right\}  \tag{4.8}\\
& \left\{\begin{array}{c}
{ }_{2}^{(0)} Q_{(i j),(i k)}^{\gamma \gamma}
\end{array}: i<j \& i<k \& i \neq j \neq k\right\}  \tag{4.9}\\
& \left\{{ }_{2}^{(0)} Q_{(i j),(k l)}^{\gamma \gamma}: i<j \& k<l \& i \neq j \neq k \neq l\right\} . \tag{4.10}
\end{align*}
$$

### 4.2 Decomposition in the basis of binary invariants

The $Q$-tensors have an intricate arrangement of identical elements over an underlying index structure. We will see that each equivalence class can be represented by a binary tensor which is unchanged by the action of $S_{N}$.

### 4.2.1 Introducing binary invariants

Each tensor block is composed of disjoint sets of identical elements. The elements of each set are related by a permutation. Such a relation is said to be an equivalence relation. A set of quantities which are related is called an equivalence class; this is a more general group-theoretic definition than the common use in physics. Each block has a finite number of such equivalence classes. We quantify these symmetry properties by introducing a binary tensor, consisting of ones and zeros, for each equivalence class in a block that embodies the structural arrangement of the corresponding elements. For a binary tensor to represent an equivalence class, it must be invariant under particle interchange. This property will later be used to construct the binary invariants.

Definition 1 We define a binary invariant $[B(\mathcal{G})]_{\nu_{1}, \nu_{2}, \ldots, \nu_{R}}$ as a rank- $R$ tensor in which elements belonging to the equivalence class $\mathcal{G}$ are one and all other elements are zero.

For example, in Appendix A, Eq. (A.32), it is shown that when $N=3$ the $3 \times 3$ block matrix ${ }_{2}^{(0)} Q^{r r}$ may be written as

$$
{ }_{2}^{(0)} Q^{r r}=\underset{2}{(0)} Q_{11}^{r r}\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)+{ }_{2}^{(0)} Q_{12}^{r r}\left(\begin{array}{lll}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right)
$$

The matrices of ones and zeros are the binary invariants for the equivalence classes of ${ }_{2}^{(0)} Q_{11}^{r r}$ and ${ }_{2}^{(0)} Q_{12}^{r r}$. A binary invariant $B^{\text {block }}(\mathcal{G})$ of a tensor ${ }_{R}^{(\text {order })} Q$ has the same dimensions. It follows from the definitions of binary invariant and equivalent class that a binary invariant is invariant under the permutations of $S_{N}$. The above matrices are invariant under the 6 elements of $S_{3}$.

For the DPT Hamiltonian coefficient tensor of a given rank for a given number of particles, it is easy to explicitly construct the set of binary invariants. For each
element of the Hamiltonian tensor, an equivalence class is generated by specifying a tensor with only one non-zero element (in the same location as the choosen Hamiltonian element) and then considering all possible permutations of $S_{N}$ acting on the binary tensor. Each resulting binary tensor is related to the original binary tensor and the set forms an equivalence class. Summing over the resulting tensors within each equivalence class generated by the permutation, we obtain the binary invariant for that equivalence class in numerical form.

For example, let us construct the binary invariant for the equivalence class of the element ${ }_{2}^{(0)} Q_{11}^{r r}$ for $N=3$. First, we write a matrix with only one non-zero element at the position of ${ }_{2}^{(0)} Q_{11}^{r r}$ :

$$
\left(\begin{array}{lll}
1 & 0 & 0  \tag{4.11}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Next we consider the action of the permutation group $S_{3}$,

$$
\begin{equation*}
S_{3}=(1)(2)(3),(1)(23),(3)(12),(123),(132),(2)(13) \tag{4.12}
\end{equation*}
$$

on the matrix in Eq. (4.11). There are two permutations which leave the matrix unchanged, and the group $S_{3}$ is divided into cosets of two elements which map to the same matrix. We apply one element of $S_{N}$ from each coset to the matrix and add the result. (Equivalently, we may apply all elements of $S_{3}$ and divide by the size of the cosets.) The result is the binary invariant for the equivalence class of ${ }_{2}^{(0)} Q_{11}^{r r}$,

$$
\left(\begin{array}{lll}
1 & 0 & 0  \tag{4.13}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)+\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)+\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

A similar procedure may be followed to construct the binary invariants in closed form. This construction is established in Appendix C.

### 4.2.2 Binary invariants are a basis

Here we sketch a short proof that it is always possible to decompose an $S_{N}$-symmetric Hamiltonian in the basis of binary invariants. It is not necessary for the invariants to be binary, but it is both sufficient and convenient.

We define an equivalence relation $\sim$ on the set of Hamiltonian tensors in some basis by

$$
\begin{equation*}
a \sim b \quad \text { if and only if } \quad \exists p \in S_{N} \text { such that } p a=b . \tag{4.14}
\end{equation*}
$$

Definition 2 The equivalence class of an element $a$ in a set $X$ is the subset of $X$ of all elements that are related to $a$.

This definition is true for any relation, in the case considered here the relation is a permutation of particle labels.

Definition 3 We denote the set of all equivalence classes for a Hamiltonian coefficient tensor block as $\mathbb{G}$.

Lemma 1 The set of binary invariants for all $\mathcal{G} \in \mathbb{G}$ is linearly independent
Lemma 2 The set of binary invariants for all $\mathcal{G} \in \mathbb{G}$ spans a unit tensor.
Theorem 1 The set of binary invariants $\{B(\mathcal{G}): \mathcal{G} \in \mathbb{G}\}$ forms a basis for the DPT Hamiltonian coefficient tensors.

Proof This result follows from the definition of a basis and that the set of binary invariants for all $\mathcal{G} \in \mathbb{G}$ is linearly independent and spans the vector space.

In Reference (97) Kelle develops a general proof is given that it is always possible to find such a basis set that is invariant under any group. A complex tensor may always be expanded in a basis which is invariant under some group $G$.

### 4.2.3 Expansion in the binary invariant basis

The elements of ${ }_{R}^{(o r d e r)} Q^{\text {block }}$ constitute disjoint sets of identical elements. Because the binary invariants for a block of a DPT Hamiltonian tensor form a basis, it is always possible to decompose such a tensor block as a linear combination of binary invariants, where the coefficient of $B^{\text {block }}(\mathcal{G})$ is the value of the set of elements associated with $\mathcal{G}$.

We decompose the ${ }_{R}^{(\text {order })} Q^{\text {block }}$ tensors at any order as a (finite) linear combination of binary invariants:

$$
\begin{equation*}
{ }_{R}^{(\text {order })} Q_{\nu_{1}, \nu_{2}, \ldots, \nu_{R}}^{\text {block }}=\sum_{\mathcal{G} \in \mathbb{G}_{\text {block }}} Q^{\text {block }}(\mathcal{G})\left[B^{\text {block }}(\mathcal{G})\right]_{\nu_{1}, \nu_{2}, \ldots, \nu_{R}} \tag{4.15}
\end{equation*}
$$

where $\mathbb{G}_{\text {block }}$ represents the set of equivalence classes and the binary invariant $B^{\text {block }}(\mathcal{G})$ has the same dimensions as the original $Q$ tensor block. The scalar quantity $Q^{\text {block }}(\mathcal{G})$ is the expansion coefficient (a scalar), where the order and the rank $R$ are implied by $G$. If $Q^{\text {block }}$ is symmetric, then we also drop the block label in the above (enough information about the block is implied by $\mathcal{G}$ ).

The decomposition of symmetric tensor blocks in the basis of binary invariants in Eq. (4.15) represents a generalization to higher orders of the matrices used at harmonic order in (81). This equation separates the system-specific physical information from the complexity of the general $N$-body problem. All of the information about the Hamiltonian of the particular system is contained in the scalar quantities $Q^{\text {block }}(\mathcal{G})$, while all of the complicated $N$-dependence is embodied by the binary invariant $B^{\text {block }}(\mathcal{G})$.

As the number of particles increases, the size and complexity of the binary invariants also increase rapidly, particularly for the higher-rank tensors. We need to be able to capture the intricate structure of these binary invariants in a closed form for general $N$ if we hope to be able to transform the DPT Hamiltonian tensors analytically. We have determined a closed form expression for the binary invariants in Appendix C.

In Chapter 5 we will show that the transformation to the normal-coordinate basis for each binary invariant in a basis set can be performed analytically, for general $N$, and that the result is proportional to the generalized Clebsch-Gordan coefficient for the transformation. In fact, we will show that all of the complicated $N$ dependence will be entirely contained within these Clebsch-Gordan coefficients, which are derived from group-theoretic considerations. This analytic transformation avoids large computational cost at large $N$ and need not be repeated for a different value of $N$ or even a different Hamiltonian (for $N$ bosons in an isotropic confining potential).

### 4.3 Graphical representation of tensor structure

Graph theory is not a new addition to DPT. In previous work (87; 90; 81; 82), graph theory actually played a crucial role in elucidating the structure of the harmonic-order Hamiltonian (3.38). The "simple submatrices" $\boldsymbol{I}, \boldsymbol{J}$, and $\boldsymbol{R}$ arise from spectral graph theory.

Graph theory provides an elegant correspondence between the indical structure and the elemental symmetry of the tensors in (3.38) and (3.39). We will label each equivalence class of DPT Hamiltonian coefficient tensor elements by a graph.

### 4.3.1 Introducing graph theory

Graph theory is a uniquely intuitive and accessible branch of mathematics (98). Simply knowing the definition of a graph and adopting the notation of graphs has allowed us to perform feats that would have otherwise been quite difficult.

Definition $4 A$ graph $\mathcal{G}=(V, E)$ is a set of vertices $V$ and edges $E$. Each edge has one or two associated vertices, which are called its endpoints.

For example, . . is a graph with three vertices and two edges (lines). We allow our graphs to include loops and multiple edges ${ }^{1}$.

### 4.3.2 Mapping tensor structure onto graphs

Let us introduce a mapping, $\phi$, which associates a function of internal coordinates with a graph as follows.

1. For each distinct internal coordinate index, draw a labeled vertex.
2. For each index pair $(i j)$, draw an edge $(\underset{\sim}{\stackrel{i}{\bullet}})$
3. For each distinct single index $i$, draw a "loop" edge ( $\bigcirc_{i}$ )

The image of this mapping $\phi$ on each element of a rank- $R$ Hamiltonian tensor in the internal coordinate basis is a graph of $R$ edges. For example, the graph corresponding to the tensor element ${ }_{2}^{(0)} Q_{i,(j k)}^{r \gamma}$ under this mapping is

$$
\begin{equation*}
{ }_{2}^{(0)} Q_{i,(j k)}^{r \gamma} \xrightarrow{\phi} \bigcirc^{i} \stackrel{l}{k}_{k}^{j} . \tag{4.16}
\end{equation*}
$$

These graphs provide a convenient notation to label the equivalence classes of tensor elements. Under this mapping, each set of identical elements is associated with a set of graphs which are also equivalent under permutation of the index labels-an equivalence class of graphs. Such equivalent graphs are also called isomorphic. We represent each equivalence class of isomorphic graphs with a graph with the vertices

[^7]unlabeled. For instance, the equivalence class of the tensor element ${ }_{2}^{(0)} Q_{i,(i j)}^{r \gamma}$ will be labeled by the graph $\rightarrow \rightarrow$ and the value as ${ }_{2}^{(0)} Q\left(\rho_{\bullet}\right)$. The set of graphs representing the equivalence classes of the harmonic-order DPT Hamiltonian tensors are given in Table 4.3.2. The set of graphs representing the equivalence classes of the rank-one and rank-three tensors are given in Tables 4.3.2 and 4.3.2.

The image of this mapping on the set of all internal coordinates for $N$ particles is a graph which is a simplex on $N$ points, with a loop at each vertex. For example, applying this mapping to a tensor representing four particles we obtain Figure 4.1. This simplex can be useful in generating the possible graphs for a given rank. Each graph in the image of the mapping from a rank- $R$ tensor can also be obtained by taking a particular choice of $R$ edges (along with the associated vertices) from the "loopy-simplex" in 4.1. The above graphs can be obtained, for rank- $R$, by taking $R$ edges of the "loopy simplex" graph at a time, with replacement and with the associated vertices.

### 4.3.3 Graphical decomposition of harmonic-order matrices

The harmonic-order matrices ${ }_{2}^{(0)} Q_{\nu_{1}, \nu_{2}}^{\text {block }}$ may be decomposed using Eq. (4.15),

$$
\begin{equation*}
{ }_{2}^{(0)} Q_{\nu_{1}, \nu_{2}}^{\text {block }}=\sum_{\mathcal{G} \in \mathbb{G}_{\text {block }}} Q^{\text {block }}(\mathcal{G})\left[B^{\text {block }}(\mathcal{G})\right]_{\nu_{1}, \nu_{2}}, \tag{4.17}
\end{equation*}
$$

where the equivalence classes $\mathbb{G}_{\text {block }}$ are now labeled by graphs

$$
\begin{align*}
\mathbb{G}^{r r} & =\{0, \bigcirc Q\} \\
\mathbb{G}^{r \gamma}=\mathbb{G}^{\gamma r} & =\{\circlearrowleft, \bigcirc \bullet\}  \tag{4.18}\\
\mathbb{G}^{\gamma \gamma} & =\{\circlearrowleft,, \emptyset, \because\}
\end{align*}
$$

For example,

$$
\left[\begin{array}{c}
(0)  \tag{4.19}\\
2
\end{array} Q^{r r}\right]_{i, j}=Q(\bigcirc)[B(\bigcirc)]_{i, j}+Q(\bigcirc \oslash)[B(\bigcirc \bigcirc)]_{i, j} .
$$

When $Q$ is symmetric (which will be the case for F and G ) then the expansions for ${ }_{2}^{(0)} Q^{\gamma r},{ }_{2}^{(0)} Q^{r \gamma}$ are the same, so we may drop the block labels on the binary invariant.

### 4.3.4 Graphical decomposition of first anharmonicorder matrices

The rank-one first-anharmonic tensors ${ }_{1}^{(1)} Q_{\nu}^{\text {block }}$ have a trivial decomposition, since there is only one graph in each block:

## Graph Tensor Elements

$$
\begin{aligned}
& 0 \quad{ }_{2}^{(0)} Q_{i i}^{r r} \\
& \text { Q Q }{ }_{2}^{(0)} Q_{i j}^{r r} \\
& \text { ○- }{ }_{2}^{(0)} Q_{(i j) i}^{\gamma r}={ }_{2}^{(0)} Q_{(i j) j}^{\gamma r} \text {, } \\
& { }_{2}^{(0)} Q_{i(i j)}^{r \gamma}={ }_{2}^{(0)} Q_{i(j i)}^{r \gamma} \\
& \text {-. } \quad{ }_{2}^{(0)} Q_{(i j)(i j)}^{\gamma \gamma} \\
& \text {. } \quad{ }_{2}^{(0)} Q_{(i j)(i k)}^{\gamma \gamma}={ }_{2}^{(0)} Q_{(i j)(j k)}^{\gamma \gamma}={ }_{2}^{(0)} Q_{(i j)(k i)}^{\gamma \gamma}={ }_{2}^{(0)} Q_{(i j)(k j)}^{\gamma \gamma} \\
& \because \quad{ }_{2}^{(0)} Q_{(i j)(k l)}^{\gamma \gamma}
\end{aligned}
$$

Table 4.1: Graph labels for the equivalence classes of the rank-two, harmonic-order DPT Hamiltonian coefficient tensors.

| Graph | Tensor Elements |
| :---: | :---: |
| $\square$ | ${ }_{1}^{(1)} Q_{i}^{r}$ |
| $\cdots$ | ${ }_{1}^{(1)} Q_{(i j)}^{\gamma}$ |

Table 4.2: Graphs labeling equivalence classes for the rank-one, first-anharmonic DPT Hamiltonian coefficient tensors.

| Graphs | Elements | Graphs | Elements | Graphs | Elements |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\infty$ | ${ }_{3}^{(1)} Q_{i, i, i}^{r r r}$ | 00 | ${ }_{3}^{(1)} Q_{(i j),(i j), i}^{\gamma \gamma r}$ | $\theta$ | ${ }_{3}^{(1)} Q_{(i j),(i j),(i j)}^{\gamma \gamma \gamma}$ |
| 80 | ${ }_{3}^{(1)} Q_{i, i, j}^{r r r}$ | $\bigcirc$ | ${ }_{3}^{(1)} Q_{(i j),(i j), k}^{\gamma \gamma r}$ | $\Delta$ | ${ }_{3}^{(1)} Q_{(i j),(j k),(i k)}^{\gamma \gamma \gamma}$ |
| $\bigcirc \bigcirc$ | ${ }_{3}^{(1)} Q_{i, j, k}^{r r r}$ | $\Omega$ | ${ }_{3}^{(1)} Q_{(i j),(j k), j}^{\gamma \gamma r}$ | $\cdots$ | ${ }_{3}^{(1)} Q_{(i j),(i j),(j k)}^{\gamma \gamma \gamma}$ |
| $\mathscr{O}$ | ${ }_{3}^{(1)} Q_{(i j), i, i}^{\gamma r r}$ | L. | ${ }_{3}^{(1)} Q_{(i j),(j k), i}^{\gamma \gamma r}$ | $\ldots$ | ${ }_{3}^{(1)} Q_{(i j),(j k),(j l)}^{\gamma \gamma \gamma}$ |
| $\rightarrow 0$ | ${ }_{3}^{(1)} Q_{(i j), i, j}^{\gamma r r}$ | $\ldots$ | ${ }_{3}^{(1)} Q_{(i j),(j k), l}^{\gamma \gamma r}$ | L. | ${ }_{3}^{(1)} Q_{(i j),(j k),(k l)}^{\gamma \gamma \gamma}$ |
| $\rightarrow$ - | ${ }_{3}^{(1)} Q_{(i j), i, k}^{\gamma r r}$ | $\because$ | ${ }_{3}^{(1)} Q_{(i j),(k l), i}^{\gamma \gamma r}$ | $\because$ | ${ }_{3}^{(1)} Q_{(i j),(i j),(k l)}^{\gamma \gamma \gamma}$ |
| $\cdots$ | ${ }_{3}^{(1)} Q_{(i j), k, k}^{\gamma r r}$ | $\because 0$ | ${ }_{3}^{(1)} Q_{(i j),(k l), m}^{\gamma \gamma r}$ | $\because$ | ${ }_{3}^{(1)} Q_{(i j),(j k),(l m)}^{\gamma \gamma \gamma}$ |
| $?$ ? | ${ }_{3}^{(1)} Q_{(i j), k, l}^{\gamma r}$ |  |  | $\stackrel{\text { \% }}{\square}$ | ${ }_{3}^{(1)} Q_{(i j),(k l),(m n)}^{\gamma \gamma \gamma}$ |

Table 4.3: Graphs labeling equivalence classes for the rank-three, first-anharmonic DPT Hamiltonian coefficient tensors.

$$
\begin{align*}
\mathbb{G}^{r} & =\oslash \\
\mathbb{G}^{\gamma} & =\boldsymbol{\rho} \tag{4.20}
\end{align*}
$$

Therefore, Eq. (4.15) becomes

$$
\begin{align*}
{ }_{1}^{(1)} Q_{\nu}^{r} & ={ }_{1}^{(1)} Q^{r}(\bigcirc)[B(\oslash)]_{\nu} \\
{ }_{1}^{(1)} Q_{\nu}^{\gamma} & ={ }_{1}^{(1)} Q^{\gamma}(\hookleftarrow)[B(\bullet)]_{\nu} . \tag{4.21}
\end{align*}
$$

The rank-three tensors ${ }_{3}^{(1)} Q_{\nu_{1}, \nu_{2}, \nu_{3}}^{\text {bloc }}$ may also be decomposed using Eq. (4.15),

$$
\begin{equation*}
{ }_{3}^{(1)} Q_{\nu_{1}, \nu_{2}, \nu_{3}}^{\text {block }}=\sum_{\mathcal{G} \in \mathbb{G}_{\text {block }}} Q^{\text {block }}(\mathcal{G})\left[B^{\text {block }}(\mathcal{G})\right]_{\nu_{1}, \nu_{2}, \nu_{3}}, \tag{4.22}
\end{equation*}
$$

where the equivalence classes $\mathbb{G}_{\text {block }}$ are now labeled by graphs

$$
\begin{aligned}
& \mathbb{G}^{r r r}=\{00, \Omega \bullet, \bigcirc Q Q\}
\end{aligned}
$$

$$
\begin{align*}
& \mathbb{G}^{\gamma \gamma r}=\mathbb{G}^{\gamma r \gamma}=\mathbb{G}^{r \gamma \gamma}=\{\odot 0, \bigcirc \bigcirc, \Omega, L \odot, L . Q, \because, \because \circ\}  \tag{4.23}\\
& \mathbb{G}^{\gamma \gamma \gamma}=\{\Theta, \triangle, \sigma, \ldots, \dot{L}, \ldots, \ldots, \ldots\} .
\end{align*}
$$

For example, tensors in the rrr block may be decomposed as follows:

$$
\begin{align*}
{\left[Q^{r r r}\right]_{i, j, k}=} & Q(\varnothing)[B(\varnothing)]_{i, j, k}+Q(\oslash \oslash)[B(\oslash \oslash)]_{i, j, k} \\
& +Q(\oslash \oslash \oslash)[B(\oslash Q \oslash)]_{i, j, k} \tag{4.24}
\end{align*}
$$

The use of graphs has provided an intuitive way to label the sets of identical elements in the Hamiltonian coefficient tensors. The binary invariants are labeled by a graph $\mathcal{G}$, but the use of graphs is not essential to the definition of a binary invariant.


Figure 4.1: The graph one obtains by applying the mapping $\phi$ to the set of all internal coordinates for $N=4$. All of the smaller graphs may be obtained from this graph by considering all the possible ways to take a certain number of loops and edges.

## Chapter 5

## Transformation of Hamiltonian to normal-coordinate basis

Reference (87) laid the foundation for the analytic transformation of the DPT Hamiltonian series to a collective "normal coordinate" basis. This work extends (87) from harmonic order by paving the way for the transformation of higher orders in the DPT series. In section 5.1, we consolidate and slightly revise the notation of the results of (87) with the purpose of application to higher orders. In section 5.2, we show that the tensor coefficients of the DPT Hamiltonian transformed to symmetry coordinates are proportional to the Clebsch-Gordon coefficients of the transformation, and show how the decomposition in the basis of binary invariants is transformed to symmetry coordinates. Finally, we transform the DPT Hamiltonian to collective coordinates in Section 5.3.

The result is that the DPT Hamiltonian has been analytically transformed to a basis of the collective motions of the system. Not only does this analytic result avoid a computationally expensive procedure but it also offers the potential to study the collective motions of a confined quantum system.

The reader is referred to Section A. 5 in the Appendix for explicit examples in the simpler $N=3$ case.

### 5.1 Two-step transformation of the Hamiltonian

In a previous paper (87), Dunn et al derived a transformation $V_{\nu_{1}, \nu_{2}}$ from internal coordinates $\overline{\mathbf{y}}^{\prime}$ to normal coordinates $\mathbf{q}^{\prime}$. One might imagine that analytically determining the eigenvectors of the $\approx N^{2} \times N^{2}$ matrices in the harmonic-order DPT Hamiltonian series for an arbitrarily large number $N$ interacting particles is a daunting task. In Ref. (87) this feat is accomplished by using an intermediate step: a
transformation of the internal coordinate vector $\overline{\mathbf{y}}^{\prime}$ to the "symmetry coordinate" vector $\mathbf{S}$,

$$
\begin{equation*}
\mathbf{S}=\mathbf{W} \overline{\mathbf{y}}^{\prime}, \tag{5.1}
\end{equation*}
$$

where $W$ is an $\frac{N(N+1)}{2} \times \frac{N(N+1)}{2}$ matrix (Eq. (45) in (87)).
With a subsequent transformation $\mathcal{C}$ (Eq. (63) in (87)) of the symmetry coordinate vector $\mathbf{S}$, one obtains the normal-mode coordinate vector

$$
\begin{equation*}
\mathrm{q}^{\prime}=\mathcal{C} \mathbf{S} \tag{5.2}
\end{equation*}
$$

Note that, in this work, $\mathcal{C}$ replaces $\mathbf{c}^{(b)}$ in Ref. (87).

### 5.1.1 Transformation of coordinate vectors

Using Equations (63) and (81) in Ref. (87) we transform the internal coordinate vectors $q_{\nu}^{\prime}$ and internal coordinate derivative vectors $\partial_{q_{\nu}^{\prime}}$ to obtain their normal coordinate analogs,

$$
\begin{aligned}
q_{\nu_{1}}^{\prime} & =\sum_{a=1}^{P} \sum_{\nu_{2}=1}^{P} \mathcal{C}_{\nu_{1}, a} W_{a, \nu_{2}} \bar{y}_{\nu_{2}}^{\prime} \\
\frac{\partial}{\partial q_{\nu_{1}}^{\prime}} & =\sum_{a=1}^{P} \sum_{\nu_{2}=1}^{P}\left[\mathcal{C}^{-1}\right]_{\nu_{1}, a}^{T} W_{a, \nu_{2}} \frac{\partial}{\partial \bar{y}_{\nu_{2}}^{\prime}},
\end{aligned}
$$

where $P=N(N+1) / 2$.
We will use the summation convention for repeated indices. Also we will drop the brackets on $\left[\mathcal{C}^{-1}\right]_{a, \nu}$, writing instead $\mathcal{C}_{a, \nu}^{-1}$. With these notation conventions and using the summation convention for repeated indices, we write the normal coordinates $q_{\nu}$ in terms of the internal displacement coordinates $\bar{y}_{\nu}$ :

$$
\begin{align*}
q_{\nu_{1}}^{\prime} & =\mathcal{C}_{\nu_{1}, a} W_{a, \nu_{2}} \bar{y}_{\nu_{2}}^{\prime}  \tag{5.3}\\
\frac{\partial}{\partial q_{\nu_{1}}{ }^{\prime}} & =\left[\mathcal{C}^{-1}\right]_{\nu_{1}, a}^{T} W_{a, \nu_{2}} \frac{\partial}{\partial \bar{y}_{\nu_{2}}^{\prime}} . \tag{5.4}
\end{align*}
$$

We use the following identities (from Equations (47) in (87)),

$$
\begin{equation*}
\mathbf{I}=\mathbf{W}^{T} \mathbf{W}, \quad \mathbf{I}=\mathcal{C}^{-1} \mathcal{C} \tag{5.5}
\end{equation*}
$$

which we will employ in tensor-contraction form

$$
\begin{equation*}
I_{\nu_{1}, \nu_{2}}=W_{a, \nu_{1}} W_{a, \nu_{2}}, \quad I_{\nu_{1}, \nu_{2}}=\mathcal{C}_{\nu_{1}, a}^{-1} \mathcal{C}_{a, \nu_{2}} \tag{5.6}
\end{equation*}
$$

where summation over repeated indices is implied. Using the tensor form of these identities with the transformed internal displacement coordinates and derivatives in Eq. (5.3), we obtain an expression for the internal displacement coordinates in terms of the normal coordinates,

$$
\begin{align*}
\bar{y}_{\nu_{2}}^{\prime} & =W_{\nu_{2}, a}^{T} \mathcal{C}_{a, \nu_{1}}^{-1} q_{\nu_{1}}^{\prime} \\
\frac{\partial}{\partial y_{\nu_{2}}^{\prime}} & =W_{\nu_{2}, a}^{T} \mathcal{C}_{a, \nu_{1}}^{T} \frac{\partial}{\partial q_{\nu_{1}}^{\prime}} . \tag{5.7}
\end{align*}
$$

We here generalize previous work which involved matrix equations to tensor equations. The transpose operation is only defined for a rank-two tensor and has the effect of transposing the order of the indices.

### 5.1.2 Transformation of Hamiltonian tensors

We substitute the internal coordinate and internal coordinate derivative vectors from the above Eqs. (5.7) into the Hamiltonian terms in Eq. (3.37) reproduced below:

$$
\bar{H}_{0}=-\frac{1}{2}{ }_{2}^{(0)} G_{\nu_{1}, \nu_{2}} \partial_{\bar{y}_{\nu_{1}}^{\prime}} \partial_{\bar{y}_{\nu_{2}}^{\prime}}+\frac{1}{2}{ }_{2}^{(0)} F_{\nu_{1}, \nu_{2}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime}+{ }_{0}^{(0)} F
$$

and

$$
\bar{H}_{1}=-\frac{1}{2}{ }_{3}^{(1)} G_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \partial_{\bar{y}_{\nu_{2}}^{\prime}} \partial_{\bar{y}_{\nu_{3}}^{\prime}}+\frac{1}{3!}{ }_{3}^{(1)} F_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime} \bar{y}_{\nu_{3}}^{\prime}-\frac{1}{2}{ }_{1}^{(1)} G_{\nu} \partial_{\bar{y}_{\nu}^{\prime}}+{ }_{1}^{(1)} F_{\nu} \bar{y}_{\nu}^{\prime},
$$

where summation over repeated $\nu_{i}$ indices from 1 to $P$ is implied. The result of this substitution is a Hamiltonian written in the basis of normal coordinates:

$$
\begin{align*}
\bar{H}_{0}= & -\frac{1}{2}{ }_{2}^{(0)} G_{\nu_{1}^{\prime} \nu_{2}^{\prime}}\left(W_{\nu_{1}^{\prime}, a}^{T} \mathcal{C}_{a, \nu_{1}}^{T} \partial_{q_{\nu_{1}}^{\prime}}\right)\left(W_{\nu_{2}^{\prime}, \mathcal{C}_{b, \nu_{2}}^{T}}^{T} \partial_{q_{\nu_{2}}}\right)  \tag{5.8}\\
& +\frac{1}{2}{ }_{2}^{(0)} F_{\nu_{1}^{\prime} \nu_{2}^{\prime}}\left(W_{\nu_{1}^{\prime}, a}^{T} \mathcal{C}_{a, \nu_{1}}^{-1} q_{\nu_{1}}^{\prime}\right)\left(W_{\nu_{2}^{\prime}, b}^{T} \mathcal{C}_{b, \nu_{2}}^{-1} q_{\nu_{2}}^{\prime}\right)+{ }_{0}^{(0)} F
\end{align*}
$$

and

$$
\begin{align*}
\bar{H}_{1}= & -\frac{1}{2}{ }_{3}^{(1)} G_{\nu_{1}^{\prime} \nu_{2}^{\prime} \nu_{3}^{\prime}}\left(W_{\nu_{1}^{\prime}, a}^{T} \mathcal{C}_{a, \nu_{1}}^{-1} q_{\nu_{1}}^{\prime}\right)\left(W_{\nu_{2}^{\prime}, b}^{T} \mathcal{C}_{b, \nu_{2}}^{T} \partial_{q_{\nu_{2}}}\right)\left(W_{\nu_{3}^{\prime}, c}^{T} \mathcal{C}_{c, \nu_{3}}^{T} \partial_{q_{\nu_{3}}^{\prime}}\right) \\
& +\frac{1}{3!}{ }_{3}^{1)} F_{\nu_{1}^{\prime} \nu_{2}^{\prime} \nu_{3}^{\prime}}\left(W_{\nu_{1}^{\prime}, a}^{T} \mathcal{C}_{a, \nu_{1}}^{-1} q_{\nu_{1}}^{\prime}\right)\left(W_{\nu_{2}^{\prime}, b}^{T} \mathcal{C}_{b, \nu_{2}}^{-1} q_{\nu_{2}^{\prime}}^{\prime}\right)\left(W_{\nu_{3}^{\prime}, c}^{T} \mathcal{C}_{c, \nu_{3}}^{-1} q_{\nu_{3}}^{\prime}\right) \\
& +-\frac{1}{2}{ }_{1}^{(1)} G_{\nu^{\prime}} W_{\nu^{\prime}, a}^{T} \mathcal{C}_{a, \nu}^{T} \partial_{q_{\nu}^{\prime}}+{ }_{1}^{(1)} F_{\nu^{\prime}} W_{\nu^{\prime}, a}^{T} \mathcal{C}_{a, \nu}^{-1} q_{\nu}^{\prime} . \tag{5.9}
\end{align*}
$$

Regrouping the summations over non-coordinate tensors, we may write $\bar{H}_{0}$ and $\bar{H}_{1}$ in the following compact form:

$$
\begin{equation*}
\bar{H}_{0}=-\frac{1}{2}\left[{ }_{2}^{(0)} G_{V}\right]_{\nu_{1}, \nu_{2}} \partial_{q_{\nu_{1}}^{\prime}} \partial_{q_{\nu_{2}}^{\prime}}+{ }_{0}^{(0)} F_{V}+\frac{1}{2}\left[{ }_{2}^{(0)} F_{V}\right]_{\nu_{1}, \nu_{2}} q_{\nu_{1}}^{\prime} q_{\nu_{2}}^{\prime} \tag{5.10}
\end{equation*}
$$

and

$$
\begin{align*}
\bar{H}_{1}= & -\frac{1}{2}\left[{ }_{3}^{(1)} G_{V}\right]_{\nu_{1}, \nu_{2}, \nu_{3}} q_{\nu_{1}}^{\prime} \partial_{q_{\nu_{2}}^{\prime}} \partial_{q_{\nu_{3}}^{\prime}}+\frac{1}{3!}\left[{ }_{3}^{(1)} F\right]_{\nu_{1}, \nu_{2}, \nu_{3}} q_{\nu_{1}}^{\prime} q_{\nu_{2}}^{\prime} q_{\nu_{3}}^{\prime}  \tag{5.11}\\
& -\frac{1}{2}\left[{ }_{1}^{1)} G_{V}\right]_{\nu} \partial_{q_{\nu}^{\prime}}+\left[{ }_{1}^{(1)} F\right]_{\nu} q_{\nu}^{\prime}, \tag{5.12}
\end{align*}
$$

where the subscript $V$ on the $F$ and $G$ tensors denotes transformation by the matrix $V$ to the normal-coordinate basis. Implicit in the above equations is the following definitions for the $F$ and $G$ tensors in the normal-coordinate basis:

$$
\begin{align*}
& {\left[{ }_{2}^{(0)} G_{V}\right]_{\nu_{1}, \nu_{2}}=\sum_{a=1}^{P} \sum_{b=1}^{P} \mathcal{C}_{\nu_{1}, a} \mathcal{C}_{\nu_{2}, b}\left(\sum_{\nu_{1}^{\prime}=1}^{P} \sum_{\nu_{2}^{\prime}=1}^{P} W_{a, \nu_{1}^{\prime}} W_{b, \nu_{2}^{\prime}}{ }_{2}^{(0)} G_{\nu_{1}^{\prime}, \nu_{2}^{\prime}}\right)} \\
& {\left[{ }_{2}^{(0)} F_{V}\right]_{\nu_{1}, \nu_{2}}=\sum_{a=1}^{P} \sum_{b=1}^{P}\left[\mathcal{C}^{-1}\right]_{\nu_{1}, a}^{T}\left[\mathcal{C}^{-1}\right]_{\nu_{2}, b}^{T}\left(\sum_{\nu_{1}^{\prime}=1}^{P} \sum_{\nu_{2}^{\prime}=1}^{P} W_{a, \nu_{1}^{\prime}} W_{b, \nu_{2}^{\prime}}{ }_{2}^{(0)} F_{\nu_{1}^{\prime}, \nu_{2}^{\prime}}\right)} \\
& {\left[{ }_{1}^{(1)} G_{V}\right]_{\nu}=\sum_{a=1}^{P} \mathcal{C}_{\nu, a}\left(\sum_{\nu^{\prime}=1}^{P} W_{a, \nu^{\prime}}{ }_{1}^{(1)} G_{\nu^{\prime}}\right)}  \tag{5.13}\\
& {\left[{ }_{1}^{(1)} F_{V}\right]_{\nu}=\sum_{a=1}^{P}\left[\mathcal{C}^{-1}\right]_{\nu, a}^{T}\left(\sum_{\nu^{\prime}=1}^{P} W_{a, \nu^{\prime}}{ }_{1}^{(1)} F_{\nu^{\prime}}\right)} \\
& {\left[{ }_{3}^{(1)} G_{V}\right]_{\nu_{1}, \nu_{2}, \nu_{3}}=\sum_{a=1}^{P} \sum_{b=1}^{P} \sum_{c=1}^{P}\left[\mathcal{C}^{-1}\right]_{\nu_{1}, a}^{T} \mathcal{C}_{\nu_{2}, b} \mathcal{C}_{\nu_{3}, c}} \\
& \times\left(\sum_{\nu_{1}^{\prime}=1}^{P} \sum_{\nu_{2}^{\prime}=1}^{P} \sum_{\nu_{3}^{\prime}=1}^{P} W_{a, \nu_{1}^{\prime}} W_{b, \nu_{2}^{\prime}} W_{c, \nu_{3}^{\prime}}{ }_{3}^{(1)} G_{\nu_{1}^{\prime}, \nu_{2}^{\prime} \nu_{3}^{\prime}}\right) \\
& {\left[{ }_{3}^{(1)} F_{V}\right]_{\nu_{1}, \nu_{2}, \nu_{3}}=\sum_{a=1}^{P} \sum_{b=1}^{P} \sum_{c=1}^{P}\left[\mathcal{C}^{-1}\right]_{\nu_{1}, a}^{T}\left[\mathcal{C}^{-1}\right]_{\nu_{2}, b}^{T}\left[\mathcal{C}^{-1}\right]_{\nu_{3}, c}^{T}} \\
& \times\left(\sum_{\nu_{1}^{\prime}=1}^{P} \sum_{\nu_{2}^{\prime}=1}^{P} \sum_{\nu_{3}^{\prime}=1}^{P} W_{a, \nu_{1}^{\prime}} W_{b, \nu_{2}^{\prime}} W_{c, \nu_{3}^{\prime}}^{(1)}{ }_{3}^{( } F_{\nu_{1}^{\prime}, \nu_{2}^{\prime}, \nu_{3}^{\prime}}\right) .
\end{align*}
$$

The terms in parenthesis in the above equation are simply the $F$ and $G$ tensors transformed to the symmetry coordinate basis. These can be separately defined, with a subscript $W$ denoting transformation from internal to symmetry coordinates.

$$
\begin{align*}
{\left[{ }_{2}^{(0)} G_{W}\right]_{a, b} } & =\sum_{\nu_{1}^{\prime}=1}^{P} \sum_{\nu_{2}^{\prime}=1}^{P} W_{a, \nu_{1}^{\prime}} W_{b, \nu_{2}^{\prime}}{ }_{2}^{(0)} G_{\nu_{1}^{\prime}, \nu_{2}^{\prime}} \\
{\left[{ }_{2}^{(0)} F_{W}\right]_{a, b} } & =\sum_{\nu_{1}^{\prime}=1}^{P} \sum_{\nu_{2}^{\prime}=1}^{P} W_{a, \nu_{1}^{\prime}} W_{b, \nu_{2}^{\prime}}{ }_{2}^{(0)} F_{\nu_{1}^{\prime}, \nu_{2}^{\prime}} \\
{\left[{ }_{1}^{(1)} G_{W}\right]_{a} } & =\sum_{\nu^{\prime}=1}^{P} W_{a, \nu^{\prime}}{ }_{1}^{(1)} G_{\nu^{\prime}}  \tag{5.14}\\
{\left[{ }_{1}^{(1)} F_{W}\right]_{a} } & =\sum_{\nu^{\prime}=1}^{P} W_{a, \nu^{\prime}}{ }_{1}^{(1)} F_{\nu^{\prime}} \\
{\left[{ }_{3}^{(1)} G_{W}\right]_{a, b, c} } & =\sum_{\nu_{1}^{\prime}=1}^{P} \sum_{\nu_{2}^{\prime}=1}^{P} \sum_{\nu_{3}^{\prime}=1}^{P} W_{a, \nu_{1}^{\prime}} W_{b, \nu_{2}^{\prime}} W_{c, \nu_{3}^{\prime}}{ }_{3}^{(1)} G_{\nu_{1}^{\prime}, \nu_{2}^{\prime}, \nu_{3}^{\prime}} \\
{\left[{ }_{3}^{(1)} F_{W}\right]_{a, b, c} } & =\sum_{\nu_{1}^{\prime}=1}^{P} \sum_{\nu_{2}^{\prime}=1}^{P} \sum_{\nu_{3}^{\prime}=1}^{P} W_{a, \nu_{1}^{\prime}} W_{b, \nu_{2}^{\prime}} W_{c, \nu_{3}^{\prime}}{ }_{3}^{(1)} F_{\nu_{1}^{\prime}, \nu_{2}^{\prime}, \nu_{3}^{\prime}} .
\end{align*}
$$

### 5.1.3 Intermediate step: transformation to symmetry coordinates

The above-Equation (5.14) represents a crucial simplification in the transformation to normal-mode coordinates: the transformation of the Hamiltonian to symmetry coordinates as an intermediate step.

The symmetry coordinate vector $\mathbf{S}$ has a block form defined in Ref. (87), Eq. (42):

$$
\mathbf{S}=\left(\begin{array}{l}
\mathbf{S}_{r^{\prime}}^{[N]}  \tag{5.15}\\
\frac{\mathbf{S}_{\gamma^{\prime}}^{[N]}}{\mathbf{S}_{r^{\prime}}^{[N-1,1]}} \\
\frac{\mathbf{S}_{\gamma^{\prime}}^{[N-1,1]}}{\mathbf{S}_{\gamma^{\prime}}^{[N-2,2]}}
\end{array}\right)
$$

where the column vectors $\mathbf{S}_{X^{\prime}}^{[N]}, \mathbf{S}_{X^{\prime}}^{[N-1,1]}$, and $\mathbf{S}_{X^{\prime}}^{[N-2,2]}$ (where $X^{\prime}$ means $r^{\prime}$ or $\gamma^{\prime}$ ) have length $1, N-1$, and $N(N-3) / 2$, respectively. As explained in Ref. (87), the symmetry coordinate transforms under three different irreducible representations (irreps) of $S_{N}$, which are labeled by $[N],[N-1,1]$, and $[N-2,2]$. The symmetry
coordinate may be further subdivided into blocks labeled by $r$ and $g a m m a$ as well as the irrep labels.

Due to the block structure of $\mathbf{S}$ in Eq. (5.15), it is at this point convenient to introduce an index convention which reflects this structure. For a discussion of index notation convention (as well as a reference card), see Appendix B. In what follows, we may change convention mid-equation to reduce indical complexity, such as

$$
\begin{equation*}
S_{\nu}=\left[S_{X}^{\alpha}\right]_{\xi} . \tag{5.16}
\end{equation*}
$$

In the notation on the left side of the above equation, $\nu$ runs from 1 to $P=N(N+$ 1) $/ 2$. In the notation on the right, the $W$ block is labeled by irrep $\alpha$ and matrix block $X=r, \gamma$, and indexed by $\xi$ (whose range depends on $\alpha$ ).

Each block in the symmetry coordinate column vector (5.15) transforms under an irreducible representation of $S_{N}$. We list below the matrix representations of these irreps from Ref. (87):

$$
\begin{equation*}
\left(W_{r}^{[N]}\right)_{i}=\frac{1}{\sqrt{N}}, \tag{5.17}
\end{equation*}
$$

where $1 \leq i \leq N$. Therefore $\left(W_{r}^{[N]}\right)_{i}$ is a $1 \times N$ matrix.

$$
\begin{equation*}
\left(W_{\gamma}^{[N]}\right)_{(i j)}=\sqrt{\frac{2}{N(N-1)}}, \tag{5.18}
\end{equation*}
$$

where $1 \leq i<j \leq N$. Therefore $\left(W_{\gamma}^{[N]}\right)_{(i j)}$ is a $1 \times N(N-1) / 2$ matrix.

$$
\begin{equation*}
\left(W_{r}^{[N-1,1]}\right)_{i, k}=\frac{1}{\sqrt{i(i+1)}}\left(\Theta_{i-k+1}-i \delta_{i+1, k}\right) \tag{5.19}
\end{equation*}
$$

where $1 \leq i \leq N-1,1 \leq k \leq N$. Therefore $\left(W_{r}^{[N-1,1]}\right)_{i, k}$ is an $(N-1) \times N$ matrix.
In the above equation, we have defined a step function $\Theta_{x}$

$$
\Theta_{x}=\left\{\begin{array}{lll}
1 & \text { if } & 0<x \\
0 & \text { if } & x=0 \\
0 & \text { if } & x<0
\end{array} .\right.
$$

There are several variants on the step function, which differ in their values at the origin. The common Heaviside step function has $\Theta_{0}^{\mathrm{H}}=\frac{1}{2}$ and the UnitStep [x] function of Mathematica has $\Theta_{0}=1$. For integer arguments, $\Theta_{i}=$ UnitStep[i-1].

$$
\begin{equation*}
\left(W_{\gamma}^{[N-1,1]}\right)_{i,(k l)}=\frac{1}{\sqrt{i(i+1)(N-2)}}\left(\Theta_{i-k+1}+\Theta_{i-l+1}-i\left(\delta_{i+1, k}+\delta_{i+1, l}\right)\right) \tag{5.20}
\end{equation*}
$$

where $1 \leq i \leq N-1$, and $1 \leq k<l \leq N$. Therefore $\left(W_{\gamma}^{[N-1,1]}\right)_{i,(k l)}$ is an $(N-1) \times N(N-1) / 2$ matrix.

$$
\begin{align*}
& \left(W_{\gamma}^{[N-2,2]}\right)_{(i j),(m n)}=\frac{1}{\sqrt{i(i+1)(j-3)(j-2)}} \\
& \quad \times\left(\left(\Theta_{i-m+1}-i \delta_{i+1, m}\right)\left(\Theta_{j-n}-(j-3) \delta_{j, n}\right)\right. \\
& \left.\quad+\left(\Theta_{i-n+1}-i \delta_{i+1, n}\right)\left(\Theta_{j-m}-(j-3) \delta_{j, m}\right)\right) \tag{5.21}
\end{align*}
$$

where $1 \leq i \leq j-2,4 \leq j<N$ and $1 \leq m<n \leq N$. Therefore $\left(W_{\gamma}^{[N-2,2]}\right)_{(i j),(m n)}$ is an $N(N-3) / 2 \times N(N-1) / 2$ matrix.

These matrices can be assembled into a $W$ block matrix which transforms the entire internal coordinate vector $\overline{\mathbf{y}}^{\prime}$ to symmetry coordinates: $\mathbf{S}=\mathbf{W} \overline{\mathbf{y}}^{\prime}$. The $W$ matrix has a block form defined in Eq. (45) of Ref. (87):

$$
\mathbf{W}=\left(\begin{array}{cc}
\mathbf{W}_{r^{\prime}}^{[N]} & 0  \tag{5.22}\\
\mathbf{0} & \mathbf{W}_{\gamma^{\prime}}^{[N]} \\
\hline \mathbf{W}_{r^{\prime}}^{[N-1,1]} & 0 \\
0 & \mathbf{W}_{\gamma^{\prime}}^{[N-1,1]} \\
\hline \mathbf{0} & \mathbf{W}_{\gamma^{\prime}}^{[N-2,2]}
\end{array}\right) .
$$

Each block in the $W$ transformation (5.22) effects the reduction of a reducible representation of $S_{N}$ to an irreducible representation of $S_{N}$. The total dimensions of the $W$ matrix are $N(N+1) / 2 \times N(N+1) / 2$ and the dimensions of each block have been given above.

The analytic transformation of arbitrarily high- $N$ DPT Hamiltonian tensors to symmetry coordinates might seem an impossible task. Fortunately, in Eq. (5.13) both $F$ and $G$ transform in the same way to symmetry coordinates. This windfall allows us to calculate the transformation to symmetry coordinates of each binary invariant once for both $F$ and $G$ for any (isotropic) confined quantum system of identical bosons . Having transformed the DPT Hamiltonian to symmetry coordinates, it is relatively simple to finally perform the final transformation to normal coordinates.

### 5.1.4 Final step: transformation to normal coordinates

In Ref. (87) Eq. (81), the normal-coordinate vector $\mathbf{q}^{\prime}$ is shown to have the following block form:

$$
\mathbf{q}^{\prime}=\left(\begin{array}{l}
\mathbf{q}_{+}^{[N]}  \tag{5.23}\\
\frac{\mathbf{q}_{-}^{\prime[N]}}{\left.\mathbf{q}_{+}^{[N-1,}, 1\right]} \\
\frac{\left.\mathbf{q}_{-}^{[N-1,} 1\right]}{\mathbf{q}^{[N-2,2]}}
\end{array}\right)
$$

The column vectors $\mathbf{q}_{ \pm}^{\prime[N]}, \mathbf{q}_{ \pm}^{\prime[N-1,1]}$, and $\mathbf{q}^{[N-2,2]}$ have length $1, N-1$ and $N(N-3) / 2$, respectively.

In Reference (87), Eq. (80), the transformation from symmetry coordinates to normal coordinates $\mathcal{C}_{\mu_{1}, \mu_{2}}$ is defined as

$$
\mathcal{C}_{\mu_{1}, \mu_{2}}=\left(\begin{array}{cc|cc|c}
c_{+}^{[N]} \cos \theta_{+}^{[N]} & c_{+}^{[N]} \sin \theta_{+}^{[N]} & 0 & 0 & 0  \tag{5.24}\\
c_{-}^{[N]} \cos \theta_{-}^{[N]} & c_{-}^{[N]} \sin \theta_{-}^{[N]} & 0 & 0 & 0 \\
\hline 0 & 0 & c_{+}^{[N-1,1]} \cos \theta_{+}^{[+-1,1]} & c_{+}^{[N-1,1]} \sin \theta_{+}^{[N-1,1]} & 0 \\
0 & 0 & c_{-}^{[N-1,1]} \cos \theta_{-}^{[N-1,1]} & c_{-}^{[N-1,1]} \sin \theta_{-}^{[N-1,1]} & 0 \\
\hline 0 & 0 & 0 & 0 & c^{[N-2,2]}
\end{array}\right) .
$$

We define the $2 \times 2$ matrices $\mathcal{C}^{[N]}$ and $\mathcal{C}^{[N-1,1]}$, writing $\mathcal{C}_{\mu_{1}, \mu_{2}}$ in block matrix form:

$$
\mathcal{C}_{\mu_{1}, \mu_{2}}=\left(\begin{array}{l|l|l}
\mathcal{C}^{[N]} & &  \tag{5.25}\\
\hline & \mathcal{C}^{[N-1,1]} & \\
\hline & & c^{[N-2,2]}
\end{array}\right)
$$

The transformation matrix $\mathcal{C}_{\mu_{1}, \mu_{2}}$ has indices $\mu$ which range from 1 to 5 . This is to be distinguished the $\mathcal{C}_{\nu_{1}, \nu_{2}}$ matrix in Eqs. (5.13) in which a direct product of each of the blocks in the above matrix is formed with the appropriately-sized identity matrix.

$$
\mathcal{C}_{\nu_{1}, \nu_{2}}=\left(\begin{array}{c|c|c}
\mathcal{C}^{[N]} \otimes \mathbf{I}_{[\mathbf{N}]} & \mathbf{0} & \mathbf{0}  \tag{5.26}\\
\hline \mathbf{0} & \mathcal{C}^{[N-1,1]} \otimes \mathbf{I}_{[\mathbf{N}-\mathbf{1}, \mathbf{1}]} & \mathbf{0} \\
\hline \mathbf{0} & \mathbf{0} & c^{[N-2,2]} \times \mathbf{I}_{[\mathbf{N}-\mathbf{2}, \mathbf{2}]}
\end{array}\right)
$$

The matrices $I_{[N]}, I_{[N-1,1]}$, and $I_{[N-2,2]}$ are square matrices of dimension $1, N-1$, and $N(N-3) / 2$, respectively.

The normal coordinate vectors are constructed in a simple way from the symmetry coordinates: $\mathbf{q}^{\prime}=\mathcal{C}^{T} \mathbf{S}$ (Eq. (63) in Ref. (87)) results in a normal-coordinate vector of the form

$$
\mathbf{q}^{\prime}=\left(\begin{array}{c}
c_{+}^{[N]} \cos \theta_{+}^{[N]} \mathbf{S}_{r^{\prime}}^{[N]}+c_{+}^{[N]} \sin \theta_{+}^{[N]} \mathbf{S}_{\gamma^{\prime}}^{[N]}  \tag{5.27}\\
c_{-}^{[N]} \cos \theta_{-}^{[N]} \mathbf{S}_{r^{\prime}}^{[N]}+c_{-}^{[N]} \sin \theta_{-}^{[N]} \mathbf{S}_{\gamma^{\prime}}^{[N]} \\
\frac{c_{+}^{[N-1,1]} \cos \theta_{+}^{[N-1,}{ }^{[1]} \mathbf{S}_{r^{\prime}}^{[N-1,1]}+c_{+}^{[N-1,1]} \sin \theta_{+}^{[N-1,1]} \mathbf{S}_{\gamma^{\prime}}^{[N-1,1]}}{c_{-}^{[N-1,1]} \cos \theta_{-}^{[N-1,}{ }^{1]} \mathbf{S}_{r^{\prime}}^{[N-1,1]}+c_{-}^{[N-1,1]} \sin \theta_{-}^{[N-1,1}{ }^{[1]} \mathbf{S}_{\gamma^{\prime}}^{[N-1,1]}} \\
c^{[N-2,2]} \mathbf{S}_{\gamma^{\prime}}^{[N-2,2]}
\end{array}\right) .
$$

In the above equation, the "mixing angles" $\theta_{ \pm}^{\alpha}, c^{[N-2,2]}$, and the normalization $c_{ \pm}^{\alpha}$ are defined in terms of the harmonic-order Hamiltonian elements: Eqs. (76), (78), and (79) in Ref. (87).

Having seen the transformation of the internal-coordinate column vector to symmetry coordinates, then to normal coordinates, we now perform the same transformations on the DPT Hamiltonian tensors.

### 5.2 Transformation to symmetry coordinates

We now transform the first-anharmonic Hamiltonian to the basis of symmetry coordinates, obtaining

$$
\begin{equation*}
\bar{H}_{0}=-\frac{1}{2}\left[{ }_{2}^{(0)} G_{W}\right]_{\nu_{1}, \nu_{2}} \partial_{S_{\nu_{1}}} \partial_{S_{\nu_{2}}}+\frac{1}{2}\left[{ }_{2}^{(0)} F_{W}\right]_{\nu_{1}, \nu_{2}} S_{\nu_{1}} S_{\nu_{2}}+{ }_{0}^{(0)} F_{W} . \tag{5.28}
\end{equation*}
$$

and

$$
\begin{align*}
\bar{H}_{1}= & -\frac{1}{2}\left[{ }_{3}^{(1)} G_{W}\right]_{\nu_{1}, \nu_{2}, \nu_{3}} S_{\nu_{1}} \partial_{S_{\nu_{2}}} \partial_{S_{\nu_{3}}}-\frac{1}{2}\left[{ }_{1}^{(1)} G_{W}\right]_{\nu} \partial_{S_{\nu}} \\
& +\frac{1}{3!}\left[{ }_{3}^{(1)} F_{W}\right]_{\nu_{1}, \nu_{2}, \nu_{3}} S_{\nu_{1}} S_{\nu_{2}} S_{\nu_{3}}+\left[\begin{array}{c}
{ }_{1}^{(1)} F_{W}
\end{array}\right]_{\nu} S_{\nu}, \tag{5.29}
\end{align*}
$$

where summation over repeated $\nu_{i}$ indices from 1 to $P=N(N+1) / 2$ is implied.
In Ref. (87) using the results of Ref. (99) it has been shown that the harmonic Hamiltonian matrices in the basis of symmetry coordinates, denoted ${ }_{2}^{(0)} G_{W}$ and ${ }_{2}^{(0)} F_{W}$, have a particular block structure where each block is itself a direct product of matrices:

$$
\stackrel{(0)}{{ }_{2}^{(0)} Q_{W}}=\left(\begin{array}{ccc}
\sigma_{[N][N]}^{Q} \otimes \mathbf{I}_{[\mathbf{N}]} & \mathbf{0} & 0  \tag{5.30}\\
0 & \sigma_{[N-1,1][N-1,1]}^{Q} \otimes \mathbf{I}_{[\mathbf{N}-1,1]} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \sigma_{[N-2,2][N-2,2]}^{Q} \times \mathbf{I}_{[\mathbf{N}-\mathbf{2}, \mathbf{2}]}
\end{array}\right) .
$$

The matrices $\sigma_{[N][N]}^{Q}$ and $\sigma_{[N-1,1][N-1,1]}^{Q}$ are of dimension $2 \times 2$ and $\sigma_{[N-2,2][N-2,2]}^{Q}$ is a scalar.

The matrices $\mathbf{I}_{\alpha}$ contain all of the $N$ dependence, and are simply identity matrices. Despite their simple form, these $\mathbf{I}_{\alpha}$ matrices are actually the "Clebsch-Gordon" coefficients of $S_{N}$ which couple together two different irreps ( $\alpha$ and $\alpha$ ) to form a $[N]$ irrep $(95 ; 87 ; 100)$. These irreps can be coupled together to form irreps other than $[N]$, but the DPT Hamiltonian (similarity-transformed or not) must be invariant under $S_{N}$, so only the $[N]$ irrep in the series contributes. These Clebsch-Gordon coefficients are to be distinguished from their $S O(3)$ cousins from the land of electronic angular momentum theory.

### 5.2.1 Clebsch-Gordon coefficients of the transformation

Writing the Clebsch-Gordon coefficient which couples together $\alpha_{1}$ and $\alpha_{2}$ to yield [ $N$ ] as $C_{\xi_{1}, \xi_{2}}^{\alpha_{1} \alpha_{2}}$, the harmonic-order $Q_{W}$ may be written more generally by denoting the structural Clebsch-Gordon coefficient as $C_{\xi_{1}, \xi_{2}}^{\alpha_{1} \alpha_{2}}$ :

$$
\left[{ }_{2}^{(0)} Q_{W}^{\alpha_{1} \alpha_{2}}\right]_{\xi_{1}, \xi_{2}}^{X_{1} X_{2}}=\left[\begin{array}{c}
(0)  \tag{5.31}\\
2
\end{array} \sigma_{\alpha_{1} \alpha_{2}}^{Q}\right]_{X_{1}, X_{2}} C_{\xi_{1}, \xi_{2}}^{\alpha_{1} \alpha_{2}},
$$

where no summation over repeated $\alpha_{i}$ indices is implied. For each tensor element specified on the right hand side, this equation is simply a multiplication equation. Notice that the Clebsch-Gordon coefficient depends on the irrep labels $\alpha_{i}$ only, not on the block labels $X_{i}$; see the tables in Appendix B. The elements of the coefficient $\left[{ }_{2}^{(0)} \sigma_{\alpha_{1} \alpha_{2}}^{Q}\right]_{X_{1}, X_{2}}$ form a $5 \times 5$ matrix (with the block structure shown above).

At first anharmonic order, the blocks of the symmetry-transformed Hamiltonian tensors are also proportional to Clebsch-Gordon coefficients. In the case of the rankone Hamiltonian tensor, there is really no coupling of irreps, so the rank-one ClebschGordon ${ }^{1}$ has a simple form:

[^8]\[

C_{\xi}^{\alpha}=\left\{$$
\begin{array}{lll}
1 & \text { if } & \alpha=[N]  \tag{5.32}\\
0 & & \text { otherwise }
\end{array}
$$\right.
\]

Therefore, we can expect the rank-one Hamiltonian tensors to be proportional to this Clebsch-Gordon coefficient by a proportionality vector we denote $\left[\begin{array}{cc}(1) \\ 1\end{array} \sigma_{\alpha_{1}}^{Q}\right]_{\mu}$ :

$$
\left[{ }_{1}^{(1)} Q_{W}^{\alpha}\right]_{\xi}^{X}=\left[\begin{array}{c}
(1)  \tag{5.33}\\
1
\end{array} \sigma_{\alpha}^{Q}\right]_{X} C_{\xi}^{\alpha} .
$$

The Clebsch-Gordon coefficients which couple three irreps to form an $[N]$ irrep are significantly more complex than the above. Fortunately, there are only eight such coefficients at first anharmonic order. Also, there are two Clebsch-Gordon coefficients which couple together $[N-2,2][N-2,2][N-2,2]$ to form $[N]$, so this block of the DPT Hamiltonian is proportional to a sum of the two Clebsch-Gordon coefficients.

Let us denote the number of $[N]$ irreps in a Clebsch-Gordon series by $t\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$. In this thesis, there is only one Clebsch-Gordon series for which $t \geq 1$; and that is $t([N-2,2],[N-2,2],[N-2,2])=2$.

Therefore, the block tensors of the rank-three, first-anharmonic-order tensor in the symmetry coordinate basis may be written in terms of the Clebsch-Gordon coefficients:

$$
\begin{equation*}
\left[{ }_{3}^{(1)} Q_{W}^{\mu_{1} \mu_{2} \mu_{3}}\right]_{\xi_{1}, \xi_{2}, \xi_{3}}=\sum_{k}^{t\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)}\left[{ }_{3}^{(1)} \sigma_{\alpha_{1} \alpha_{2} \alpha_{3} k}^{Q}\right]_{X_{1}, X_{2}, X_{3}} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\alpha_{1} \alpha_{2}, \alpha_{3}, k} \tag{5.34}
\end{equation*}
$$

where no summation over the repeated $\alpha_{i}$ indices is implied. This is a simple equation. The tensor $\left[{ }_{3}^{(1)} \sigma_{\alpha_{1} \alpha_{2} \alpha_{3} k}^{Q}\right]_{X_{1}, X_{2}, X_{3}}$ has dimensions $5 \times 5 \times 5$.

The proportionality coefficient tensor $\sigma$ contains all of the information about the system's Hamiltonian. This $\sigma$ is a small tensor with a size that does not grow with $N$. All of the complicated $N$-dependence and indical structure of each transformed block tensor is now entirely contained within the Clebsch-Gordon coefficient. Since there are only eight such Clebsch-Gordon coefficients, otherwise-prohibitive computational expense may be eliminated provided one can, for arbitrary $N$,

1. calculate the Clebsch-Gordon coefficient tensors symbolically, and
2. calculate the proportionality coefficient tensors $\sigma$ symbolically.

It is one thing to calculate the Clebsch-Gordon coefficients for $S_{3}, S_{4}$, and so on (one can find some examples of this in some textbooks(95)). It is quite another to calculate the coefficients in general for $S_{N}$.

These Clebsch-Gordon coefficient tensors were calculated in closed-form by analytically transforming binary invariants to the symmetry coordinate basis. This involves arduous algebra, for which we developed rule-based (rather than procedural) symbolic programs in Mathematica(101). we created a package which performs summations over the discrete Kronecker delta function and the unit step function (102). For details of the derivation of these coefficients, see Appendix E. The analytic derivation of these eight Clebsch-Gordon coefficients represents the subjugation of the DPT $N$-body problem, at least to first anharmonic order.

### 5.2.2 Symmetry-transformed binary invariants

To make use of the Clebsch-Gordon coefficients, one must calculate the proportionality coefficients in Eqs. (5.31), (5.33), and (5.34). The difficulty in doing so lies in resolving how, upon transformation to symmetry coordinates, the intricate structure of the $Q$ tensors is folded into the proportionality tensor $\sigma$. This folded structure is entirely embodied in the transformed binary invariants. Therefore we may resolve the physical and structural information in the Hamiltonian, noting that the $F$ and $G$ tensors are symmetric so block labels can be dropped. ${ }^{2}$

From Eq. (4.15), we decompose each tensor block ${ }_{R}^{(\text {order })} Q^{X_{1} \cdots}$ of blocks (labeled by $X_{i}$ ) as a linear combination of the binary invariants for the graphs of the block,

$$
\underset{R}{(\text { order })} Q^{X_{1} \ldots X_{R}}=\sum_{\mathcal{G} \in \mathbb{G}_{X_{1} \ldots X_{R}}} \stackrel{(\text { order })}{R}^{X_{1} \ldots X_{R}}(\mathcal{G})\left[B^{X_{1} \ldots X_{R}}(\mathcal{G})\right]_{\xi_{1}, \ldots, \xi_{R}},
$$

where no summation is ever implied over superscript block labels $X$.
Now, for any graph $\mathcal{G}$ in a block, the transformation of the tensor $B^{\text {block }}(\mathcal{G})$ must be proportional to the Clebsch-Gordon coefficient of that transformation. Let us denote that quantity which multiplies the Clebsch-Gordon coefficient as $\beta(\mathcal{G})$ :

$$
\begin{align*}
{\left[W_{X_{1}}^{\alpha_{1}} W_{X_{2}}^{\alpha_{2}} B(\mathcal{G})\right]_{\xi_{1}, \xi_{2}} } & =\left[{ }_{2}^{(0)} \beta^{\alpha_{1} \alpha_{2}}(\mathcal{G})\right]_{X_{1}, X_{2}} C_{\xi_{1}, \xi_{2}}^{\alpha_{1} \alpha_{2}}  \tag{5.35}\\
{\left[W_{X_{1}}^{\alpha_{1}} B(\mathcal{G})\right]_{\xi_{1}} } & =\left[{ }_{1}^{(1)} \beta^{\alpha_{1}}(\mathcal{G})\right]_{X_{1}} C_{\xi}^{\alpha}  \tag{5.36}\\
{\left[W_{X_{1}}^{\alpha_{1}} W_{X_{2}}^{\alpha_{2}} W_{X_{3}}^{\alpha_{3}} B(\mathcal{G})\right]_{\xi_{1}, \xi_{2}, \xi_{3}} } & =\sum_{k}^{t\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)}\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(\mathcal{G})\right]_{X_{1}, X_{2}, X_{3}} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\alpha_{1} \alpha_{2}, \alpha_{3}, k} \tag{5.37}
\end{align*}
$$

Comparing the above equations, we can directly write the proportionality coefficients, $\sigma^{Q}$ in Eqs. (5.31), (5.33), and (5.34) as a linear combination of these " $\beta(\mathcal{G})$ multipliers":

[^9]\[

$$
\begin{align*}
{\left[\begin{array}{l}
(0) \\
2
\end{array} \sigma_{\alpha_{1} \alpha_{2}}^{Q}\right]_{X_{1}, X_{2}} } & =\sum_{\mathcal{G}}{ }_{2}^{(0)} Q(\mathcal{G})\left[\begin{array}{l}
(0) \\
2
\end{array} \beta^{\alpha_{1} \alpha_{2}}(\mathcal{G})\right]_{X_{1}, X_{2}}  \tag{5.38}\\
{\left[\begin{array}{l}
(1) \\
1
\end{array} \sigma_{\alpha_{1}}^{Q}\right]_{X_{1}} } & =\sum_{\mathcal{G}}^{{ }_{1}^{(1)}} Q(\mathcal{G})\left[\begin{array}{l}
(1) \\
1
\end{array} \beta^{\alpha_{1}}(\mathcal{G})\right]_{X_{1}}  \tag{5.39}\\
\sum_{k}^{t\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)}\left[{ }_{3}^{(1)} \sigma_{\alpha_{1} \alpha_{2} \alpha_{3} k}^{Q}\right]_{X_{1}, X_{2}, X_{3}} & =\sum_{\mathcal{G}}{ }_{3}^{(1)} Q(\mathcal{G}) \sum_{k}\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3} k}(\mathcal{G})\right]_{X_{1}, X_{2}, X_{3}} \tag{5.40}
\end{align*}
$$
\]

Recall that the dimensions of $\sigma$ and therefore $\beta(\mathcal{G})$ do not depend on $N$ : all of the complicated $N$-dependent index structure is contained within the Clebsch-Gordon coefficient. Again, there is nothing complicated happening in the above equations, only element-by-element multiplication.

In Appendix F, we derive the elements of these $\beta(\mathcal{G})$ multipliers by analytically transforming binary invariants and comparing to the relevant Clebsch-Gordon coefficient in Eqs. (5.35-5.37). These results are used in Eqs. (5.38-5.40) to construct the coefficient tensor $\sigma$ by which the particular physical system is transformed to symmetry coordinates in Eqs (5.31), (5.33) and (5.34), which we reproduce below in a more convenient form:

$$
\begin{align*}
{\left[\begin{array}{c}
(0) \\
2
\end{array} Q_{W}^{\mu_{1} \mu_{2}}\right]_{\xi_{1}, \xi_{2}} } & ={ }_{2}^{(0)} \sigma_{\mu_{1}, \mu_{2}}^{Q} C_{\xi_{1}, \xi_{2}}^{\alpha_{1} \alpha_{2}}  \tag{5.41}\\
{\left[{ }_{1}^{(1)} Q_{W}^{\mu}\right]_{\xi} } & ={ }_{1}^{(1)} \sigma_{\mu}^{Q} C_{\xi}^{\alpha}  \tag{5.42}\\
{\left[{ }_{3}^{(1)} Q_{W}^{\mu_{1} \mu_{2} \mu_{3}}\right]_{\xi_{1}, \xi_{2}, \xi_{3}} } & =\sum_{k}^{t\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)}{ }_{3}^{\left({ }_{3}\right)} \sigma_{\mu_{1}, \mu_{2}, \mu_{3}}^{Q} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\alpha_{1} \alpha_{2}, \alpha_{3}, k} . \tag{5.43}
\end{align*}
$$

In the above equations, we adopt a notation (see Appendix B) combining $\alpha$ and $X$ to form a single index $\mu$ which ranges from 1 to $5: \mu \in\{\mathbf{0} r, \mathbf{0} \gamma, \mathbf{1} r, \mathbf{1} \gamma, \mathbf{2}\}$ (where $\mathbf{0}, \mathbf{1}$, and $\mathbf{2}$ are shorthand for the $[N],[N-1,1]$, and $[N-2,2]$ irreps, respectively).

There is nothing complicated happening in these equations. There are no repeated indices to contract so these equations represent simple multiplication for each tensor element. we have indexed the $\sigma$ tensors in the above equations in preparation for transforming the above equations to normal coordinates by the transformation $\mathcal{C}_{\mu_{1}, \mu_{2}}$.

### 5.3 Transformation to normal coordinates

The transformation of the DPT Hamiltonian tensors from symmetry coordinates to normal coordinates is relatively simple. One must merely transform the $\sigma$ coefficient
tensors by $\mathcal{C}_{\mu_{1}, \mu_{2}}$ according to Eqs. (5.13). The result is DPT Hamiltonian coefficient tensors transformed to the normal-coordinate basis:

$$
\begin{align*}
{\left[\begin{array}{c}
(0) \\
2
\end{array} Q_{V}\right]_{\nu_{1}, \nu_{2}}=\left[\begin{array}{c}
(0) \\
2
\end{array} Q_{V}^{\mu_{1} \mu_{2}}\right]_{\xi_{1}, \xi_{2}} } & ={ }_{2}^{(0)} \tau_{\mu_{1} \mu 2}^{Q} C_{\xi_{1}, \xi_{2}}^{\alpha_{1} \alpha_{2}}  \tag{5.44}\\
{\left[\begin{array}{c}
(1) \\
1
\end{array} Q_{V}\right]_{\nu}=\left[\begin{array}{c}
{ }_{1}^{(1)} \\
1
\end{array} Q_{V}^{\mu}\right]_{\xi} } & ={ }_{1}^{(1)} \tau_{\nu}^{Q} C_{\xi_{1}}^{\alpha_{1}}  \tag{5.45}\\
{\left[{ }_{3}^{(1)} Q_{V}\right]_{\nu_{1}, \nu_{2}, \nu_{3}}=\left[{ }_{3}=\left[{ }_{3}^{(1)} Q_{V}^{\mu_{1} \mu_{2} \mu_{3}}\right]_{\xi_{1}, \xi_{2}, \xi_{3}}\right.} & =\sum_{k}^{t\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)}{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{Q} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\alpha_{1} \alpha_{2} \alpha_{3}, k} . \tag{5.46}
\end{align*}
$$

In the above equations, we have derived the coefficient tensors in the DPT Hamiltonian in normal coordinates, as expressed in Eqs. (5.10) and (5.11) which we reproduce below:

$$
\bar{H}_{0}=-\frac{1}{2}\left[{ }_{2}^{(0)} G_{V}\right]_{\nu_{1}, \nu_{2}} \partial_{q_{\nu_{1}}} \partial_{q_{\nu_{2}}}+\frac{1}{2}\left[{ }_{2}^{(0)} F_{V}\right]_{\nu_{1}, \nu_{2}} q_{\nu_{1}} q_{\nu_{2}}+{ }_{0}^{(0)} F_{V} .
$$

and

$$
\begin{aligned}
\bar{H}_{1}= & -\frac{1}{2}\left[{ }_{3}^{(1)} G_{V}\right]_{\nu_{1}, \nu_{2}, \nu_{3}} q_{\nu_{1}} \partial_{q_{\nu_{2}}} \partial_{q_{\nu_{3}}}-\frac{1}{2}\left[\begin{array}{c}
{\left[\begin{array}{c}
1) \\
1
\end{array} G_{V}\right.}
\end{array}\right]_{\nu} \partial_{q_{\nu}} \\
& +\frac{1}{3!}\left[{ }_{3}^{(1)} F_{V}\right]_{\nu_{1}, \nu_{2}, \nu_{3}} q_{\nu_{1}} q_{\nu_{2}} q_{\nu_{3}}+\left[\begin{array}{c}
(1) \\
1 \\
1
\end{array} F_{V}\right]_{\nu} q_{\nu},
\end{aligned}
$$

where summation of repeated $\nu_{i}$ indices from 1 to $P$ is implied. In the index contractions in the above equations, most of the "action" occurs between the Clebsch-Gordan coefficients $C_{\mu \ldots . .}^{\alpha_{1} \ldots}$ and the normal-mode coordinates and derivatives $\mathbf{q}_{\nu}^{\prime}$ and $\partial_{\mathbf{q}_{\nu}^{\prime}}$. We emphasize that all of the N -dependent structure resides in the Clebsch-Gordan coefficients.

The analytic transformation of a microscopic $N$-body Hamiltonian to a basis of collective coordinates opens many doors. For one, the full $N$-body DPT wavefunction can now be easily derived to first anharmonic order.

## Chapter 6

## Anharmonic Wave Function And Density Profile

In this chapter, we calculate the first anharmonic order, ground-state DPT wavefunction and density profile for a system of identical bosons in an isotropic confining potential. This calculation builds upon previous isotropic work. The isotropic, harmonicorder DPT ground-state wavefunction was derived in Reference (87). The harmonicorder DPT ground-state density profile was derived in Reference (90). The first-anharmonic-order DPT ground-state wavefunction was derived in Reference (100) and the first-anharmonic density profile was derived in Reference (103). Here we reproduce the derivation of the first-anharmonic wavefunction and density profile.

For increased clarity, all summations in this chapter will be made explicit: there will be no implied summation over repeated indices.

### 6.1 Derivation of the first-anharmonic-order ground-state wavefunction

### 6.1.1 Harmonic-order wavefunction

The order- $\delta$ Hamiltonian (Eq. (3.38) is of the form of a multi-dimensional harmonic oscillator (hence the name harmonic order). Since we have determined the normal coordinates of the system, we can write the harmonic-order wavefunction in normal coordinates as a product of $P=N(N+1) / 2$ harmonic-oscillator wave functions. We obtain

$$
\begin{equation*}
\Phi_{0}\left(\mathbf{q}^{\prime}\right)=\prod_{\nu=1}^{P} \phi_{n_{\nu}}\left(\sqrt{\bar{\omega}_{\nu}} q_{\nu}^{\prime}\right), \tag{6.1}
\end{equation*}
$$

where $\phi_{n_{\nu}}\left(\sqrt{\bar{\omega}_{\nu}} q_{\nu}^{\prime}\right)$ is a one-dimensional harmonic-oscillator wave function of frequency $\bar{\omega}_{\nu}$ and $n_{\nu}$ is the oscillator quantum number, $0 \leq n_{\nu}<\infty$, which counts the number of quanta in each normal mode.

In Reference (87) (summarized in Chapter 5) the normal-mode coordinates $q_{\nu}^{\prime}$ were derived from the maximal point group symmetry of the large-dimensional structure. The normal modes transform under the irreducible representations of $S_{N}$ labeled by [ $N$ ], $[N-1,1]$, and $[N-2,2]$. We employ a short-hand notation for these irreps: $\mathbf{0}=[N], \mathbf{1}=[N-1,1]$, and $\mathbf{2}=[N-2,2]$. There are two $[N]$ irreps (each of dimension one), two [ $N-1,1$ ] irreps (each of $N-1$ dimensions), and one [ $N-2,2$ ] irrep (of $N(N-3) / 2$ dimensions). Thus the normal modes are partitioned by irreps: there are 2 normal coordinates which transform under two $[N]$ irreps, $2(N-1)$ which transform under two $[N-1,1]$, and $N(N-3) / 2$ which transform under an $[N-2,2]$ irrep. In Eq. (6.1), we have adopted a compact notation where the normal coordinates are simply labeled by $q_{\nu}^{\prime}$, but it is sometimes necessary to label the normal coordinates $\left[q_{\mu}^{\prime}\right]_{\xi}$ by both the block label $\mu \in\{\mathbf{0}+, \mathbf{1}+, \mathbf{2}\}$ and the degeneracy index $\xi$ which has a range from 1 to the degeneracy of $\mu$.

Writing the harmonic-order wavefunction in the latter block form, we obtain

$$
\begin{equation*}
\Phi_{0}\left(\mathbf{q}^{\prime}\right)=\prod_{\mu=\left\{\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}\right\}} \prod_{\xi=1}^{d_{\mu}} \phi_{n(\mu, \xi)}\left(\sqrt{\bar{\omega}_{\mu}}\left[q_{\mu}^{\prime}\right] \xi\right), \tag{6.2}
\end{equation*}
$$

where $\phi_{n(\mu, \xi)}\left(\sqrt{\omega_{\mu}}\left[q_{\mu}^{\prime}\right]_{\xi}\right)$ is a one-dimensional harmonic-oscillator wave function of frequency $\bar{\omega}_{\mu}$ and $n(\mu, \xi)$ is the oscillator quantum number, $0 \leq n(\mu, \xi)<\infty$, which counts the number of quanta in each normal mode. The index $\mu$ labels the manifold of normal modes with the same frequency $\bar{\omega}_{\mu}$, while the degeneracy of the $\mu$ th normal mode is denoted $d_{\mu}=1, N-1$ or $N(N-3) / 2$ for $\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}$or $\mathbf{2}$, respectively.

### 6.1.2 Harmonic-order ground-state wavefunction

The harmonic-order DPT wave function for the ground state, ${ }_{g} \Phi_{0}\left(\mathbf{q}^{\prime}\right)$, is given by Eq. (6.2) with all of the $n_{\nu}$ set equal to zero, i.e.

$$
\begin{equation*}
\Phi_{0}\left(\mathbf{q}^{\prime}\right)=\prod_{\nu=1}^{P} \phi_{0}\left(\sqrt{\bar{\omega}_{\nu}} q_{\nu}^{\prime}\right) \tag{6.3}
\end{equation*}
$$

where $\phi_{0}$ is the wavefunction of a single harmonic-oscillator,

$$
\begin{equation*}
\phi_{0}\left(\sqrt{\bar{\omega}_{\nu}} q_{\nu}^{\prime}\right)=\left(\frac{\bar{\omega}_{\nu}}{\pi}\right)^{\frac{1}{4}} \exp \left(-\frac{1}{2} \bar{\omega}_{\nu} q_{\nu}^{\prime 2}\right) . \tag{6.4}
\end{equation*}
$$

There are $N(N+1) / 2$ normal modes and up to $N(N+1) / 2$ distinct frequencies; analytically determining these normal modes would be a formidable problem if it weren't for the $S_{N}$ point group symmetry expressed in the invariance of the $\boldsymbol{F}$ and $\boldsymbol{G}$ tensors, and the small, $N$-independent number of binary invariants spanning the invariant tensor spaces. In References (87), (81) and (82) we have used this $S_{N}$ point group symmetry to derive both the frequencies and normal modes of the lowest-order, Jacobian-weighted wave function for arbitrary $N$. This analysis results in only five distinct frequencies. These five frequencies are associated with five distinct collective motions: a center-of-mass mode, a breathing mode, radial and angular singly-excited state modes, and phonon modes. Each of these frequencies is associated with a set of normal modes which transforms under an irreducible representation of the $S_{N}$ point group.

### 6.1.3 First anharmonic wave function

Previous applications of DPT went to very high order in the asymptotic $1 / D$ expansion. For systems with a large number of degrees of freedom, the calculation of these high-order terms can be computationally prohibitive and subject to numerical difficulties. In Reference (83), Dunn et. al. present an algorithm by which these corrections may be derived exactly using tensor algebra. Using this formalism, the wavefunction is derived in Ref. (100) to first anharmonic order

$$
\begin{equation*}
\Phi\left(\mathbf{q}^{\prime}\right)=\left(1+\delta^{\frac{1}{2}} \hat{\Delta}\right) \Phi_{0}\left(\mathbf{q}^{\prime}\right)+O(\delta) \tag{6.5}
\end{equation*}
$$

where $\hat{\Delta}$ is an operator (note the "hat"). This wavefunction is obtained by solving the following eigenvalue equation:

$$
\begin{equation*}
\left[\hat{\Delta}, \bar{H}_{0}\right] \Phi_{0}=\bar{H}_{1} \Phi_{0} . \tag{6.6}
\end{equation*}
$$

To solve this equation, we note that since $\Phi_{0}\left(\mathbf{q}^{\prime}\right)$ is a Gaussian function, the derivatives in $\bar{H}_{1}$ and $\bar{H}_{0}$ written in normal coordinates "bring down" normal coordinates from the exponent, so $\bar{H}_{1}$ effectively becomes a 3rd-order polynomial of only odd powers in $\mathbf{q}^{\prime}$. Then from Eq. (6.6), $\hat{\Delta}$ is a cubic polynomial and of only odd powers in the normal modes. When $\hat{\Delta}$ is re-expressed in terms of internal displacement coordinates, $\boldsymbol{r}^{\prime}$ and $\boldsymbol{\gamma}^{\prime}$, it is cubic and of only odd powers in these internal displacement coordinates.

### 6.1.3.1 Evaluation of the derivatives in the first-anharmonic-order Hamiltonian

We evaluate the derivatives in Eq. (6.6) to reduce the operator equation to a polynomial equation in $q_{\nu}^{\prime}$,

$$
\begin{gather*}
\partial_{q_{\nu}^{\prime}} \Phi_{0}\left(\mathbf{q}^{\prime}\right)=-\bar{\omega}_{\nu} q_{\nu}^{\prime} \Phi_{0}\left(\mathbf{q}^{\prime}\right)  \tag{6.7}\\
\partial_{q_{\nu}^{\prime}}^{2} \Phi_{0}\left(\mathbf{q}^{\prime}\right)=\left(-\bar{\omega}_{\nu}+\bar{\omega}_{\nu}^{2}\left(q_{\nu}^{\prime}\right)^{2}\right) \Phi_{0}\left(\mathbf{q}^{\prime}\right) . \tag{6.8}
\end{gather*}
$$

Therefore with the substitutions

$$
\begin{align*}
\partial_{q^{\prime}{ }_{\nu}} & \rightarrow-\bar{\omega}_{\nu} q^{\prime}{ }_{\nu}  \tag{6.9}\\
\partial_{q^{\prime} \nu_{i}} \partial_{q_{\nu_{\nu j}}} & \rightarrow \bar{\omega}_{\nu_{i}} \bar{\omega}_{\nu_{j}} q_{\nu_{i}}^{\prime} q_{\nu_{j}}^{\prime}-\delta_{i j} \bar{\omega}_{\nu_{i}}, \tag{6.10}
\end{align*}
$$

the action of $\bar{H}_{1}$ on $\Phi_{0}\left(\mathbf{q}^{\prime}\right)$ becomes equivalent to the action of a 3rd-order polynomial $\left(\bar{H}_{1}\right)_{\text {eff }}$ on $\Phi_{0}\left(\mathbf{q}^{\prime}\right):$

$$
\bar{H}_{1} \Phi_{0}\left(\mathbf{q}^{\prime}\right)=\left(\bar{H}_{1}\right)_{\mathrm{eff}} \Phi_{0}\left(\mathbf{q}^{\prime}\right)
$$

where

$$
\begin{align*}
& \left(\bar{H}_{1}\right)_{\text {eff }}=\sum_{\nu_{1}, \nu_{2}, \nu_{3}}\left(-\frac{1}{2}\left[{ }_{3}^{(1)} G_{V}\right]_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{\omega}_{\nu_{2}} \bar{\omega}_{\nu_{3}}+\frac{1}{3!}\left[{ }_{3}^{(1)} F_{V}\right]_{\nu_{1}, \nu_{2}, \nu_{3}}\right) q_{\nu_{1}}^{\prime} q_{\nu_{2}}^{\prime} q_{\nu_{3}}^{\prime} \\
& \quad+\sum_{\nu_{1}}\left(\frac{1}{2} \sum_{\nu_{2}}\left[{ }_{3}^{(1)} G_{V}\right]_{\nu_{1}, \nu_{2}, \nu_{2}} \bar{\omega}_{\nu_{2}}+\frac{1}{2}\left[\begin{array}{c}
(1) \\
1
\end{array} G_{V}\right]_{\nu_{1}} \bar{\omega}_{\nu_{1}}+\left[\begin{array}{c}
(1) \\
1 \\
1
\end{array}\right]_{\nu_{1}}\right) q_{\nu_{1}}^{\prime} \cdot(6 \tag{6.11}
\end{align*}
$$

Note that the repeated index summation convention is not used in this chapter: all summations are written explicitly.

Let us define the $(4 \times 4 \times 4)$ tensor $\tau_{\mu_{1}, \mu_{2}, \mu_{3}}^{H_{1}}$ and the length- 4 column vector $\tau_{\mu_{1}}^{H_{1}}$ so that the above equation may be written in terms of Clebsch-Gordon tensors:

$$
\begin{align*}
\tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{H_{1}} & =-\frac{1}{2}{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{G} \bar{\omega}_{\mu_{2}} \bar{\omega}_{\mu_{3}}+\frac{1}{3!}{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{F} \\
\tau_{\mu_{1}}^{H_{1}} & =\frac{1}{2} \sum_{\mu_{2}} d_{\mu_{2}}{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{2}, i}^{G} \bar{\omega}_{\mu_{2}}+\frac{1}{2}{ }_{1}^{(1)} \tau_{\mu_{1}}^{G} \bar{\omega}_{\mu_{1}}+{ }_{1}^{(1)} \tau_{\mu_{1}}^{F} . \tag{6.12}
\end{align*}
$$

Therefore, the polynomial $\left(\bar{H}_{1}\right)_{\text {eff }}$ may be written in the following compact form:

$$
\begin{align*}
\left(\bar{H}_{1}\right)_{\mathrm{eff}}= & \sum_{\mu_{1}, \mu_{2}, \mu_{3}, k} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{H_{1}} \sum_{\xi_{1}, \xi_{2}, \xi_{3}} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3} k}\left[q^{\prime}{ }_{\mu_{1}}\right]_{\xi_{1}}\left[q^{\prime}{ }_{\mu_{2}}^{\prime}\right]_{\xi_{2}}\left[q^{\prime}{ }_{\mu_{3}}^{\prime}\right]_{\xi_{3}}+ \\
& +\sum_{\mu=\mathbf{0}+} \tau_{\mu}^{H_{1}} q_{\mu}^{\prime} . \tag{6.13}
\end{align*}
$$

### 6.1.3.2 Derivation of the cubic $\Delta$

From Eqs. (6.6) and (6.13) above, we obtain the polynomial equation (note the absence of a "hat" on $\Delta$, which is a polynomial)

$$
\begin{equation*}
\left[\Delta, H_{0}\right] \Phi_{0}=\left(\bar{H}_{1}\right)_{\mathrm{eff}} \Phi_{0} \tag{6.14}
\end{equation*}
$$

Solving this equation for the polynomial $\Delta$, we obtain

$$
\begin{equation*}
\Delta=\sum_{\mu_{1}, \mu_{2}, \mu_{3}, k} \sum_{\xi_{1}, \xi_{2}, \xi_{3}}\left({ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}, k}\right)\left[q^{\prime}{ }_{\mu_{1}}\right] \xi_{1}\left[q_{\mu_{2}}^{\prime}\right]_{\xi_{2}}\left[q_{\mu_{3}}^{\prime}\right] \xi_{3}+\sum_{\mu=\mathbf{0}}^{0-}{ }_{1}^{(1)} \tau_{\mu}^{\Delta} q_{\mu}^{\prime}, \tag{6.15}
\end{equation*}
$$

where the indices $\mu$ range over the irrep labels $\{\mathbf{0}+, \mathbf{0}-, \mathbf{1 +}, \mathbf{1}-\mathbf{2}\}$ (except for the last term, where $\mu$ is explicitly summed over $0+$ and $0-$ ) and

$$
\begin{align*}
{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{\Delta}= & \frac{-{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{H_{1}}}{\bar{\omega}_{\mu_{1}}+\bar{\omega}_{\mu_{2}}+\bar{\omega}_{\mu_{3}}}  \tag{6.16}\\
{ }_{1}^{(1)} \tau_{\mathbf{0 \pm}}^{\Delta}= & \frac{1}{\bar{\omega}_{\mathbf{0 \pm}}}\left(-{ }_{1}^{(1)} \tau_{0 \pm}^{H_{1}}\right.  \tag{6.17}\\
& \left.+\sum_{\mu} d_{\mu}\left({ }_{3}^{(1)} \tau_{0 \pm \mu \mu}^{\Delta}+{ }_{3}^{(1)} \tau_{\mu \mathbf{0} \pm \mu}^{\Delta}+{ }_{3}^{(1)} \tau_{\mu \mu \mathbf{0} \pm}^{\Delta}\right)\right) . \tag{6.18}
\end{align*}
$$

Therefore, the first anharmonic-order many-body wavefunction is obtained by multiplying the harmonic-order wavefunction by $\Delta$, a polynomial in $\mathrm{q}^{\prime}$ given by Eqs (6.15) and (6.16):

$$
\begin{equation*}
\Phi\left(\mathbf{q}^{\prime}\right)=\left(1+\delta^{\frac{1}{2}} \Delta\right) \Phi_{0}\left(\mathbf{q}^{\prime}\right)+O(\delta) \tag{6.19}
\end{equation*}
$$

### 6.2 Derivation of the first-anharmonic order density profile

### 6.2.1 Harmonic order density profile

In Ref. (90), we derived the DPT density profile at harmonic order by integrating over many of the degrees of freedom of the wavefunction, and transforming that integral from normal to internal coordinates. The essential idea is to integrate over all of the normal coordinates using a Dirac delta function to "project out" a radial dependence for the radius of a single particle $r_{i}$, obtaining the single-particle probability density function $\rho_{0}(r)$ for the harmonic order ground state, where

$$
\begin{equation*}
\rho_{0}(r)=\frac{1}{S(D)} \sum_{i=1}^{N} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{i}\right)\left[\Phi_{0}\left(\overline{\mathbf{y}}^{\prime}\right)\right]^{2} \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}} \prod_{\xi=1}^{d_{\mu}} d\left[q_{\mu}^{\prime}\right]_{\xi}, \tag{6.20}
\end{equation*}
$$

and $\delta_{f}\left(r-r_{i}\right)$ is the Dirac delta function (differentiated from the inverse dimension, $\delta$, by the subscript $f$ ). The factor $S(D)$ is the $D$-dimensional solid angle(92),

$$
\begin{equation*}
S(D)=\frac{2 \pi^{\frac{D}{2}}}{\Gamma\left(\frac{D}{2}\right)}, \tag{6.21}
\end{equation*}
$$

where we note that $S(1)=2, S(2)=2 \pi, S(3)=4 \pi, S(4)=2 \pi^{2}$.
It is more convenient for us to use a density profile $N_{0}(r)$ weighted by the Ddimensional Jacobian factor

$$
\begin{equation*}
N_{0}(r)=r^{(D-1)} \rho_{0}(r) . \tag{6.22}
\end{equation*}
$$

The Dirac delta function $\delta_{f}\left(r-r_{i}\right)$ is a function of $r_{i}$, while the integral is over the normal coordinates $\boldsymbol{q}^{\mathbf{0}^{+}}, \boldsymbol{q}^{\mathbf{0}^{-}},\left[\boldsymbol{q}^{\mathbf{1}^{+}}\right]_{N-1}$, and $\left[\boldsymbol{q}^{\mathbf{1}^{-}}\right]_{N-1}$. Thus we need a change of variables to perform the integral. We first note two crucial facts:

- Since ${ }_{g} \Phi_{0}\left(\overline{\boldsymbol{y}}^{\prime}\right)$ is invariant under particle interchange, we can choose any radius $r_{i}$.
- The choice of $r_{N}$ only appears in four of these $P=N(N+1) / 2$ integrals $\left(\boldsymbol{q}_{\mathbf{0}^{+}}^{\prime}, \boldsymbol{q}_{\mathbf{0}^{-}}^{\prime},\left[{\boldsymbol{\boldsymbol { q } _ { 1 }}}_{\mathbf{1}^{+}}\right]_{d_{\mathbf{1}^{+}}}\right.$and $\left[\boldsymbol{q}_{\mathbf{1}^{-}}^{\prime}\right]_{d_{1^{-}}}$, where $d_{\mathbf{1}^{ \pm}}$indicates the last $\mathbf{1}^{ \pm}$normal coordinate).

Therefore, we write the ground-state, harmonic-order, Jacobian-weighted probability density profile $N_{0}(r)$ as

$$
\begin{equation*}
S(D) N_{0}(r)=N \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{N}\right)\left[{ }_{g} \Phi_{0}\left(\overline{\mathbf{y}}^{\prime}\right)\right]^{2} \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}} \prod_{\xi=1}^{d_{\mu}} d\left[q_{\mu}^{\prime}\right]_{\xi} . \tag{6.23}
\end{equation*}
$$

Upon substituting the form of the ground-state wavefunction using Eq. (6.3) and Eq. (6.4), we note that most integrals are simple Gaussian integrals not involving the coordinate $r_{N}$ and are simply unity. Only four integrals remain that cannot be immediately evaluated due to the presence of $r_{N}$ in the delta function: integrals over the four coordinates $\boldsymbol{q}_{\mathbf{0}^{+}}^{\prime}, \boldsymbol{q}_{\mathbf{0}^{-}}^{\prime},\left[\boldsymbol{q}_{\mathbf{1}^{+}}{ }^{+}\right]_{d_{1}+}$ and $\left[\boldsymbol{q}_{\mathbf{1}^{-}}\right]_{d_{1^{-}}}$:

$$
\begin{align*}
& S(D) N_{0}(r) \\
& =N \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{N}\right) \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}}\left[\phi_{0}\left(\sqrt{\bar{\omega}_{\mu}}\left[q_{\mu}^{\prime}\right]_{d_{\mu}}\right)\right]^{2} d\left[q_{\mu}^{\prime}\right]_{d_{\mu}}  \tag{6.24}\\
& =\frac{N \sqrt{\bar{\omega}_{\mathbf{0}^{+}}+\bar{\omega}_{\mathbf{0}^{-}} \bar{\omega}_{\mathbf{1}^{+}+\bar{\omega}_{\mathbf{1}^{-}}}}}{\pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{N}\right)  \tag{6.25}\\
& \quad \times \exp \left(-\sum_{\mu_{1}=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}} \bar{\omega}_{\mu_{1}}\left[\boldsymbol{q}_{\mu_{1}}^{\prime}\right]_{d_{\mu_{1}}}^{2}\right)_{\mu_{2}=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}} d\left[\boldsymbol{q}_{\mu_{2}}^{\prime}\right]_{d_{\mu_{2}}}
\end{align*}
$$

In order to evaluate this derivative, we must perform a change of variables. The details of this harmonic-order derivation are necessary to derive the first-anharmonic-order density profile, and are reproduced in first section of Appendix G.

The result is the harmonic-order, ground-state probability density profile

$$
\begin{equation*}
S(D) N_{0}(r)=N \sqrt{\frac{D}{\kappa^{2}(D)} \frac{R}{\pi}} \exp \left(-R\left(r \frac{\sqrt{D}}{\kappa(D)}-\sqrt{D} \bar{r}_{\infty}\right)^{2}\right) \tag{6.26}
\end{equation*}
$$

where $R$ is defined in Eq. (G.22), and $\kappa(D)$ depends on the choice of dimensional scaling for the particular physical system.

Notice that the harmonic-order DPT density profile is a Gaussian (normalized to $N$ ) centered around $r=\kappa(D) \bar{r}_{\infty}$, the $D \rightarrow \infty$ configuration radius (see Eqs. (3.19) and (3.24)). The form of this Gaussian function is fixed by only two parameters: $R$ and $\bar{r}_{\infty}$. The harmonic-order density profile is not very "flexible"-it must be symmetric. The the first-anharmonic-order corrections will add flexibility by allowing asymmetry.

### 6.2.2 First-anharmonic-order corrections

The derivation of the first-anharmonic density profile is similar to that of the harmonic density profile in that the same transformations are used to perform a change of coordinates. Integrals over the normal coordinates $\boldsymbol{q}_{\mathbf{0}^{+}}^{\prime}, \boldsymbol{q}_{\mathbf{0}^{-}}^{\prime},\left[\boldsymbol{q}_{\mathbf{1}^{+}}\right]_{N-1}$, and $\left[\boldsymbol{q}_{1^{-}}^{\prime}\right]_{N-1}$ are transformed to $\bar{r}_{N}^{\prime}, \bar{r}_{S}^{\prime}, \boldsymbol{S}_{\overline{\boldsymbol{\gamma}}^{\prime}}^{[N]}$, and $\left[\boldsymbol{S}_{\overline{\boldsymbol{\gamma}}^{\prime}}^{[N-1,}{ }^{1]}\right]_{(N-1)}$.

The first-anharmonic-order density profile is derived from the first-anharmonicorder wavefunction in a similar way to the harmonic order density profile, by simply substituting $\left(1+\delta^{1 / 2} \Delta\right)^{2}\left[{ }_{g} \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2}$ from Eq. (6.19) in Eq. (6.23):

$$
\begin{align*}
N_{1}(r)= & \frac{N}{S(D)} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}} \prod_{\xi=1}^{d_{\mu}} d\left[q^{\prime \mu}\right]_{\xi} \\
& \times \delta_{f}\left(r-r_{N}\right)\left(1+2 \delta^{1 / 2} \Delta+\delta \Delta^{2}\right)\left[{ }_{g} \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2} \tag{6.27}
\end{align*}
$$

We are interested in deriving the density profile to first anharmonic order $\left(\delta^{1 / 2}\right)$. The order $\delta$ contribution of the $\Delta^{2}$ term comes in at second-anharmonic order is much more difficult to calculate (due to the presence of a sixth-order polynomial). Dropping the order $\delta$ term is expedient, but it introduces a liability: it will be possible for the density profile to become negative. In Appendix H, we set up the derivation of the $\Delta^{2}$ term. We drop the order $\delta$ term for now, obtaining

$$
\begin{align*}
N_{1}(r)= & N_{0}(r)+\frac{N}{S(D)} 2 \delta^{1 / 2} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, 2} \prod_{\xi=1}^{d_{\mu}} d\left[q_{\mu}^{\prime}\right] \xi \\
& \times \delta_{f}\left(r-r_{N}\right) \Delta\left[{ }_{g} \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2} \tag{6.28}
\end{align*}
$$

Substituting $\Delta$ from Eq. (6.15), we obtain

$$
\begin{align*}
& N_{1}(r)=N_{0}(r)+\frac{N}{S(D)} 2 \delta^{1 / 2} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}} \prod_{\xi=1}^{d_{\mu}} d\left[q_{\mu}^{\prime}\right] \xi_{\xi} \delta_{f}\left(r-r_{N}\right) \\
& \quad \times \sum_{\substack{\mu_{1}, \mu_{2}, \mu_{3}, k\\
}} \sum_{\xi_{1}, \xi_{2}, \xi_{3}}\left(\begin{array}{c}
\left({ }_{3}\right) \\
3
\end{array} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}, k}\left[q_{\mu_{1}}^{\prime}\right]_{\xi_{1}}\left[q_{\mu_{2}}^{\prime}\right]_{\xi_{2}}\left[q_{\mu_{3}}^{\prime}\right]_{\xi_{3}}+{ }_{1}^{(1)} \tau_{\mu_{1}}^{\Delta}\left[q_{\mu_{1}}^{\prime}\right] \xi_{\xi_{1}}\right) \\
& \quad \times\left[\Phi_{0}\left(\mathbf{q}^{\prime}\right)\right]^{2} . \tag{6.29}
\end{align*}
$$

We perform this integration in Appendix G, obtaining the first-anharmonic-order ground-state DPT density profile $N_{1}(r)$ :

$$
\begin{equation*}
N_{1}(r)=\frac{N}{S(D)} \sqrt{\frac{R}{\delta \kappa(D)^{2} \pi}}\left(1+\delta^{\frac{1}{2}}\left(A_{1} \bar{r}^{\prime}+A_{3} \bar{r}^{\prime 3}\right)\right) \exp \left(-R \bar{r}^{\prime 2}\right), \tag{6.30}
\end{equation*}
$$

where the constants $A_{1}$ and $A_{3}$ are defined in Eqs. (G.66) and (G.67) and

$$
\begin{equation*}
\bar{r}^{\prime}=\left(\frac{r}{a_{h o}}-\sqrt{D} \bar{r}_{\infty}\right) . \tag{6.31}
\end{equation*}
$$

For the case of a BEC, $\kappa(D)=D^{2} \bar{a}_{h o}$, where

$$
\begin{equation*}
\bar{a}_{h o}=\frac{1}{D^{3 / 2}} a_{h o} . \tag{6.32}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\kappa(D)=\sqrt{D} a_{h o} . \tag{6.33}
\end{equation*}
$$

Therefore, in oscillator units

$$
\begin{equation*}
r_{o s c}=\frac{r}{a_{h o}}, \tag{6.34}
\end{equation*}
$$

we obtain the Jacobian-weighted density per particle

$$
\begin{align*}
& N_{0}\left(r_{o s c}\right) \times \frac{S(D)}{N}=\sqrt{\frac{R}{\pi}} \exp \left(-R\left(r_{o s c}-\sqrt{D} \bar{r}_{\infty}\right)^{2}\right)  \tag{6.35}\\
& N_{1}\left(r_{o s c}\right) \times \frac{S(D)}{N}= \\
& \quad\left(1+\delta^{\frac{1}{2}}\left(A_{1}\left(r_{o s c}-\sqrt{D} \bar{r}_{\infty}\right)+A_{3}\left(r_{o s c}-\sqrt{D} \bar{r}_{\infty}\right)^{3}\right)\right)  \tag{6.36}\\
& \quad \times N_{0}\left(r_{o s c}\right) \times \frac{S(D)}{N} . \tag{6.37}
\end{align*}
$$

In this Section, we have derived the $N$-body density profile through first-anharmonicorder using DPT. In doing so, we have neglected the $\Delta^{2}$ term in Eq. (6.27). Both the wavefunction and density profile are written in the basis of normal coordinates. The coefficient $\Delta$ in the wavefunction and the coefficients $A_{1}, A_{3}$, and $R$ in the density profile represent very complicated expressions. Because the expressions are so large, in practice they are evaluated using a computer algebra system (CAS) (in our case Mathematica).

In order to check the validity of these expressions and their implementation in the CAS, in the next chapter we derive an exact solution for the fully-interacting Hookes-law gas and form a perturbation series to compare to the DPT expansion.

### 6.3 The view from Plato's cave

The $N$-body wavefunction cannot be observed directly. The probability density profile is only a shadow of the full $N$-body wavefunction, containing much less information than the wavefunction (as seen here by integrating over all but 4 of the $N(N+1) / 2$ collective coordinates). The density profile, however, can be observed in the laboratory quite directly. In the case of a BEC, the extent of the density profile is large enough (on the order of the width of a human hair) that the column density can be measured by simply taking a picture.

We have reached the end of the theoretical development in which we have generalized $N$-body DPT to go to higher orders. For the next intrepid explorer who has worked through the development in the body of this thesis and in the appendices, I leave this (subterranean) vista. We have derived an (essentially) analytic expression for the full $N$-body wavefunction. The density profile is only one observable property that can be calculated. What will you do next?

## Part III

## Application

## Chapter 7

## Application to the (fully-interacting) Hooke's law

## gas

Ut tensio, sic vis
Robert Hooke, 1676

The general theory developed in Chapters 3 through 6 (also in References (87; 90; 100; 104; 103)) is extensive. In this chapter, we apply the $N$-body DPT formalism to an $N$-body system which actually has an exact analytic solution: a system of $N$ identical particles in a harmonic trap with harmonic (Hooke's law or spring-force) interactions. We write the Hamiltonian in units where the mass and Planck's constant have been scaled out ${ }^{1}$ :

$$
\begin{equation*}
H=\frac{1}{2}\left(\sum_{i}^{N}\left[-\frac{\partial^{2}}{\partial \boldsymbol{r}_{i}^{2}}+\omega_{\mathrm{t}}^{2} \boldsymbol{r}_{i}^{2}\right]+\sum_{i<j}^{N} m_{i} \omega_{\mathrm{p}}^{2} \boldsymbol{r}_{i j}^{2}\right) . \tag{7.1}
\end{equation*}
$$

Due to the similarity of the confining and interaction potentials, the Schrödinger equation for this system can be solved directly for any $N$. In Appendix I (and in References (104) and (103)) we directly determine the exact $N$-body wavefunction(104) and density profile(103) and form a perturbation series in $\delta^{1 / 2}$ in order to compare both quantities with the DPT perturbation series.

[^10]
### 7.1 Application of DPT formalism to the Hooke'slaw gas

First we apply the $N$-body DPT developed here, which is applicable to any system of identical bosons with a central potential, to the specific case of the trapped Hooke'slaw gas.

### 7.1.1 Dimensional scaling of the Hamiltonian

In order to apply the general DPT results, we must merely specify the dimensional scaling and a few derivatives. We define the dimensionally-scaled radius $\overline{\boldsymbol{r}}$,

$$
\begin{equation*}
\boldsymbol{r}=\kappa(D) \overline{\boldsymbol{r}}, \tag{7.2}
\end{equation*}
$$

where we have chosen the scaling

$$
\begin{equation*}
\kappa(D)=D^{2} \bar{a}_{\mathrm{ho}} . \tag{7.3}
\end{equation*}
$$

In the above equation, the length scale $\bar{a}_{\text {ho }}$ is the distance to the classical turning point in the ground-state of the non-interacting harmonic trap:

$$
\begin{equation*}
\bar{a}_{\mathrm{ho}}=\sqrt{\frac{\hbar}{m \bar{\omega}_{\mathrm{conf}}}} \text { and } \bar{\omega}_{\mathrm{conf}}=D^{3} \omega_{\mathrm{conf}} . \tag{7.4}
\end{equation*}
$$

Therefore, we write the Hamiltonian in dimensionally-scaled coordinates (also scaling out an overall $\hbar \omega_{t}$ )

$$
\begin{equation*}
\bar{H}=\frac{1}{2}\left(\sum_{i}^{N}\left[-\frac{\partial^{2}}{\partial \overline{\boldsymbol{r}}_{i}^{2}}+\overline{\boldsymbol{r}}_{i}^{2}\right]+\sum_{i<j}^{N} \lambda^{2} \overline{\boldsymbol{r}}_{i j}^{2}\right), \tag{7.5}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\lambda=\sqrt{1+N \omega_{\mathrm{p}}^{2} / \omega_{\mathrm{t}}^{2}} . \tag{7.6}
\end{equation*}
$$

Substituting these scaled variables into the similarity-transformed Schrödinger equation gives the following equation:

$$
\begin{equation*}
\bar{H} \Phi=\left(\delta^{2} \bar{T}+\bar{U}+\bar{V}_{\mathrm{conf}}+\bar{V}_{\mathrm{int}}\right) \Phi=\bar{E} \Phi \tag{7.7a}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{T}=\sum_{i=1}^{N}\left(-\frac{1}{2} \frac{\partial^{2}}{\partial \bar{r}_{i}^{2}}-\frac{1}{2 \bar{r}_{i}^{2}} \sum_{j \neq i} \sum_{k \neq i} \frac{\partial}{\partial \gamma_{i j}}\left(\gamma_{j k}-\gamma_{i j} \gamma_{i k}\right) \frac{\partial}{\partial \gamma_{i k}}\right), \tag{7.7b}
\end{equation*}
$$

$$
\begin{align*}
\bar{U} & =\sum_{i=1}^{N}\left(\frac{\delta^{2} N(N-2)+(1-\delta(N+1))^{2}\left(\frac{\Gamma^{(i)}}{\Gamma}\right)}{8 \bar{r}_{i}^{2}}\right)  \tag{7.7c}\\
\bar{V}_{\mathrm{conf}} & =\sum_{i=1}^{N} \frac{1}{2} \bar{r}_{i}^{2}  \tag{7.7d}\\
\bar{V}_{\mathrm{int}} & =\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \frac{1}{2} \lambda \bar{r}_{i, j}^{2}  \tag{7.7e}\\
\bar{V}_{\mathrm{eff}} & =\bar{U}+\bar{V}_{\mathrm{conf}}+\bar{V}_{\mathrm{conf}} .
\end{align*}
$$

### 7.1.2 Large-D limit

We determine the minimum of the effective potential $\bar{V}_{\text {eff }}$ by invoking the symmetric condition, obtaining an analytic expression for the large- $D$ radius $\bar{r}_{\infty}$ and the angle cosine $\gamma_{\infty}$,

$$
\begin{align*}
\bar{r}_{\infty}^{2} & =\frac{1}{2\left(1+(N-1) \gamma_{\infty}\right)}=\frac{N+(\lambda-1)}{2 \lambda N}  \tag{7.8}\\
\gamma_{\infty} & =\frac{(\lambda-1)}{(N+(\lambda-1))} \tag{7.9}
\end{align*}
$$

### 7.1.3 Perturbation series

The DPT perturbation series coefficient tensors $G$ and $F$ have been derived in general in Appendix D. In order to calculate the $G$ and $F$ tensors for this particular system, we must merely specify a constant and a few derivatives. For the $G$ tensors, we must only note that, due to the choice of scaling we have made, $\zeta(0)=1$. For the $F$ tensors, we specify the (potentially non-zero) derivatives of the confining and effective potential.

### 7.1.3.1 Harmonic order

The elements of the harmonic-order coefficient matrix ${ }_{2}^{(0)} F$ are composed of secondorder derivatives of the effective potential. Most of these derivatives depend only on $\zeta(0)$ and are calculated in Appendix D. The remaining derivatives particular to the system in question are

$$
\begin{align*}
\left.\left(\frac{\partial^{2} \bar{V}_{\text {conf }}}{\partial \bar{r}_{i}^{2}}\right)\right|_{\infty} & =1  \tag{7.10a}\\
\left.\left(\frac{\partial^{2} \bar{V}_{\text {int }}}{\partial \bar{r}_{i}^{2}}\right)\right|_{\infty} & =1+(N-1) \lambda^{2} \tag{7.10b}
\end{align*}
$$

$$
\begin{align*}
\left.\left(\frac{\partial^{2} \bar{V}_{\text {int }}}{\partial \bar{r}_{i} \partial \bar{r}_{j}}\right)\right|_{\infty} & =-\lambda^{2} \gamma_{\infty}  \tag{7.10c}\\
\left.\left(\frac{\partial^{2} \bar{V}_{\text {int }}}{\partial \bar{r}_{i} \partial \gamma_{i j}}\right)\right|_{\infty} & =-\lambda^{2} \bar{r}_{\infty}  \tag{7.10d}\\
\left.\left(\frac{\partial^{2} \bar{V}_{\text {int }}}{\partial \gamma_{i j}^{2}}\right)\right|_{\infty} & =0 \tag{7.10e}
\end{align*}
$$

### 7.1.3.2 First anharmonic order

The rank-one first-anharmonic-order Hamiltonian coefficients result from a derivative with respect to $\delta$ and with respect to an internal coordinate. The confining and interaction potentials do not have any explicit dimensional dependence, so the derivative with respect to $\delta$ is zero:

$$
\begin{equation*}
\frac{\partial \bar{V}_{\mathrm{conf}}}{\partial \delta}=\frac{\partial \bar{V}_{\mathrm{int}}}{\partial \delta}=0 \tag{7.11}
\end{equation*}
$$

Therefore the derivatives relevant to the linear first-anharmonic term ${ }_{1}^{(1)} F$ are

$$
\begin{align*}
\left.\left(\frac{\partial}{\partial \bar{r}_{i}} \frac{\partial \bar{V}_{\text {int }}}{\partial \delta}\right)\right|_{\infty} & =0  \tag{7.12a}\\
\left.\left(\frac{\partial}{\partial \gamma_{i j}} \frac{\partial \bar{V}_{\text {int }}}{\partial \delta}\right)\right|_{\infty} & =0 . \tag{7.12b}
\end{align*}
$$

The rank-three first anharmonic tensor ${ }_{3}^{(1)} F$ is composed of third-order derivatives of the effective potential. Of the derivatives specific to this physical system, only the following may be non-zero:

$$
\begin{align*}
&\left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \bar{r}_{i}^{3}}\right)\right|_{\infty}=0  \tag{7.13a}\\
&\left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \bar{r}_{i}^{2} \partial \bar{r}_{j}}\right)\right|_{\infty}=0  \tag{7.13b}\\
&\left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \gamma_{i j} \partial^{2} \bar{r}_{i}}\right)\right|_{\infty}=0  \tag{7.13c}\\
&\left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \gamma_{i j} \partial \bar{r}_{i} \partial \bar{r}_{j}}\right)\right|_{\infty}=-\lambda^{2}  \tag{7.13d}\\
&\left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \gamma_{i j}^{2} \partial \bar{r}_{i}}\right)\right|_{\infty}=0 \tag{7.13e}
\end{align*}
$$

$$
\begin{equation*}
\left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \gamma_{i j}^{3}}\right)\right|_{\infty}=0 \tag{7.13f}
\end{equation*}
$$

### 7.1.4 DPT Wavefunction and density profile

From this scaling and potential, we calculate the wavefunction polynomial coefficient $\Delta$ (Eq. (6.15)) and obtain the DPT wavefunction from Eq. (6.19) in the basis of normal coordinates.

$$
\Phi\left(\mathbf{q}^{\prime}\right)=\left(1+\delta^{\frac{1}{2}} \Delta\right) \Phi_{0}\left(\mathbf{q}^{\prime}\right)+O(\delta)
$$

where $\Delta$ is a polynomial in the normal coordinates

$$
\Delta=\sum_{\mu_{1}, \mu_{2}, \mu_{3}, k} \sum_{\xi_{1}, \xi_{2}, \xi_{3}}\left({ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}, k}\right)\left[q_{\mu_{1}}^{\prime}\right]_{\xi_{1}}\left[q_{\mu_{2}}^{\prime}\right] \xi_{2}\left[q_{\mu_{3}}^{\prime}\right] \xi_{3}+\sum_{\mu^{\prime \prime}=\mathbf{0}+}^{0-}{ }_{1}^{(1)} \tau_{\mu^{\prime \prime}}^{\Delta} q_{\mu^{\prime \prime}}^{\prime}
$$

The Jacobian-weighted density profile is then

$$
\begin{aligned}
& N_{0}\left(\bar{r}^{\prime}\right) \times \frac{S(D)}{N}=\sqrt{\frac{R}{\pi}} \exp \left(-R \bar{r}^{\prime 2}\right) \\
& N_{1}\left(\bar{r}^{\prime}\right) \times \frac{S(D)}{N}=\left(1+\delta^{\frac{1}{2}}\left(A_{1} \bar{r}^{\prime}+A_{3} \bar{r}^{\prime 3}\right)\right) N_{0}\left(\bar{r}^{\prime}\right) \times \frac{S(D)}{N}
\end{aligned}
$$

where

$$
\bar{r}^{\prime}=\left(\frac{r}{a_{h o}}-\sqrt{D} \bar{r}_{\infty}\right) .
$$

We have applied the DPT formalism developed in this thesis to the Hooke's-law gas to derive a perturbation series to first anharmonic order for the $N$-body wavefunction and density profile. In order to check this derivation and its implementation in the Mathematica code, we now obtain a corresponding perturbation series for the exact solution to this system.

### 7.2 Direct derivation of the exact solution

### 7.2.1 The exact wavefunction through first order

In Appendix I we solve the harmonically confined, harmonically interacting system of $N$ particles exactly for the ground-state wave function (see Eq. (I.6)), and from this derive an analytic perturbation series for the $N$-body wavefunction (weighted by a Jacobian) through first order:

$$
\begin{equation*}
\Psi_{J}=\left(\frac{1}{\sqrt[4]{\pi}}\right)^{\frac{N(N+1)}{2}}\left(1+\frac{1}{2} \delta^{\frac{1}{2}} \Delta_{\overline{\mathbf{y}}^{\prime}}+O(\delta)\right) \exp \left(-\left[\overline{\mathbf{y}}^{\prime}\right]^{T} \bar{\Omega}_{\overline{\mathbf{y}}^{\prime}} \overline{\mathbf{y}}^{\prime}\right) \tag{7.14}
\end{equation*}
$$

where we have defined $\bar{\Omega}_{\bar{y}^{\prime}}$ as $\bar{\Omega}$ (the matrix whose diagonal elements are frequencies) from the normal-coordinate basis, transformed to the internal-coordinate basis,

$$
\begin{align*}
\bar{\Omega}_{\overline{\mathbf{y}}^{\prime}} & =\mathbf{V}^{T} \bar{\Omega} \mathbf{V}  \tag{7.15}\\
\bar{\Omega}_{\nu_{1}, \nu_{2}} & =\delta_{\nu_{1}, \nu_{2}} \bar{\omega}_{\nu_{1}} \tag{7.16}
\end{align*}
$$

and similarly, have transformed the polynomial $\Delta$ from a normal-coordinate basis to a internal-coordinate basis

$$
\begin{aligned}
& \Delta_{\bar{y}^{\prime}}=\triangle(\oslash)[B(\oslash)]_{i} \bar{r}_{i}^{\prime}+\triangle(\multimap)[B(\bullet)]_{(i j)} \bar{\gamma}_{(i j)}^{\prime}+\triangle(\varnothing)[B(\varnothing)]_{i, j, k} \bar{r}_{i}^{\prime} \bar{r}_{j}^{\prime} \bar{r}_{k}^{\prime} \\
& +\triangle(\bigcirc)[B(\bigcirc)]_{(i j), k, l} \bar{\gamma}_{(i j)}^{\prime} \bar{r}_{k}^{\prime} \bar{r}_{l}^{\prime}+\left(\triangle(\Theta)[B(\Theta)]_{(i j),(k l),(m n)}+\right. \\
& +\triangle(\triangle)[B(\triangle)]_{(i j),(k l),(m n)}+\triangle(\hookleftarrow \rightarrow)[B(\hookleftarrow \cdot)]_{(i j),(k l),(m n)}+ \\
& +\triangle(\ldots)^{\text {... }}[B(\ldots)]_{(i j),(k l),(m n)}+\triangle(\text { ! })[B(\text { ! })]_{(i j),(k l),(m n)}
\end{aligned}
$$

$$
\begin{align*}
& +\triangle\left(: 口 \text { : }\left[B(:]_{(i j),(k l),(m n)}\right) \bar{\gamma}_{(i j)}^{\prime} \bar{\gamma}_{(k l)}^{\prime} \bar{\gamma}_{(m n)}^{\prime}\right.  \tag{7.17}\\
& \bar{\Omega}_{\bar{y}^{\prime}}=\left(\triangle(\infty)[B(\bigcirc)]_{i, j}+\triangle(\oslash \oslash)[B(\bigcirc \oslash)]_{i, j}\right) \bar{r}_{i}^{\prime} \bar{r}_{j}^{\prime}+ \\
& +\triangle(\bigcirc \rightarrow)[B(\bigcirc)]_{(i j), k} \bar{\gamma}_{(i j)}^{\prime} \bar{r}_{k}^{\prime}+\left(\triangle(\circlearrowleft)[B(\circlearrowleft)]_{(i j),(k l)}+\right. \\
& +\triangle(\because)\left[B(.!]_{(i j),(k l)}+\triangle(\because)[B(\because)]_{(i j),(k l)}\right) \bar{\gamma}_{(i j)}^{\prime} \bar{\gamma}_{(k l)}^{\prime} \text {. } \tag{7.18}
\end{align*}
$$

The scalar coefficients, $\triangle(\mathcal{G})$ are derived in Appendix I.
This direct calculation of the $N$-body wave function should yield the same expansion to each order of the wavefunction in the basis of binary invariants. To verify this we compare the coefficients $\triangle(\mathcal{G})$ from the direct calculation to the coefficients in the $N$-body DPT code. In Tables I.1-I. 4 we compare the binary invariant coefficients, $\triangle(\mathcal{G})$, from the general formalism with the above results derived from the full analytical solution above for $N=10,000$ particles and two different interparticle interaction strengths, $\lambda$. One value of $\lambda$ features strongly-attractive, harmonic interparticle interactions, while the other is for a barely-bound system with repulsive interparticle interactions (negative $\lambda$ ) just below the dissociation threshold at $\lambda=-1 / \sqrt{N}$.

In both cases, to within round-off-error determined by the machine precision, exact agreement is found, confirming the correctness of the general formalism and the Mathematica code(102).

### 7.2.2 The exact density profile through first anharmonic order

The exact analytic density profile for this system is derived in Reference (103) and expanded through first order in $\delta^{1 / 2}$ (See Appendix I) to yield the exact density profile through first order:

$$
\begin{equation*}
\mathcal{N}\left(\bar{r}_{\text {eff }}^{\prime}\right)=\left(1+\delta^{\frac{1}{2}} \sqrt{2}\left(\frac{2 \bar{r}_{\text {eff }}^{\prime 3}}{3}-\bar{r}_{\text {eff }}^{\prime}\right)+O(\delta)\right)\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \exp \left(-2 \bar{r}_{\text {eff }}^{\prime 2}\right) . \tag{7.19}
\end{equation*}
$$

This analysis shows that the density profile for any $N$ or interaction strength follows a universal curve when a simple scaling is applied to the radial variable. This is not true of the wavefunction and it is not true in general for the density profile of other systems. This scaled density profile is plotted in Fig. 7.1. One readily sees the improvement obtained at first order in DPT, confirming the efficacy of DPT as an approach to the general confined $N$-body problem, which may be systematically improved by going to higher orders.

The general theory developed in this thesis for the density profile involves no such harmonic-interaction specific scaling since it's applicable to any interparticle potential, not just harmonic interparticle potentials. Consequently in Figs. 7.2 and 7.3, we plot the density profile without this harmonic-interaction specific scaling for two very different interparticle interaction strengths. Both are for $N=10,000$ particles, but Fig. 7.2 features strongly attractive interactions, while Fig. 7.3 is for a repulsive interaction just below the dissociation limit. In the former case the system is tightly bound and very compact. In the latter case the confining potential is barely able to hold the system together against the combined effect of the repulsive interactions, and the system is very extended.

The density profile derived from the general $N$-body DPT formalism developed in this paper, and implemented in Mathematica code(102), is indistinguishable from the density profiles derived from the exact solution of the harmonically-interacting system. The agreement between the DPT and the direct density profiles confirms the correctness of the general formalism developed in this thesis, and its implementation in Mathematica code.


Figure 7.1: Scaled density profile for $N$ harmonically interacting particles under harmonic confinement in oscillator units of the confining potential. The short-dash curve is the lowest-order DPT density profile, while the solid curve is the DPT density profile through first order. The long-dash curve is the exact result. The scaling factor, $\sqrt{\lambda_{\text {eff }}}$ is explained in Appendix I.


Figure 7.2: Unscaled density profile for $N=10,000$ particles under harmonic confinement with strong attractive harmonic interactions $\left(\lambda_{p}^{2}=100\right)$ in oscillator units of the confining potential. The short-dash curve is the lowest-order DPT density profile, while the solid curve is the DPT density profile through first order. The longdash curve is the exact result. The parameter $\lambda_{p}^{2}$, as explained in Appendix I, is the interaction frequency squared in oscillator units of the confining potential.


Figure 7.3: Unscaled density profile for $N=10,000$ particles under harmonic confinement with repulsive harmonic interactions ( $\lambda_{p}^{2}=-1 / 10,000+10^{-10}$ ) in oscillator units of the confining potential. The system is just below the dissociation threshold and very extended. The short-dash curve is the lowest-order DPT density profile, while the solid curve is the DPT density profile through first order. The long-dash curve is the exact result. The parameter $\lambda_{p}^{2}$, as explained in Appendix I, is the interaction frequency squared in oscillator units of the confining potential.

## Chapter 8

## Application to BEC: a preliminary peek

In Part II of this thesis, we presented a general $N$-body DPT formalism for any isotropic confined quantum system with pairwise interactions. In Chapter 7, we applied the formalism to the case of the fully-interacting Hooke's law gas, verifying the $N$-body DPT calculation by comparing to the direct solution to the wavefunction and density profile. We noted substantial qualitative improvement due to the firstanharmonic correction to the density profile. In this chapter, we perform preliminary calculations using the verified formalism for a Bose-Einstein condensate (BEC) of ${ }^{87} R b$ atoms in an isotropic (spherically-symmetric) trap.

We calculate the ground-state energy through harmonic order, as well as the wavefunction and density profile through first anharmonic order. This is still preliminary work, because the first-anharmonic results indicate that it will be necessary to calculate the extra $\Delta^{2}$ term in Eq. (6.27). This is a modest extension and all the necessary theoretical work is contained within this thesis. This result indicates a clear next step and the calculation of the $\Delta^{2}$ term is currently underway (see Appendix H).

### 8.1 Bose-Einstein condensate Hamiltonian

The similarity-transformed, $D$-dimensional DPT Hamiltonian for a confined quantum system is written in the form

$$
\begin{equation*}
\left(\mathcal{T}+\bar{U}+\bar{V}_{\mathrm{conf}}+\bar{V}_{\mathrm{int}}\right) \Phi=\bar{E} \Phi . \tag{8.1}
\end{equation*}
$$

In order to apply this formalism to a particular physical system one must specify the confining potential and the interaction potential.

### 8.1.1 Atoms in a trap

Many BECs are "trapped" with a confining potential that is approximately proportional to the square of the radius from the center of a trap. Such a potential has the same form as a harmonic oscillator and is called a harmonic trap. This designation of "harmonic" is to be distinguished from the labels of the orders of DPT. We assume a condensate of $N$ identical bosonic atoms with equal masses $m$ confined by an isotropic (spherically-symmetric) harmonic trap with frequency $\omega_{\text {ho }}$.

$$
\begin{equation*}
V_{\text {trap }}=\sum_{i=1}^{N} \frac{1}{2} m \omega_{\text {ho }}^{2} r_{i}^{2} \tag{8.2}
\end{equation*}
$$

In Reference (53), three different model potentials are used to calculate the groundstate energy of a BEC. It is shown that for sufficiently dilute condensates, the groundstate energy does not depend on the shape of the potential used, but depends only on the scattering length. In order to compare to these exact calculations, we have used two of the potentials in this reference.

### 8.1.2 A smooth, short-range potential

For some methods, a "hard-sphere" potential such as potential A in Ref. (53) may be convenient. The presence of a discontinuity at $r=a$ makes the derivatives undefined at that point, and DPT requires a differentiable potential. We tried using potential B in Ref. (53), which is a smooth function of a hyperbolic trigonometric function:

$$
\begin{equation*}
V(r)=d \cosh ^{-2}\left(r / r_{0}\right), \tag{8.3}
\end{equation*}
$$

where the height is fixed by $d$ and the width by $r_{0}$. This potential decreases exponentially for large-r and is short-range. Due to the DPT expansion about a symmetric arrangement, this short-range potential has no effect and the ideal-gas result is obtained. This result reminds us that DPT requires a long-range potential in the large- $D$ limit. The potential in Eq. (8.3) could be dimensionally continued in a way that produces a long-range potential.

### 8.1.3 "Soft-sphere" interaction potential

We model the pair-wise interactions (at $D=3$ ) in an $N$-body system by a "hardsphere" potential similar to potential A in Reference (53), where the interaction is
much like the interaction between two billiard balls on a collision course: the interaction is zero as the distance decreases and then (discontinuously) large when they collide. Similarly, the hard-sphere interaction potential is zero unless the interparticle distance $r_{i, j}$ is equal to some contact distance which we take to be $a$, the s-wave scattering length:

$$
V\left(r_{i, j}\right)=\left\{\begin{array}{rll}
0 & \text { if } & a<r_{i, j} \\
\infty & \text { if } & r_{i, j} \leq a
\end{array} .\right.
$$

This hard-sphere potential has a discontinuity, and therefore the derivative is not defined everywhere. Because DPT requires well-defined derivatives at large $D$ (but not necessarily $D=3$ ), McKinney et. al. proposed a "soft-sphere" pairwise interaction potential $(82 ; 81)$ that becomes a discontinuous hard-sphere potential when $D=3$. This allows for a DPT analysis as well as a direct comparison at $D=3$ with other methods which use a discontinuous contact potential. In these references, the interaction potential $\bar{V}_{\text {int }}$ was defined (in dimensionally-scaled oscillator units, later defined in Eq. (8.8)) as

$$
\begin{equation*}
\bar{V}_{\text {int }}=\frac{\bar{V}_{o}}{1-3 \delta} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left(1-\tanh \Theta_{i, j}\right), \tag{8.4}
\end{equation*}
$$

where $\delta=1 / D$ is the perturbation parameter. The argument $\Theta_{i, j}$ is defined as

$$
\begin{equation*}
\Theta_{i, j}=\frac{\bar{c}_{0}}{1-3 \delta}\left(\frac{\bar{r}_{i j}}{\sqrt{2}}-\bar{\alpha}-3 \delta(\bar{a}-\bar{\alpha})\right)\left(1+(1-3 \delta) \frac{\bar{c}_{1} \bar{r}_{i j}^{2}}{2}\right), \tag{8.5}
\end{equation*}
$$

where $\bar{r}_{i, j}$ is the interatomic separation,

$$
\begin{equation*}
\bar{r}_{i j}=\sqrt{\bar{r}_{i}^{2}+\bar{r}_{j}^{2}-2 \bar{r}_{i} \bar{r}_{j} \gamma_{i j}}, \tag{8.6}
\end{equation*}
$$

and $\bar{a}$ is the s-wave scattering length in dimensionally-scaled oscillator units. In the large-dimension limit, the argument $\Theta_{i, j}$ (with 4 parameters) becomes

$$
\begin{equation*}
\Theta_{\infty}=\left.\Theta_{i j}\right|_{\infty}=\bar{c}_{0}\left(\sqrt{1-\gamma_{\infty}} \bar{r}_{\infty}-\bar{\alpha}\right)\left(1+\left(1-\gamma_{\infty}\right) \bar{c}_{1} \bar{r}_{\infty}^{2}\right), \tag{8.7}
\end{equation*}
$$

and the potential retains this soft-sphere shape. In the physical $D=3$ limit, no matter the values of the constants, this potential becomes that of a hard-sphere with radius $\bar{a}$.

In Figure 8.1, the general form of the soft-sphere interaction potential is shown. The other constants $\left(\bar{V}_{0}, \bar{\alpha}, \bar{c}_{n}\right)$ determine the shape of the potential, and are "calibrated" by comparing to exact calculations ${ }^{1}$. In the simplest case, the potential may be specified by only the height $\bar{V}_{0}$ and the slope $\bar{c}_{0}$ (with $\bar{\alpha}=0$ ). The constant $\bar{\alpha}$ introduces an offset in the potential. The constant $\bar{c}_{1}$ further refines the shape of the potential.

### 8.2 Large-dimension limit of BEC Hamiltonian

### 8.2.1 Dimensional scaling

We regularize the large- $D$ limit of the Schrödinger equation by using the following dimensionally-scaled variables:

$$
\begin{align*}
& \bar{r}_{i}=\frac{r_{i}}{D^{2} \bar{a}_{\mathrm{ho}}} \quad \bar{E}=\frac{D^{2}}{\hbar \bar{\omega}_{\mathrm{ho}}} E, \quad \bar{H}=\frac{D^{2}}{\hbar \bar{\omega}_{\mathrm{ho}}} H, \quad \bar{a}=\frac{a}{\sqrt{2} D^{2} \bar{a}_{\mathrm{ho}}} \\
& \bar{V}_{o}=\frac{D^{2}}{\hbar \bar{\omega}_{\mathrm{ho}}} V_{o}, \quad \bar{\alpha}=\frac{\alpha}{\sqrt{2} D^{2} \bar{a}_{\mathrm{ho}}}, \quad \bar{c}_{o}=\sqrt{2} D^{2} \bar{a}_{\mathrm{ho}} c_{o}, \tag{8.8}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{a}_{\mathrm{ho}}=\sqrt{\frac{\hbar}{m \bar{\omega}_{\mathrm{ho}}}} \text { and } \bar{\omega}_{\mathrm{ho}}=D^{3} \omega_{\mathrm{ho}} \tag{8.9}
\end{equation*}
$$

are the dimensionally-scaled harmonic-oscillator length scale and dimensionally-scaled trap frequency, respectively. Substituting these scaled variables into the similaritytransformed Schrödinger equation, Eq. (8.10a), gives the following equation:

$$
\begin{equation*}
\bar{H} \Phi=\left(\delta^{2} \bar{T}+\bar{U}+\bar{V}_{\mathrm{conf}}+\bar{V}_{\mathrm{int}}\right) \Phi=\bar{E} \Phi . \tag{8.10a}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{T} & =\sum_{i=1}^{N} \hbar^{2}\left(-\frac{1}{2} \frac{\partial^{2}}{\partial m_{i} \bar{r}_{i}^{2}}-\frac{1}{2 m_{i} \bar{r}_{i}^{2}} \sum_{j \neq i} \sum_{k \neq i} \frac{\partial}{\partial \gamma_{i j}}\left(\gamma_{j k}-\gamma_{i j} \gamma_{i k}\right) \frac{\partial}{\partial \gamma_{i k}}\right) \\
\bar{U} & =\hbar^{2} \sum_{i=1}^{N}\left(\frac{\delta^{2} N(N-2)+(1-\delta(N+1))^{2}\left(\frac{\Gamma^{(i)}}{\Gamma}\right)}{8 m_{i} \bar{r}_{i}^{2}}\right),  \tag{8.10c}\\
\bar{V}_{\text {conf }} & =\sum_{i=1}^{N} \frac{1}{2} \bar{r}_{i}^{2}  \tag{8.10d}\\
\bar{V}_{\text {int }} & =\frac{\bar{V}_{0}}{1-3 \delta} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left(1-\tanh \left[\Theta_{i, j}\right]\right) . \tag{8.10e}
\end{align*}
$$
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Figure 8.1: The form of the pair-wise interaction potential for $D \rightarrow \infty$ with 3 parameters. The height is given by $2 \bar{V}_{0}$, the slope by $\bar{c}_{0} / \sqrt{2}$, and the potential is offset by $\sqrt{2} \bar{\alpha}$.

To be consistent with the References (for instance (82; 81; 90)), we have expressed the above dimensionally scaled Hamiltonian with $\hbar$ and $m_{i}$. In what follows, as in the references, we will let all of the masses be equal and implicitly use oscillator units where $\hbar=m=1$.

### 8.2.2 Large-dimension limit of the Hamiltonian

In the large-dimension limit $(\delta \rightarrow 0)$ the factor of $\delta^{2}$ suppresses the derivative portion of the kinetic energy $\bar{T}$., but the part of the centrifugal-like term,

$$
\begin{equation*}
\left.\bar{U}\left(\bar{r}_{i} ; \delta\right)\right|_{\infty}=\left.\frac{1}{8 \bar{r}_{i}^{2}} \frac{\Gamma^{(i)}}{\Gamma}\right|_{\infty} \tag{8.11}
\end{equation*}
$$

remains. This centrifugal-like term, together with the confining and interaction potentials form an effective potential, $\bar{V}_{\text {eff }}$ :

$$
\begin{equation*}
\bar{V}_{\mathrm{eff}}(\bar{r}, \gamma ; \delta)=\sum_{i=1}^{N}\left(\bar{U}\left(\bar{r}_{i} ; \delta\right)+\bar{V}_{\text {conf }}\left(\bar{r}_{i} ; \delta\right)\right)+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \bar{V}_{\mathrm{int}}\left(\bar{r}_{i}, \gamma_{i j} ; \delta\right) \tag{8.12}
\end{equation*}
$$

The centrifugal-like term provides a repulsive core, even in the ground state. As $D \rightarrow \infty$, it is as if the mass of the particles in $\bar{T}$ is becoming infinite, and the particles slow down and become localized at the bottom of the effective potential. The large- $D$ energy is simply the value of the effective potential at this minimum.

### 8.2.3 Determination of the lowest-order symmetric arrangement

The static arrangement of the atoms in the large- $D$ limit corresponds to the minimum of the effective potential. We postulate that this minimum is symmetric under interchange and therefore can be characterized by two parameters: $\bar{r}_{\infty}$ and $\gamma_{\infty}$. The values of these parameters are determined by invoking the following two minimum conditions:

$$
\begin{align*}
& \left.\left(\frac{\partial \bar{V}_{\mathrm{eff}}}{\partial \bar{r}_{i}}\right)\right|_{\infty}=0  \tag{8.13}\\
& \left.\left(\frac{\partial \bar{V}_{\mathrm{eff}}}{\partial \gamma_{i, j}}\right)\right|_{\infty}=0 \tag{8.14}
\end{align*}
$$

Substituting the above definitions of $\bar{V}_{\text {eff }}$ into these conditions, we obtain two equations in $\bar{r}_{\infty}$ and $\gamma_{\infty}$ :

$$
\begin{align*}
0= & r_{\infty}+\frac{(N-2) \gamma_{\infty}+1}{4 \bar{r}_{\infty}^{3}\left(\gamma_{\infty}-1\right)\left((N-1) \gamma_{\infty}+1\right)} \\
& -\frac{1}{\sqrt{2}}(N-1) \sqrt{1-\gamma_{\infty}} \bar{V}_{0} \Theta_{\infty}^{\prime} \operatorname{sech}^{2}\left(\Theta_{\infty}\right)  \tag{8.15}\\
0= & \frac{\gamma_{\infty}\left((N-2) \gamma_{\infty}+2\right)}{4 \bar{r}_{\infty}^{2}\left(1-\gamma_{\infty}\right)^{2}\left(1+(N-1) \gamma_{\infty}\right)^{2}}+\frac{\bar{r}_{\infty} \bar{V}_{0} \Theta_{\infty}^{\prime} \operatorname{sech}^{2}\left(\Theta_{\infty}\right)}{\sqrt{2-2 \gamma_{\infty}}}, \tag{8.16}
\end{align*}
$$

where, $\Theta_{\infty}^{\prime}$ is defined in Eq. (J.5). One can eliminate the interaction potential from both equations, solving for the radius $\bar{r}_{\infty}$ :

$$
\begin{equation*}
\bar{r}_{\infty}=\frac{1}{\sqrt{2} \sqrt{1+(N-1) \gamma_{\infty}}} . \tag{8.17}
\end{equation*}
$$

Substituting $\bar{r}_{\infty}$ into Eq. 8.16 we solve the following equation for the angle cosine $\gamma_{\infty}$

$$
\begin{equation*}
\frac{\gamma_{\infty}\left(2+(N-2) \gamma_{\infty}\right)}{\left(1-\gamma_{\infty}\right)^{3 / 2} \sqrt{1+(N-1) \gamma_{\infty}}}+\bar{V}_{0} \operatorname{sech}^{2}\left(\Theta_{\infty}\right) \Theta_{\infty}^{\prime}=0 \tag{8.18}
\end{equation*}
$$

Because of the presence of $\operatorname{sech}\left(\Theta_{\infty}\right)$, this equation is a transcendental equation, which must be solved for $\gamma_{\infty}$ numerically using a root-finding algorithm. This equation has poles and potentially multiple roots, so a numerical solution requires careful analysis.

In previous work ( $82 ; 90$ ), an algorithm that starts with an initial guess was used, and the proper root was selected by making an educated guess. This approach works well unless one wishes to perform a large-scale search of the space formed by the
interaction potential parameters. In such a case, a more robust root-finding algorithm which guarantees a solution within some interval would be useful.

This equation has properties that guarantee that a root is always bracketed within the interval $(-1 /(N-1), 1)$. First, the transcendental term is finite. It is also positive definite if $\bar{c}_{1}$ and higher parameters are zero. Second, the term on the left has two poles: one at $\gamma_{\infty}=-1 /(N-1)$ and one at $\gamma_{\infty}=1$. Because the function changes sign between these two poles, we are guaranteed that a root exists in the range $-1 /(N-1)<\gamma<1$ and the root is said to be "bracketed". Therefore a rootbracketing algorithm, such as Brent's method, is guaranteed to succeed anywhere in parameter space.

In practice, we actually solve a related, but more convenient, equation in which the poles at either end of the bracket are removed. This related equation, which has the same roots within the bracketed interval, is simply Eq. (8.18) multiplied by the denominator in the left term:

$$
\begin{equation*}
\gamma_{\infty}\left(2+(N-2) \gamma_{\infty}\right)+\bar{V}_{0} \operatorname{sech}^{2}\left(\Theta_{\infty}\right) \Theta_{\infty}^{\prime}\left(1-\gamma_{\infty}\right)^{3 / 2} \sqrt{1+(N-1) \gamma_{\infty}}=0 . \tag{8.19}
\end{equation*}
$$

The lowest-order energy in the large- $D$ limit is simply the effective potential evaluated at the symmetric minimum specified by $\bar{r}_{\infty}$ and $\gamma_{\infty}$.

### 8.3 Perturbation series

Having numerically determined the large- $D$ arrangement parameters $\bar{r}_{\infty}$ and $\gamma_{\infty}$, we now apply the developed formalism to obtain a perturbation series for the DPT Hamiltonian of the BEC, as discussed for the general case in Section 3.5.

The perturbative expansion of the Hamiltonian in a binary invariant expansion is performed in general for any isotropic confined quantum system in Appendix D. In order to apply this result to a BEC, one must merely specify a scaling factor $\zeta(0)$ and a few derivatives. This is done in Section J.1. The result is a perturbative series of the DPT Hamiltonian to first anharmonic order in which the elements of the Hamiltonian coefficient tensors are resolved in the basis of binary invariant tensors.

As noted in Section 3.6, there are five distinct normal modes 0+ (with multiplicity 1 ), $\mathbf{0 -}$ (with multiplicity 1 ), $\mathbf{1 +}$ (with multiplicity $N-1$ ), $\mathbf{1 -}$ (with multiplicity $N-1$ ), and 2 (with multiplicity $N(N-3) / 2$ ). The frequencies for these normal modes for the case of a BEC are given in Eqs. (121)-(123) of Ref. (81). Having obtained the values of the DPT Hamiltonian elements for a BEC, and having calculated
the normal-mode frequencies, no further BEC-specific work must be performed. In order to calculate the ground-state energy, wavefunction, and density profile to first anharmonic order, one must simply use the results derived in general in the chapters of Part II.

### 8.4 Optimization

As is common with perturbative approaches, calculating each additional order becomes increasingly more complex. We make the most of the terms we have calculated by optimizing a fit to exact calculations which are available for low $N$;

This optimization procedure is not an empirical fit to exact data. Even at the lowest order, the DPT perturbation expansion contains contributions from each term in the Hamiltonian, including pairwise interactions. Having "calibrated" the interaction potential in this way, one may increase the number of particles by orders of magnitude beyond the region where exact results are available and still obtain meaningful results.

### 8.4.1 Previous work

In Reference (53), Blume et. al. calculate the exact ground-state energy for an ${ }^{87} \mathrm{Rb}$ BEC with three different scattering lengths: the natural scattering length $a_{0}=$ $0.00433 a_{h o}$, an intermediate scattering length $a_{0}=0.0433 a_{h o}$, and a strong scattering length $a_{0}=0.433 a_{h o}$. Due to computational cost, results have been obtained for only a low number of atoms (in this case 100 atoms or less). A physical BEC can have millions of atoms. In References (82), McKinney et. al. calculated the ground-state energy for a BEC by optimizing the analytic DPT harmonic energy to the DMC calculation for low $N$, and then extrapolating $N$ to many thousands. The results compared favorably with the Gross-Pitaevskii and modified Gross-Pitaevskii results.

Reference (53) also calculates the ground-state BEC density profile for $N=3,10$ for both the intermediate $a_{0}=0.0433 a_{h o}$ case and for the strong $a_{0}=0.433 a_{h o}$ case. The DMC benchmark data and the fitness function are discussed in Section J.2. The Thomas-Fermi estimate of the gas parameter for the three scattering lengths considered is given in Table 8.4.1. The gas parameter indicates that a BEC with $a_{0}=0.0433 a_{h o}$ is in the $n(0)|a|^{3} \leq 10^{-3}$ regime for up to around 1000 atoms, but $a_{0}=0.433 a_{h o}$ has a gas parameter $n(0)|a|^{3} \geq 10^{-2}$. Therefore we expect the meanfield results to be wholly inadequate for $a_{0}=0.433 a_{h o}$.

In reference (90), Laing et. al. derive the harmonic-order DPT density profile and apply it to a BEC by optimizing to DMC energy and density profile for the intermediate $a_{0}=0.0433 a_{\text {ho }}$ case.

### 8.5 Preliminary results

We apply the DPT formalism to calculate the ground-state energy and density profile for ${ }^{87} R b$ atoms in a BEC held in an isotropic (spherical) trap with trap frequency $\omega_{\text {ho }}=2 \pi \times 77.87 \mathrm{~Hz}$. The natural scattering length of ${ }^{87} R b$, in harmonic oscillator units, is $a_{0}=0.00433 a_{\text {ho }}$ (where $\left.a_{\mathrm{ho}}=\sqrt{\hbar /\left(m \omega_{\mathrm{ho}}\right)}\right)$. Such a ${ }^{87} R b$ BEC is described well by a mean-field approximation to the interparticle interactions. We are interested in the regime of intermediate ( $a_{0}=0.0433 a_{\mathrm{ho}}$ ) and strong ( $a_{0}=0.433 a_{\mathrm{ho}}$ ) interactions where the gas parameter $n(0)|a|$ is in the region of $10^{-3}$ or larger, where the mean-field approximation breaks down.

Since we are extending the harmonic-order work of McKinney et. al, we revisit the results of Reference (82) here, examining the behavior of the recently calculated DPT harmonic and first-anharmonic-order density profiles using parameters previously obtained by optimizing only the DPT harmonic order energy to DMC data.

### 8.5.1 Intermediate interaction

An optimization of the harmonic-order DPT energy to the DMC data for energies up to $N=100$ yields $\left\{\bar{V}_{0}, \alpha, \bar{c}_{0}, \bar{c}_{1}\right\}=\{0.6484,-0.8392,1.387,0.0888\}$, with a reduced $\chi^{2}=0.0024^{2}$. This set of parameters was obtained by performing an optimization in Mathematica over the intervals $[.02,2],[-2,1],[0.3,3],[-.1, .1]$ for $\bar{V}_{0}, \bar{\alpha}, \bar{c}_{0}, \bar{c}_{1}$, respectively. Both the simulated annealing and differential evolution algorithms were used, obtaining the same result ${ }^{3}$.

This is close to the result related in Reference (82). The additional energy per atom due to interaction (that is, the energy minus the ideal gas energy $3 / 2 N$ ) is plotted in Figure 8.2. The GP and MGP energies in this and all other figures in

[^12]| $N$ | $a=0.00433 a_{\mathrm{ho}}$ | $a=0.0433 a_{\mathrm{ho}}$ | $a=0.433 a_{\mathrm{ho}}$ |
| :--- | :--- | :--- | :--- |
| 3 | $4 . \times 10^{-7}$ | $1 . \times 10^{-4}$ | $2 . \times 10^{-2}$ |
| 10 | $6 . \times 10^{-7}$ | $2 . \times 10^{-4}$ | $4 . \times 10^{-2}$ |
| 25 | $9 . \times 10^{-7}$ | $2 . \times 10^{-4}$ | $6 . \times 10^{-2}$ |
| 50 | $1 . \times 10^{-6}$ | $3 . \times 10^{-4}$ | $8 . \times 10^{-2}$ |
| 100 | $2 . \times 10^{-6}$ | $4 . \times 10^{-4}$ | $1 . \times 10^{-1}$ |
| 1000 | $4 . \times 10^{-6}$ | $1 . \times 10^{-3}$ | $2 . \times 10^{-1}$ |
| 10000 | $1 . \times 10^{-5}$ | $2 . \times 10^{-3}$ | $6 . \times 10^{-1}$ |

Table 8.1: The Thomas-Fermi estimate of the gas parameter $n(0)|a|^{3}$ for three scattering lengths. The scattering length $a=0.433 a_{\mathrm{ho}}$ has a gas parameter that is beyond the dilute limit.
this section are from Ref. (82). The GP ground-state energy is known to underestimate the ground-state energy, and the MGP ground-state energy is known to over-estimate. As first observed in Ref. (82), the DPT ground-state energy for the case of intermediate-strength interactions remains between the GP and MGP energies up to around $N=500-5$ times higher in $N$ than the benchmark data used to optimize the energy.

Although these parameters were obtained without the benefit of also optimizing the DPT density profile to the DMC data, it is interesting to observe whether the density profiles corresponding to these parameters are reasonable. In Figure 8.3 the harmonic-order density profiles for $N=3$ and $N=10$ are close to the DMC profileand the first-anharmonic-order profiles are even closer. Is this a coincidence?


Figure 8.2: The ground-state energy/atom for a BEC of ${ }^{87} R b$ atoms with $a_{0}=$ $0.0433 a_{\text {ho }}$. The plus signs represent GP energies and the circles represent MGP energies. The parameters $\left\{\bar{V}_{0}, \alpha, \bar{c}_{0}, \bar{c}_{1}\right\}$ were obtained by optimizing the harmonic-order DPT energy to DMC data for $N \leq 100$.
$a_{0}=0.0433, \mathrm{~N}=3,\left\{\bar{V}_{0}, \bar{\alpha}, \bar{c}_{0}, \bar{c}_{1}\right\}=\{0.65,-0.84,1.4,0.089\}$


$$
a_{0}=0.0433, \mathrm{~N}=10,\left\{\bar{V}_{0}, \bar{\alpha}, \bar{c}_{0}, \bar{c}_{1}\right\}=\{0.65,-0.84,1.4,0.089\}
$$



Figure 8.3: Jacobian-weighted probability density profile for a BEC of three (above) and ten (below) ${ }^{87} R b$ atoms ( $a_{0}=0.0433 a_{\text {ho }}$ ) in the ground state. The harmonicorder profile is dashed, the first-anharmonic-order profile is solid, and the DMC data are solid circles. Vertical bars denote the difference between the first-anharmonic DPT profile and the DMC data. The parameters were obtained by optimizing to the harmonic energy only. Note the qualitative improvement in the anharmonic density profile compared to the harmonic.


Figure 8.4: Jacobian-weighted probability density profile for a BEC of $100{ }^{87} \mathrm{Rb}$ atoms $\left(a_{0}=0.0433 a_{\mathrm{ho}}\right)$ in the ground state. The harmonic-order profile is a dashed line, the first-anharmonic-order density profile is a solid line. The black dash-dot line corresponds to the MGP density profiles. The parameters were obtained by optimizing the harmonic-order DPT energy only.

### 8.5.2 Strong interaction strength

An optimization of the harmonic-order DPT energy to the DMC data yields $\left\{\bar{V}_{0}, \bar{\alpha}, \bar{c}_{0}, \bar{c}_{1}\right\}=\left\{4.617 * 10^{7},-4.212,1.555,0.005\right\}$, with a reduced $\chi^{2}=0.12$. This result is obtained in Mathematica by scanning $\bar{V}_{0}, \bar{\alpha}, \bar{c}_{0}, \bar{c}_{1}$ over an interval tightly centered around the result reported in (82). An expanded search over $[.02,2],[-2,1]$, [0.3, 3], and $[-.1, .1]$ for the parameters $\bar{V}_{0}, \bar{\alpha}, \bar{c}_{0}, \bar{c}_{1}$, respectively, yields a minimum at $\left\{\bar{V}_{0}, \bar{\alpha}, \bar{c}_{0}, \bar{c}_{1}\right\}=\{92.08,-0.2209,1.63,0.01679\}$ with a reduced $\chi^{2}$ value of 1.3. It is the latter results that we discuss here. This point in parameter space has a value of $\bar{V}_{0}$ that is far outside the original search space. That $\bar{V}_{0}$ tends to be so large and $\bar{\alpha}$ tends to be negative causes the center of the tanh function to be shifted out of the physical, positive $\bar{r}_{i j}$ region and suggests that a different way to parametrize the interaction potential might be warranted.

The ground-state energy for these parameters extrapolates well to very large $N$ (40 times larger than the largest $N$ benchmark data), as seen in Figure 8.5.

In contrast to the case of intermediate interactions, where parameters determined from an energy optimization only also yield a qualitatively correct density profile, the density profile for these parameters in Figure 8.6 is not as close to the DMC data. Notice, however, that the first-anharmonic correction is moving in the right direction. It remains to be seen if including the neglected $\Delta^{2}$ term in the density profile (Eq. (6.27)) will yield a significant improvement.


Figure 8.5: The ground-state energy/atom for a BEC of ${ }^{87} R b$ atoms with $a_{0}=$ $0.433 a_{\mathrm{ho}}$. The plus signs represent GP energies and the circles represent MGP energies. The parameters were obtained by optimizing the harmonic-order DPT energy only.


Figure 8.6: Jacobian-weighted probability density profile for a BEC of three (above) and ten (below) ${ }^{87} R b$ atoms ( $a_{0}=0.433 a_{\text {ho }}$ ) in the ground state. The harmonic-order profile is a dashed line, the first-anharmonic-order density profile is a solid line, and the DMC data are solid circles. Vertical bars denote the difference between the firstanharmonic DPT density profile and the DMC data. The parameters were obtained by optimizing the harmonic-order DPT energy only.

### 8.6 Conclusions we can draw at this stage

These results indicate that the next step for this project is to calculate the $\Delta^{2}$ term contribution to the density profile in Eq. (6.27). The necessary machinery is contained within this thesis and this work is already in progress (see Appendix H).

These results indicate that it is not possible to optimize the first-anharmonic-order density profile as long as the $\Delta^{2}$ term is neglected in Eq. (6.27). This alone is a result which indicates what our group should do next. Including this extra term will guarantee that the DPT density profile will be positive definite, and should improve the comparison with exact DMC calculations. The $N$-body density profile contains information about the quantum system and adding this term to the first-anharmonic-order density profile and optimizing to both the exact ground-state energy and density profile will change the optimized potential parameters and therefore the extrapolations in $N$ for the ground-state energy and density profile.

In References $(62 ; 20)$, it was shown that for a sufficiently large value of the gas parameter $n(0)|a|^{3}$, the trapped BEC density profile develops "wiggles", which represent correlations. A physical picture is that the atoms are modeled as hardspheres, and as the hard-sphere radius approaches the scale of the width of the trap, the spheres become packed in a structure. The density profile with the $\Delta$ term is of the form of a sixth-order polynomial multiplied by a Gaussian function. Such a function has the flexibility to reproduce such "wiggles".

The tanh potential used here exhibits correlations in the parameters, indicating that the parameters are not entirely "orthogonal". Also, an examination of the optimal parameters obtained reveals that in most cases the physical part of the potential (positive interparticle spacing) contains only the tail of the tanh function. These results suggest that an alternative way to parameterize the hard-sphere potential or a different kind of interparticle potential is warranted.

## Part IV

Epilogue

## Chapter 9

## Looking back... and looking forward

### 9.1 Summary of contributions

In this thesis, we have calculated the harmonic-order density profile (105; 90), and the first-anharmonic-order $N$-body wavefunction $(100 ; 104)$ and density profile (103). We have generalized the harmonic-order $N$-body DPT method for an isotropically confined quantum system of identical interacting bosons to first anharmonic order and, in principle, higher orders. We have introduced a graphical decomposition of the perturbative expansion of the $N$-body Hamiltonian. We have derived the ClebschGordon coefficient tensors that couple together three irreducible representations of $S_{N}$ analytically, and analytically transformed the graphical basis to collective coordinates. We have calculated the $N$-body wavefunction and density profile in general and have demonstrated agreement with an analytic model, the fully-interacting Hooke's-law gas. We have begun the application of this formalism to the example of a cold gas BEC (with zero angular momentum), calculating the ground-state energy, wavefunction, and density profile. The next step is to derive the higher-order contribution to the first-anharmonic-order density profile.

This thesis addressed two questions:

1. Can the harmonic-order DPT method be extended to first anharmonic order and, in principle, higher to address large- N , strongly interacting, and highly correlated systems?
2. What improvement in the DPT-calculated BEC density profile is obtained by adding the first anharmonic order correction?

The first question has been answered definitively, as evidenced by the formalism developed in this paper in which the $N$-body wavefunction and density profile are
derived analytically and the ground-state energy calculated. The method developed here has a straightforward application to higher orders, and the difficulty of calculating the Clebsch-Gordon coefficients will be the most significant challenge.

As seen in the comparison to the exactly soluble "Hookes law" model, the first-anharmonic-order density profile shows qualitative improvement over the harmonic order density profile.

### 9.2 Future research

This dissertation project has opened the door to several lines of inquiry, most of which would be an excellent introductory project for a new graduate student.

The immediate next step is to derive the $\Delta^{2}$ term in the density profile to obtain a density profile that is positive definite. The major challenges in this derivation will involve combinatorics of the indices of up to rank-six tensors, as well as contractions of the $S_{N}$ Clebsch-Gordon coefficients (some of which have a unwieldy closed-form expression). This task is feasible within the existing framework and by using a computer algebra system such as Mathematica with the discrete summation package by Laing et al. (106). It is expected that with the inclusion of the $\Delta^{2}$ term, the density profile can be better optimized to the benchmark data and will yield improved extrapolations that will provide new physical insight into a BEC in an isotropic trap in the large-gas parameter regime. This derivation is both narrowly defined and requires the development of necessary tensor algebra and symbolic calculation skills.

Upon successful application to the BEC in an isotropic trap, it would be a modest extension to generalize this work to a system in a cylindrical trap. Most BEC experiments are performed in a cylindrical trap. This has already been done at harmonic order by Laing et al. (88; 91). This generalization would only involve introducing distinguishable graph edges to distinguish between loop graphs $\bigcirc$ for a radial and for an axial coordinate, as well as the calculation of the derivatives of the effective potential in the $F$ tensors. It turns out that only one binary invariant $B(\Omega)$ will require refinement using distinguishable edges.

Another possibility is to change the interparticle potential we have used for the case of a BEC. One could simply formulate an alternative to the tanh "soft-sphere" potential or use an interparticle potential that has an energy-dependent scattering length $(70 ; 71)$ or has a shape (76) (perhaps even bound-states) when $D=3$.

We have focused on the ground-state of the BEC with zero angular momentum, but excited states could also be considered, as well as higher angular momentum states. Dunn et al. (85) have applied DPT to systems with very high angular momentum. A BEC with non-zero angular momentum manifests quantized vortex states.

We can also calculate the frequencies of the collective motions that result from our method. It is not yet clear what the correspondence is between these collective motions and the experimentally-observed frequencies.

This dissertation has generalized a harmonic-order $N$-body DPT approach in References (82; 81; 87; 90) to first anharmonic order and, in principle, higher orders. The focus has been on formalism development and verification. In the next phase of research, there are many applications possible at first anharmonic order. These should be explored before going to higher anharmonic orders.
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## Appendix A

## Three-body dimensional perturbation theory

The amount, structure, and detail of the tensor formalism developed in this thesis can be challenging. In this appendix, we provide an explicit development for the $N$-dependent portion of DPT for the $N=3$ case through the transformation to symmetry coordinates. Once this transformation is made using binary invariants and Clebsch-Gordon coefficients, the $N$-dependence of the problem has been tamed.

This appendix is intended to be a "pull-out" guide to aid the reader through the chapters in the thesis, providing both specific examples which could have been littered throughout the thesis but, being in one place, also provide a panoramic view. To this end, the section/subsection numbers in this appendix will be altered (without apology) to match the chapter/section numbers of the corresponding general case in the thesis. Rather than repeat explanatory remarks the reader is referred to the main body for a more detailed discussion.

## A. 3 3-body dimensional perturbation theory

## A.3.3 Three bodies in higher dimensions

In this section, we perform the first two steps of any dimensional scaling procedure for 3 particles. We consider a system of 3 identical particles confined by a sphericallysymmetric potential and interacting via a two-body potential $g_{i j}$. The $D$-dimensional Schrödinger equation in Cartesian coordinates is

$$
\begin{equation*}
\bar{H} \Psi=\left[h_{1}+h_{2}+h_{3}+g_{12}+g_{13}+g_{23}\right] \Psi=E \Psi, \tag{A.1}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{i}=-\frac{\hbar^{2}}{2 m_{i}} \sum_{\nu=1}^{D} \frac{\partial^{2}}{\partial x_{i \nu}^{2}}+V_{\mathrm{conf}}\left(\sqrt{\sum_{\nu=1}^{D} x_{i \nu}^{2}}\right) \tag{A.2}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{i j}=V_{\mathrm{int}}\left(\sqrt{\sum_{\nu=1}^{D}\left(x_{i \nu}-x_{j \nu}\right)^{2}}\right) \tag{A.3}
\end{equation*}
$$

are the single-particle Hamiltonian and the two-body interaction potential, respectively. The operator $\bar{H}$ is the $D$-dimensional Hamiltonian, and $x_{i \nu}$ is the $\nu^{\text {th }}$ Cartesian
component of the $i^{\text {th }}$ particle. $V_{\text {conf }}$ is an external confining potential and $V_{\text {int }}$ is the two-body interaction potential.

For $N=3$, there are only six internal coordinates: $\left\{r_{1}, r_{2}, r_{3}, \gamma_{12}, \gamma_{13}, \gamma_{23}\right\}$. The three particles define a (two-dimensional) plane in some higher-dimensional space.

We transform the Hamiltonian to internal coordinates, following the derivation in Ref. (81) and restricting our attention to $L=0$ :

$$
\begin{equation*}
H \Phi=E \Phi \tag{A.4}
\end{equation*}
$$

where

$$
\begin{align*}
H=\sum_{i=1}^{3}\left\{-\frac{\hbar^{2}}{2 m_{i}}( \right. & \frac{\partial^{2}}{\partial r_{i}{ }^{2}}+\frac{D-1}{r_{i}} \frac{\partial}{\partial r_{i}}+\sum_{j \neq i} \sum_{k \neq i} \frac{\gamma_{j k}-\gamma_{i j} \gamma_{i k}}{r_{i}^{2}} \frac{\partial^{2}}{\partial \gamma_{i j} \partial \gamma_{i k}} \\
& \left.\left.-\frac{D-1}{r_{i}^{2}} \sum_{j \neq i} \gamma_{i j} \frac{\partial}{\partial \gamma_{i j}}\right)+V_{\text {conf }}\left(r_{i}\right)\right\}+\sum_{i=1}^{2} \sum_{j=i+1}^{3} V_{\mathrm{int}}\left(r_{i j}\right) \tag{A.5}
\end{align*}
$$

We perform a similarity transformation on the above Schrödinger equation (A.4) so that integrals will have a weight function of unity. The result is a kinetic operator of the form of a second-order derivative kinetic term plus an centrifugal-like repulsive term.

We use the transformation that Avery et al. (92) called case (i), in which a first derivative of an internal coordinate is the conjugate momentum to that coordinate,

$$
\begin{equation*}
\chi=J^{-\frac{1}{2}}, \tag{A.6}
\end{equation*}
$$

where (for $N=3$ )

$$
\begin{equation*}
J=\left(r_{1} r_{2} r_{3}\right)^{(D-1)} \Gamma^{(D-4) / 2} \tag{A.7}
\end{equation*}
$$

and by which the similarity-transformed Schrödinger equation Eq. (A.8)

$$
\begin{equation*}
(T+V) \Phi=E \Phi \tag{A.8}
\end{equation*}
$$

is

$$
\begin{align*}
T= & \hbar^{2} \sum_{i=1}^{3}\left[-\frac{1}{2 m_{i}} \frac{\partial^{2}}{\partial r_{i}{ }^{2}}-\frac{1}{2 m_{i} r_{i}^{2}}\left(\sum_{j \neq i}^{3} \sum_{k \neq i}^{3}\left(\gamma_{j k}-\gamma_{i j} \gamma_{i k}\right) \frac{\partial^{2}}{\partial \gamma_{i j} \partial \gamma_{i k}}-3 \sum_{j \neq i}^{3} \gamma_{i j} \frac{\partial}{\partial \gamma_{i j}}\right)\right. \\
& \left.+\frac{3+(D-4)^{2}\left(\frac{\Gamma^{(i)}}{\Gamma}\right)}{8 m_{i} r_{i}^{2}}\right] \\
= & \hbar^{2} \sum_{i=1}^{3}\left[-\frac{1}{2 m_{i}} \frac{\partial^{2}}{\partial r_{i}^{2}}-\frac{1}{2 m_{i} r_{i}^{2}} \sum_{j \neq i}^{3} \sum_{k \neq i}^{3} \frac{\partial}{\partial \gamma_{i j}}\left(\gamma_{j k}-\gamma_{i j} \gamma_{i k}\right) \frac{\partial}{\partial \gamma_{i k}}\right. \\
& \left.+\frac{3+(D-4)^{2}\left(\frac{\Gamma^{(i)}}{\Gamma}\right)}{8 m_{i} r_{i}^{2}}\right] . \tag{A.9}
\end{align*}
$$

In the above equation, $\Gamma$ is the Grammian determinant (see Appendix D in Reference (81)),

$$
\begin{align*}
\Gamma & =\left|\begin{array}{ccc}
1 & \gamma_{12} & \gamma_{13} \\
\gamma_{12} & 1 & \gamma_{23} \\
\gamma_{13} & \gamma_{23} & 1
\end{array}\right| \\
& =1-\gamma_{12}^{2}-\gamma_{13}^{2}-\gamma_{23}^{2}+2 \gamma_{12} \gamma_{13} \gamma_{23}, \tag{A.10}
\end{align*}
$$

and $\Gamma^{(\mathrm{i})}$ is the determinant with row and column i removed,

$$
\begin{align*}
\Gamma^{(1)} & =\left|\begin{array}{cc}
1 & \gamma_{23} \\
\gamma_{23} & 1
\end{array}\right|=1-\gamma_{23}^{2} \\
\Gamma^{(2)} & =\left|\begin{array}{cc}
1 & \gamma_{13} \\
\gamma_{13} & 1
\end{array}\right|=1-\gamma_{13}^{2} \\
\Gamma^{(3)} & =\left|\begin{array}{cc}
1 & \gamma_{12} \\
\gamma_{12} & 1
\end{array}\right|=1-\gamma_{12}^{2} . \tag{A.11}
\end{align*}
$$

## A.3.4 The large-dimension limit

Following Ref. (81), we regularize the large- $D$ limit of the Schrödinger equation by defining the dimensionally scaled variables

$$
\begin{equation*}
\bar{r}_{i}=r_{i} / \kappa(D), \quad \bar{E}=\kappa(D) E, \quad \text { and } \quad \bar{H}=\kappa(D) H, \tag{A.12}
\end{equation*}
$$

where $\kappa(D)$ is the dimension-dependent scale factor which regularizes the large- $D$ limit. The actual choice of $\kappa(D)$ depends on the physical system.

The kinetic energy $T$ in Equation (A.9) scales in the same way as $1 / r^{2}$, so the dimensionally-scaled Schrödinger equation is

$$
\begin{equation*}
\bar{H} \Phi=\left(\frac{1}{\kappa(D)} \bar{T}+\bar{U}+\bar{V}\right) \Phi=\bar{E} \Phi \tag{A.13a}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{T} & =\hbar^{2} \sum_{i=1}^{3}\left(-\frac{1}{2 m_{i}} \frac{\partial^{2}}{\partial \bar{r}_{i}^{2}}-\frac{1}{2 m_{i} \bar{r}_{i}^{2}} \sum_{j \neq i}^{3} \sum_{k \neq i}^{3} \frac{\partial}{\partial \gamma_{i j}}\left(\gamma_{j k}-\gamma_{i j} \gamma_{i k}\right) \frac{\partial}{\partial \gamma_{i k}}\right)  \tag{A.13b}\\
\bar{U} & =\hbar^{2} \sum_{i=1}^{3} \frac{1}{\kappa(D)}\left(\frac{3+(D-4)^{2}\left(\frac{\Gamma^{(i)}}{\Gamma}\right)}{8 m_{i} \bar{r}_{i}^{2}}\right)  \tag{A.13c}\\
\bar{V} & =\sum_{i=1}^{3} \bar{V}_{\text {conf }}\left(\bar{r}_{i}\right)+\sum_{i=1}^{2} \sum_{j=i+1}^{3} \bar{V}_{\text {int }}\left(\bar{r}_{i j}\right) \tag{A.13d}
\end{align*}
$$

The centrifugal-like term $\bar{U}$ of Eq. (A.13c) is quadratic in $D$. The precise form of $\kappa(D)$ depends on the particular system and is chosen so that the result of the scaling is as simple as possible.

We consider the large-dimension limit of the Schrödinger equation by first rewriting (A.13a) in terms of the inverse dimensionality $\delta$, where

$$
\begin{equation*}
\delta \equiv 1 / D \tag{A.14}
\end{equation*}
$$

In the large-dimension limit $(\delta \rightarrow 0)$ the factor of $\kappa(D)$ (which is quadratic in $D$ ) in the denominator of Eq. (A.13a) suppresses the derivative terms of $(\bar{T})$, leaving behind only centrifugal-like term,

$$
\begin{equation*}
\left.\bar{U}\left(\bar{r}_{i} ; \delta\right)\right|_{\infty}=\left.\frac{\hbar^{2}}{8 m_{i} \bar{r}_{i}^{2}} \frac{1}{\delta^{2} \kappa(D)}\left(3 \delta^{2}+(1-4 \delta)^{2} \frac{\Gamma^{(i)}}{\Gamma}\right)\right|_{\infty} \tag{A.15}
\end{equation*}
$$

as well as the large- $D$ limit of the confining and interacting potential terms.
This centrifugal-like term, together with the confining and interaction potentials form an effective potential, $\bar{V}_{\text {eff }}$ :

$$
\begin{equation*}
\bar{V}_{\mathrm{eff}}(\bar{r}, \gamma ; \delta)=\sum_{i=1}^{3}\left(\bar{U}\left(\bar{r}_{i} ; \delta\right)+\bar{V}_{\mathrm{conf}}\left(\bar{r}_{i} ; \delta\right)\right)+\sum_{i=1}^{2} \sum_{j=i+1}^{3} \bar{V}_{\mathrm{int}}\left(\bar{r}_{i}, \gamma_{i j} ; \delta\right) . \tag{A.16}
\end{equation*}
$$

The centrifugal-like term provides a repulsive core, even in the ground state.
Due to the disappearance of the derivative portion of the kinetic energy, the particles in the system become localized in some arrangement which minimizes the (multivariate) large- $D$ effective potential, and the excited states collapse onto the ground state at the minimum of $V_{\text {eff }}$. We assume that this minimal arrangement is totally symmetric under particle interchange.

For three particles, this arrangement is easily visualized in three dimensions in Figure A.1. In the large- $D$ limit, the 3 particles in Figure A. 1 are arranged on a sphere, each particle with a radius, $\bar{r}_{\infty}$, from the center of the confining potential. Furthermore, the angle cosines between each pair of particles takes on the same value, $\gamma_{\infty}$.

In scaled units the $D \rightarrow \infty$ approximation for the energy is simply the effective potential minimum, i.e.

$$
\begin{equation*}
\bar{E}_{\infty}=\bar{V}_{\mathrm{eff}}\left(\bar{r}_{\infty}, \gamma_{\infty} ; \delta=0\right) \tag{A.17}
\end{equation*}
$$

## A.3.4.1 Perturbation about large- $D$ structure

We now consider small displacements about the static, symmetric arrangement of three particles shown in Figure A.1:

$$
\begin{align*}
& \bar{r}_{i}=\bar{r}_{\infty}+\delta^{1 / 2} \bar{r}_{i}^{\prime}  \tag{A.18}\\
& \gamma_{i j}=\gamma_{\infty}+\delta^{1 / 2} \gamma_{i j}^{\prime} . \tag{A.19}
\end{align*}
$$

We will perform a Maclaurin expansion of $\bar{V}_{\text {eff }}$ about $\delta^{\frac{1}{2}}=0$ to obtain $\bar{V}_{\text {eff }}$ as a power series in $\delta^{\frac{1}{2}}$, but first we find it expedient to express the internal coordinates using the vectors $\overline{\boldsymbol{y}}$ and $\overline{\boldsymbol{y}}^{\prime}$. We define a vector $\overline{\boldsymbol{y}}$ consisting of all the 6 internal coordinates,


Figure A.1: Three particles in internal coordinates with an origin at the center of a confining potential. In a symmetric arrangement of particles, the particles form the points of an equilateral triangle. Due to the higher-number of dimensions, the particles may be displaced from the trap center in some orthogonal dimension.

$$
\overline{\boldsymbol{y}}=\binom{\overline{\boldsymbol{r}}}{\boldsymbol{\gamma}}, \quad \text { where } \quad \overline{\boldsymbol{r}}=\left(\begin{array}{c}
\bar{r}_{1}  \tag{A.20}\\
\bar{r}_{2} \\
\bar{r}_{3}
\end{array}\right) \quad \text { and } \quad \gamma=\left(\begin{array}{c}
\gamma_{12} \\
\gamma_{13} \\
\gamma_{23}
\end{array}\right)
$$

We make a similar definition for the internal displacement coordinate vector $\overline{\boldsymbol{y}}^{\prime}$. We then make the substitution

$$
\overline{\boldsymbol{y}}=\left(\begin{array}{c}
\bar{r}_{\infty}  \tag{A.21}\\
\bar{r}_{\infty} \\
\bar{r}_{\infty} \\
\hline \gamma_{\infty} \\
\gamma_{\infty} \\
\gamma_{\infty}
\end{array}\right)+\delta^{1 / 2}\left(\begin{array}{c}
\bar{r}_{1}^{\prime} \\
\bar{r}_{2}^{\prime} \\
\bar{r}_{3}^{\prime} \\
\hline \gamma_{12}^{\prime} \\
\gamma_{13}^{\prime} \\
\gamma_{23}^{\prime}
\end{array}\right)
$$

in the dimensionally-scaled Schrödinger equation (A.13a). As we shall see, writing $\bar{T}$ and $\bar{V}_{\text {eff }}$ as functions of the column vector $\overline{\boldsymbol{y}}^{\prime}$ will enable us to write the corresponding series expansions in a compact form.

In Appendix D we calculate the series expansion of the effective potential $\bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]$ about $\delta=0$, obtaining

$$
\begin{align*}
& \left.\bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]=E_{\infty}+\delta\binom{{ }_{0}^{(0)}}{0}+\frac{1}{2} \sum_{\nu_{1}=1}^{6} \sum_{\nu_{2}=1}^{6}{ }_{2}^{(1)} F_{\nu_{1}, \nu_{2}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime}\right) \\
& \quad+\delta^{3 / 2}\left(\sum_{\nu=1}^{6}{ }_{1}^{(1)} F_{\nu} \bar{y}_{\nu}^{\prime}+\frac{1}{3!} \sum_{\nu_{1}=1}^{6} \sum_{\nu_{2}=1}^{6} \sum_{\nu_{3}=1}^{6}{ }_{3}^{(1)} F_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime} \bar{y}_{\nu_{3}}^{\prime}\right)+O\left(\delta^{2}\right) . \tag{A.22}
\end{align*}
$$

For $N=3$, these $F$ tensors are

$$
\begin{align*}
& { }_{0}^{(0)} F=\left.\frac{d}{d \delta} \bar{V}_{\text {eff }}[\overline{\boldsymbol{y}} ; \delta]\right|_{\infty}  \tag{A.23a}\\
& { }_{2}^{(0)} F_{\nu_{1}, \nu_{2}}=\left.\frac{\partial^{2}}{\partial \bar{y}_{\nu_{1}} \partial \bar{y}_{\nu_{2}}} \bar{V}_{\mathrm{eff}}[\overline{\boldsymbol{y}} ; \delta]\right|_{\infty} \\
& =\left(\begin{array}{ccc|ccc}
\frac{\partial^{2}}{\partial \bar{r}_{1} \partial \bar{r}_{1}} & \frac{\partial^{2}}{\partial \bar{r}_{1} \partial \bar{r}_{2}} & \frac{\partial^{2}}{\partial \bar{r}_{1} \partial \bar{r}_{3}} & \frac{\partial^{2}}{\partial \bar{r}_{1} \partial \gamma_{12}} & \frac{\partial^{2}}{\partial \bar{r}_{1} \partial \gamma_{13}} & \frac{\partial^{2}}{\partial \bar{r}_{1} \partial \gamma_{23}} \\
\frac{\partial^{2}}{\partial \bar{r}_{2} \partial \bar{r}_{1}} & \frac{\partial^{2}}{\partial \bar{r}_{2} \partial \bar{r}_{2}} & \frac{\partial^{2}}{\partial \bar{r}_{2} \partial \bar{r}_{3}} & \frac{\partial^{2}}{\partial \bar{r}_{2} \partial \gamma_{12}} & \frac{\partial^{2}}{\partial \bar{r}_{2} \partial \gamma_{13}} & \frac{\partial^{2}}{\partial \bar{r}_{2} \partial \gamma_{23}} \\
\frac{\partial^{2}}{\partial \bar{r}_{3} \partial \bar{r}_{1}} & \frac{\partial^{2}}{\partial \bar{r}_{3} \partial \bar{r}_{2}} & \frac{\partial^{2}}{\partial \bar{r}_{3} \partial \bar{r}_{3}} & \frac{\partial^{2}}{\partial \bar{r}_{3} \partial \gamma_{12}} & \frac{\partial^{2}}{\partial \bar{r}_{3} \partial \gamma_{13}} & \frac{\partial^{2}}{\partial \bar{r}_{3} \partial \gamma_{23}} \\
\hline \frac{\partial^{2}}{\partial \gamma_{12} \partial \bar{r}_{1}} & \frac{\partial^{2}}{\partial \gamma_{12} \partial \bar{r}_{2}} & \frac{\partial^{2}}{\partial \gamma_{12} \partial \bar{r}_{3}} & \frac{\partial^{2}}{\partial \gamma_{12} \partial \gamma_{12}} & \frac{\partial^{2}}{\partial \gamma_{12} \partial \gamma_{13}} & \frac{\partial^{2}}{\partial \gamma_{12} \partial \gamma_{23}} \\
\frac{\partial^{2}}{\partial \gamma_{13} \partial \bar{r}_{1}} & \frac{\partial^{2}}{\partial \gamma_{13} \partial \bar{r}_{2}} & \frac{\partial^{2}}{\partial \gamma_{13} \partial \bar{r}_{3}} & \frac{\partial^{2}}{\partial \gamma_{13} \partial \gamma_{12}} & \frac{\partial^{2}}{\partial \gamma_{13} \partial \gamma_{13}} & \frac{\partial^{2}}{\partial \gamma_{13} \partial \gamma_{23}} \\
\frac{\partial^{2}}{\partial \gamma_{23} \partial \bar{r}_{1}} & \frac{\partial^{2}}{\partial \gamma_{23} \bar{r}_{2}} & \frac{\partial^{2}}{\partial \gamma_{23} \partial \bar{r}_{3}} & \frac{\partial^{2}}{\partial \gamma_{23} \partial \gamma_{12}} & \frac{\partial^{2}}{\partial \gamma_{23} \partial \gamma_{13}} & \frac{\partial^{2}}{\partial \gamma_{23} \partial \gamma_{23}}
\end{array}\right) \\
& \left.\times \bar{V}_{\text {eff }}[\overline{\boldsymbol{y}} ; \delta]\right)\left.\right|_{\infty} .  \tag{A.23b}\\
& \left.{ }_{1}^{(1)} F_{\nu}=\frac{\partial}{\partial \bar{y}_{\nu}} \frac{d}{d \delta} \bar{V}_{\mathrm{eff}}[\overline{\boldsymbol{y}} ; \delta] \right\rvert\, \\
& =\left(\left.\begin{array}{c}
\left.\frac{\partial}{\partial \bar{r}_{1}} \frac{d}{d \delta} \bar{V}_{\text {eff }}[\overline{\boldsymbol{y}} ; \delta]\right|_{\infty} ^{\infty} \\
\frac{\partial}{\partial \bar{r}_{2}} \frac{d}{d \delta} \bar{V}_{\mathrm{eff}}[\overline{\boldsymbol{y}} ; \delta] \\
\frac{\partial}{\partial \bar{r}_{3}} \frac{d}{d \delta} \bar{V}_{\mathrm{eff}}[\overline{\boldsymbol{y}} ; \delta] \\
\left.\frac{\partial}{\partial \gamma_{12}} \frac{d}{d \delta} \bar{V}_{\mathrm{eff}}[\overline{\boldsymbol{y}} ; \delta]\right|_{\infty} \\
\frac{\partial}{\partial \gamma_{13}} \frac{d}{d \delta} \bar{V}_{\mathrm{eff}}[\overline{\boldsymbol{y}} ; \delta] \\
\frac{\partial}{\partial \gamma_{23}} \frac{d}{d \delta} \bar{V}_{\mathrm{eff}}[\overline{\boldsymbol{y}} ; \delta]
\end{array}\right|_{\infty}\right)  \tag{A.23c}\\
& { }_{3}^{(1)} F_{\nu_{1}, \nu_{2}, \nu_{3}}=\left.\frac{\partial^{3}}{\partial \bar{y}_{\nu_{1}} \partial \bar{y}_{\nu_{2}} \partial \bar{y}_{\nu_{3}}} \bar{V}_{\mathrm{eff}}[\overline{\boldsymbol{y}} ; \delta]\right|_{\infty} \tag{A.23d}
\end{align*}
$$

The tensor ${ }_{3}^{(1)} F_{\nu_{1}, \nu_{2}, \nu_{3}}$ is a $6 \times 6 \times 6$ tensor, which is too large to express in the present print format.

Combining the series expansions for the (derivative portion of the) kinetic term (3.33) (calculated in Section D.3) and the potential term (3.36), we obtain the Hamiltonian operator as a perturbation series in $\delta^{\frac{1}{2}}$ :

$$
\begin{equation*}
\bar{H}=E_{\infty}+\delta \bar{H}_{0}+\delta^{3 / 2} \bar{H}_{1}+O\left(\delta^{2}\right), \tag{A.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{H}_{0}=-\frac{1}{2}{ }_{2}^{(0)} G_{\nu_{1}, \nu_{2}} \partial_{\bar{y}_{\nu_{1}}^{\prime}} \partial_{\bar{y}_{\nu_{2}}^{\prime}}+\frac{1}{2}{ }_{2}^{(1)} F_{\nu_{1}, \nu_{2}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime}+{ }_{0}^{(0)} F \tag{A.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{H}_{1}=-\frac{1}{2}{ }_{3}^{(1)} G_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \partial_{\bar{\nu}_{\nu_{2}}} \partial_{{\overline{\nu_{\nu 3}}}}+\frac{1}{3!}{ }_{3}^{(1)} F_{\nu_{1}, \nu_{2}, \nu_{3}} \bar{y}_{\nu_{1}}^{\prime} \bar{y}_{\nu_{2}}^{\prime} \bar{y}_{\nu_{3}}^{\prime}-\frac{1}{2}{ }_{1}^{(1)} G_{\nu} \partial_{\bar{y}_{\nu}^{\prime}}+{ }_{1}^{(1)} F_{\nu} \bar{y}_{\nu}^{\prime} . \tag{A.26}
\end{equation*}
$$

In the above tensor contractions, summation over repeated $\nu_{i}$ indices from 1 to 6 is implied. The tensors $F$ and $G$ in the above Eqs. have an intricate symmetric structure that is expressed using graph theory in Section 4.3. We will return to the calculation of the actual elements of $F$ and $G$ in Appendix D.

## A.3.6 Solution of the harmonic-order equation

We apply the Wilson GF matrix method(96) to simultaneously diagonalize both the harmonic order ${ }_{2}^{(0)} F$ and ${ }_{2}^{(0)} G$. There are $P=6$ eigenvalues of the matrix ${ }_{2}^{(0)} G{ }_{2}^{(0)} F$, corresponding to the squared frequencies of the six collective motions of the threeparticle system. Due to the the $S_{3}$ symmetry of ${ }_{2}^{(0)} \mathbf{G}$ and ${ }_{2}^{(0)} \mathbf{F}$ there are only four distinct (though degenerate) eigenvalues $\left\{\omega_{0+}, \omega_{0-}, \omega_{1+}, \omega_{1-}\right\}$. Each eigenvalue $\nu$ also has a corresponding eigenvector (called a "normal mode" $q_{\nu}$ ).

In order to determine the harmonic-order wavefunction, one must also determine the collective normal-mode coordinates. Dunn et al explicitly construct the normal mode coordinates in Ref. (87), as well as the harmonic-order DPT wavefunction

$$
\begin{equation*}
\Phi_{0}\left(\mathbf{q}^{\prime}\right)=\prod_{\nu=1}^{6} \phi_{n_{\nu}}\left(\sqrt{\bar{\omega}_{\nu}} \mathbf{q}_{\nu}^{\prime}\right) \tag{A.27}
\end{equation*}
$$

where $\phi_{n_{\nu}}\left(\sqrt{\bar{\omega}_{\nu}} \mathbf{q}_{\nu}^{\prime}\right)$ is a one-dimensional harmonic-oscillator wave function of frequency $\bar{\omega}_{\nu}$, and $n_{\nu}$ is the oscillator quantum number, $0 \leq n_{\nu}<\infty$, which counts the number of quanta in each normal mode.

## A.3.7 Solution of the first-anharmonic equation

Having solved the harmonic-order Schrödinger equation, Eq. (3.41), for $E_{0}$ and $\Phi_{0}$, we now proceed to solve the first anharmonic order Schrödinger equation. We first assume that the first-anharmonic wavefunction can be obtained from the harmonic wavefunction by some operator of the form

$$
\begin{equation*}
\Phi_{1}\left(\mathbf{q}^{\prime}\right)=\left(1+\delta^{\frac{1}{2}} \hat{\Delta}\right) \Phi_{0}\left(\mathbf{q}^{\prime}\right) \tag{A.28}
\end{equation*}
$$

We substitute $\Phi_{1}$ in the above Eq. (A.28) into the first-anharmonic Schrödinger equation, noting that $E_{1}$ is zero due to symmetry considerations, and we obtain an expression involving the unknown operator $\hat{\Delta}$ with known quantities:

$$
\begin{equation*}
\left[\hat{\Delta}, \bar{H}_{0}\right] \Phi_{0}=\bar{H}_{1} \Phi_{0} . \tag{A.29}
\end{equation*}
$$

In the next section A.4, we show that the Hamiltonian terms in the DPT perturbation series can be resolved in a structural basis, which I call "binary invariants". In the section following A.5, we show that the transformation of each first-anharmonicorder binary invariant must be proportional to one of a few group theoretic tensors called "Clebsch-Gordon coefficients".

## A. 4 Decomposition in a structural basis, invariant under $S_{3}$

## A.4.2 Example: harmonic Hamiltonian tensor for $N=3$

As an example of how $S_{3}$ symmetry affects a partitioning of the DPT Hamiltonian tensors, let us decompose the $N=3$ harmonic-order ${ }_{2}^{(0)} Q$ tensor blocks for $N=3$ into equivalence classes. The tensor ${ }_{2}^{(0)} Q$ has the following indical structure for $N=3$ :

$$
{ }_{2}^{(0)} \mathbf{Q}:\left(\begin{array}{ccc|ccc}
\bar{r}_{1} \bar{r}_{1} & \bar{r}_{1} \bar{r}_{2} & \bar{r}_{1} \bar{r}_{3} & \bar{r}_{1} \gamma_{12} & \bar{r}_{1} \gamma_{13} & \bar{r}_{1} \gamma_{23}  \tag{A.30}\\
\bar{r}_{2} \bar{r}_{1} & \bar{r}_{2} \bar{r}_{2} & \bar{r}_{2} \bar{r}_{3} & \bar{r}_{2} \gamma_{12} & \bar{r}_{2} \gamma_{13} & \bar{r}_{2} \gamma_{23} \\
\bar{r}_{3} \bar{r}_{1} & \bar{r}_{3} \bar{r}_{2} & \bar{r}_{3} \bar{r}_{3} & \bar{r}_{3} \gamma_{12} & \bar{r}_{3} \gamma_{13} & \bar{r}_{3} \gamma_{23} \\
\hline \gamma_{12} \bar{r}_{1} & \gamma_{12} \bar{r}_{2} & \gamma_{12} \bar{r}_{3} & \gamma_{12} \gamma_{12} & \gamma_{12} \gamma_{13} & \gamma_{12} \gamma_{23} \\
\gamma_{13} \bar{r}_{1} & \gamma_{13} \bar{r}_{2} & \gamma_{13} \bar{r}_{3} & \gamma_{13} \gamma_{12} & \gamma_{13} \gamma_{13} & \gamma_{13} \gamma_{23} \\
\gamma_{23} \bar{r}_{1} & \gamma_{23} \bar{r}_{2} & \gamma_{23} \bar{r}_{3} & \gamma_{23} \gamma_{12} & \gamma_{23} \gamma_{13} & \gamma_{23} \gamma_{23}
\end{array}\right) .
$$

Consider the elements of the $S_{3}$ group,

$$
\begin{equation*}
S_{3}=\{(1)(2)(3),(1)(23),(3)(12),(123),(132),(2)(13)\} \tag{A.31}
\end{equation*}
$$

acting on the elements of the above matrix, each of which results in a permutation of the particle labels. Note that elements related by a permutation of $S_{3}$ must be equal. Matrix elements that are related by a permutation are said to be equivalent and the set of objects equivalent under some relation is called an equivalence class. Each element of the above matrix belongs to an equivalence class composed of some other elements at other positions in the matrix. We represent each equivalence class as a binary matrix with ones in the places which are related by a permutation of $S_{3}$ and zeros elsewhere. Such matrices are binary and are also unchanged by the action of $S_{3}$. Each block may be decomposed as a sum over equivalence classes using a set of binary matrices as follows:

$$
{ }_{2}^{(0)} \mathbf{Q}^{r r}={ }_{2}^{(0)} Q_{11}^{r r}\left(\begin{array}{lll}
1 & 0 & 0  \tag{A.32}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)+{ }_{2}^{(0)} Q_{12}^{r r}\left(\begin{array}{lll}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right)
$$

$$
\begin{align*}
{ }_{2}^{(0)} \mathbf{Q}^{r \gamma} & ={ }_{2}^{(0)} Q_{1(12)}^{r \gamma}\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 1
\end{array}\right)+{ }_{2}^{(0)} Q_{1(23)}^{r \gamma}\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)  \tag{A.33}\\
{ }_{2}^{(0)} \mathbf{Q}^{\gamma r} & ={ }_{2}^{(0)} Q_{(12) 1}^{\gamma r}\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 1
\end{array}\right)+{ }_{2}^{(0)} Q_{(23) 1}^{\gamma r}\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)  \tag{A.34}\\
{ }_{2}^{(0)} \mathbf{Q}^{\gamma \gamma} & =\underset{2}{(0)} Q_{(12)(12)}^{\gamma \gamma}\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)+{ }_{2}^{(0)} Q_{(12)(23)}^{\gamma \gamma}\left(\begin{array}{lll}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right) . \tag{A.35}
\end{align*}
$$

Notice that the matrix structure of each equivalence class is represented by a binary matrix. (For $N \geq 4$ there is a third structural entity in the decomposition of ${ }_{2}^{(0)} Q^{\gamma \gamma}$ corresponding to elements of the form $\left.{ }_{2}^{(0)} Q_{(12)(34)}^{\gamma \gamma}.\right)$

## A.4.3 Decomposition in the basis of binary invariants

We term the matrices and tensors by which we perform such an above decomposition binary invariants.

## A.4.3.1 Introducing binary invariants

For example, let us construct the binary invariant for the equivalence class of the element ${ }_{2}^{(0)} Q_{11}^{r r}$ for $N=3$. First, we write a matrix with only one non-zero element at the position of ${ }_{2}^{(0)} Q_{11}^{r r}$.

$$
\left(\begin{array}{lll}
1 & 0 & 0  \tag{A.36}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Next we consider the action of the permutation group $S_{3}$,

$$
\begin{equation*}
S_{3}=\{(1)(2)(3),(1)(23),(3)(12),(123),(132),(2)(13)\} \tag{A.37}
\end{equation*}
$$

on the matrix in Eq. (4.11). There are two permutations which leave the matrix unchanged, and the group $S_{3}$ is divided into cosets of two elements which map to the same matrix. We apply one element of $S_{3}$ from each coset to the matrix and add the result. (Equivalently, we may apply all elements of $S_{3}$ and divide by the size of the cosets.) The result is the binary invariant for the equivalence class of ${ }_{2}^{(0)} Q_{11}^{r r}$,

$$
\left(\begin{array}{lll}
1 & 0 & 0  \tag{A.38}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)+\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)+\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

A similar procedure may be followed to construct the binary invariants in closed form. This construction is established in Appendix (C).

## A.4.4 Graphical representation of tensor structure

## A.4.4.2 Mapping tensor structure onto graphs

The set of graphs representing the equivalence classes of the $N=3$ harmonic-order DPT Hamiltonian tensors are given in Table A.4.4.2. The set of graphs representing the equivalence classes of the rank-one and rank-three tensors are given in Tables A.4.4.2 and A.4.4.2.

## A.4.4.3 Graphical decomposition of harmonic-order matrices

The harmonic-order matrices ${ }_{2}^{(0)} Q_{\nu_{1}, \nu_{2}}^{\text {block }}$ may be decomposed using Eq. (4.15),

$$
\begin{equation*}
{ }_{2}^{(0)} Q_{\nu_{1}, \nu_{2}}^{\text {block }}=\sum_{\mathcal{G} \in \mathbb{G}_{\text {block }}} Q^{\text {block }}(\mathcal{G})\left[B^{\text {block }}(\mathcal{G})\right]_{\nu_{1}, \nu_{2}} . \tag{A.39}
\end{equation*}
$$

where the equivalence classes $\mathbb{G}_{\text {block }}$ for $N=3$ are now labeled by graphs

$$
\begin{align*}
\mathbb{G}^{r r} & =\{\infty, \bigcirc Q\}  \tag{A.40}\\
\mathbb{G}^{r \gamma}=\mathbb{G}^{\gamma r} & =\{\bigcirc, \bigcirc \bullet\} \\
\mathbb{G}^{\gamma \gamma} & =\{\bullet, \emptyset\}
\end{align*}
$$

For example, the $r r$ block can be decomposed as

$$
\begin{equation*}
\left[{ }_{2}^{(0)} Q^{r r}\right]_{i, j}=Q(\bigcirc)[B(\bigcirc)]_{i, j}+Q(\bigcirc \oslash)[B(\bigcirc \bigcirc)]_{i, j} . \tag{A.41}
\end{equation*}
$$

When $Q$ is symmetric (which will be the case for F and G ) then the expansions for ${ }_{2}^{(0)} Q^{\gamma r},{ }_{2}^{(0)} Q^{r \gamma}$ are the same, so we may drop the block labels on the binary invariant.

## A.4.4.4 Graphical decomposition of first-anharmonic-order tensors

The rank-one first-anharmonic tensors ${ }_{1}^{(1)} Q_{\nu}^{\text {block }}$ have a trivial decomposition, since there is only one graph in each block:

$$
\begin{align*}
& \mathbb{G}^{r}=\bigcirc \\
& \mathbb{G}^{\gamma}=\square . \tag{A.42}
\end{align*}
$$

Therefore, Eq. (4.15) becomes

$$
\begin{align*}
& { }_{1}^{(1)} Q_{\nu}^{r}={ }_{1}^{(1)} Q^{r}(Q)[B(Q)]_{\nu} \\
& { }_{1}^{(1)} Q_{\nu}^{\gamma}={ }_{1}^{(1)} Q^{\gamma}(\curvearrowleft)[B(Q)]_{\nu} . \tag{A.43}
\end{align*}
$$

The rank-three tensors ${ }_{3}^{(1)} Q_{\nu_{1}, \nu_{2}, \nu_{3}}^{\text {block }}$ may also be decomposed using Eq. (4.15),

$$
\begin{equation*}
{ }_{3}^{(1)} Q_{\nu_{1}, \nu_{2}, \nu_{3}}^{\text {block }}=\sum_{\mathcal{G} \in \mathbb{G}_{\text {block }}} Q^{\text {block }}(\mathcal{G})\left[B^{\text {block }}(\mathcal{G})\right]_{\nu_{1}, \nu_{2}, \nu_{3}}, \tag{A.44}
\end{equation*}
$$

where the equivalence classes $\mathbb{G}_{\text {block }}$ are now labeled by graphs

| Graph | Tensor Elements |
| :---: | :---: |
| $\infty$ | ${ }_{2}^{(0)} Q_{i i}^{r r}$ |
| $\bigcirc$ | ${ }_{2}^{(0)} Q_{i j}^{r r}$ |
| $\cdots$ | ${ }_{2}^{(0)} Q_{(i j) i}^{\gamma r}={ }_{2}^{(0)} Q_{(i j) j}^{\gamma r},$ |
|  | ${ }_{2}^{(0)} Q_{i(i j)}^{r \gamma}={ }_{2}^{(0)} Q_{i(j i)}^{r \gamma}$ |
| $\bigcirc$ | ${ }_{2}^{(0)} Q_{(i j)(i j)}^{\gamma \gamma}$ |
| $\ldots$ | ${ }_{2}^{(0)} Q_{(i j)(i k)}^{\gamma \gamma}={ }_{2}^{(0)} Q_{(i j)(j k)}^{\gamma \gamma}={ }_{2}^{(0)} Q_{(i j)(k i)}^{\gamma \gamma}={ }_{2}^{(0)} Q_{(i j)(k j)}^{\gamma \gamma}$ |

Table A.1: Graph labels for the equivalence classes of the rank-two, harmonic-order DPT Hamiltonian coefficient tensors. For $N=3$, there is one graph from the general case that has more than three vertices and is not shown here.


Table A.2: Graphs labeling equivalence classes for the rank-one, first-anharmonic DPT Hamiltonian coefficient tensors.

| Graphs | Elements | Graphs | Elements | Graphs | Elements |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | ${ }_{3}^{(1)} Q_{i, i, i}^{\text {rr }}$ | $\infty$ <br> $\bigcirc$ <br> - $\Omega$. <br> $\stackrel{L}{\circ}$ | $\begin{aligned} & { }_{3}^{(1)} Q_{(i j),(i j), i}^{\gamma \gamma r} \\ & { }_{3}^{1)} Q_{(i j),(i j), k}^{\gamma(1)} \\ & { }_{3}^{(1)} Q_{(i j),(j k), j}^{\gamma \gamma r} \\ & { }_{3}^{(1)} Q_{(i j),(j k), i}^{\gamma r} \end{aligned}$ | $\stackrel{\theta}{\Delta}$$\infty$ | $\begin{aligned} & \hline{ }_{3}^{(1)} Q_{(i j),(i j),(i j)}^{\gamma \gamma \gamma} \\ & { }_{3}^{(1)} Q_{(i j),(j k),(i k)}^{\gamma} \\ & { }_{3}^{(1)} Q_{(i j),(i j),(j k)}^{\gamma \gamma} \end{aligned}$ |
| 80 | ${ }_{3}^{(1)} Q_{i, i, j}^{r r r}$ |  |  |  |  |
| $\bigcirc \bigcirc 0$ | ${ }_{3}^{(1)} Q_{i, j, k}^{r r r}$ |  |  |  |  |
| $\mathscr{E}$ | ${ }_{3}^{(1)} Q_{(i j), i, i}^{\gamma r r}$ <br> ${ }^{(1)} Q^{\gamma r r}$ |  |  |  |  |
| - 0 | ${ }_{3}^{(1)} Q_{(i j), i, j}^{\gamma r r}$ <br> ${ }^{(1)} Q^{\gamma r r}$ |  |  |  |  |
| - | ${ }_{3} Q_{(i j), i, k}$ |  |  |  |  |
| 0 | ${ }_{3}^{(1)} Q_{(i j), k, k}^{\gamma r r}$ |  |  |  |  |

Table A.3: Graphs labeling equivalence classes for the rank-three, first-anharmonic DPT Hamiltonian coefficient tensors. Graphs from the general case in Table 4.3.2 with more than three vertices are not shown here.

$$
\begin{align*}
& \mathbb{G}^{\gamma r r}=\mathbb{G}^{r \gamma r}=\mathbb{G}^{r r \gamma}=\left\{\begin{array}{l}
\mathbb{G}^{r r r}
\end{array}=\{, Q, Q Q\}, 00\right\} \\
& \mathbb{G}^{\gamma \gamma r}=\mathbb{G}^{\gamma \gamma \gamma}=\mathbb{G}^{r \gamma \gamma}=\left\{\bullet \infty, \odot, Q, \perp ๑^{\circ}\right.  \tag{A.45}\\
& \mathbb{G}^{\gamma \gamma \gamma}=\{\Theta, \Delta, \ominus \cdots\} \text {. }
\end{align*}
$$

For example, the $r r r$ block tensors may be decomposed as follows:

$$
\begin{align*}
{\left[Q^{r r r}\right]_{i, j, k}=} & Q(\wp)[B(\Omega)]_{i, j, k}+Q(\Omega Q)[B(\Omega Q)]_{i, j, k}  \tag{A.46}\\
& +Q(Q Q Q)[B(Q Q)]_{i, j, k}
\end{align*}
$$

## A. 5 Transformation of Hamiltonian to normalcoordinate basis

Now we transform the binary invariant basis tensors to symmetry coordinates.

## A.5.1 Two-step transformation of the Hamiltonian

## A.5.1.3 Intermediate step: transformation to symmetry coordinates

The transformation to symmetry coordinates in Eq. (5.14) represents a crucial simplification in the transformation to normal-mode coordinates: the transformation of the Hamiltonian to symmetry coordinates as an intermediate step.

The transformation $W$ has a block form defined in Eq. (45) of Ref. (87) for $N=3$ is:

$$
W=\left(\begin{array}{c|c}
W_{r^{\prime}}^{0} & 0  \tag{A.47}\\
0 & W_{\gamma^{\prime}}^{0} \\
\hline W_{r^{\prime}}^{1} & 0 \\
0 & W_{\gamma^{\prime}}^{1}
\end{array}\right) .
$$

The block matrices $W_{r^{\prime}}^{0}$ and $W_{\gamma^{\prime}}^{0}$ have dimensions $1 \times 3$, and the block matrices $W_{r^{\prime}}^{1}$ and $W_{\gamma^{\prime}}^{1}$ have dimensions $2 \times 3$. One difference between Eq. A. 47 and the transformation for general $N$ in Eq. 5.22 is the absence of the $\mathbf{2}$ sector.

Each block in the $W$ transformation (A.47) effects the reduction of a reducible representation of $S_{3}$ to an irreducible representation of $S_{3}$ :

$$
W \overline{\mathbf{y}}^{\prime}=\left(\begin{array}{lll|lll}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} \\
\hline \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 \\
\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & -\sqrt{\frac{2}{3}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\
0 & 0 & 0 & \sqrt{\frac{2}{3}} & -\frac{1}{\sqrt{6}} & -\frac{1}{\sqrt{6}}
\end{array}\right)\left(\begin{array}{c}
\bar{r}_{1}^{\prime} \\
\bar{r}_{1}^{\prime} \\
\bar{r}_{1}^{\prime} \\
\hline \gamma_{12}^{\prime} \\
\gamma_{13}^{\prime} \\
\gamma_{23}^{\prime}
\end{array}\right)
$$

$$
=\left(\begin{array}{l}
\frac{\bar{r}_{1}^{\prime}+\bar{r}_{2}^{\prime}+\bar{r}_{3}^{\prime}}{\sqrt{3}}  \tag{A.48}\\
\frac{\gamma_{12}^{\prime}+\gamma_{13}^{\prime}+\gamma_{23}^{\prime}}{\sqrt{3}} \\
\frac{\bar{r}_{1}^{\prime}-\bar{r}_{2}^{\prime}}{\sqrt{2}} \\
\frac{\bar{r}_{1}^{\prime}+\bar{r}_{2}^{\prime}-2 \bar{r}_{3}^{\prime}}{\sqrt{6}} \\
\frac{\gamma_{13}^{\prime}-\gamma_{23}^{\prime}}{\sqrt{2}} \\
\frac{2 \gamma_{12}^{\prime}-\gamma_{13}^{\prime}-\gamma_{23}^{\prime}}{\sqrt{6}}
\end{array}\right) .
$$

Thus the symmetry coordinates in Reference (87) for $N=3$ are obtained in terms of the internal displacement coordinates. There are two symmetry coordinates which transform under a scalar irrep $[N]$ of $S_{N}$ :

$$
\begin{equation*}
\boldsymbol{S}_{\overline{\boldsymbol{r}}^{\prime}}^{0}=\frac{1}{\sqrt{3}}\left(\bar{r}_{1}^{\prime}+\bar{r}_{2}^{\prime}+\bar{r}_{3}^{\prime}\right) \tag{A.49}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\bar{\gamma}^{\prime}}^{0}=\frac{1}{\sqrt{3}}\left(\gamma_{12}+\gamma_{13}+\gamma_{23}\right) \tag{A.50}
\end{equation*}
$$

There are four symmetry coordinates which transform under a $[N-1,1]$ irrep of $S_{N}$ (two constructed from radii and two from angle cosines):

$$
\begin{equation*}
\boldsymbol{S}_{\bar{r}^{\prime}}^{1}=\binom{\frac{1}{\sqrt{2}}\left(\bar{r}_{1}^{\prime}-\bar{r}_{2}^{\prime}\right)}{\frac{1}{\sqrt{6}}\left(\bar{r}_{1}^{\prime}+\bar{r}_{2}^{\prime}-2 \bar{r}_{3}^{\prime}\right)} \tag{A.51}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\gamma^{\prime}}^{1}=\binom{\frac{\gamma_{13}^{\prime}-\gamma_{23}^{\prime}}{\sqrt{2}}}{\frac{2 \gamma_{12}^{\prime}-\gamma_{13}^{\prime}-\gamma_{23}^{\prime}}{\sqrt{6}}} . \tag{A.52}
\end{equation*}
$$

## A.5.1.4 Final step: transformation to normal coordinates

For $N=3$, the normal-coordinate vector $\mathbf{q}^{\prime}$ has following block form:

$$
\mathrm{q}^{\prime}=\left(\begin{array}{c}
\mathrm{q}_{+}^{\prime 0}  \tag{A.53}\\
\mathrm{q}_{-}^{\prime 0} \\
\hline \mathrm{q}_{+}^{\prime 1} \\
\mathrm{q}_{-}^{\prime 1}
\end{array}\right)
$$

In Reference (87) Eq. (80), the transformation from symmetry coordinates to normal coordinates $\mathcal{C}_{\mu_{1}, \mu_{2}}$ is defined as (a $4 \times 4$ matrix for $N=3$ ):

$$
\mathcal{C}_{\mu_{1}, \mu_{2}}=\left(\begin{array}{cc|cc}
c_{+}^{\mathbf{0}} \cos \theta_{+}^{\mathbf{0}} & c_{+}^{\mathbf{0}} \sin \theta_{+}^{\mathbf{0}} & 0 & 0  \tag{A.54}\\
c_{-}^{\mathbf{0}} \cos \theta_{-}^{\mathbf{0}} & c_{-}^{\mathbf{0}} \sin \theta_{-}^{\mathbf{0}} & 0 & 0 \\
\hline 0 & 0 & c_{+}^{1} \cos \theta_{+}^{1} & c_{+}^{1} \sin \theta_{+}^{1} \\
0 & 0 & c_{-}^{1} \cos \theta_{-}^{1} & c_{-}^{1} \sin \theta_{-}^{1}
\end{array}\right)
$$

The normal coordinate vectors are constructed by transforming the symmetry coordinates: $\mathbf{q}^{\prime}=\mathcal{C}^{T} \mathbf{S}$ (Eq. (63) in Ref. (87)). The result is a normal-coordinate vector of the form

$$
\mathbf{q}^{\prime}=\left(\begin{array}{c}
c_{+}^{0} \cos \theta_{+}^{0} \mathbf{S}_{r^{\prime}}^{0}+c_{+}^{0} \sin \theta_{+}^{0} \mathbf{S}_{\gamma^{\prime}}^{0}  \tag{A.55}\\
c_{-}^{0} \cos \theta_{-}^{0} \mathbf{S}_{r^{\prime}}^{0}+c_{-}^{0} \sin \theta_{-}^{0} \mathbf{S}_{\gamma^{\prime}}^{0} \\
c_{+}^{1} \cos \theta_{+}^{1} \mathbf{S}_{r^{\prime}}^{1}+c_{+}^{1} \sin \theta_{+}^{1} \mathbf{S}_{\gamma^{\prime}}^{1} \\
c_{-}^{1} \cos \theta_{-}^{1} \mathbf{S}_{r^{\prime}}^{1}+c_{-}^{1} \sin \theta_{-}^{1} \mathbf{S}_{\gamma^{\prime}}^{1}
\end{array}\right) .
$$

In the above equation, the "mixing angles" $\theta_{ \pm}^{\alpha}$, and the normalization $c_{ \pm}^{\alpha}$ are defined in terms of the harmonic-order Hamiltonian elements: Eqs. (76), (78), and (79) in Reference (87).

Having seen the transformation of the internal coordinate column vector to symmetry coordinates, then to normal coordinates, we now perform the same transformations on the DPT Hamiltonian tensors.

## A.5.2 Transformation to symmetry coordinates

We now transform the first-anharmonic Hamiltonian to the basis of symmetry coordinates, obtaining

$$
\bar{H}_{0}=-\frac{1}{2}\left[\begin{array}{c}
(0)  \tag{A.56}\\
2
\end{array} G_{W}\right]_{\nu_{1}, \nu_{2}} \partial_{S_{\nu_{1}}} \partial_{S_{\nu_{2}}}+\frac{1}{2}\left[{ }_{2}^{(0)} F_{W}\right]_{\nu_{1}, \nu_{2}} S_{\nu_{1}} S_{\nu_{2}}+{ }_{0}^{(0)} F_{W} .,
$$

and

$$
\begin{align*}
\bar{H}_{1}= & -\frac{1}{2}\left[{ }_{3}^{(1)} G_{W}\right]_{\nu_{1}, \nu_{2}, \nu_{3}} S_{\nu_{1}} \partial_{S_{\nu_{2}}} \partial_{S_{\nu_{3}}}-\frac{1}{2}\left[{ }_{1}^{(1)} G_{W}\right]_{\nu} \partial_{S_{\nu}} \\
& +\frac{1}{3!}\left[{ }_{3}^{(1)} F_{W}\right]_{\nu_{1}, \nu_{2}, \nu_{3}} S_{\nu_{1}} S_{\nu_{2}} S_{\nu_{3}}+\left[{ }_{1}^{(1)} F_{W}\right]_{\nu} S_{\nu} . \tag{A.57}
\end{align*}
$$

In the above equations, summation is implied over $\nu_{i}=1$ to 6 .
In Ref. (87) using the results of Ref. (99) it has been shown that the harmonic Hamiltonian matrices ${ }_{2}^{(0)} G_{W}$ and ${ }_{2}^{(0)} F_{W}$ have a particular block structure where each block is itself a direct product of matrices:

$$
{ }_{2}^{(0)} Q_{W}=\left(\begin{array}{cc}
\sigma_{\mathbf{0 0}}^{Q} \otimes \mathbf{I}_{\mathbf{0}} & \mathbf{0}  \tag{A.58}\\
\mathbf{0} & \sigma_{\mathbf{1 1}}^{Q} \otimes \mathbf{I}_{\mathbf{1}}
\end{array}\right) .
$$

The matrices $\sigma_{00}^{Q}$ and $\sigma_{11}^{Q}$ are of dimension $2 \times 2$. The matrix $\mathbf{I}_{\mathbf{0}}$ is actually only a scalar 1 (or, if you prefer, a $1 \times 1$ matrix). The matrix $\mathbf{I}_{\mathbf{1}}$ is the $2 \times 2$ identity matrix. These are actually the two Clebsch-Gordon coefficients: $C^{\mathbf{0 0}}$ couples together two 0 representations to yield another $\mathbf{0}$ representation, and $C^{11}$ couples together two 1 representations to yield another 0 representation.

## A.5.2.1 Clebsch-Gordon coefficients of the transformation

Writing the Clebsch-Gordon coefficient which couples together $\alpha_{1}$ and $\alpha_{2}$ to yield $\mathbf{0}$ as $C_{\xi_{1}, \xi_{2}}^{\alpha_{1} \alpha_{2}}$, the harmonic-order $Q_{W}$ may be written more generally as

$$
\left[{ }_{2}^{(0)} Q_{W}^{\alpha_{1} \alpha_{2}}\right]_{\xi_{1}, \xi_{2}}^{X_{1}, X_{2}}=\left[\begin{array}{c}
{ }_{2}^{(0)}  \tag{A.59}\\
\sigma_{\alpha_{1} \alpha_{2}}^{Q}
\end{array}\right]_{X_{1}, X_{2}} C_{\xi_{1}, \xi_{2}}^{\alpha_{1},_{2}} .
$$

For $N=3$, there are only two harmonic-order Clebsch-Gordon coefficients:

$$
\begin{align*}
C^{\mathbf{0 0}} & =1  \tag{A.60}\\
C_{\xi_{1}, \xi_{2}}^{11} & =\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) . \tag{A.61}
\end{align*}
$$

Notice that the Clebsch-Gordon coefficient depends on the irrep labels $\alpha_{i}$ only, not on the block labels $X_{i}$. The factor $\left[\begin{array}{c}(0) \\ 2\end{array} \sigma_{\alpha_{1} \alpha_{2}}^{Q}\right]_{X_{1}, X_{2}}$ is a $4 \times 4$ matrix (with the block structure shown above)

At first-anharmonic order, the blocks of the symmetry-transformed Hamiltonian tensors are also proportional to Clebsch-Gordon coefficients. In the case of the rankone Hamiltonian tensor, there is really no coupling of irreps so the rank-one ClebschGordon has a simple form:

$$
C_{\xi}^{\alpha}=\left\{\begin{array}{lll}
1 & \text { if } & \alpha=\mathbf{0}  \tag{A.62}\\
0 & & \text { otherwise }
\end{array} .\right.
$$

Therefore, we can expect the rank-one Hamiltonian tensors to be proportional to this Clebsch-Gordon coefficient by a proportionality vector we denote $\left[\begin{array}{l}{ }_{1}^{(1)} \\ \sigma_{\alpha_{1}}^{Q}\end{array}\right]_{\mu}$ :

$$
\begin{align*}
& {\left[{ }_{1}^{(1)} Q_{W}^{0}\right]^{X}=\left[{ }_{1}^{(1)} \sigma_{0}^{Q}\right]_{X} \times 1} \\
& {\left[{ }_{1}^{(1)} Q_{W}^{1}\right]_{\xi}^{X}=0} \\
& {\left[{ }_{1}^{(1)} Q_{W}^{2}\right]_{\xi}^{X}=0 .} \tag{A.63}
\end{align*}
$$

The Clebsch-Gordon coefficient tensors which couple three irreps to form an $\mathbf{0}$ irrep for $N=3$ are much simpler than the general $N$ case. There are only three non-zero Clebsch-Gordon coefficients for $N=3$ (From Eqs. E.11-E.13),

$$
\begin{align*}
& C^{000}=1  \tag{A.64}\\
& C^{110}=\left(\begin{array}{ll}
\left(\begin{array}{ll}
110
\end{array}\right) & \left(C_{121}^{110}\right) \\
\left(C_{211}^{110}\right) & \left(C_{221}^{110}\right)
\end{array}\right)=\left(\begin{array}{ll}
\left(\begin{array}{l}
1
\end{array}\right) & \left(\begin{array}{l}
0
\end{array}\right) \\
(0) & (1)
\end{array}\right)  \tag{A.65}\\
& C^{111}=\left(\begin{array}{ll}
\binom{C_{111}^{111}}{C_{112}^{111}} & \binom{C_{121}^{111}}{C_{122}^{111}} \\
\binom{C_{211}^{111}}{C_{212}^{111}} & \binom{C_{211}^{111}}{C_{222}^{111}}
\end{array}\right)=\binom{0}{\frac{1}{\sqrt{6}}}\binom{\frac{1}{\sqrt{6}}}{0} . \tag{A.66}
\end{align*}
$$

In Eq. A. 65 the order of the indices and sector labels may be permuted. We know from group representation theory that the transformation of each Hamiltonian tensor must be proportional to one of the above Clebsch-Gordon coefficients for that transformation:

$$
\left[{ }_{3}^{(1)} Q_{W}^{\alpha_{1} \alpha_{2} \alpha_{3}}\right]_{\xi_{1}, \xi_{2}, \xi_{3}}^{X_{1} X_{2} X_{3}}=\left[\begin{array}{l}
{ }_{3}^{(1)}  \tag{A.67}\\
\sigma_{\alpha_{1} \alpha_{2} \alpha_{3} k}^{Q}
\end{array}\right]_{X_{1}, X_{2}, X_{3}} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\alpha_{1} \alpha_{2}, \alpha_{3}, k} .
$$

To calculate the actual proportionality coefficients $\sigma$, we employ a resolution in a basis of binary invariants.

## A.5.2.2 Symmetry-transformed binary invariants

To make use of the Clebsch-Gordon coefficients, one must calculate the proportionality coefficients in Eqs. (A.59), (A.63), and (A.67) by performing the relevant transformations on the each binary invariant. This is easy to do numerically for $N=3$.

One may actually calculate the Clebsch-Gordon coefficients (to within a constant) by performing each of the transformations below on only one binary invariant. The same transformation on all the others must be proportional to that result.

Now, for any graph $\mathcal{G}$ in a block, the transformation of the tensor $B^{\text {block }}(\mathcal{G})$ must be proportional to the Clebsch-Gordon coefficient of that transformation. At harmonic order the binary invariants are matrices and we can perform a matrix transformation of the binary invariant matrices to obtain something that is proportional to the Clebsch-Gordon coefficient matrix for that transformation.

$$
\begin{equation*}
\mathbf{W}_{X_{1}}^{\alpha_{1}} \mathbf{B}(\mathcal{G})\left[\mathbf{W}_{X_{2}}^{\alpha_{2}}\right]^{T}=\left[{ }_{2}^{(0)} \beta^{\alpha_{1} \alpha_{2}}(\mathcal{G})\right]_{X_{1}, X_{2}} \mathbf{C}_{\xi_{1}, \xi_{2}}^{\alpha_{1} \alpha_{2}} . \tag{A.68}
\end{equation*}
$$

As an example, we perform the (non-zero) transformations on the $r r$ sector of the harmonic-order binary invariants $B(\bigcirc)$ and $B(\bigcirc \bigcirc)$ :

$$
\begin{align*}
\mathbf{W}_{\bar{r}}^{\mathbf{0}} \mathbf{B}(\infty)\left[\mathbf{W}_{\bar{r}}^{\mathbf{0}}\right]^{T} & =\left(\begin{array}{lll}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
\frac{1}{\sqrt{3}} \\
\frac{1}{\sqrt{3}} \\
\frac{1}{\sqrt{3}}
\end{array}\right) \\
& =1 \tag{A.69}
\end{align*}
$$

and

$$
\left.\begin{array}{rl}
\mathbf{W}_{\bar{r}}^{\mathbf{1}} \mathbf{B}(\bigcirc \bigcirc)\left[\mathbf{W}_{\bar{r}}^{\mathbf{1}}\right.
\end{array}\right]^{T}=\left(\begin{array}{lll}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
1 & 0 & 1  \tag{A.70}\\
1 & 1 & 0
\end{array}\right)\left(\begin{array}{c}
\frac{1}{\sqrt{3}} \\
\frac{1}{\sqrt{3}} \\
\frac{1}{\sqrt{3}}
\end{array}\right)
$$

Comparing the above transformations to the $\mathbf{0 0}$ Clebsch-Gordon coefficient matrix (which is simply 1), we can deduce the value of the proportionality coefficients $\left[{ }_{2}^{(0)} \beta^{00}(\bigcirc)\right]_{\bar{r}, \bar{r}}$ and $\left[{ }_{2}^{(0)} \beta^{00}(\bigcirc \bigcirc)\right]_{\bar{r}, \bar{r}}$ :

$$
\begin{align*}
{\left[{ }_{2}^{(0)} \beta^{\mathbf{0 0}}(\bigcirc)\right]_{\bar{r}, \bar{r}} } & =1  \tag{A.71}\\
{\left[{ }_{2}^{(0)} \beta^{\mathbf{0 0}}(\bigcirc \bigcirc)\right]_{\bar{r}, \bar{r}} } & =2 \tag{A.72}
\end{align*}
$$

These results are listed in the first column of the top (rr block) table in Table A.4, which is the $N=3$ case of the more general Table A.4.

Next, we perform the transformation of the rr block binary invariants to the $\mathbf{1 1}$ sector

$$
\begin{align*}
& \mathbf{W}_{\bar{r}}^{\mathbf{1}} \mathbf{B}(C O)\left[\mathbf{W}_{\bar{r}}^{\mathbf{1}}\right]^{T}= \\
& \\
& =\left(\begin{array}{lll}
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & -\sqrt{\frac{2}{3}}
\end{array}\right)\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ll}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} \\
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} \\
0 & -\sqrt{\frac{2}{3}}
\end{array}\right) \\
& =\left(1 \times \mathbf{C}^{11}\right.  \tag{А.73}\\
& = \\
& \mathbf{W}_{\bar{r}}^{\mathbf{1}} \mathbf{B}(\bigcirc Q)\left[\mathbf{W}_{\bar{r}}^{\mathbf{1}}\right]^{T}= \\
& =\left(\begin{array}{lll}
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & -\sqrt{\frac{2}{3}}
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right)\left(\begin{array}{ll}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} \\
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} \\
0 & -\sqrt{\frac{2}{3}}
\end{array}\right) \\
& =\left(\begin{array}{ll}
-1 & 0 \\
0 & -1
\end{array}\right)  \tag{A.74}\\
& =1 \times \mathbf{C}^{\mathbf{1 1}}
\end{align*}
$$

Therefore we deduce that the value of the proportionality coefficients $\left[\begin{array}{l}{[0)} \\ 2\end{array} \beta^{11}(O)\right]_{\bar{r}, \bar{r}}$ and $\left[{ }_{2}^{(0)} \beta^{11}(\bigcirc Q)\right]_{\bar{r}, \bar{r}}$ are:

$$
\begin{align*}
{\left[{ }_{2}^{(0)} \beta^{\mathbf{1 1}}(\bigcirc)\right]_{\bar{r}, \bar{r}} } & =1  \tag{A.75}\\
{\left[{ }_{2}^{(0)} \beta^{\mathbf{1 1}}(\bigcirc \bigcirc)\right]_{\bar{r}, \bar{r}} } & =-1 . \tag{A.76}
\end{align*}
$$

These results are listed in the second column of the top ( $r r$ block) table in Table A.4.
We proceed in a similar fashion, performing transformations of $r \gamma, \gamma r$, and $\gamma \gamma$ blocks. The results of these transformations are collected in Table A.4.

For the first-anharmonic-order transformations, only the linear term can be expressed as a matrix equation. Only the $\mathbf{0}$ sector Clebsch-Gordon is nonzero (it is equal to one). Therefore, there are only two transformations to consider:

$$
\mathbf{W}_{\bar{r}}^{\mathbf{0}} \mathbf{B}(\oslash)=\left[\begin{array}{l}
(1) \\
1
\end{array} \beta^{\alpha_{1}}(\oslash)\right]_{\bar{r}}
$$

| $\left[\begin{array}{c}\left(\begin{array}{c}0 \\ 2\end{array} \beta^{\alpha \alpha}(\mathcal{G})\right.\end{array}\right]_{r r}$ | 00 | 11 |
| :---: | :---: | :---: |
| $\infty$ | 1 | 1 |
| $\bigcirc$ |  | -1 |



Table A.4: Multipliers of the Clebsch-Gordon coefficients of the harmonic-order transformed binary invariants for $N=3$

$$
\left(\begin{array}{lll}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{array}\right)\left(\begin{array}{l}
1  \tag{А.77}\\
1 \\
1
\end{array}\right)=\sqrt{3}
$$

and

$$
\begin{align*}
\mathbf{W}_{\gamma}^{0} \mathbf{B}(\curvearrowleft) & =\left[{ }_{1}^{(1)} \beta^{\alpha_{1}}(\curvearrowleft)\right]_{\gamma} \\
\left(\begin{array}{lll}
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & -\sqrt{\frac{2}{3}}
\end{array}\right)\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right) & =\sqrt{3} . \tag{A.78}
\end{align*}
$$

Therefore we deduce that

$$
\begin{align*}
& {\left[{ }_{1}^{(1)} \beta^{0}(\oslash)\right]_{\bar{r}}=\sqrt{3}}  \tag{A.79}\\
& {\left[{ }_{1}^{(1)} \beta^{0}(\oslash)\right]_{\gamma}=\sqrt{3}}
\end{align*}
$$

For the cubic terms, we lose the ability to express the tensor transformations as a matrix equation.

$$
\begin{equation*}
\left[W_{X_{1}}^{\alpha_{1}} W_{X_{2}}^{\alpha_{2}} W_{X_{3}}^{\alpha_{3}} B(\mathcal{G})\right]_{\xi_{1}, \xi_{2}, \xi_{3}}=\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}}(\mathcal{G})\right]_{X_{1}, X_{2}, X_{3}} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\alpha_{1} \alpha_{2}, \alpha_{3}} \tag{A.81}
\end{equation*}
$$

We perform a tensor transformation of the three graphs of the rrr block to the $\mathbf{0 0 0}, \mathbf{1 1 0}$, and $\mathbf{1 1 1}$ sectors as an example of how the cubic anharmonic order beta multipliers are determined.

First we transform the three binary invariants to the $\mathbf{0 0 0}$ sector. The result must be proportional to the $C^{000}$ Clebsch-Gordon coefficient (which is simply unity):

$$
\begin{align*}
W_{\bar{r}}^{0} W_{\bar{r}}^{0} W_{\bar{r}}^{\mathbf{0}} B(\wp) & =\frac{1}{\sqrt{3}}  \tag{A.82}\\
W_{\bar{r}}^{0} W_{\bar{r}}^{\mathbf{0}} W_{\bar{r}}^{\mathbf{0}} B(\oslash \oslash) & =2 \sqrt{3}  \tag{A.83}\\
W_{\bar{r}}^{\mathbf{0}} W_{\bar{r}}^{\mathbf{0}} W_{\bar{r}}^{\mathbf{0}} B(\oslash \oslash \oslash) & =\frac{2}{\sqrt{3}} \tag{A.84}
\end{align*}
$$

We have calculated the beta multipliers for the graphs $\cap, 8 Q$, and $Q Q$, which are in the first column of Table A.5. The other columns are determined in a similar manner. This table of multipliers is the $N=3$ case of the table of multipliers for the general case in Table F.3.


Table A.5: Multipliers of the $N=3$ Clebsch-Gordon coefficients of the first-anharmonic-order transformed binary invariants: $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}}(\mathcal{G})\right]_{r, r, r}$.

Below we perform the transformations of these binary invariants to the $\mathbf{1 1 0}$ sector and note the proportionality to the Clebsch-Gordan coefficient. The result is in the second column of Table A.5.

$$
\left.\begin{array}{rl}
{\left[W_{\bar{r}}^{1} W_{\bar{r}}^{1} W_{\bar{r}}^{0} B(\varnothing)\right]_{\xi_{1}, \xi_{2}}} & =\left(\begin{array}{ll}
\left(\frac{1}{\sqrt{3}}\right) & (0) \\
(0) & \left(\frac{1}{\sqrt{3}}\right)
\end{array}\right)_{\xi_{1}, \xi_{2}} \\
& =\frac{1}{\sqrt{3}} C_{\xi_{1}, \xi_{2}}^{110} \\
{\left[W_{\bar{r}}^{1} W_{\bar{r}}^{1} W_{\bar{r}}^{\mathbf{0}} B(\oslash \oslash)\right]_{\xi_{1}, \xi_{2}}} & =\binom{(0)(0)}{(0)(0)}_{\xi_{1}, \xi_{2}} \\
& =0 \times C_{\xi_{1}, \xi_{2}}^{110}  \tag{A.86}\\
{\left[W_{\bar{r}}^{1} W_{\bar{r}}^{1} W_{\bar{r}}^{\mathbf{0}} B(\oslash Q Q)\right]_{\xi_{1}, \xi_{2}}} & =\left(\begin{array}{ll}
\left(-\frac{1}{\sqrt{3}}\right) & (0) \\
(0)^{(0)} & \left(-\frac{1}{\sqrt{3}}\right.
\end{array}\right)
\end{array}\right)_{\xi_{1}, \xi_{2}} .
$$

$$
\begin{equation*}
=-\frac{1}{\sqrt{3}} \times C_{\xi_{1}, \xi_{2}}^{\mathbf{1 1 0}} \tag{A.87}
\end{equation*}
$$

Below we perform the transformations of these binary invariants to the 111 sector, note the proportionality to the Clebsch-Gordon coefficient, obtaining the values in the third column of Table A.5.

$$
\begin{align*}
& \left[W_{\bar{r}}^{1} W_{\bar{r}}^{1} W_{\bar{r}}^{1} B(\varnothing)\right]_{\xi_{1}, \xi_{2}}=\binom{0}{\frac{1}{\sqrt{6}}}\binom{\frac{1}{\sqrt{6}}}{0} \underbrace{0}_{\frac{1}{\sqrt{6}}} \begin{array}{l}
0 \\
-\frac{1}{\sqrt{6}}
\end{array}))_{\xi_{1}, \xi_{2}, \xi_{3}} \\
& =1 \times C_{\xi_{1}, \xi_{2}, \xi_{3}}^{11}  \tag{A.88}\\
& \left.\left.\left.\left[W_{\bar{r}}^{1} W_{\bar{r}}^{1} W_{\bar{r}}^{1} B(\oslash \oslash)\right]_{\xi_{1}, \xi_{2}}=\binom{0}{-\sqrt{\frac{3}{2}}}\left(\begin{array}{l}
-\sqrt{\frac{3}{2}} \\
0 \\
-\sqrt{\frac{3}{2}} \\
0
\end{array}\right)\right)_{0}^{0} \begin{array}{l}
\sqrt{\frac{3}{2}}
\end{array}\right)\right)_{\xi_{1}, \xi_{2}, \xi_{3}} \\
& =-3 \times C_{\xi_{1}, \xi_{2}, \xi_{3}}^{11}  \tag{A.89}\\
& \begin{aligned}
{\left[W_{\bar{r}}^{1} W_{\bar{r}}^{1} W_{\bar{r}}^{1} B(\bigcirc \bigcirc)\right]_{\xi_{1}, \xi_{2}} } & \left.\left.=\left(\begin{array}{l}
0 \\
\sqrt{\frac{2}{3}} \\
\left(\begin{array}{l}
\xi_{1}, \xi_{2}, \xi_{3} \\
\sqrt{\frac{2}{3}} \\
0
\end{array}\right)
\end{array}\right)^{\binom{\sqrt{\frac{2}{3}}}{0}} \begin{array}{l}
0 \\
-\sqrt{\frac{2}{3}}
\end{array}\right)\right)_{\xi_{1}, \xi_{2}, \xi_{3}} \\
& =2 \times C_{\xi_{1}, \xi_{2}, \xi_{3}}^{111}
\end{aligned} \tag{A.90}
\end{align*}
$$

We could also perform the above transformations on the binary invariants from the $\gamma r r$, $\gamma \gamma r$, and $\gamma \gamma \gamma$ sectors, obtaining the $N=3$ case of Tables F.4-F.6.

By transforming the binary-invariant basis to symmetry coordinates, we have effectively performed the transformation of the Hamiltonian coefficient matrices in general (for $N=3$ ) to symmetry coordinates (Eq. 5.14) Because all of the complicated $N$-dependence is entirely contained in the binary invariants and the Clebsch-Gordon coefficients, the transformation to symmetry coordinates brings the $N$ body problem under control.

Comparing the above equations, we can directly write the proportionality coefficients, $\sigma^{Q}$ in Eqs. (A.59), (A.63), and (A.67) as a linear combination of these " $\beta(\mathcal{G})$ multipliers":

$$
\begin{align*}
& {\left[\begin{array}{l}
{[(0)} \\
2
\end{array} \sigma_{\alpha_{1} \alpha_{2}}^{Q}\right]_{X_{1}, X_{2}} }=\sum_{\mathcal{G}}{ }_{2}^{(0)} Q(\mathcal{G})\left[\begin{array}{l}
\left.{ }_{2}^{(0)} \beta^{\alpha_{1} \alpha_{2}}(\mathcal{G})\right]_{X_{1}, X_{2}} \\
{\left[{ }_{1}^{(1)} \sigma_{\alpha_{1}}^{Q}\right]_{X_{1}}}
\end{array}\right.  \tag{A.91}\\
&=\sum_{\mathcal{G}}^{{ }_{1}^{(1)} Q(\mathcal{G})\left[{ }_{1}^{(1)} \beta^{\alpha_{1}}(\mathcal{G})\right]_{X_{1}}}  \tag{А.92}\\
& {\left[{ }_{3}^{(1)} \sigma_{\alpha_{1} \alpha_{2} \alpha_{3}}^{Q}\right]_{X_{1}, X_{2}, X_{3}} }=\sum_{\mathcal{G}}{ }_{3}^{(1)} Q(\mathcal{G})\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}}(\mathcal{G})\right]_{X_{1}, X_{2}, X_{3}} . \tag{A.93}
\end{align*}
$$

Again we note that, despite the many block labels, these are simple equations with no tensor contraction, only element-by-element multiplication. Recall that the dimensions of $\sigma$ and therefore $\beta(\mathcal{G})$ do not depend on $N$ : all of the complicated $N$-dependent index structure is contained within the Clebsch-Gordon coefficient.

In order to code these equations, it is helpful to define an index $\mu_{i} \in\{\mathbf{0} r, \mathbf{0} \gamma, \mathbf{1} g, \mathbf{1} \gamma\}$ and, with the understanding that the Clebsch Gordon tensor does not depend on the $\pm$ label, write

$$
\begin{align*}
{\left[{ }_{2}^{(0)} Q_{W}^{\mu_{1} \mu_{2}}\right]_{\xi_{1}, \xi_{2}} } & ={ }_{2}^{(0)} \sigma_{\mu_{1}, \mu_{2}}^{Q} C_{\xi_{1}, \xi_{2}}^{\mu_{1} \mu_{2}}  \tag{A.94}\\
{\left[\begin{array}{c}
(1) \\
1
\end{array} Q_{W}^{\mu}\right]_{\xi} } & ={ }_{1}^{(1)} \sigma_{\mu}^{Q}  \tag{A.95}\\
{\left[{ }_{3}^{(1)} Q_{W}^{\mu_{1} \mu_{2} \mu_{3}}\right]_{\xi_{1}, \xi_{2}, \xi_{3}} } & ={ }_{3}^{(1)} \sigma_{\mu_{1}, \mu_{2}, \mu_{3}}^{Q} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2}, \mu_{3}, k} . \tag{A.96}
\end{align*}
$$

In the above equations, $\mu_{i}$ runs from 1 to 4 for $N=3$, and from 1 to 5 in the general case. Therefore, all the physical information is contained within the $\sigma$ tensors, the largest of which is ${ }_{3}^{(1)} \sigma_{\mu_{1}, \mu_{2}, \mu_{3}}^{Q}$, a $4 \times 4 \times 4$ tensor.

It still remains to complete the transformation to normal coordinates (Eq. 5.13), but this does not depend on $N$. The transformation $\mathcal{C}$ (Eq. A.54) from symmetry coordinates to normal coordinates for $N=3$ (Eq. A.54) is only different from the general case in that it is a $4 \times 4$ matrix, rather than a $5 \times 5$ matrix in the general case. Performing the transformation to normal coordinates, we finally obtain the DPT perturbation expansion of the $N$-body Hamiltonian to first harmonic order:

$$
\begin{equation*}
\bar{H}_{0}=-\frac{1}{2}\left[{ }_{2}^{(0)} G_{V}\right]_{\nu_{1}, \nu_{2}} \partial_{q_{\nu_{1}}} \partial_{q_{\nu_{2}}^{\prime}}+{ }_{0}^{(0)} F_{V}+\frac{1}{2}\left[{ }_{2}^{(0)} F_{V}\right]_{\nu_{1}, \nu_{2}} q_{\nu_{1}}^{\prime} q_{\nu_{2}}^{\prime} \tag{А.97}
\end{equation*}
$$

and

$$
\begin{align*}
\bar{H}_{1}= & -\frac{1}{2}\left[{ }_{3}^{(1)} G_{V}\right]_{\nu_{1}, \nu_{2}, \nu_{3}} q_{\nu_{1}}^{\prime} \partial_{q_{\nu_{2}}^{\prime}} \partial_{q_{\nu_{3}}^{\prime}}+\frac{1}{3!}\left[{ }_{3}^{(1)} F\right]_{\nu_{1}, \nu_{2}, \nu_{3}} q_{\nu_{1}}^{\prime} q_{\nu_{2}}^{\prime} q_{\nu_{3}}^{\prime}  \tag{A.98}\\
& -\frac{1}{2}\left[{ }_{1}^{(1)} G_{V}\right]_{\nu} \partial_{q_{\nu}^{\prime}}+\left[{ }_{1}^{1} F\right]_{\nu} q_{\nu}^{\prime} . \tag{А.99}
\end{align*}
$$

Having analytically transformed the Hamiltonian to normal coordinates, the calculation of the wavefunction is relatively simple and does not implicitly depend on $N$. The wavefunction is derived in Appendix G.

## Appendix B

## A Note on Index Notation

In this work, I attempt to keep indical "clutter" to a minimum by use of an index symbol convention. We reserve the index symbols $\nu, \eta$ for use where the range is that of the internal coordinate $y_{\nu}^{\prime}$ vector, that is $1 \leq \nu \leq N(N+1) / 2$. All of the column vectors ( $\overline{\boldsymbol{y}}^{\prime}, \boldsymbol{S}$, and $\boldsymbol{q}^{\prime}$ ) and tensors ( $F, G$, and $F G$ in each coordinate basis), may be expressed using these indices. Because these column vectors and tensors have a block form, it is often convenient to adopt a notation whereby $\nu$ or $\eta$ is replaced by more than one index.

Note that the column vectors and tensors in the symmetry coordinate basis can be represented by block labels that are a combination of the irreducible representation labels $\alpha=[N],[N-1,1],[N-2,2]$ and coordinate block labels $X=r, \gamma$. For instance, the symmetry coordinate $\boldsymbol{S}$ has this block structure:

$$
\boldsymbol{S}=\left(\begin{array}{l}
\boldsymbol{S}_{r}^{[N]} \\
\boldsymbol{S}_{\gamma}^{[N]} \\
\hline \boldsymbol{S}_{r}^{[N-1,1]} \\
\boldsymbol{S}_{\gamma}^{[N-1,1]} \\
\boldsymbol{S}_{\gamma}^{[N-2,2]}
\end{array}\right)
$$

Each block is a column vector with an index for which we reserve the symbol $\xi$. With this convention, we write

$$
S_{\nu}=\left[S_{X}^{\alpha}\right]_{\xi},
$$

where it is understood that there is a (bijective) mapping between $\nu$ and $\{\alpha, X, \xi\}$ which we express in Table B.1.

This notation is convenient for addressing individual blocks, but for contracting over all elements of $\mathbf{S}$, it is convenient to introduce yet another convention: combining the block labels $\alpha$ and $X$ to form a single block index $\mu$ which ranges from 1 to 5:

$$
\mu \in\{\mathbf{0} r, \mathbf{0} \gamma, \mathbf{1} r, \mathbf{1} \gamma, \mathbf{2}\}
$$

(where $\mathbf{0}, \mathbf{1}$, and $\mathbf{2}$ are shorthand for the $[N],[N-1,1]$, and $[N-2,2]$ irreps, respectively). Thus the following ways to express the block structure of a coordinate (such as $S_{\nu}$ ) will be understood to be equivalent:

$$
\begin{equation*}
S_{\nu}=\left[S_{X}^{\alpha}\right]_{\xi}=\left[S_{\mu}\right]_{\xi} . \tag{B.1}
\end{equation*}
$$

| $\nu, \eta$ | $\alpha$ | X | $\xi$ | $\mu$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathbf{0}$ | $r$ | 1 | $\mathbf{0} r$ |
| 2 | $\mathbf{0}$ | $\gamma$ | 1 | $\mathbf{0} \gamma$ |
| 3 | $\mathbf{1}$ | $r$ | 1 | $\mathbf{1} r$ |
| 4 | $\mathbf{1}$ | $r$ | 2 | $\mathbf{1} r$ |
| $\vdots$ |  |  | $\vdots$ |  |
| $N+1$ | $\mathbf{1}$ | $r$ | $N-1$ | $\mathbf{1} r$ |
| $N+2$ | $\mathbf{1}$ | $\gamma$ | 1 | $\mathbf{1} \gamma$ |
| $N+3$ | $\mathbf{1}$ | $\gamma$ | 2 | $\mathbf{1} \gamma$ |
| $\vdots$ |  |  | $\vdots$ |  |
| $2 N$ | $\mathbf{1}$ | $\gamma$ | $N-1$ | $\mathbf{1} \gamma$ |
| $2 N+1$ | $\mathbf{2}$ | $\gamma$ | 1 | $\mathbf{2}$ |
| $\vdots$ |  |  | $\vdots$ |  |
| $N(N+1) / 2$ | $\mathbf{2}$ | $\gamma$ | $N(N-3) / 2$ | $\mathbf{2}$ |

Table B.1: Mapping between $\nu, \eta,(\alpha, X$, and $\xi)$, and $\mu$ labels for quantities in the symmetry coordinate basis.

In the normal-coordinate basis, the vectors and tensors have a slightly different block form which we label by $\alpha$ and $Y= \pm$, the mappings for which we present in Table B.2.

Again, it is sometimes convenient to adopt a compact notation and represent the both block labels $\{\alpha, Y\}$ by a singe block index, for which we also reserve the index $\mu$ :

$$
\mu \in\left\{\mathbf{0}^{+}, \mathbf{0}^{-}, \mathbf{1}^{+}, \mathbf{1}^{-}, \mathbf{2}\right\} .
$$

Whether the index $\mu$ represents elements of $\{\mathbf{0} r, \mathbf{0} \gamma, \mathbf{1} r, \mathbf{1} \gamma, \mathbf{2}\}$ or $\left\{\mathbf{0}^{+}, \mathbf{0}^{-}, \mathbf{1}^{+}, \mathbf{1}^{-}, \mathbf{2}\right\}$ will be clear by whether the quantity is in the basis of symmetry coordinates or normal coordinates.

These symbols have been used to label the normal-mode frequencies in References ( $81 ; 82 ; 87 ; 90$ ), and to label the normal-mode vectors in References ( $87 ; 90$ ). The indices $\nu, \eta, \alpha, X, Y, \xi$, and $\mu$ will be reserved for these conventions alone and will be employed with this understanding.

| $\nu, \eta$ | $\alpha$ | Y | $\xi$ | $\mu$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathbf{0}$ | + | 1 | $\mathbf{0}+$ |
| 2 | $\mathbf{0}$ | - | 1 | $\mathbf{0}-$ |
| 3 | $\mathbf{1}$ | + | 1 | $\mathbf{1}+$ |
| 4 | $\mathbf{1}$ | + | 2 | $\mathbf{1}+$ |
| $\vdots$ |  |  | $\vdots$ |  |
| $N+1$ | $\mathbf{1}$ | + | $N-1$ | $\mathbf{1 +}$ |
| $N+2$ | $\mathbf{1}$ | - | 1 | $\mathbf{1}-$ |
| $N+3$ | $\mathbf{1}$ | - | 2 | $\mathbf{1}-$ |
| $\vdots$ |  |  | $\vdots$ |  |
| $2 N$ | $\mathbf{1}$ | - | $N-1$ | $\mathbf{1}-$ |
| $2 N+1$ | $\mathbf{2}$ |  | 1 | $\mathbf{2}$ |
| $\vdots$ |  |  | $\vdots$ |  |
| $N(N+1) / 2$ | $\mathbf{2}$ |  | $N(N-3) / 2$ | $\mathbf{2}$ |

Table B.2: Mapping between $\nu, \eta,(\alpha, Y$, and $\xi)$, and $\mu$ labels for quantities in the normal-coordinate basis.

## Appendix C

## Binary invariants

In section C.1, I introduce a method by which a closed-form expression for the binary invariants is constructed. In section C.2, I report the closed-form expressions for the binary invariants. In section C.3, I provide a correspondence between binary invariants and previous work.

## C. 1 Construction of binary invariants

To calculate an actual expression for the binary invariants of a particular graph requires careful thought about the various combinations of indices which correspond to that graph. I introduce a symbolic construction procedure, analogous to the numerical tensor construction previously introduced, which can generate symbolic closed form binary invariants. I generate binary invariants in terms of the Kronecker delta function, but first I must define two types of graphs.

Definition $5 A$ vertex-labeled graph is a graph for which each vertex is associated with a label (as opposed to an edge-labeled graph).

For example, $\bigcirc^{k} \mathfrak{l}_{j}^{i}$ is a vertex-labeled graph.
Definition 6 The complement to a graph $G$ is a graph $G^{\prime}$ with the same set of vertices as $G^{\prime}$ but whose edge set is the complement to the edge set of $G$

For example, ${ }^{i}<_{j}^{i}$ is the complement to $\bigcirc^{k} \mathfrak{l}_{j}^{i}$.

## C.1.1 The recipe

Here I provide a recipe for the construction of the binary invariants for a particular set of graphs with the same number of edges. These sets were labeled by elements of the list $\mathbb{G}_{\text {block }}$ in Eqs. (4.18), (4.20), and (4.23). Recall that each block of a rank- $R$ DPT Hamiltonian coefficient matrix is decomposed into a basis of binary invariants, labeled by graphs which have $R$ edges.

I construct the set of binary invariants for the set of graphs $\mathbb{G}_{\text {block }}$ as follows:

1. Draw the completely disconnected graph in $\mathbb{G}_{\text {block }}$, and label the vertices $i, j, \ldots$ Equivalently, draw vertex-labeled graphs for each coordinate in the block (a one vertex loop for $r_{i}$ and an edge for $\gamma_{i, j}$ ).
2. Construct all possible vertex-labeled graphs by combining one or more vertices in the above graph
3. Construct vertex-labeled graph complements for each of the above
4. Form "primitive binary invariants" by associating a product of the following with each graph/graph complement pair:

- $\delta_{i, k}$ for each pair of "combined" vertices;
- $\left(1-\delta_{j, l}\right)$ for each edge $\{j, l\}$ in the graph or in the graph complement.

5. The binary invariant for the equivalence class (represented by an unlabeled graph) is given by the sum over label permutations of primitive binary invariants of the isomorphic vertex-labeled graphs.

## C.1.2 Examples: harmonic-order graphs

As an example of the above recipe, I compute the binary invariants for each block of the harmonic-order graphs for each block ( $r r, r \gamma, \gamma r$, and $\gamma \gamma$ ), showing each step.

## C.1.2.1 The $r r$ block

In the first step, I write the vertex-labeled graph elements $\bigcirc_{i}$ and $\bigcirc_{j}$. In steps 2-4, I construct the graphs, graph complements, and primitive binary invariants in the table below.

| Graph | Complement | Primitive binary invariant |
| :--- | :---: | :--- |
|  |  |  |
| $\delta_{i=j}$ | $セ_{\bullet}^{i=j}$ | $\delta_{i, j}$ |
| $\bigcirc_{i}{ }_{i}{ }_{j}$ | $i_{0}$ | $1-\delta_{i, j}$ |

Finally, in the fifth step, I form the binary invariant by summing over the primitive binary invariants for each set of isomorphic graphs. In this case, each set has only one element, so we obtain the binary invariants for the rr block:

$$
\begin{align*}
{[B(\bigcirc)]_{i, j} } & =\delta_{i, j}  \tag{C.1}\\
{[B(\oslash \oslash)]_{i, j} } & =1-\delta_{i, j} . \tag{C.2}
\end{align*}
$$

## C.1.2.2 The $\gamma r$ and $r \gamma$ blocks

I start with the vertex-labeled graph elements $\stackrel{i}{\curvearrowleft}$, and $\bigcirc^{\circ} k$. Next I perform steps 2-4 in the table below.

| Graph | Complement | Primitive binary invariant |
| :---: | :---: | :---: |
| $\stackrel{k=i}{\sigma_{j}}$ | ${ }^{k=i} \stackrel{j}{.}$ | $\left(1-\delta_{i, j}\right) \delta_{i, k}$ |
| $\stackrel{j=k}{\substack{0}}$ | $\stackrel{i}{\bullet}{ }^{j=k}$ | $\left(1-\delta_{i, j}\right) \delta_{j, k}$ |
| $\mathrm{O}^{k} \mathfrak{l}_{j}^{i}$ | , ${ }^{\text {d }}$ | $\left(1-\delta_{i, j}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, k}\right)$ |

Summing over permutations of the primitive binary invariants, I obtain

$$
\begin{align*}
{[B(\bigcirc)]_{(i j), k} } & =\left(1-\delta_{i, j}\right)\left(\delta_{i, k}+\delta_{j, k}\right)  \tag{C.3}\\
{[B(\bigcirc \bullet)]_{(i j), k} } & =\left(1-\delta_{i, j}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, k}\right) .
\end{align*}
$$

## C.1.2.3 The $\gamma \gamma$ block

I start with the elements $\underset{\sim}{i}$ j and $\stackrel{k}{\curvearrowleft}$. . Next I perform steps 2-4 in the table below.
Graph $\quad$ Complement $\quad$ Primitive binary invariant

| ${ }^{i=k} \bigcirc_{j=l}$ | ${ }^{i=k} \cdot{ }_{j=l}$ | $\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right) \delta_{i, k} \delta_{j, l}$ |
| :---: | :---: | :---: |
| ${ }^{\prime} \bigcirc_{j=k}$ | ${ }^{l}{ }^{j}{ }^{\prime}=k$ | $\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right) \delta_{i, l} \delta_{j, k}$ |
| ${ }^{i} \mathfrak{l}^{l} \mathfrak{l}_{j=k}$ | ${ }^{l}{ }^{l} . j=k$ | $\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right) \delta_{j, k}\left(1-\delta_{i, l}\right)$ |
| $\stackrel{k}{b}_{j}$ | $i{ }^{k} . j=l$ | $\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right) \delta_{j, l}\left(1-\delta_{i, k}\right)$ |
| ${ }^{j}{ }^{l} \boldsymbol{l}_{i=k}$ | ${ }^{l} .{ }^{l} . i=k$ | $\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right) \delta_{i, k}\left(1-\delta_{j, l}\right)$ |
| ${ }^{j} \mathbf{l}_{i=l}^{k_{i}}$ | $j^{k} . i=l$ | $\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right) \delta_{i, l}\left(1-\delta_{j, k}\right)$ |
| $\begin{aligned} & i \bullet j \\ & k \mapsto{ }^{i} \\ & \hline \end{aligned}$ | $\mathbb{X}^{j}{ }_{l}^{j}$ | $\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, l}\right)\left(1-\delta_{j, k}\right)$ |

Summing over permutations of the primitive binary invariants, I obtain

$$
\begin{align*}
{[B(\curvearrowleft)]_{(i j),(k l)}=} & \left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(\delta_{i, k} \delta_{j, l}+\delta_{i, l} \delta_{j, k}\right)  \tag{C.5}\\
{[B(\curvearrowleft)]_{(i j),(k l)}=} & \left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(\delta_{j, k}\left(1-\delta_{i, l}\right)+\delta_{j, l}\left(1-\delta_{i, k}\right)\right. \\
& \left.+\delta_{i, k}\left(1-\delta_{j, l}\right)+\delta_{i, l}\left(1-\delta_{j, k}\right)\right)  \tag{C.6}\\
{[B(\because)]_{(i j),(k l)}=} & \left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, l}\right)\left(1-\delta_{j, k}\right) . \tag{C.7}
\end{align*}
$$

## C. 2 Results: binary invariants in closed form

## C.2.1 Harmonic order

Here I summarize the harmonic-order binary invariants calculated previously.

$$
\begin{align*}
& {[B(\bigcirc)]_{i, j}=\delta_{i, j}}  \tag{C.8}\\
& {[B(\bigcirc)]_{i, j}=1-\delta_{i, j} .}  \tag{C.9}\\
& \begin{aligned}
{[B(\bigcirc)]_{(i j), k} } & =\left(1-\delta_{i, j}\right)\left(\delta_{i, k}+\delta_{j, k}\right) \\
{[B(\bigcirc \bullet)]_{(i j), k} } & =\left(1-\delta_{i, j}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, k}\right)
\end{aligned}  \tag{C.10}\\
& {[B(\curvearrowleft)]_{(i j),(k l)}=\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(\delta_{i, k} \delta_{j, l}+\delta_{i, l} \delta_{j, k}\right)}  \tag{C.12}\\
& { }^{[B(. \varrho)]_{(i j),(k l)}}=\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(\delta_{i, l}\left(1-\delta_{j, k}\right)+\left(1-\delta_{i, l}\right) \delta_{j, k}\right. \\
& \left.+\delta_{i, k}\left(1-\delta_{j, l}\right)+\left(1-\delta_{i, k}\right) \delta_{j, l}\right)  \tag{C.13}\\
& {[B(\because)]_{(i j),(k l)}=\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, l}\right)\left(1-\delta_{j, k}\right)} \tag{C.14}
\end{align*}
$$

## C.2.2 First anharmonic order

I follow the same procedure to obtain the binary invariants for graphs occurring at first anharmonic order.

## C.2.2.1 Rank-one blocks $r$ and $\gamma$

The rank-one binary invariants $B(\bigcirc)$ and $B(\multimap)$ are simply row vectors of ones with length $N$ and $N(N-1) / 2$, respectively:

$$
\begin{align*}
{[B(Q)]_{i} } & =1 \\
B(Q) & =(1,1, \ldots, 1)  \tag{C.15}\\
{[B(\curvearrowleft)]_{(i j)} } & =\left(1-\delta_{i, j}\right) \quad(\text { where } i<j) \\
B(\mapsto) & =(1,1, \ldots, 1) \tag{C.16}
\end{align*}
$$

## C.2.2.2 Rank-three Sector rrr

For operations on three graph vertices, I have three representative graphs and their associated invariants.

$$
\begin{align*}
{[B(\widehat{Q})]_{i, j, k} } & =\delta_{i, j, k}  \tag{C.17}\\
{[B(\Omega)]_{i, j, k} } & =\delta_{i, j}\left(1-\delta_{i, k}\right)+\left(1-\delta_{i, j}\right) \delta_{i, k}+\left(1-\delta_{j, i}\right) \delta_{j, k}  \tag{C.18}\\
{[B(\text { Q })]_{i, j, k} } & =\left(1-\delta_{i, j}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, k}\right) \tag{C.19}
\end{align*}
$$

## C.2.2.3 Rank-three Sector $\gamma r r$

For operations on one graph edge and two graph vertices, I have five representative graphs and associated invariants.

$$
\begin{align*}
& {[B(\wp \cdot)]_{(i j), k, l}=\left(1-\delta_{i, j}\right) \delta_{i, k} \delta_{i, l}+\left(1-\delta_{i, j}\right) \delta_{j, k} \delta_{j, l}}  \tag{C.20}\\
& {[B(\bigcirc)]_{(i j), k, l}=\left(1-\delta_{i, j}\right) \delta_{i, l} \delta_{j, k}+\left(1-\delta_{i, j}\right) \delta_{i, k} \delta_{j, l}}  \tag{C.21}\\
& {[B(\bigcirc \odot)]_{(i j), k, l}=\left(1-\delta_{i, j}\right)\left(\left(1-\delta_{i, l}\right)\left(\delta_{i, k}+\delta_{j, k}\right)\left(1-\delta_{j, l}\right)\right.} \\
& \left.+\left(1-\delta_{i, k}\right)\left(1-\delta_{j, k}\right)\left(\delta_{i, l}+\delta_{j, l}\right)\right)  \tag{C.22}\\
& \begin{aligned}
{[B(\bigcirc)]_{(i j), k, l} } & =\left(1-\delta_{i, j}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, k}\right) \delta_{k, l} \\
{[B(\underset{\bullet O}{\bullet})]_{(i j), k, l} } & =\left(1-\delta_{i, j}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{j, k}\right)\left(1-\delta_{j, l}\right) \times
\end{aligned}  \tag{C.23}\\
& \left(1-\delta_{k, l}\right) \tag{C.24}
\end{align*}
$$

## C.2.2.4 Rank-three Sector $\gamma \gamma r$

For operations on two graph edges and one graph vertex, I have seven representative graphs and their associated invariants.

$$
\begin{align*}
& {[B(\propto)]_{(i j),(k l), m}=\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(\delta_{i, l} \delta_{j, k}+\delta_{i, k} \delta_{j, l}\right)\left(\delta_{i, m}+\delta_{j, m}\right)}  \tag{C.25}\\
& [B(\odot))]_{(i j),(k l), m}=\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(1-\delta_{m, i}\right)\left(1-\delta_{m, j}\right) \times  \tag{C.26}\\
& \left(\delta_{i, l} \delta_{j, k}+\delta_{i, k} \delta_{j, l}\right)  \tag{C.27}\\
& {[B(\Omega .)]_{(i j),(k l), m}=\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(\delta_{i, l}\left(1-\delta_{j, k}\right) \delta_{m, i}+\delta_{i, k}\left(1-\delta_{j, l}\right) \delta_{m, i}\right.} \\
& \left.+\left(1-\delta_{i, l}\right) \delta_{j, k} \delta_{m, j}+\left(1-\delta_{i, k}\right) \delta_{j, l} \delta_{m, j}\right)  \tag{C.28}\\
& {\left[B \left()]_{(i j),(k l), m}=\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(\left(1-\delta_{i, k}\right) \delta_{j, l}\left(\delta_{i, m}+\delta_{k, m}\right)\right.\right.\right.} \\
& +\delta_{i, l}\left(1-\delta_{j, k}\right)\left(\delta_{j, m}+\delta_{k, m}\right)+\left(1-\delta_{i, l}\right) \delta_{j, k}\left(\delta_{i, m}+\delta_{l, m}\right) \\
& \left.+\delta_{i, k}\left(1-\delta_{j, l}\right)\left(\delta_{j, m}+\delta_{l, m}\right)\right)  \tag{C.29}\\
& {[B(\text { ـ. } \Omega)]_{(i j),(k l), m}=\left(1-\delta_{i, j}\right)\left(1-\delta_{m, j}\right)\left(1-\delta_{m, k}\right)\left(1-\delta_{m, l}\right)\left(1-\delta_{k, l}\right)} \\
& \times\left(\left(1-\delta_{m, i}\right) \delta_{i, l}\left(1-\delta_{j, k}\right)+\delta_{j, k}\left(1-\delta_{i, l}\right)+\delta_{i, k}\left(1-\delta_{j, l}\right)+\left(1-\delta_{i, k}\right) \delta_{j, l}\right)(  \tag{C.30}\\
& {[B(\cong)]_{(i j),(k l), m}=\left(1-\delta_{i, j}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{j, k}\right)\left(1-\delta_{j, l}\right)\left(1-\delta_{k, l}\right)} \\
& \left(\delta_{m, i}+\delta_{m, j}+\delta_{m, k}+\delta_{m, l}\right)  \tag{C.31}\\
& {[B(\underset{\sim}{\bullet \rightarrow})]_{(i j),(k l), m}=\left(1-\delta_{i, j}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{j, k}\right)\left(1-\delta_{j, l}\right)} \tag{C.32}
\end{align*}
$$

## C.2.2.5 Rank-three Sector $\gamma \gamma \gamma$

$$
\begin{align*}
& {[B(\Theta)]_{(i j),(k l),(m n)}=}\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right) \times  \tag{C.33}\\
&\left(1-\delta_{m, n}\right)\left(\delta_{i, l} \delta_{j, k}+\delta_{i, k} \delta_{j, l}\right)\left(\delta_{i, n} \delta_{j, m}+\delta_{i, m} \delta_{j, n}\right)  \tag{C.34}\\
& {[B(\triangle)]_{(i j),(k l),(m n)}=}\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right) \times \\
&\left(1-\delta_{m, n}\right)\left(\delta_{j, l} \delta_{k, n} \delta_{m, i}+\delta_{j, k} \delta_{l, n} \delta_{m, i}+\delta_{i, l} \delta_{k, n} \delta_{m, j}\right. \\
&\left.+\delta_{i, k} \delta_{l, n} \delta_{m, j}+\delta_{j, l} \delta_{k, m} \delta_{n, i}+\delta_{j, k} \delta_{l, m} \delta_{n, i}+\delta_{i, l} \delta_{k, m} \delta_{n, j}+\delta_{i, k} \delta_{l, m} \delta_{n, j}\right)  \tag{C.35}\\
& {[B(\ominus)]_{(i j),(k l),(m n)}=\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(1-\delta_{m, n}\right) \times }
\end{align*}
$$

$$
\begin{aligned}
& \times\left(\left(\delta_{i, m} \delta_{j, n}+\delta_{i, n} \delta_{j, m}\right)\left(\delta_{i, k}\left(1-\delta_{j, l}\right)+\delta_{i, l}\left(1-\delta_{j, k}\right)+\delta_{j, k}\left(1-\delta_{i, l}\right)+\delta_{j, l}\left(1-\delta_{i, k}\right)\right)\right. \\
& +\left(\delta_{i, k} \delta_{j, l}+\delta_{i, l} \delta_{j, k}\right)\left(\delta_{i, m}\left(1-\delta_{j, n}\right)+\delta_{i, n}\left(1-\delta_{j, m}\right)+\delta_{j, m}\left(1-\delta_{i, n}\right)+\delta_{j, n}\left(1-\delta_{i, m}\right)\right) \\
& \left.+\left(\delta_{k, m} \delta_{l, n}+\delta_{k, n} \delta_{l, m}\right)\left(\delta_{k, i}\left(1-\delta_{l, j}\right)+\delta_{k, j}\left(1-\delta_{l, i}\right)+\delta_{l, i}\left(1-\delta_{k, j}\right)+\delta_{l, j}\left(1-\delta_{k, i}\right)\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& {\left[B\left(\underset{\left(\delta_{j, l}\right)}{\sim} \delta_{j, n}\right)\right]_{(i j)(k l),(m n)}\left(1-\delta_{i, k}\right)\left(1-\delta_{k, m}\right)\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(1-\delta_{m, n}\right) \times}  \tag{C.36}\\
& \quad+\delta_{j, k} \delta_{j, n}\left(1-\delta_{i, l}\right)\left(1-\delta_{l, m}\right)\left(1-\delta_{m, i}\right)+\delta_{i, l} \delta_{i, n}\left(1-\delta_{j, k}\right)\left(1-\delta_{k, m}\right)\left(1-\delta_{m, j}\right) \\
& \quad+\delta_{i, k} \delta_{i, n}\left(1-\delta_{j, l}\right)\left(1-\delta_{l, m}\right)\left(1-\delta_{m, j}\right)+\delta_{j, l} \delta_{j, m}\left(1-\delta_{i, k}\right)\left(1-\delta_{k, n}\right)\left(1-\delta_{n, i}\right) \\
& \quad+\delta_{j, k} \delta_{j, m}\left(1-\delta_{i, l}\right)\left(1-\delta_{l, n}\right)\left(1-\delta_{n, i}\right)+\delta_{i, l} \delta_{i, m}\left(1-\delta_{j, k}\right)\left(1-\delta_{k, n}\right)\left(1-\delta_{n, j}\right) \\
& \left.\quad+\delta_{i, k} \delta_{i, m}\left(1-\delta_{j, l}\right)\left(1-\delta_{l, n}\right)\left(1-\delta_{n, j}\right)\right)
\end{align*}
$$

$$
\begin{aligned}
& {[B(\mathfrak{L})]_{(i j),(k l),(m n)}=} \\
& \left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(1-\delta_{m, n}\right)\left(\delta_{i, n} \delta_{m, l}\left(1-\delta_{j, m}\right)\left(1-\delta_{j, k}\right)\left(1-\delta_{i, k}\right)\right. \\
& +\delta_{i, m} \delta_{n, l}\left(1-\delta_{j, n}\right)\left(1-\delta_{j, k}\right)\left(1-\delta_{i, k}\right)+\delta_{i, n} \delta_{m, k}\left(1-\delta_{j, m}\right)\left(1-\delta_{j, l}\right)\left(1-\delta_{i, l}\right) \\
& +\delta_{i, m} \delta_{n, k}\left(1-\delta_{j, n}\right)\left(1-\delta_{j, l}\right)\left(1-\delta_{i, l}\right)+\delta_{i, l} \delta_{k, n}\left(1-\delta_{j, k}\right)\left(1-\delta_{j, m}\right)\left(1-\delta_{i, m}\right) \\
& +\delta_{i, k} \delta_{l, n}\left(1-\delta_{j, l}\right)\left(1-\delta_{j, m}\right)\left(1-\delta_{i, m}\right)+\delta_{i, l} \delta_{k, m}\left(1-\delta_{j, k}\right)\left(1-\delta_{j, n}\right)\left(1-\delta_{i, n}\right) \\
& +\delta_{i, k} \delta_{l, m}\left(1-\delta_{j, l}\right)\left(1-\delta_{j, n}\right)\left(1-\delta_{i, n}\right)+\delta_{j, n} \delta_{m, l}\left(1-\delta_{i, m}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, k}\right) \\
& +\delta_{j, m} \delta_{n, l}\left(1-\delta_{i, n}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, k}\right)+\delta_{j, n} \delta_{m, k}\left(1-\delta_{i, m}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{j, l}\right) \\
& +\delta_{j, m} \delta_{n, k}\left(1-\delta_{i, n}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{j, l}\right)+\delta_{j, l} \delta_{k, n}\left(1-\delta_{i, k}\right)\left(1-\delta_{i, m}\right)\left(1-\delta_{j, m}\right) \\
& +\delta_{j, k} \delta_{l, n}\left(1-\delta_{i, l}\right)\left(1-\delta_{i, m}\right)\left(1-\delta_{j, m}\right)+\delta_{j, l} \delta_{k, m}\left(1-\delta_{i, k}\right)\left(1-\delta_{i, n}\right)\left(1-\delta_{j, n}\right) \\
& +\delta_{j, k} \delta_{l, m}\left(1-\delta_{i, l}\right)\left(1-\delta_{i, n}\right)\left(1-\delta_{j, n}\right)+\delta_{k, j} \delta_{i, n}\left(1-\delta_{l, i}\right)\left(1-\delta_{l, m}\right)\left(1-\delta_{k, m}\right) \\
& +\delta_{k, i} \delta_{j, n}\left(1-\delta_{l, j}\right)\left(1-\delta_{l, m}\right)\left(1-\delta_{k, m}\right)+\delta_{k, j} \delta_{i, m}\left(1-\delta_{l, i}\right)\left(1-\delta_{l, n}\right)\left(1-\delta_{k, n}\right) \\
& +\delta_{k, i} \delta_{j, m}\left(1-\delta_{l, j}\right)\left(1-\delta_{l, n}\right)\left(1-\delta_{k, n}\right)+\delta_{l, j} \delta_{i, n}\left(1-\delta_{k, i}\right)\left(1-\delta_{k, m}\right)\left(1-\delta_{l, m}\right) \\
& +\delta_{l, i} \delta_{j, n}\left(1-\delta_{k, j}\right)\left(1-\delta_{k, m}\right)\left(1-\delta_{l, m}\right)+\delta_{l, j} \delta_{i, m}\left(1-\delta_{k, i}\right)\left(1-\delta_{k, n}\right)\left(1-\delta_{l, n}\right) \\
& \left.+\delta_{l, i} \delta_{j, m}\left(1-\delta_{k, j}\right)\left(1-\delta_{k, n}\right)\left(1-\delta_{l, n}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& {\left[B\left(\underset{\left(\delta_{k, n}^{0}\right.}{\square}\right]_{l, m}\right]_{i j,(k l),(m n)}=\left(1-\delta_{i, k}\right)\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(1-\delta_{m, n}\right) \times} \\
& \quad+\delta_{k, m} \delta_{l, n}\left(1-\delta_{i, k}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{j, k}\right)\left(1-\delta_{j, l}\right) \\
& \quad+\delta_{m, j} \delta_{n, i}\left(1-\delta_{j, l}\right) \\
& \left.\quad+\delta_{m, i}\right)\left(1-\delta_{k, n}\right)\left(1-\delta_{l, m}\right)\left(1-\delta_{l, n}\right) \\
& \quad+\delta_{i, j}\left(1-\delta_{k, m}\right)\left(1-\delta_{k, n}\right)\left(1-\delta_{l, m}\right)\left(1-\delta_{l, n}\right) \\
& \quad+\delta_{j, k}\left(1-\delta_{m, i}\right)\left(1-\delta_{m, j}\right)\left(1-\delta_{n, i}\right)\left(1-\delta_{n, j}\right) \\
& \left.\quad+\delta_{i, k} \delta_{j, l}\left(1-\delta_{m, i}\right)\left(1-\delta_{m, j}\right)\left(1-\delta_{n, i}\right)\left(1-\delta_{n, j}\right)\right) \tag{C.38}
\end{align*}
$$

$$
\begin{align*}
& {[B(\overbrace{(0)}^{d}]_{(i j),(k l),(m n)}=\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(1-\delta_{m, n}\right) \times}  \tag{C.39}\\
& \quad \delta_{l, m}\left(1-\delta_{k, n}\right)\left(1-\delta_{k, i}\right)\left(1-\delta_{k, j}\right)\left(1-\delta_{n, i}\right)\left(1-\delta_{n, j}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{j, m}\right) \\
& \quad+\delta_{k, m}\left(1-\delta_{l, n}\right)\left(1-\delta_{l, i}\right)\left(1-\delta_{l, j}\right)\left(1-\delta_{n, i}\right)\left(1-\delta_{n, j}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, m}\right) \\
& \quad+\delta_{l, n}\left(1-\delta_{k, m}\right)\left(1-\delta_{k, i}\right)\left(1-\delta_{k, j}\right)\left(1-\delta_{m, i}\right)\left(1-\delta_{m, j}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{j, n}\right) \\
& \quad+\delta_{k, n}\left(1-\delta_{l, m}\right)\left(1-\delta_{l, i}\right)\left(1-\delta_{l, j}\right)\left(1-\delta_{m, i}\right)\left(1-\delta_{m, j}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{j, n}\right) \\
& \quad+\delta_{n, i}\left(1-\delta_{m, j}\right)\left(1-\delta_{m, k}\right)\left(1-\delta_{m, l}\right)\left(1-\delta_{j, k}\right)\left(1-\delta_{j, l}\right)\left(1-\delta_{k, n}\right)\left(1-\delta_{l, i}\right) \\
& \quad+\delta_{m, i}\left(1-\delta_{n, j}\right)\left(1-\delta_{n, k}\right)\left(1-\delta_{n, l}\right)\left(1-\delta_{j, k}\right)\left(1-\delta_{j, l}\right)\left(1-\delta_{k, m}\right)\left(1-\delta_{l, i}\right) \\
& \quad+\delta_{n, j}\left(1-\delta_{m, i}\right)\left(1-\delta_{m, k}\right)\left(1-\delta_{m, l}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{k, n}\right)\left(1-\delta_{l, j}\right) \\
& \quad+\delta_{m, j}\left(1-\delta_{n, i}\right)\left(1-\delta_{n, k}\right)\left(1-\delta_{n, l}\right)\left(1-\delta_{i, k}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{k, m}\right)\left(1-\delta_{l, j}\right) \\
& \quad+\delta_{j, k}\left(1-\delta_{i, l}\right)\left(1-\delta_{i, m}\right)\left(1-\delta_{i, n}\right)\left(1-\delta_{l, m}\right)\left(1-\delta_{l, n}\right)\left(1-\delta_{m, j}\right)\left(1-\delta_{n, k}\right)
\end{align*}
$$

$$
\begin{aligned}
& +\delta_{i, k}\left(1-\delta_{j, l}\right)\left(1-\delta_{j, m}\right)\left(1-\delta_{j, n}\right)\left(1-\delta_{l, m}\right)\left(1-\delta_{l, n}\right)\left(1-\delta_{m, i}\right)\left(1-\delta_{n, k}\right) \\
& +\delta_{j, l}\left(1-\delta_{i, k}\right)\left(1-\delta_{i, m}\right)\left(1-\delta_{i, n}\right)\left(1-\delta_{k, m}\right)\left(1-\delta_{k, n}\right)\left(1-\delta_{m, j}\right)\left(1-\delta_{n, l}\right) \\
& \left.+\delta_{i, l}\left(1-\delta_{j, k}\right)\left(1-\delta_{j, m}\right)\left(1-\delta_{j, n}\right)\left(1-\delta_{k, m}\right)\left(1-\delta_{k, n}\right)\left(1-\delta_{m, i}\right)\left(1-\delta_{n, l}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& {[B(\underset{\sim}{\boldsymbol{\sim}} \boldsymbol{: a})]_{(i j),(k l),(m n)}=\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)\left(1-\delta_{m, n}\right)\left(1-\delta_{i, l}\right)\left(1-\delta_{i, k}\right) \times} \\
& \quad\left(1-\delta_{i, m}\right)\left(1-\delta_{i, n}\right)\left(1-\delta_{j, k}\right)\left(1-\delta_{j, l}\right)\left(1-\delta_{j, m}\right)\left(1-\delta_{j, n}\right)\left(1-\delta_{k, n}\right)\left(1-\delta_{k, m}\right) \\
& \quad\left(1-\delta_{l, m}\right)\left(1-\delta_{l, n}\right) \tag{C.40}
\end{align*}
$$

There is only one case in the present formalism where it is necessary to distinguish between edges. In Sec D.3, I show that there is one graph $\rightarrow$ - for which I must distinguish between edges. The binary invariant for the unlabeled graph $B(\curvearrowleft \rightarrow)$ is really the sum of two binary invariants for edge-labeled graphs with two edges to be distinguished (by vertical tic marks) from the third:

$$
\begin{equation*}
B(\bullet)=B(\leftrightarrow)+B(\omega) \tag{C.41}
\end{equation*}
$$

where

$$
\begin{align*}
& {\left[B\left(\sigma^{\circ} \cdot\right]_{(i j),(k l),(m n)}=\left(\delta_{i, k} \delta_{j, l}+\delta_{i, l} \delta_{j, k}+\delta_{i, m} \delta_{j, n}+\delta_{i, n} \delta_{j, m}\right)\right.} \\
& \times\left(\delta_{k, m}\left(1-\delta_{l, n}\right)+\delta_{k, n}\left(1-\delta_{l, n}\right)+\delta_{l, m}\left(1-\delta_{k, n}\right)+\delta_{l, n}\left(1-\delta_{k, m}\right)\right.  \tag{C.42}\\
& {[B(\cdots)]_{(i j),(k l),(m n)}=\left(\delta_{k, m} \delta_{l, n}+\delta_{k, n} \delta_{l, m}\right)\left(\delta_{i, k}\left(1-\delta_{j, l}\right)+\delta_{i, l}\left(1-\delta_{j, k}\right)\right.} \\
& \left.+\delta_{j, k}\left(1-\delta_{i, l}\right)+\delta_{j, l}\left(1-\delta_{i, k}\right)\right) . \tag{C.43}
\end{align*}
$$

## C. 3 Extension of previous work

In previous work (87; 81; 82; 90), the unique values of the Hamiltonian (Eq. 3.38) (each with its own equivalence class of matrix elements) were not labeled by a graph. The present formulation of DPT is a generalization of previous work $(81 ; 87 ; 90)$ to higher orders. I have defined "binary invariants", which are a generalization of the use of structural matrices in (81), and I now employ an extensible notation using graphs. For seasoned fans of DPT, I provide a correspondence between the current notation for the elemental value of each equivalence class, which employs graphs, and previous notation (which was limited to harmonic-order).

$$
\begin{align*}
& { }^{(0)} Q(\bigcirc)=Q_{i i}=Q_{a} \\
& { }^{(0)} Q(\oslash Q)=Q_{i j}=Q_{b} \\
& { }^{(0)} Q^{\gamma r}(\bigcirc)=Q_{i j, i}=Q_{c} \\
& { }^{(0)} Q^{\gamma r}(\bigcirc \bullet)=Q_{j k, i}=Q_{d} \\
& { }^{(0)} Q^{r \gamma}(\square)=Q_{i, i j}=Q_{e}  \tag{C.44}\\
& { }^{(0)} Q^{r \gamma}(\bigcirc \bullet)=Q_{i, j k}=Q_{f} \\
& { }^{(0)} Q(\odot)=Q_{i j, i j}=Q_{g} \\
& { }^{(0)} Q(\vdots)=Q_{i j, j k}=Q_{h} \\
& { }^{(0)} Q(\because)=Q_{i j, k l}=Q_{\iota}
\end{align*}
$$

The elements of the $G F$ matrix are here identified by two-edge graphs, but were referred to as $a, b, \ldots, \iota$ in References (81; 82; 90).

$$
\begin{align*}
& \boldsymbol{G F}(\bigcirc)=a \\
& \boldsymbol{G F}(Q Q)=b \\
& \boldsymbol{G F} \boldsymbol{F}^{\gamma r}(\bigcirc)=c \\
& \boldsymbol{G} \boldsymbol{F}^{\gamma r}(\bigcirc \boldsymbol{\bullet})=d \\
& \boldsymbol{G F} \boldsymbol{F}^{r \gamma}(\mathrm{C})=e  \tag{C.45}\\
& \boldsymbol{G} \boldsymbol{F}^{r \gamma}(\bigcirc \boldsymbol{\bullet})=f \\
& \boldsymbol{G F}(\bigcirc)=g \\
& \boldsymbol{G F}(\mathrm{C} \cdot \mathrm{)}=h \\
& \boldsymbol{G F}(\because)=\iota \text {. }
\end{align*}
$$

The elements of the $F G$ matrix were referred to as $\tilde{a}, \tilde{b}, \ldots, \tilde{\iota}$ in Eq. (29) in Ref. (87):

$$
\begin{align*}
& \underset{\sim}{\tilde{b}}=\boldsymbol{F} \boldsymbol{G}(\bigcirc)-\boldsymbol{G F}(\bigcirc \bigcirc) \\
& \tilde{b}=\boldsymbol{G F}(\bigcirc \bigcirc) \\
& {\underset{\tilde{d}}{\tilde{d}}}_{\tilde{c}}=\boldsymbol{G} \boldsymbol{F}^{\gamma r}(\bigcirc)-\boldsymbol{G} \boldsymbol{F}^{\gamma r}(\bigcirc \bullet) \\
& \tilde{d}=\boldsymbol{G} \boldsymbol{F}^{\gamma r}(\bigcirc \bullet)  \tag{C.46}\\
& \tilde{e}=\boldsymbol{G} \boldsymbol{F}^{r \gamma}(\bigcirc)-\boldsymbol{G} \boldsymbol{F}^{\gamma r}(\bigcirc \bullet) \\
& \tilde{f}=\boldsymbol{G} \boldsymbol{F}^{r \gamma}(\bigcirc \bullet) \\
& \tilde{g}=\boldsymbol{F} \boldsymbol{F}(\curvearrowleft)-2 \boldsymbol{G} \boldsymbol{F}(\ldots)+\boldsymbol{G F}(\boldsymbol{\bullet}(\boldsymbol{\bullet}) \\
& \tilde{h}_{\sim}=\boldsymbol{G F}(: \because)-2 \boldsymbol{G F}(\because) \\
& \tilde{\iota}=\boldsymbol{G F}(\underset{\square}{\because}) \text {. }
\end{align*}
$$

The binary invariants for two-edge graphs correspond to combinations of the socalled "simple submatrices" of previous work $(81 ; 87)$

$$
\begin{align*}
B(\bigcirc) & =\boldsymbol{I}_{N} \\
B(Q Q) & =\boldsymbol{J}_{N}-\boldsymbol{I}_{N} \\
B^{r \gamma}(\bigcirc) & =\boldsymbol{R} \\
B^{r \gamma}(O \boldsymbol{O}) & =\boldsymbol{J}_{N M}-\boldsymbol{R} \\
B^{\gamma r}(\square) & =\boldsymbol{R}^{T}  \tag{C.47}\\
B^{\gamma r}(\square \cdots) & =\boldsymbol{J}_{M N}-\boldsymbol{R}^{T} \\
B(\curvearrowleft) & =\boldsymbol{I}_{M} \\
B(\vdots) & =\boldsymbol{R}^{T} \boldsymbol{R}-2 \boldsymbol{I} \\
B(\square) & =\boldsymbol{J}_{M}-\boldsymbol{R}^{T} \boldsymbol{R}-\boldsymbol{I} .
\end{align*}
$$

Here, $\boldsymbol{I}_{N}$ is the $N \times N$ identity matrix and $\boldsymbol{J}_{N M}$ is a $N \times M$ matrix consisting of ones. The matrix $\boldsymbol{R}$ is the vertex-edge incidence matrix from graph theory.

## Appendix D

## Perturbative expansion of the Hamiltonian coefficient tensors in the basis of binary invariants

The DPT formulation presented in this thesis depends on an intricate structure in the Hamiltonian expansion, due to the requirement of invariance under permutation. Because this structure does not depend on the parameters of the physical system (other than the number of particles $N$ ), this formalism can be applied to a broad range of physical systems. The non-derivative "centrifugal" portion of the kinetic term varies from system to system only by a constant, which I denote $\zeta(0)$. With the exception of a few derivatives, most of the effective potential term varies only by $\zeta(0)$ as well.

In this appendix, I calculate the perturbative expansion of the DPT Hamiltonian as well as the expansion of each perturbative term in the basis of binary invariants. In Section D.1, I calculate the perturbative expansion of the kinetic term, and in Section D.2, I derive the expansion of the system potential terms. In Section D.3, I derive the expansion of the kinetic term in the basis of binary invariants, and in Section D.4, I derive the expansion of the potential term in the basis of binary invariants. I do so in a general form, so that any system can be obtained by specifying $\zeta(0)$ and 16 derivatives of the system's confining and interacting potentials. In Section J.1, I specify the remaining information needed for a Bose-Einstein condensate with a particular hard-sphere interaction model.

The Jacobian-weighted Schrödinger equation from Eqs. (3.20a-3.20d) (with zero angular momentum) reads

$$
\bar{H} \Phi=\left(\frac{1}{\kappa(D)} \bar{T}+\bar{U}+\bar{V}\right) \Phi=\bar{E} \Phi,
$$

where

$$
\begin{aligned}
\bar{T} & =\hbar^{2} \sum_{i=1}^{N}\left(-\frac{1}{2 m_{i}} \frac{\partial^{2}}{\partial \bar{r}_{i}^{2}}-\frac{1}{2 m_{i} \bar{r}_{i}^{2}} \sum_{j \neq i} \sum_{k \neq i} \frac{\partial}{\partial \gamma_{i j}}\left(\gamma_{j k}-\gamma_{i j} \gamma_{i k}\right) \frac{\partial}{\partial \gamma_{i k}}\right) \\
\bar{U} & =\hbar^{2} \sum_{i=1}^{N} \zeta(\delta)\left(\frac{\delta^{2} N(N-2)+(1-\delta(N+1))^{2}\left(\frac{\Gamma^{(i)}}{\Gamma}\right)}{8 m_{i} \bar{r}_{i}^{2}}\right) \\
\bar{V} & =\sum_{i=1}^{N} \bar{V}_{\text {conf }}\left(\bar{r}_{i}\right)+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \bar{V}_{\text {int }}\left(\bar{r}_{i j}\right)
\end{aligned}
$$

$$
\bar{V}_{\mathrm{eff}}=\bar{U}+\bar{V}
$$

Most of the Hamiltonian coefficient tensor elements may be calculated in general by defining the constant $\zeta(0)$ :

$$
\begin{equation*}
\zeta(0)=\lim _{D \rightarrow \infty} \frac{D^{2}}{\kappa(D)} . \tag{D.2}
\end{equation*}
$$

The quantity $\zeta(0)$ is unitless, because $\kappa(D)$ depends only on dimension $D$.

## D. 1 Perturbative expansion of the kinetic term

To obtain the perturbation series of the Hamiltonian kinetic term I first transform the internal coordinate derivatives to internal displacement coordinate derivatives:

$$
\begin{aligned}
\frac{\partial}{\partial \bar{r}_{i}} & =\delta^{-1 / 2} \frac{\partial}{\partial \bar{r}_{i}^{\prime}} \\
\frac{\partial}{\partial \gamma_{i, j}} & =\delta^{-1 / 2} \frac{\partial}{\partial \gamma_{i, j}^{\prime}}
\end{aligned}
$$

and I obtain (letting the masses be equal and in units where $\hbar=m=1$ )

$$
\begin{align*}
\bar{T}= & -\frac{1}{2} \delta\left(\sum_{i=1}^{N} \frac{\partial^{2}}{\partial \bar{r}_{i}^{\prime 2}}+\sum_{i=1}^{N} \sum_{j \neq i}^{N} \frac{1-\gamma_{i j}^{2}}{\bar{r}_{i}^{2}} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}}\right. \\
& +\sum_{i=1}^{N} \sum_{j \neq i}^{N} \sum_{k \neq i}^{N}\left(1-\delta_{j, k}\right)\left(\frac{\gamma_{j k}-\gamma_{i j} \gamma_{i k}}{\bar{r}_{i}^{2}}\right) \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{i k}^{\prime}} \\
& \left.-\sum_{i=1}^{N} \sum_{j \neq i}^{N} N \frac{\gamma_{i j}}{\bar{r}_{i}^{2}} \delta^{1 / 2} \frac{\partial}{\gamma_{i j}^{\prime}}\right) . \tag{D.3}
\end{align*}
$$

I perform a series expansion about the symmetric (large-D) arrangement, expressing the kinetic term in internal displacement coordinates.

$$
\begin{align*}
\bar{r}_{i}-\bar{r}_{\infty} & =\delta^{1 / 2} \bar{r}_{i}^{\prime} \\
\gamma_{i j}-\gamma_{\infty} & =\delta^{1 / 2} \gamma_{i j}^{\prime} \tag{D.4}
\end{align*}
$$

I perform the expansion of three of the summands

$$
\begin{align*}
& \frac{1-\gamma_{i j}^{2}}{\bar{r}_{i}^{2}}=\frac{1-\gamma_{\infty}^{2}}{\bar{r}_{\infty}^{2}}+\delta^{1 / 2}\left(\frac{2\left(-1+\gamma_{\infty}^{2}\right.}{\bar{r}_{\infty}^{3}} \bar{r}_{i}^{\prime}-\frac{2 \gamma_{\infty}}{\bar{r}_{\infty}^{2}} \gamma_{i, j}^{\prime}\right)+O(\delta)  \tag{D.5}\\
& \frac{\gamma_{j k}-\gamma_{i j} \gamma_{i k}}{\bar{r}_{i}^{2}}=-\frac{\left(-1+\gamma_{\infty}\right) \gamma_{\infty}}{\bar{r}_{\infty}^{2}} \\
& \quad+\delta^{1 / 2}\left(-\frac{\gamma_{\infty}}{\bar{r}_{\infty}^{2}}\left(\gamma_{i j}^{\prime}+\gamma_{i k}^{\prime}\right)+\frac{1}{\bar{r}_{\infty}^{2}} \gamma_{j k}^{\prime}+\frac{2\left(-1+\gamma_{\infty}\right) \gamma_{\infty}}{\bar{r}_{\infty}^{3}} \bar{r}_{i}^{\prime}\right)+O(\delta) \tag{D.6}
\end{align*}
$$

$$
\begin{equation*}
\frac{\gamma_{i j}}{\bar{r}_{i}^{2}}=\frac{\gamma_{\infty}}{\bar{r}_{\infty}^{2}}+\delta^{1 / 2} \frac{\left(\bar{r}_{\infty} \gamma_{i j}^{\prime}-2 \gamma_{\infty} \bar{r}_{i}^{\prime}\right)}{\bar{r}_{\infty}^{3}}+O(\delta) \tag{D.7}
\end{equation*}
$$

Inserting these expansions into (D.3) and collecting by orders of $\delta^{1 / 2}$, I obtain (3.31), which I reproduce below:

$$
\begin{aligned}
\mathcal{T}= & -\frac{1}{2} \delta\left(\sum_{i=1}^{N} \frac{\partial^{2}}{\partial \bar{r}_{i}^{\prime 2}}+\right. \\
& \sum_{i=1}^{N} \sum_{j \neq i} \frac{1-\gamma_{\infty}^{2}}{\bar{r}_{\infty}^{2}} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}}+\sum_{i=1}^{N} \sum_{j \neq i} \sum_{k \neq i}\left(1-\delta_{j, k} \frac{\left(1-\gamma_{\infty}\right) \gamma_{\infty}}{\bar{r}_{\infty}^{2}} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{i k}^{\prime}}\right) \\
& -\frac{1}{2} \delta^{3 / 2}\left(\sum_{i=1}^{N} \sum_{j \neq i}\left(-\frac{2\left(1-\gamma_{\infty}^{2}\right)}{\bar{r}_{\infty}^{3}} \bar{r}_{i}^{\prime}-\frac{2 \gamma_{\infty}}{\bar{r}_{\infty}^{2}} \gamma_{i j}^{\prime}\right) \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}}\right. \\
& +\sum_{i=1}^{N} \sum_{j \neq i} \sum_{k \neq i}\left(\frac{\left(2\left(\gamma_{\infty}-1\right) \gamma_{\infty}\right)}{\bar{r}_{\infty}^{3}} \bar{r}_{i}^{\prime}-\frac{\gamma_{\infty}}{\bar{r}_{\infty}^{2}}\left(\gamma_{i j}^{\prime}+\gamma_{i k}^{\prime}\right)+\frac{\gamma_{j k}^{\prime}}{\bar{r}_{\infty}^{2}}\right) \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \gamma_{i k}^{\prime}} \\
& \left.+\sum_{i=1}^{N} \sum_{j \neq i}\left(-N \frac{\gamma_{\infty}}{\bar{r}_{\infty}^{2}}\right) \frac{\partial}{\partial \gamma_{i j}^{\prime}}\right)+O\left(\delta^{2}\right) .
\end{aligned}
$$

## D. 2 Perturbative expansion of the effective potential

I perform a series expansion of the effective potential about $\delta^{1 / 2}=0$. To do so, it will be convenient to express derivatives with respect to $\delta^{1 / 2}$ in terms of derivatives with respect to $\delta$.

$$
\begin{align*}
\frac{\partial}{\partial\left(\delta^{1 / 2}\right)}= & \frac{d}{d\left(\delta^{1 / 2}\right)}+\sum_{\mu=1}^{P} \bar{y}_{\mu}^{\prime} \frac{\partial}{\partial \bar{y}_{\mu}^{\prime}} \\
\frac{\partial^{2}}{\partial\left(\delta^{1 / 2}\right)^{2}}= & \frac{d^{2}}{d\left(\delta^{1 / 2}\right)^{2}}+2 \sum_{\mu=1}^{P} \bar{y}_{\mu}^{\prime} \frac{\partial}{\partial \bar{y}_{\mu}^{\prime}} \frac{d}{d\left(\delta^{1 / 2}\right)}+\sum_{\mu=1}^{P} \sum_{\nu=1}^{P} \bar{y}_{\mu}^{\prime} \bar{y}_{\nu}^{\prime} \frac{\partial}{\partial \bar{y}_{\mu}^{\prime}} \frac{\partial}{\partial \bar{y}_{\nu}^{\prime}}  \tag{D.8}\\
\frac{\partial^{3}}{\partial\left(\delta^{1 / 2}\right)^{3}}= & \frac{d^{3}}{d\left(\delta^{1 / 2}\right)^{3}}+3 \sum_{\mu=1}^{P} \bar{y}_{\mu}^{\prime} \frac{\partial}{\partial \bar{y}_{\mu}^{\prime}} \frac{d^{2}}{d\left(\delta^{1 / 2}\right)^{2}}+3 \sum_{\mu=1}^{P} \sum_{\nu=1}^{P} \bar{y}_{\mu}^{\prime} \bar{y}_{\nu}^{\prime} \frac{\partial}{\partial \bar{y}_{\mu}^{\prime}} \frac{\partial}{\partial \bar{y}_{\nu}^{\prime}} \frac{d}{d \delta^{1 / 2}}+ \\
& +\sum_{\mu=1}^{P} \sum_{\nu=1}^{P} \sum_{\xi=1}^{P} \bar{y}_{\mu}^{\prime} \bar{y}_{\nu}^{\prime} \bar{y}_{\xi}^{\prime} \frac{\partial}{\partial \bar{y}_{\mu}^{\prime}} \frac{\partial}{\partial \bar{y}_{\nu}^{\prime}} \frac{\partial}{\partial \bar{y}_{\xi}^{\prime}}
\end{align*}
$$

The derivatives with respect to $\delta^{1 / 2}$ in (D.8) may be written as derivatives with respect to $\delta$ with the following equations:

$$
\frac{d}{d\left(\delta^{1 / 2}\right)}=2 \delta^{1 / 2} \frac{d}{d \delta}
$$

$$
\begin{align*}
& \frac{d^{2}}{d\left(\delta^{1 / 2}\right)^{2}}=2 \frac{d}{d \delta}+4 \delta \frac{d^{2}}{d \delta^{2}}  \tag{D.9}\\
& \frac{d^{3}}{d\left(\delta^{1 / 2}\right)^{3}}=12 \delta^{1 / 2} \frac{d^{2}}{d \delta^{2}}+8 \delta^{3 / 2} \frac{d^{3}}{d \delta^{3}}
\end{align*}
$$

Using the above derivatives, I calculate the derivatives of the effective potential with respect to $\delta^{1 / 2}$ to third order.

$$
\begin{align*}
\left.\frac{\partial \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]}{\partial\left(\delta^{1 / 2}\right)}\right|_{\infty} & =0 \\
\left.\frac{\partial^{2} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]}{\partial\left(\delta^{1 / 2}\right)^{2}}\right|_{\infty} & =\left.2 \frac{d}{d \delta} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]\right|_{\infty}+\left.\sum_{\mu=1}^{P} \sum_{\nu=1}^{P} \bar{y}_{\mu}^{\prime} \bar{y}_{\nu}^{\prime} \frac{\partial}{\partial \bar{y}_{\mu}^{\prime}} \frac{\partial}{\partial \bar{y}_{\nu}^{\prime}} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]\right|_{\infty}  \tag{D.10}\\
\left.\frac{\partial^{3} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]}{\partial\left(\delta^{1 / 2}\right)^{3}}\right|_{\infty} & =6 \sum_{\mu=1}^{P} \bar{y}_{\mu}^{\prime} \frac{\partial}{\partial \bar{y}_{\mu}^{\prime}} \frac{d}{d \delta}+\left.\sum_{\mu=1}^{P} \sum_{\nu=1}^{P} \sum_{\xi=1}^{P} \bar{y}_{\mu}^{\prime} \bar{y}_{\nu}^{\prime} \bar{y}_{\xi}^{\prime} \frac{\partial}{\partial \bar{y}_{\mu}^{\prime}} \frac{\partial}{\partial \bar{y}_{\nu}^{\prime}} \frac{\partial}{\partial \bar{y}_{\xi}^{\prime}} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]\right|_{\infty}
\end{align*}
$$

Substituting equations (D.10) into the Taylor series expansion of $V_{\text {eff }}$ about $\delta^{1 / 2}=0$ (and collecting powers of $\delta$ ), I obtain Eq. (D.11)

$$
\begin{align*}
& \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]=\left.\bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}_{\infty} ; \delta\right]\right|_{\infty}+\left.\delta\left(\frac{d}{d \delta} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]+\frac{1}{2} \sum_{\mu=1}^{P} \sum_{\nu=1}^{P} \bar{y}_{\mu}^{\prime} \bar{y}_{\nu}^{\prime} \frac{\partial^{2} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]}{\partial \bar{y}_{\mu}^{\prime} \partial \bar{y}_{\nu}^{\prime}}\right)\right|_{\infty} \\
& \quad+\delta^{3 / 2}\left(\left.\sum_{\mu=1}^{P} \bar{y}_{\mu}^{\prime} \frac{\partial}{\partial \bar{y}_{\mu}^{\prime}} \frac{d}{d \delta} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]\right|_{\infty}+\frac{1}{3!} \sum_{\mu=1}^{P} \sum_{\nu=1}^{P} \sum_{\xi=1}^{P} \bar{y}_{\mu}^{\prime} \bar{y}_{\nu}^{\prime} \bar{y}_{\xi}^{\prime} \frac{\partial^{3} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]}{\left.\left.\partial \bar{y}_{\mu}^{\prime} \partial \bar{y}_{\nu}^{\prime} \partial \bar{y}_{\xi}^{\prime}\right|_{\infty}\right)_{\text {(D. }}}\right. \\
& \quad+O\left(\delta^{2}\right) . \tag{D.11}
\end{align*}
$$

Equation (D.11) is explicitly written in the form of the Hamiltonian expansions in (3.38) and (3.39), where the $F$ tensors are now revealed to be

$$
\begin{align*}
{ }_{0}^{(0)} F & =\frac{d}{d \delta} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]  \tag{D.12}\\
{ }_{2}^{(0)} F_{\nu_{1}, \nu_{2},} & =\left.\frac{\partial^{2} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]}{\partial \bar{y}_{\nu_{1}}^{\prime} \partial \bar{y}_{\nu_{2}}^{\prime}}\right|_{\infty} ^{\infty} \tag{D.13}
\end{align*}
$$

and

$$
\begin{align*}
{ }_{1}^{(1)} F_{\nu} & =\frac{\partial}{\partial \bar{y}_{\nu}^{\prime}} \frac{d}{d \delta} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]  \tag{D.14}\\
{ }_{3}^{(1)} F_{\nu_{1}, \nu_{2}, \nu_{3}} & =\left.\frac{\partial^{3} \bar{V}_{\text {eff }}\left[\overline{\boldsymbol{y}}^{\prime} ; \delta\right]}{\partial \bar{y}_{\nu_{1}}^{\prime} \partial \bar{y}_{\nu_{2}}^{\prime} \partial \bar{y}_{\nu_{3}}^{\prime}}\right|_{\infty} . \tag{D.15}
\end{align*}
$$

## D. 3 Binary invariant expansion the kinetic series

I rewrite the summations in (3.31) in a more general tensor form like (3.39). For each graph in Eq. (3.31), I start by "decoupling" the repeated indices and considering all the possible ways to reconnect them to form the same graph. Take, for example, the term associated with the graph $\odot 0$,

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{j \neq i} \overline{\bar{r}}_{i}^{\prime} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}} \tag{D.16}
\end{equation*}
$$

In this term, the indices on the internal coordinates are explicitly repeated. This summation can be written in a more general way by explicitly "decoupling" the repeated indices on the internal coordinates and implicitly coupling them with a Kronecker delta function. The repeated index $i$ in $\bar{r}_{i}^{\prime}$ can be decoupled from $i$ in the partial derivative with respect to $\gamma_{i j}$ by changing $\bar{r}_{i}^{\prime}$ to $\bar{r}_{m}^{\prime}$ and adding an additional summation over $\delta_{i, m}$ or over $\delta_{j, m}$.

$$
\begin{align*}
\bigcirc O & \rightarrow \cdots+\varnothing \\
\sum_{i=1}^{N} \sum_{j \neq i} \bar{r}_{i}^{\prime} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}} & =\sum_{i=1}^{N} \sum_{j \neq i} \sum_{m=1}^{N} \frac{1}{2}\left(\delta_{i, m}+\delta_{j, m}\right) \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}} \bar{r}_{m}^{\prime} . \tag{D.17}
\end{align*}
$$

Next, I explicitly decouple the repeated indices in the partial derivatives. Now there
 it both ways and divide by two.

$$
\begin{align*}
& \infty \rightarrow \xrightarrow{\rightarrow} \rightarrow+\cdots+\cdots \\
& \qquad \sum_{i=1}^{N} \sum_{j \neq i} \bar{r}_{i}^{\prime} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}} \\
& \quad=\sum_{i=1}^{N} \sum_{j \neq i} \sum_{k=1} \sum_{l \neq k} \sum_{m=1}^{N} \frac{1}{4}\left(\delta_{j, l} \delta_{i, k}+\delta_{j, k} \delta_{i, l}\right)\left(\delta_{i, m}+\delta_{j, m}\right) \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{k l}^{\prime}} \bar{r}_{m}^{\prime} \tag{D.19}
\end{align*}
$$

Finally, I rewrite the summations over the indices of $\gamma_{i j}$, using the relation

$$
\begin{equation*}
\sum_{j=1}^{N} \sum_{k \neq j} f_{i, j}=2 \sum_{j<k} f_{i, j}, \tag{D.20}
\end{equation*}
$$

where $f_{i, j}$ is symmetric in the indices $\left(f_{i, j}=f_{j, i}\right)$. Written in this summation convention, I obtain

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{j \neq i} \bar{r}_{i}^{\prime} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}}=\sum_{i<j} \sum_{k<l} \sum_{m=1}^{N}\left(\delta_{j, l} \delta_{i, k}+\delta_{j, k} \delta_{i, l}\right)\left(\delta_{i, m}+\delta_{j, m}\right) \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{k l}^{\prime}} \bar{r}_{m}^{\prime} \tag{D.21}
\end{equation*}
$$

Comparing (D.21) with the binary invariant $B(.0)$ in (C.25), I see that I explicitly constructed the binary invariant $[B(\bigcirc \bigcirc)]_{(i j),(k l), m}$ in the summand! Please note that
$\left(1-\delta_{i, j}\right)\left(1-\delta_{k, l}\right)$ is not necessary due to the summation restrictions $i<j$ and $k<l$, since it is always unity in the summation one could insert this factor in the summand if desired. Therefore, I write the sum in (D.21) in terms of a binary invariant:

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{j \neq i} \bar{r}_{i}^{\prime} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}}=\sum_{i<j} \sum_{k<l} \sum_{m=1}^{N}[B(\multimap)]_{(i j),(k l), m} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{k l}^{\prime}} \bar{r}_{m}^{\prime} \tag{D.22}
\end{equation*}
$$

Following a similar procedure for the other terms in (3.31), I obtain

$$
\begin{align*}
\sum_{i=1}^{N} \frac{\partial^{2}}{\partial \bar{r}_{i}^{\prime 2}} & =\sum_{i=1}^{N} \sum_{j=1}^{N}[B(O)]_{i, j} \frac{\partial^{2}}{\partial \bar{r}_{i}^{\prime} \partial \bar{r}_{j}^{\prime}} \\
\sum_{i=1}^{N} \sum_{j \neq i} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime 2}} & =\sum_{i<j} \sum_{k<l}[B(\Omega)]_{(i j),(k l)} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{k l}^{\prime}} \\
\sum_{i=1}^{N} \sum_{j \neq i} \sum_{k \neq i}\left(1-\delta_{j, k}\right) \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{i k}^{\prime}} & =\sum_{i<j} \sum_{k<l}[B(\Omega)]_{(i j),(k l)} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{k l}^{\prime}}  \tag{D.23}\\
\sum_{i=1}^{N} \sum_{j \neq i}^{N} \sum_{k \neq i}^{N}\left(1-\delta_{j, k}\right) \bar{r}_{i}^{\prime} \frac{\partial^{2}}{\partial \gamma_{i \mathrm{ij}}^{\prime} \partial \gamma_{i k}^{\prime}} & =\sum_{i<j} \sum_{k<l} \sum_{m=1}^{N}\left[B(\Omega(\Omega)]_{(i j),(k l), m} \bar{r}_{m}^{\prime} \frac{\partial^{2}}{\partial \gamma_{i, j}^{\prime} \partial \gamma_{k, l}^{\prime}}\right. \\
\sum_{i=1}^{N} \sum_{j \neq i}^{N} \sum_{k \neq i}^{N} \delta_{j, k} \gamma_{i, j}^{\prime} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{i k}^{\prime}} & =\sum_{i<j} \sum_{k<l} \sum_{m<n} 2[B(\Theta)]_{(i j),(k l),(m n)} \gamma_{i, j}^{\prime} \frac{\partial^{2}}{\partial \gamma_{k, l}^{\prime} \partial \gamma_{m, n}^{\prime}} \\
\sum_{i=1}^{N} \sum_{j \neq i}^{N} \sum_{k \neq i}^{N}\left(1-\delta_{j, k}\right) \gamma_{j k}^{\prime} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{i k}^{\prime}} & =\sum_{i<j} \sum_{k<l} \sum_{m<n}[B(\Omega)]_{(i j),(k l),(m n)} \gamma_{i, j}^{\prime} \frac{\partial^{2}}{\partial \gamma_{k, l}^{\prime} \partial \gamma_{m, n}^{\prime}}
\end{align*}
$$

One term in (3.31) warrants closer examination:

$$
\begin{align*}
\sum_{i=1}^{N} & \sum_{j \neq i}^{N} \\
= & \sum_{k \neq i}^{N}\left(1-\delta_{j, k}\right)\left(\gamma_{i j}^{\prime}+\gamma_{i k}^{\prime}\right) \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{i k}^{\prime}} \\
& \sum_{k<l} \sum_{m<n}\left(\delta_{i, k} \delta_{j, l}+\delta_{i, l} \delta_{j, k}+\delta_{i, m} \delta_{j, n}+\delta_{i, n} \delta_{j, m}\right) \\
& \left.\times\left(\delta_{k, m}\left(1-\delta_{l, n}\right)+\delta_{k, n}\left(1-\delta_{l, n}\right)+\delta_{l, m} 1-\delta_{k, n}\right)+\delta_{l, n}\left(1-\delta_{k, m}\right)\right)  \tag{D.24}\\
& \quad \times \gamma_{i, j}^{\prime} \frac{\partial^{2}}{\partial \gamma_{k l}^{\prime} \partial \gamma_{m n}^{\prime}} .
\end{align*}
$$

In Eq. (D.24), I recognize only part of the binary invariant $B(\curvearrowright \rightarrow)$. This is the only graph in this (isotropic confinement, first anharmonic order) DPT implementation for which I must introduce distinguishable edges in our graphs. For this case, I must generalize the mapping from coordinate to graph to distinguish between coordinates and derivatives. I do so by labeling the edges associated with derivatives by a vertical "tic" mark. It will also be necessary to consider distinguishable edges if this formalism is extended to an anisotropic system. The binary invariant for the unlabeled graph $B(\curvearrowleft \rightarrow)$ is really the sum of two binary invariants for labeled graphs with two edges to be distinguished from the third:

$$
\begin{equation*}
B(\hookleftarrow)=B(\omega)+B(\omega), \tag{D.25}
\end{equation*}
$$

where

$$
\begin{align*}
& {[B(\underbrace{+\infty}_{+\cdots}]_{(i j),(k l),(m n)}=\left(\delta_{i, k} \delta_{j, l}+\delta_{i, l} \delta_{j, k}+\delta_{i, m} \delta_{j, n}+\delta_{i, n} \delta_{j, m}\right)} \\
& \quad \times\left(\delta_{k, m}\left(1-\delta_{l, n}\right)+\delta_{k, n}\left(1-\delta_{l, n}\right)+\delta_{l, m}\left(1-\delta_{k, n}\right)+\delta_{l, n}\left(1-\delta_{k, m}\right),\right. \tag{D.26}
\end{align*}
$$

and

$$
\begin{align*}
& {[B(\cdot \underset{\sim}{+})]_{(i j),(k l),(m n)}=\left(\delta_{k, m} \delta_{l, n}+\delta_{k, n} \delta_{l, m}\right)} \\
& \quad \times\left(\delta_{i, k}\left(1-\delta_{j, l}\right)+\delta_{i, l}\left(1-\delta_{j, k}\right)+\delta_{j, k}\left(1-\delta_{i, l}\right)+\delta_{j, l}\left(1-\delta_{i, k}\right)\right) . \tag{D.27}
\end{align*}
$$

Therefore, I obtain

$$
\begin{align*}
\sum_{i=1}^{N} & \sum_{j \neq i}^{N} \sum_{k \neq i}^{N}\left(1-\delta_{j, k}\right)\left(\gamma_{i j}^{\prime}+\gamma_{i k}^{\prime}\right) \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{i k}^{\prime}} \\
& =\sum_{i<j} \sum_{k<l} \sum_{m<n}[B(\sigma \cdot \infty)]_{(i j),(k l),(m n)} \gamma_{i, j}^{\prime} \frac{\partial^{2}}{\partial \gamma_{k l}^{\prime} \partial \gamma_{m n}^{\prime}} \tag{D.28}
\end{align*}
$$

Inserting Eqs. (D.22-D.24) and (D.28) into the kinetic-energy expansion (3.31), I obtain a kinetic-energy expansion in terms of binary invariants:

$$
\begin{align*}
& \mathcal{T}=-\frac{1}{2} \delta\left(\sum_{i=1}^{N} \sum_{j=1}^{N}[B(\bigcirc)]_{i, j} \frac{\partial^{2}}{\partial \bar{r}_{i}^{\prime} \partial \bar{r}_{j}^{\prime}}+\sum_{i<j} \sum_{k<l} \frac{1-\gamma_{\infty}^{2}}{\bar{r}_{\infty}^{2}}[B(\bigodot)]_{(i j),(k l)} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{k l}^{\prime}}+\right. \\
& \left.+\sum_{i<j} \sum_{k<l} \frac{\left(1-\gamma_{\infty}\right) \gamma_{\infty}}{\bar{r}_{\infty}^{2}}[B(. . \circ)]_{(i j),(k l)} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{k l}^{\prime}}\right)+ \\
& -\frac{1}{2} \delta^{3 / 2}\left(\sum_{i=1}^{N} \sum_{j \neq i}\left(-N \frac{\gamma_{\infty}}{\bar{r}_{\infty}^{2}}\right)[B(\mapsto)]_{(i j)} \frac{\partial}{\partial \gamma_{i j}^{\prime}}+\right. \\
& +\sum_{i=1}^{N} \sum_{j<k} \sum_{l<m}\left(-\frac{2\left(1-\gamma_{\infty}^{2}\right)}{\bar{r}_{\infty}^{3}}[B(. \infty)]_{(i j),(k l), m}\right. \\
& \left.-\frac{2 \gamma_{\infty}\left(1-\gamma_{\infty}\right)}{\bar{r}_{\infty}^{3}}[B(\Omega)]_{(i j),(k l), m}\right) \bar{r}_{m}^{\prime} \frac{\partial^{2}}{\partial \gamma_{i j}^{\prime} \partial \gamma_{k l}^{\prime}}+ \\
& +\sum_{i<j} \sum_{k<l} \sum_{m<n}\left(-\frac{4 \gamma_{\infty}}{\bar{r}_{\infty}^{2}}[B(\Theta)]_{(i j),(k l),(m n)}+\frac{1}{\bar{r}_{\infty}^{2}}[B(\Omega)]_{(i j),(k l),(m n)}\right. \\
& \left.\left.-\frac{\gamma_{\infty}}{\bar{r}_{\infty}^{2}}[B(\odot \cdots)]_{(i j),(k l),(m n)}\right) \gamma_{i, j}^{\prime} \frac{\partial^{2}}{\partial \gamma_{k, l}^{\prime} \partial \gamma_{m, n}^{\prime}}\right)+O\left(\delta^{2}\right) \text {. } \tag{D.29}
\end{align*}
$$

I write the above equation in the form of a tensor contraction, by defining tensors ${ }_{2}^{(0)} G,{ }_{2}^{(0)} G$, and ${ }_{2}^{(0)} G$ as a linear combination of binary invariants.

For the order- $\delta$ harmonic term, I write

$$
\begin{equation*}
{ }_{2}^{(0)} G_{\nu_{1}, \nu_{2}}^{\text {block }}=\sum_{\mathcal{G} \in \mathbb{G}_{\text {block }}} G^{\text {block }}(\mathcal{G})\left[B^{\text {block }}(\mathcal{G})\right]_{\nu_{1}, \nu_{2}}, \tag{D.30}
\end{equation*}
$$

with the following coefficients

$$
\begin{align*}
& { }_{2}^{(0)} G^{r r}(\bigcirc)=\zeta(0)  \tag{D.31}\\
& { }_{2}^{(0)} G^{\gamma \gamma}(\curvearrowleft)=2 \zeta(0) \frac{1-\gamma_{\infty}^{2}}{\bar{r}_{\infty}^{2}}  \tag{D.32}\\
& { }_{2}^{(0)} G^{\gamma \gamma}(.!)=\zeta(0) \frac{\gamma_{\infty}\left(1-\gamma_{\infty}\right)}{\bar{r}_{\infty}^{2}} . \tag{D.33}
\end{align*}
$$

These ${ }_{2}^{(0)} G$ coefficients were calculated for a BEC in Eq. (120) of Ref. (81) (as well as for other potentials in the same reference). Here, I provide a general calculation of these elements for any potential and for first anharmonic order as well. In this work I label elements by graph, and specify the perturbation order and matrix rank.

The order $\delta^{3 / 2}$ (first-anharmonic order) term has both a rank-one and a rank-three $G$ tensor. The rank-one tensor has the following trivial decomposition:

$$
\begin{equation*}
{ }_{1}^{(1)} G_{\nu_{1}}^{\text {block }}=\sum_{\mathcal{G} \in \mathbb{G}_{\text {block }}} G^{\text {block }}(\mathcal{G})\left[B^{\text {block }}(\mathcal{G})\right]_{\nu_{1}}, \tag{D.34}
\end{equation*}
$$

where the only non-zero elements of ${ }_{1}^{(1)} G$ are

$$
\begin{align*}
& { }_{1}^{(1)} G^{r}(\oslash)=0  \tag{D.35}\\
& { }_{1}^{(1)} G^{\gamma}(\mapsto)=-2 \zeta(0) N \frac{\gamma_{\infty}}{\bar{r}_{\infty}^{2}} . \tag{D.36}
\end{align*}
$$

The rank-three tensor has the decomposition

$$
\begin{equation*}
{ }_{3}^{(1)} G_{\nu_{1}, \nu_{2}, \nu_{3}}^{\text {block }}=\sum_{\mathcal{G} \in \mathbb{G}_{\text {block }}} G^{\text {block }}(\mathcal{G})\left[B^{\text {block }}(\mathcal{G})\right]_{\nu_{1}, \nu_{2}, \nu_{3}}, \tag{D.37}
\end{equation*}
$$

where the only non-zero elements of ${ }_{3}^{(1)} G$ are

$$
\begin{align*}
{ }_{3}^{(1)} G^{r \gamma \gamma}(\propto) & =-2 \zeta(0) \frac{1-\gamma_{\infty}^{2}}{\bar{r}_{\infty}^{3}}  \tag{D.38}\\
{ }_{3}^{(1)} G^{r \gamma \gamma}(\Omega) & =-2 \zeta(0) \frac{\gamma_{\infty}\left(1-\gamma_{\infty}\right)}{\bar{r}_{\infty}^{3}}  \tag{D.39}\\
{ }_{3}^{(1)} G^{\gamma \gamma \gamma}(\Theta) & =-4 \zeta(0) \frac{\gamma_{\infty}}{\bar{r}_{\infty}^{2}}  \tag{D.40}\\
{ }_{3}^{(1)} G^{\gamma \gamma \gamma}(\Omega) & =\zeta(0) \frac{1}{\bar{r}_{\infty}^{2}}  \tag{D.41}\\
{ }_{3}^{(1)} G^{\gamma \gamma \gamma}(\omega) & =-\zeta(0) \frac{\gamma_{\infty}}{\bar{r}_{\infty}^{2}} . \tag{D.42}
\end{align*}
$$

With the above definitions for the $G$ tensors, I have derived a tensor form of the DPT Hamiltonian to first anharmonic order for any ( $L=0$ isotropic identical boson) system:

$$
\begin{align*}
\mathcal{T}= & -\frac{1}{2} \delta \sum_{\nu_{1}} \sum_{\nu_{2}}{ }_{2}^{(0)} G_{\nu_{1}, \nu_{2}} \frac{\partial^{2}}{\partial y_{\nu_{1}}^{\prime} \partial y_{\nu_{2}}^{\prime}}-\frac{1}{2} \delta^{3 / 2}\left(\sum_{\nu_{1}}{ }_{1}^{(1)} G_{\nu} \frac{\partial}{\partial y_{\nu}^{\prime}}+\right. \\
& \left.+\sum_{\nu_{1}} \sum_{\nu_{2}} \sum_{\nu_{3}}{ }_{3}^{(1)} G_{\nu_{1}, \nu_{2}, \nu_{3}} y_{\nu_{1}}^{\prime} \frac{\partial^{2}}{\partial y_{\nu_{2}}^{\prime} \partial y_{\nu_{3}}^{\prime}}\right)+O\left(\delta^{2}\right) . \tag{D.43}
\end{align*}
$$

## D. 4 Binary invariant expansion of the effective potential series

The calculation of the binary invariant expansion of the effective potential perturbative expressions in Eqs. (D.11) is much more straightforward than for the kinetic term, although one must calculate many derivatives.

## D.4.1 Calculation of derivatives

Due to number of derivatives and the extensive arithmetic involved, I use a symbolic Mathematica program to derive the derivatives for each graph (107). Some of these derivatives cannot be simply calculated by this program. Derivatives of the Grammian determinant $\Gamma$ in the "centrifugal" portion of the effective potential are too complicated. The definition and relevance of the Grammian determinant, as well as derivatives (up to second order) are given in Appendix D of Ref. (81). The program uses graph theory to look these derivatives up in a table. I have derived the necessary third-order derivatives, and the nonzero derivatives are listed here:

$$
\begin{align*}
\left.\frac{\partial^{3} \Gamma}{\partial \gamma_{i j} \partial \gamma_{j k} \partial \gamma_{k l}}\right|_{D=\infty} & =-2 \gamma_{\infty}\left(1-\gamma_{\infty}\right)^{N-4}  \tag{D.44}\\
\left.\frac{\partial^{3} \Gamma}{\partial \gamma_{i j} \partial \gamma_{j k} \partial \gamma_{i k}}\right|_{D=\infty} & =2\left(1+(N-4) \gamma_{\infty}\right)\left(1-\gamma_{\infty}\right)^{N-4}  \tag{D.45}\\
\left.\frac{\partial^{3} \Gamma}{\partial \gamma_{i j}^{2} \partial \gamma_{k l}}\right|_{D=\infty} & =4 \gamma_{\infty}\left(1-\gamma_{\infty}\right)^{N-4} . \tag{D.46}
\end{align*}
$$

Since most of the derivatives in the $F$ tensors are derivatives of the centrifugal term (which varies from system to system only by the constant $\zeta(0)$ ), I express the $F$ tensors for any ( $L=0$ ) 2-body system below.

In the special case of a power-law potential,

$$
\bar{V}_{\mathrm{conf}}\left(\bar{r}_{i}\right)=\frac{\beta_{V}}{n} \bar{r}_{i}^{n},
$$

these results may be further simplified by making the following substitution for $\bar{r}_{\infty}$ :

$$
\begin{equation*}
\bar{r}_{\infty}=\frac{\left(\frac{\zeta(0)}{4 \beta_{V}}\right)^{\frac{1}{n+2}}}{\left(1+(N-1) \gamma_{\infty}\right)^{\frac{2}{n+2}}} . \tag{D.47}
\end{equation*}
$$

In the interest of preserving generality, I do not do so here.

## D.4.2 Elements of the harmonic-order Hamiltonian

I list the harmonic-order $F$ elements. These have been calculated for three different specific systems (the $N$-electron atom, the $N$-electron quantum dot, and a BoseEinstein condensate) in Ref. (81). In order to apply these general results to a specific system, one must only specify six additional potential derivatives.

$$
\begin{align*}
{ }_{0}^{(0)} F & =\left.\frac{d \bar{U}}{d \delta}\right|_{\infty}+\left.\frac{d \bar{V}_{\text {conf }}}{d \delta}\right|_{\infty}+\left.\frac{d \bar{V}_{\text {int }}}{d \delta}\right|_{\infty} \\
& =-\frac{\zeta(0)}{4 \bar{r}_{\infty}^{2}} \frac{N(N+1)\left(1+(N-2) \gamma_{\infty}\right)}{\left(1-\gamma_{\infty}\right)\left(1+(N-1) \gamma_{\infty}\right)}+\left.\frac{d \bar{V}_{\text {conf }}}{d \delta}\right|_{\infty}+\left.\frac{d \bar{V}_{\text {int }}}{d \delta}\right|_{\infty} \tag{D.48}
\end{align*}
$$

In the present notation, ${ }_{0}^{(0)} F$ replaces $\nu_{0}$ in Eq. (125) of Ref. (81).

$$
\begin{align*}
& { }_{2}^{(0)} F(\mathrm{O})=\frac{\partial^{2} \bar{V}_{\text {eff }}}{\partial \bar{r}_{i}^{2}} \\
& =\frac{3 \zeta(0)\left((N-2) \gamma_{\infty}+1\right)}{4\left(1-\gamma_{\infty}\right) \bar{r}_{\infty}^{4}\left((N-1) \gamma_{\infty}+1\right)}+\left.\left(\frac{\partial^{2} \bar{V}_{\text {conf }}}{\partial \bar{r}_{i}^{2}}\right)\right|_{\infty} \\
& +\left.(N-1)\left(\frac{\partial^{2} \bar{V}_{\text {int }}}{\partial \bar{r}_{i}^{2}}\right)\right|_{\infty}  \tag{D.49}\\
& { }_{2}^{(0)} F(\oslash \bigcirc)=\left.\left(\frac{\partial^{2} \bar{V}_{\text {int }}}{\partial \bar{r}_{i} \partial \bar{r}_{j}}\right)\right|_{\infty}  \tag{D.50}\\
& { }_{2}^{(0)} F(\bigcirc \rightarrow)=\left.\left(\frac{\partial^{2} \bar{V}_{\text {eff }}}{\partial \gamma_{i j} \partial \bar{r}_{i}}\right)\right|_{\infty}=-\frac{\zeta(0) \gamma_{\infty}\left((N-2) \gamma_{\infty}+1\right)}{2\left(1-\gamma_{\infty}\right)^{2} \bar{r}_{\infty}^{3}\left((N-1) \gamma_{\infty}+1\right)^{2}}  \tag{D.51}\\
& { }_{2}^{(0)} F(\bigcirc \cdots)=\left.\left(\frac{\partial^{2} \bar{V}_{\text {eff }}}{\partial \gamma_{i j} \partial \bar{r}_{k}}\right)\right|_{\infty}=\frac{\zeta(0) \gamma_{\infty}^{2}}{2\left(1-\gamma_{\infty}\right)^{2} r_{\infty}^{3}\left((N-1) \gamma_{\infty}+1\right)^{2}}  \tag{D.52}\\
& { }_{2}^{(0)} F(\bigodot)=\frac{\zeta(0)}{2\left(1-\gamma_{\infty}\right)^{3} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{3}}\left(\left(N^{3}-5 N^{2}+10 N-8\right) \gamma_{\infty}^{3}\right. \\
& \left.+\left(3 N^{2}-11 N+13\right) \gamma_{\infty}^{2}+3(N-2) \gamma_{\infty}+1\right)+\left.\left(\frac{\partial^{2} \bar{V}_{\text {int }}}{\partial \gamma_{i j}^{2}}\right)\right|_{\infty}(\mathrm{D}  \tag{D.53}\\
& { }_{2}^{(0)} F(.!)=-\frac{\zeta(0) \gamma_{\infty}\left(\left(2 N^{2}-9 N+11\right) \gamma_{\infty}^{2}+(5 N-14) \gamma_{\infty}+3\right)}{4\left(1-\gamma_{\infty}\right)^{3} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{3}}  \tag{D.54}\\
& { }_{2}^{(0)} F(\because)=\frac{\zeta(0) \gamma_{\infty}^{2}\left((N-2) \gamma_{\infty}+2\right)}{\left(1-\gamma_{\infty}\right)^{3} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{3}} \tag{D.55}
\end{align*}
$$

## D.4.3 Elements of the first anharmonic-order Hamiltonian

I report the calculation of the elements of the first-anharmonic-order $F$ tensors in general. In order to apply these results to a specific system, one must only calculate 10 additional potential derivatives.

## D.4.3.1 Rank-one Hamiltonian elements

$$
\begin{align*}
{ }_{1}^{(1)} F(\oslash)= & \frac{\zeta(0)(N+1)\left((N-2) \gamma_{\infty}+1\right)}{2\left(1-\gamma_{\infty}\right) \bar{r}_{\infty}^{3}\left((N-1) \gamma_{\infty}+1\right)}+\left.\left(\frac{\partial}{\partial \bar{r}_{i}^{\prime}} \frac{d \bar{V}_{\text {conf }}\left(\overline{\mathbf{y}}^{\prime}\right)}{d \delta}\right)\right|_{\infty}+ \\
& +\left.\left(\frac{\partial}{\partial \bar{r}_{i}^{\prime}} \frac{d \bar{V}_{\text {int }}\left(\overline{\mathbf{y}}^{\prime}\right)}{d \delta}\right)\right|_{\infty}  \tag{D.56}\\
{ }_{1}^{(1)} F(\multimap)= & -\frac{\zeta(0)(N+1) \gamma_{\infty}\left((N-2) \gamma_{\infty}+2\right)}{2\left(1-\gamma_{\infty}\right)^{2} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{2}}+\left.\left(\frac{\partial}{\partial \gamma_{i j}^{\prime}} \frac{d \bar{V}_{\text {int }}\left(\overline{\mathbf{y}}^{\prime}\right)}{d \delta}\right)\right|_{\infty} \tag{D.57}
\end{align*}
$$

## D.4.3.2 Rank-three Hamiltonian elements

$$
\begin{align*}
{ }_{3}^{(1)} F(\varnothing)= & -\frac{3 \zeta(0)\left((N-2) \gamma_{\infty}+1\right)}{\left(1-\gamma_{\infty}\right) \bar{r}_{\infty}^{5}\left((N-1) \gamma_{\infty}+1\right)}+\left.\left(\frac{\partial^{3} \bar{V}_{\text {conf }}}{\partial \bar{r}_{i}^{3}}\right)\right|_{\infty} \\
& +\left.(N-1)\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \bar{r}_{i}^{3}}\right)\right|_{\infty}  \tag{D.58}\\
{ }_{3}^{(1)} F(\oslash \oslash)= & \left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \bar{r}_{i}^{2} \partial \bar{r}_{j}}\right)\right|_{\infty}  \tag{D.59}\\
{ }_{3}^{(1)} F(\oslash \oslash \oslash)= & 0 \tag{D.60}
\end{align*}
$$

${ }_{3}^{(1)} F(\wp)=\frac{3 \zeta(0) \gamma_{\infty}\left((N-2) \gamma_{\infty}+1\right)}{2\left(1-\gamma_{\infty}\right)^{2} \bar{r}_{\infty}^{4}\left((N-1) \gamma_{\infty}+1\right)^{2}}+\left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \gamma_{i j} \partial^{2} \bar{r}_{i}}\right)\right|_{\infty}$
${ }_{3}^{(1)} F(\bigcirc \multimap)=\left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \gamma_{i j} \partial \bar{r}_{i} \partial \bar{r}_{j}}\right)\right|_{\infty}$
${ }_{3}^{(1)} F(\bigcirc \longrightarrow)=0$

$$
\begin{equation*}
{ }_{3}^{(1)} F(\underset{\infty}{\infty})=-\frac{3 \zeta(0) \gamma_{\infty}^{2}}{2\left(1-\gamma_{\infty}\right)^{2} \bar{r}_{\infty}^{4}\left((N-1) \gamma_{\infty}+1\right)^{2}} \tag{D.63}
\end{equation*}
$$

$$
\begin{equation*}
{ }_{3}^{(1)} F(? \oslash)=0 \tag{D.64}
\end{equation*}
$$

$$
\begin{align*}
{ }_{3}^{(1)} F(\bigcirc 0)= & -\frac{\zeta(0)\left((N-2) \gamma_{\infty}+1\right)\left(\left(N^{2}-4 N+7\right) \gamma_{\infty}^{2}+2(N-2) \gamma_{\infty}+1\right)}{2\left(1-\gamma_{\infty}\right)^{3} \bar{r}_{\infty}^{3}\left((N-1) \gamma_{\infty}+1\right)^{3}} \\
& +\left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \gamma_{i j}^{2} \partial \bar{r}_{i}}\right)\right|_{\infty}  \tag{D.66}\\
{ }_{3}^{(1)} F(\odot \bigcirc)= & -\frac{\zeta(0) \gamma_{\infty}^{2}\left((N-3) \gamma_{\infty}+1\right)}{\left(1-\gamma_{\infty}\right)^{3} \bar{r}_{\infty}^{3}\left((N-1) \gamma_{\infty}+1\right)^{3}}  \tag{D.67}\\
{ }_{3}^{(1)} F(\Omega)= & \frac{\zeta(0) \gamma_{\infty}\left((N-5) \gamma_{\infty}+1\right)\left((N-2) \gamma_{\infty}+1\right)}{2\left(1-\gamma_{\infty}\right)^{3} \bar{r}_{\infty}^{3}\left((N-1) \gamma_{\infty}+1\right)^{3}} \tag{D.68}
\end{align*}
$$

$$
\begin{align*}
{ }_{3}^{(1)} F(Ц) & =\frac{\zeta(0) \gamma_{\infty}\left(\left(N^{2}-5 N+8\right) \gamma_{\infty}^{2}+(2 N-5) \gamma_{\infty}+1\right)}{2\left(1-\gamma_{\infty}\right)^{3} \bar{r}_{\infty}^{3}\left((N-1) \gamma_{\infty}+1\right)^{3}}  \tag{D.69}\\
{ }_{3}^{(1)} F(\downharpoonright) & =-\frac{\zeta(0) \gamma_{\infty}^{2}\left((N-5) \gamma_{\infty}+1\right)}{2\left(1-\gamma_{\infty}\right)^{3} \bar{r}_{\infty}^{3}\left((N-1) \gamma_{\infty}+1\right)^{3}}  \tag{D.70}\\
\left.{ }_{3}^{(1)} F(\curvearrowleft)\right) & =-\frac{\zeta(0) \gamma_{\infty}^{2}\left((N-3) \gamma_{\infty}+1\right)}{\left(1-\gamma_{\infty}\right)^{3} \bar{r}_{\infty}^{3}\left((N-1) \gamma_{\infty}+1\right)^{3}}  \tag{D.71}\\
{ }_{3}^{(1)} F(\curvearrowleft \odot) & =\frac{2 \zeta(0) \gamma_{\infty}^{3}}{\left(1-\gamma_{\infty}\right)^{3} \bar{r}_{\infty}^{3}\left((N-1) \gamma_{\infty}+1\right)^{3}} \tag{D.72}
\end{align*}
$$

$$
\begin{align*}
& { }_{3}^{(1)} F(\Omega)=\frac{3 \zeta(0) \gamma_{\infty}}{2\left(1-\gamma_{\infty}\right)^{4} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{4}}\left(\left(3 N^{3}-16 N^{2}+31 N-22\right) \gamma_{\infty}^{3}\right. \\
& \left.\quad+2\left(5 N^{2}-19 N+20\right) \gamma_{\infty}^{2}+11(N-2) \gamma_{\infty}+4\right)\left.\left(\frac{\partial^{3} \bar{V}_{\mathrm{int}}}{\partial \gamma_{i j}^{3}}\right)\right|_{\infty}  \tag{D.74}\\
& { }_{3}^{(1)} F(\Omega)=-\frac{3 \zeta(0)}{4\left(1-\gamma_{\infty}\right)^{4} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{4}} \\
& \quad \times\left(\left(N^{4}-7 N^{3}+22 N^{2}-39 N+31\right) \gamma_{\infty}^{4}+\left(4 N^{3}-22 N^{2}+50 N-52\right) \gamma_{\infty}^{3}\right. \\
& \left.\quad+\left(6 N^{2}-23 N+28\right) \gamma_{\infty}^{2}+4(N-2) \gamma_{\infty}+1\right)  \tag{D.75}\\
& { }_{3}^{(1)} F(\curvearrowleft-\infty)=\frac{\zeta(0) \gamma_{\infty}\left((N-3) \gamma_{\infty}+1\right)}{2\left(1-\gamma_{\infty}\right)^{4} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{4}}\left(\left(3 N^{2}-13 N+16\right) \gamma_{\infty}^{2}\right. \\
& \left.\quad+(7 N-20) \gamma_{\infty}+4\right)  \tag{D.76}\\
& { }_{3}^{(1)} F(. . .)=-\frac{3 \zeta(0) \gamma_{\infty}^{2}}{2\left(1-\gamma_{\infty}\right)^{4} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{4}}\left(\left(3 N^{2}-12 N+13\right) \gamma_{\infty}^{2}\right. \\
& \left.\quad+2(4 N-9) \gamma_{\infty}+5\right)
\end{align*}
$$

$$
{ }_{3}^{(1)} F(\mathscr{L})=\frac{\zeta(0) \gamma_{\infty}}{4\left(1-\gamma_{\infty}\right)^{4} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{4}}\left(\left(3 N^{3}-22 N^{2}+67 N-72\right) \gamma_{\infty}^{3}\right.
$$

$$
\begin{equation*}
\left.+2\left(5 N^{2}-27 N+50\right) \gamma_{\infty}^{2}+(11 N-32) \gamma_{\infty}+4\right) \tag{D.78}
\end{equation*}
$$

${ }_{3}^{(1)} F(\bigodot)=-\frac{\zeta(0) \gamma_{\infty}^{2}}{\left(1-\gamma_{\infty}\right)^{4} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{4}}\left(\left(3 N^{2}-14 N+17\right) \gamma_{\infty}^{2}\right.$ $\left.+(8 N-22) \gamma_{\infty}+5\right)$
${ }_{3}^{(1)} F(\stackrel{\zeta}{\bullet}$ ) $)=-\frac{\zeta(0) \gamma_{\infty}^{2}}{2\left(1-\gamma_{\infty}\right)^{4} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{4}}\left(\left(3 N^{2}-20 N+29\right) \gamma_{\infty}^{2}\right.$

$$
\begin{equation*}
\left.+(8 N-34) \gamma_{\infty}+5\right) \tag{D.80}
\end{equation*}
$$

${ }_{3}^{(1)} F(\stackrel{\bullet}{:=})=\frac{6 \zeta(0) \gamma_{\infty}^{3}\left((N-2) \gamma_{\infty}+2\right)}{\left(1-\gamma_{\infty}\right)^{4} \bar{r}_{\infty}^{2}\left((N-1) \gamma_{\infty}+1\right)^{4}}$

## Appendix E

## The $S_{N}$ Clebsch-Gordon coefficients

## E. 1 Harmonic order

In Reference (87) it was shown that the transformation of the harmonic-order $G$ and $F$ matrix to symmetry coordinates is proportional to one of three matrices. These matrices are actually the Clebsch-Gordon coefficients which couple together the two irreps of the matrix transformation to yield something that is scalar under $S_{N}$, and hence transforms under the $[N]$ irrep. These Clebsch-Gordon coefficients were shown to have a simple form:

$$
\begin{align*}
C^{[N][N]} & =1  \tag{E.1}\\
C^{[N-1,1][N-1,1]} & =\mathbf{I}_{[N-1,1]}  \tag{E.2}\\
C^{[N-2,2][N-2,2]} & =\mathbf{I}_{[N-2,2]}
\end{align*}
$$

where $\mathbf{I}_{[N-1,1]}$ and $\mathbf{I}_{[N-1,1]}$ are identity matrices of dimension $N-1$ and $N(N-3) / 2$, respectively. All other transformations yielded zero (or a zero matrix).

This result can be obtained by simply performing all the transformations and noting the results. This result can also be anticipated from group representation theory. There are only three ways one can couple two irreducible representations drawn from $[N],[N-1,1]$, and $[N-2,2]$ irreps to form a scalar $[N]$ irrep ,

$$
\begin{align*}
{[N] \otimes[N] } & =[N]+\cdots \\
{[N-1,1] \otimes[N-1,1] } & =[N]+\cdots  \tag{E.4}\\
{[N-2,2] \otimes[N-2,2] } & =[N]+\cdots
\end{align*}
$$

Therefore one expects only three corresponding Clebsch-Gordon coefficients at harmonic order.

## E. 2 First anharmonic order

## E.2.1 Rank-one Clebsch-Gordon coefficients

Of the $[N],[N-1,1]$, and $[N-2,2]$ irreps in the linear first-anharmonic term, only $[N]$ is scalar under $S_{N}$. Clearly

$$
\begin{align*}
C^{[N]} & =1  \tag{E.5}\\
C_{\xi}^{[N-1,1]} & =0  \tag{E.6}\\
C_{\xi}^{[N-2,2]} & =0 . \tag{E.7}
\end{align*}
$$

## E.2.2 Rank-three Clebsch-Gordon coefficients for $S_{N}$

We can know how many rank-three, first-anharmonic-order Clebsch-Gordon coefficients to expect from the theory of group representations, because there are only so many ways that three of the $[N],[N-1,1]$, and $[N-2,2]$ irreps can be coupled together to form a scalar [ $N$ ] irrep. From the Clebsch-Gordon series for $S_{N}$ (in Ref. (95) and others), there are eight ways:

$$
\begin{align*}
{[N] \otimes[N] \otimes[N] } & =[N]+\cdots \\
{[N] \otimes[N-1,1] \otimes[N-1,1] } & =[N]+\cdots \\
{[N] \otimes[N-2,2] \otimes[N-2,2] } & =[N]+\cdots  \tag{E.8}\\
{[N-1,1] \otimes[N-1,1] \otimes[N-1,1] } & =[N]+\cdots \\
{[N-1,1] \otimes[N-1,1] \otimes[N-2,2] } & =[N]+\cdots \\
{[N-1,1] \otimes[N-2,2] \otimes[N-2,2] } & =[N]+\cdots
\end{align*}
$$

and two linearly independent couplings

$$
\begin{equation*}
[N-2,2] \otimes[N-2,2] \otimes[N-2,2]=2[N]+\cdots . \tag{E.9}
\end{equation*}
$$

In what follows we denote these two different couplings of three [ $N-2,2$ ] irreps together to form an $[N]$ irrep by the roman numerals for the numbers 1 and 2 , i.e. $I$ and $I I$ respectively.

These Clebsch-Gordon coefficients are actually calculated (to within a normalization constant) by performing the relevant $W$ transformations to symmetry coordinates of some binary invariant $B(\mathcal{G})$. This transformation is performed symbolically in Mathematica(101), using closed-form expressions for the $W$ transformation matrices and the binary invariant. The $W$ matrices are composed of step and Kronecker delta functions, and the binary invariants are composed of products of Kronecker delta functions. In order to perform this transformation analytically, we developed a Mathematica package which expands the native symbolic summation capability to include summands with step and Kronecker delta functions (106).

The Clebsch-Gordon coefficients may be normalized, using

$$
\begin{equation*}
C_{\xi_{1}, \xi_{2} \xi_{3}}^{\alpha_{1} \alpha_{2} \alpha_{3}, k} C_{\xi_{1}, \xi_{2} \xi_{3}}^{\alpha_{1} \alpha_{2} \alpha_{3}, k}=1 \tag{E.10}
\end{equation*}
$$

We do not, however, need the above normalization relationship: we only need the coefficients to be linearly independent and to span the required space. Therefore, we drop the unitarity requirement and use unnormalized Clebsch-Gordon coefficients. The Clebsch-Gordon coefficient which couples together $[N][N][N]$ to yield an $[N]$ irrep is simply one:

$$
\begin{equation*}
C_{i, j, k}^{[N][N][N]}=1, \tag{E.11}
\end{equation*}
$$

where $i=j=k=1$. The Clebsch-Gordon coefficient which couples together [ $N-$ $1,1][N-1,1][N]$ to yield an $[N]$ irrep is an $(N-1) \times(N-1)$ matrix:

$$
\begin{equation*}
C_{i, j, k}^{[N-1,1][N-1,1][N]}=\delta_{i, j}, \tag{E.12}
\end{equation*}
$$

where $1 \leq i \leq N-1,1 \leq j \leq N-1$, and $k=1$. The Clebsch-Gordon coefficient which couples together $[N-1,1][N-1,1][N-1,1]$ to yield an [ $N$ ] irrep is an $(N-$ 1) $\times(N-1) \times(N-1)$ tensor:

$$
\begin{align*}
& C_{i, j, k}^{[N-1,1][N-1,1][N-1,1]}=\frac{1}{\sqrt{i(i+1) j(j+1) k(k+1)}}\left(-i\left(i^{2}-1\right) \delta_{i j} \delta_{i k}\right. \\
& \left.\quad+i(i+1) \Theta_{k-i} \delta_{i, j}+k(k+1) \Theta_{j-k} \delta_{i, k}+j(j+1) \Theta_{i-j} \delta_{j, k}\right), \tag{E.13}
\end{align*}
$$

where $1 \leq i \leq N-1,1 \leq j \leq N-1$, and $1 \leq k \leq N-1$. We have five more Clebsch-Gordon coefficients.

$$
\begin{align*}
& C_{(i j), k, l}^{[N-2,2][N-1,1][N-1,1]}=\frac{1}{\sqrt{i(i+1)(j-3)(j-2) k(k+1) l(l+1)}} \\
& \quad \times\left(2 i(i+1)\left(\Theta_{-j+l+1}-\Theta_{l-k}\right) \delta_{i, k}+2 i(i+1)\left(\Theta_{-j+k+1}-\Theta_{k-l} \delta_{i, l}\right.\right. \\
& \quad+i(i+1)(j-2)(j-1)\left(\delta_{i, l} \delta_{j-1, k}+\delta_{i, k} \delta_{j-1, l}\right)-2 l(l+1) \Theta_{i-k} \delta_{k, l} \\
& \left.\quad+2 i\left(i^{2}-1\right) \delta_{i, k, l}\right) \tag{E.14}
\end{align*}
$$

where $1 \leq i \leq j-2,4 \leq j \leq N, 1 \leq k \leq N-1$, and $1 \leq l \leq N-1$ (therefore $i \leq N-2)$.

$$
\begin{equation*}
C_{(i j)(k l), m}^{[N-2,2][N-2,2][N]}=\delta_{i, k} \delta_{j, l} \tag{E.15}
\end{equation*}
$$

where $1 \leq i \leq j-2,4 \leq j \leq N, 1 \leq k \leq l-2,4 \leq l \leq N$ (therefore $i \leq N-2$ $k \leq N-2)$, and $m=1$.

We have also derived the remaining Clebsch-Gordon coefficients in closed form, but the result is too large to print here. The worst offender is $C^{[N-2,2][N-2,2][N-2,2], I I}$, which contains 6,082 terms. All of the Clebsch-Gordon coefficients are available in a Mathematica package (102), including the remaining coefficients:

$$
C_{(i, j),(k, l), m}^{[N-2,2][N-2,2][N-1,1]}
$$

(where $1 \leq i \leq j-2,4 \leq j \leq N, 1 \leq k \leq l-2,4 \leq l \leq N 1 \leq m \leq N-1$ and therefore $i \leq N-2 k \leq N-2$ ),

$$
C_{(i, j),(k, l),(m, n)}^{[N-2,2][N-2,2][N-2,2], I}
$$

and

$$
C_{(i, j),(k, l),(m, n)}^{[N-2,2][N-2,2][N-2,2], I I}
$$

(where $1 \leq i \leq j-2,4 \leq j \leq N, 1 \leq k \leq l-2,4 \leq l \leq N, 1 \leq m \leq n-2$, $4 \leq n \leq N)$.

## Appendix F

## Binary invariants transformed to symmetry coordinates

Although the $N$-dependence of the Hamiltonian is contained within the ClebschGordon coefficients, there remains the computation of the matrix transformations implicit in the proportionality tensors ${ }_{1}^{(1)} \sigma^{Q}$ and ${ }_{3}^{(1)} \sigma^{Q}$. Although these are small tensors, this is not a task I wish to repeat each time some detail of the physical system changes, such as an increase in the number of particles. This is where the decomposition of the DPT Hamiltonian tensors in the basis of binary invariants becomes indispensable. In order to derive the transformed Hamiltonian tensors $F$ and $G$, I derive the transformed binary invariant basis tensors. These transformed binary invariant tensors must also be proportional to the appropriate Clebsch-Gordon coefficients.

## F. 1 Harmonic order

At harmonic order, there are three distinct blocks which may be resolved as a linear combination of the binary invariants of the graphs of those blocks,

$$
\begin{align*}
& { }_{2}^{(0)} Q^{r r}=Q(\infty) B(\infty)+Q(\bigcirc Q) B(\oslash Q)  \tag{F.1}\\
& { }_{2}^{(0)} Q^{\gamma r}=Q(\bigcirc) B(\bigcirc \bullet)+Q(\bigcirc \bullet) B(\bigcirc \bullet) \tag{F.2}
\end{align*}
$$

The harmonic $\beta(G)$ is calculated by combining Eq.'s (5.31), (5.35), and (5.38):

$$
\begin{equation*}
\left[{ }_{2}^{(0)} \beta^{\alpha_{1} \alpha_{2}}(\mathcal{G})\right]_{X_{1}, X_{2}}=\left[W_{X_{1}}^{\alpha_{1}} W_{X_{2}}^{\alpha_{2}} B(\mathcal{G})\right]_{\xi, \xi} \tag{F.4}
\end{equation*}
$$

for any choice of $\xi$ (so one makes a convenient choice).
For example, ${ }_{2}^{(0)} Q^{r r}$ is resolved as a linear combination of two binary invariants:

$$
\left.\underset{2}{(0)} Q^{r r}=Q(\bigcirc) B(\bigcirc)+Q(\bigcirc) B(\bigcirc)\right)
$$

There are two harmonic $\sigma^{Q}$ tensors with $\bar{r}^{\prime} \bar{r}^{\prime}$ elements:

$$
\begin{equation*}
\left[{ }_{2}^{(0)} \sigma_{[N][N]}^{Q}\right]_{\bar{r}^{\prime}, \bar{r}^{\prime}}=Q(\bigcirc)+(N-1) Q(\bigcirc \bigcirc) \tag{F.5}
\end{equation*}
$$

$$
\begin{equation*}
\left[{ }_{2}^{(0)} \sigma_{[N-1,1][N-1,1]}^{Q}\right]_{\bar{r}^{\prime}, \bar{r}^{\prime}}=Q(\bigcirc)-Q(\bigcirc \bigcirc) \tag{F.6}
\end{equation*}
$$

Using Eq. (F.4), I generate the coefficients of the transformed binary invariants, $\left[{ }_{2}^{(0)} \beta^{\alpha_{1} \alpha_{2}}(\mathcal{G})\right]_{X_{1}, X_{2}}$, in Table F.1. These results are consistent with Ref. (81; 82).

## F. 2 First anharmonic order

The transformation of the $F$ and $G$ tensors results from the transformation properties of the binary invariants,

$$
\begin{align*}
{\left[\begin{array}{c}
\left.{ }_{1}^{(1)} Q_{W}^{\text {block }}\right]_{\nu}
\end{array}\right.} & =\sum_{\mathcal{G} \in \mathbb{G}_{\text {block }}} Q^{\text {block }}(\mathcal{G})\left[B_{W}^{\text {block }}(\mathcal{G})\right]_{\nu}  \tag{F.7}\\
{\left[{ }_{3}^{(1)} Q_{W}^{\text {block }}\right]_{\nu_{1}, \nu_{2}, \nu_{3}} } & =\sum_{\mathcal{G} \in \mathbb{G}_{\text {block }}} Q^{\text {block }}(\mathcal{G})\left[B_{W}^{\text {block }}(\mathcal{G})\right]_{\nu_{1}, \nu_{2}, \nu_{3}} . \tag{F.8}
\end{align*}
$$

The rank-one binary invariants transform as (summation over repeated indices $\eta$ from 1 to $P$ implied)

$$
\begin{equation*}
\left[B_{W}(\mathcal{G})\right]_{\nu}=W_{\nu, \eta}[B(\mathcal{G})]_{\eta}, \tag{F.9}
\end{equation*}
$$

and the rank-three binary invariants transform as

$$
\begin{equation*}
\left[B_{W}(\mathcal{G})\right]_{\nu_{1}, \nu_{2}, \nu_{3}}=W_{\nu_{1}, \eta_{1}} W_{\nu_{2}, \eta_{2}} W_{\nu_{3}, \eta_{3}}[B(\mathcal{G})]_{\eta_{1}, \eta_{2}, \eta_{3}} . \tag{F.10}
\end{equation*}
$$

Each transformed binary invariant, in turn, may be written in terms of the appropriate Clebsch-Gordon coefficient with some multiplier $\beta(\mathcal{G})$.

## F.2.1 Rank one first anharmonic

The Clebsch-Gordon coefficients for the symmetry transformations of $B(\bigcirc)$ and $B(\multimap)$ are simply unity or zero. Therefore, the rank-one binary invariants transformed to symmetry coordinates have a block structure

$$
B_{W}=\binom{\left[\begin{array}{l}
{[1)}  \tag{F.11}\\
1 \\
1
\end{array}(\oslash)\right]_{r}}{\left[\begin{array}{l}
{\left[{ }_{1}^{(1)} \beta^{0}(\bullet)\right]_{\gamma}} \\
0 \\
0
\end{array}\right.},
$$

where the $\beta(\mathcal{G})$ multipliers are obtained from solving (for any $\xi$ )

$$
\begin{equation*}
\left[{ }_{1}^{(1)} \beta^{\alpha_{1}}(\mathcal{G})\right]_{X_{1}}=\left[W_{X_{1}}^{\alpha_{1}} B(\mathcal{G})\right]_{\xi_{1}} \tag{F.12}
\end{equation*}
$$

for any $\xi_{1}$. The two non-zero $\beta(\mathcal{G})$ multipliers are given in Table F.2.

| $\left[\begin{array}{c}(0) \\ 2\end{array} \beta^{\alpha \alpha}(\mathcal{G})\right]_{r r}$ | 00 <br> $(1 \leq N)$ | 11 <br> $(1 \leq N)$ |
| :---: | :---: | :---: |
| 0 | 1 | 1 |
| $\bigcirc \bigcirc$ | $N-1$ | -1 |


| $\left[\begin{array}{c}(0) \\ 2\end{array} \beta^{\alpha \alpha}(\mathcal{G})\right]_{\gamma r}$ | 00 <br> $(2 \leq N)$ | 11 <br> $(3 \leq N)$ |
| :---: | :---: | :---: |
| $\cdots$ | $\sqrt{2(N-1)}$ | $\sqrt{N-2}$ |
| $\cdots \cdots$ | $\frac{1}{2}(N-2) \sqrt{2(N-1)}$ | $-\sqrt{N-2}$ |


| $\left[{ }^{(0)}{ }_{2} \beta^{\alpha \alpha}(\mathcal{G})\right]_{\gamma \gamma}$ | $\begin{gathered} 00 \\ (2 \leq N) \end{gathered}$ | $\begin{gathered} 11 \\ (3 \leq N) \end{gathered}$ | $\begin{gathered} 22 \\ (4 \leq N) \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| O | 1 | 1 | 1 |
| $\cdots$ | $2(N-2)$ | $N-4$ | -2 |
| $\because$ | $\frac{1}{2}(N-3)(N-2)$ | $-(N-3)$ | 1 |

Table F.1: Multipliers of the Clebsch-Gordon coefficients of the harmonic-order transformed binary invariants.

## F.2.2 Rank-three first anharmonic order

The third-rank binary invariants transformed to symmetry coordinates $B_{W}(\mathcal{G})$ have a block form

$$
\left.B_{W}(\mathcal{G})=\left(\begin{array}{cc}
\left(\begin{array}{c}
B_{W}^{000}(\mathcal{G}) \\
B_{W}^{010}(\mathcal{G})=0 \\
B_{W}^{020}(\mathcal{G})=0
\end{array}\right) & \left(\begin{array}{c}
B_{W}^{001}(\mathcal{G})=0 \\
B_{W}^{011}(\mathcal{G}) \\
B_{W}^{021}(\mathcal{G})=0
\end{array}\right)
\end{array}\left(\begin{array}{c}
B_{W}^{002}(\mathcal{G})=0  \tag{F.13}\\
B_{W}^{012}(\mathcal{G})=0 \\
B_{W}^{022}(\mathcal{G})
\end{array}\right)\right), ~\left(\begin{array}{c}
B_{W}^{101}(\mathcal{G}) \\
B_{W}^{111}(\mathcal{G}) \\
B_{W}^{110}(\mathcal{G})=0 \\
B_{W}^{120}(\mathcal{G})=0
\end{array}\right) \quad\binom{B_{W}^{102}(\mathcal{G})=0}{B_{W}^{121}(\mathcal{G})}, ~\binom{B_{W}^{112}(\mathcal{G})}{B_{W}^{122}(\mathcal{G})}\right), ~\left(\begin{array}{c}
B_{W}^{202}(\mathcal{G}) \\
B_{W}^{212}(\mathcal{G})=0 \\
B_{W}^{211}(\mathcal{G}) \\
B_{W}^{222}(\mathcal{G})
\end{array}\right)
$$

where each block $B_{W}^{\alpha_{1} \alpha_{2} \alpha_{3}}(\mathcal{G})$ is related to the appropriate Clebsch-Gordan coefficient by a scalar multiplier $\beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(\mathcal{G})$,

$$
\begin{equation*}
B_{W}^{\alpha_{1} \alpha_{2} \alpha_{3}}(\mathcal{G})=\sum_{k}{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(\mathcal{G}) C^{\alpha_{1} \alpha_{2} \alpha_{3}, k} \tag{F.14}
\end{equation*}
$$

Therefore, I calculate each $\beta(\mathcal{G})$ coefficient using the following formula:

$$
\begin{equation*}
\sum_{k}^{t\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)}\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3} k}(\mathcal{G})\right]_{X_{1}, X_{2}, X_{3}}=\sum_{k}^{t\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)}\left[W_{X_{1}}^{\alpha_{1}} W_{X_{2}}^{\alpha_{2}} W_{X_{3}}^{\alpha_{3}} B(\mathcal{G})\right]_{\xi_{1}, \xi_{2}, \xi_{3}} / C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\alpha_{1}, \alpha_{3}, k} \tag{F.15}
\end{equation*}
$$

for any triple $\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ where $C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\alpha_{1} \alpha_{2}, \alpha_{3}, k} \neq 0$.
With implicit assumptions on the lower bound of N , given by the highest number of vertices in the corresponding sets of graphs, I list all coefficients of the transformed rank-three binary invariants in Tables F. 3 through F. 7.

| $\left[\begin{array}{c}(1) \\ 1\end{array} \beta^{\alpha}(\mathcal{G})\right]_{X}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ |
| :---: | :---: | :---: | :---: |
| $\bigcirc$ | $\sqrt{N}$ | 0 | 0 |
| $\cdots$ | $\sqrt{\frac{N(N-1)}{2}}$ | 0 | 0 |

Table F.2: Multipliers of the Clebsch-Gordon coefficients of the linear, first-anharmonic-order transformed binary invariants.

| $\left[{ }^{(1)} \beta^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(\mathcal{G})\right]_{r, r, r}$ | $\begin{gathered} 000 \\ (1 \leq N) \end{gathered}$ | $\begin{gathered} 110,101,011 \\ (2 \leq N) \\ \hline \end{gathered}$ | $\begin{gathered} 111 \\ (3 \leq N) \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| 8 | $\frac{1}{\sqrt{N}}$ | $\frac{1}{\sqrt{N}}$ | 1 |
| 80 | $\frac{3(N-1)}{\sqrt{N}}$ | $\frac{N-3}{\sqrt{N}}$ | -3 |
| $\bigcirc \bigcirc \bigcirc$ | $\frac{(N-2)(N-1)}{\sqrt{N}}$ | $\frac{2-N}{\sqrt{N}}$ | 2 |

Table F.3: Multipliers of the Clebsch-Gordon coefficients of the first-anharmonicorder transformed binary invariants: $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, R}(\mathcal{G})\right]_{r, r, r}$.

| $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(\mathcal{G})\right]_{\gamma, r, r}$ | $\begin{gathered} 000 \\ 2 \leq N) \end{gathered}$ | $\begin{gathered} 011 \\ (2 \leq N) \end{gathered}$ | $\begin{gathered} 110,101 \\ (3 \leq N) \\ \hline \end{gathered}$ | $\begin{gathered} 111 \\ (3 \leq N) \end{gathered}$ | $\begin{gathered} 211 \\ (4 \leq N) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 8$0-0$00 | $2 \sqrt{\frac{N-1}{2 N}}$ | $\frac{\sqrt{2} \sqrt{N-1}}{\sqrt{N}}$ | $\sqrt{\frac{N-2}{N}}$ | $\sqrt{N-2}$ | 0 |
|  | $2 \sqrt{\frac{N-1}{2 N}}$ | $-\frac{\sqrt{2}}{\sqrt{N-1} \sqrt{N}}$ | $\sqrt{\frac{N-2}{N}}$ | $-\frac{2}{\sqrt{N-2}}$ | 1 |
|  | $4 \sqrt{\frac{N-1}{2 N}}$ | $-\frac{2 \sqrt{2}(N-2)}{\sqrt{N-1} \sqrt{N}}$ | $(N-4) \sqrt{\frac{N-2}{N}}$ | $-\frac{2(N-4)}{\sqrt{N-2}}$ | -2 |
|  | $(N-2) \sqrt{\frac{N-1}{2 N}}$ | $\frac{(N-2) \sqrt{N-1}}{\sqrt{2} \sqrt{N}}$ | $-\sqrt{\frac{N-2}{N}}$ | $-\sqrt{N-2}$ | 0 |
|  | $(N-2)(N-3) \sqrt{\frac{N-1}{2 N}}$ | $\frac{(3-N)(N-2)}{\sqrt{2} \sqrt{N-1} \sqrt{N}}$ | $-(N-3) \sqrt{\frac{N-2}{N}}$ | $\frac{2(N-3)}{\sqrt{N-2}}$ | 1 |

Table F.4: Multipliers of the Clebsch-Gordon coefficients of the first-anharmonicorder transformed binary invariants: $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, R}(\mathcal{G})\right]_{\gamma, r, r}$.

| $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(G)\right]_{\gamma, \gamma, r}$ | 000 <br> $(2 \leq N)$ | $\begin{gathered} 110 \\ (3 \leq N) \end{gathered}$ | $\begin{gathered} \mathbf{0 1 1}, 101 \\ (3 \leq N) \end{gathered}$ | $\begin{gathered} 111 \\ (3 \leq N) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\infty$ | $\frac{2}{\sqrt{N}}$ | $\frac{2}{\sqrt{N}}$ | $\sqrt{2} \sqrt{\frac{N-2}{(N-1) N}}$ | $\frac{N-4}{N-2}$ |
| $\bigcirc$ | $\frac{N-2}{\sqrt{N}}$ | $\frac{N-2}{\sqrt{N}}$ | $-\sqrt{2} \sqrt{\frac{N-2}{(N-1) N}}$ | $\frac{4-N}{N-2}$ |
| $Q$ | $\frac{2(N-2)}{\sqrt{N}}$ | $\frac{N-4}{\sqrt{N}}$ | $\sqrt{2}(N-2) \sqrt{\frac{N-2}{(N-1) N}}$ | $\frac{N^{2}-5 N+8}{N-2}$ |
| $L$ | $\frac{4(N-2)}{\sqrt{N}}$ | $\frac{2(N-4)}{\sqrt{N}}$ | $\sqrt{2}(N-4) \sqrt{\frac{N-2}{(N-1) N}}$ | $\frac{16-6 N}{N-2}$ |
| L. 0 | $\frac{2(N-3)(N-2)}{\sqrt{N}}$ | $\frac{(N-4)(N-3)}{\sqrt{N}}$ | $-2 \sqrt{2}(N-3) \sqrt{\frac{N-2}{(N-1) N}}$ | $-\frac{(N-8)(N-3)}{N-2}$ |
| $\square$ | $\frac{2(N-3)(N-2)}{\sqrt{N}}$ | $-\frac{4(N-3)}{\sqrt{N}}$ | $(N-4)(N-3) \sqrt{\frac{N-2}{2(N-1) N}}$ | $-\frac{2(N-4)(N-3)}{N-2}$ |
| $\because 0$ | $\frac{(N-4)(N-3)(N-2)}{2 \sqrt{N}}$ | $-\frac{(N-4)(N-3)}{\sqrt{N}}$ | $-(N-4)(N-3) \sqrt{\frac{N-2}{2(N-1) N}}$ | $\frac{2(N-4)(N-3)}{N-2}$ |


| $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(G)\right]_{\gamma, \gamma, r}$ | $\begin{gathered} \mathbf{2 1 1}, \mathbf{1 2 1} \\ (4 \leq N) \\ \hline \end{gathered}$ | $\begin{gathered} 220 \\ (4 \leq N) \end{gathered}$ | $\begin{gathered} 221 \\ (5 \leq N) \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| 00 | $\frac{1}{\sqrt{N-2}}$ | $\frac{2}{\sqrt{N}}$ | $\frac{1}{\sqrt{N}}$ |
| $\bigcirc$ | $-\frac{1}{\sqrt{N-2}}$ | $\frac{N-2}{\sqrt{N}}$ | $\frac{-1}{\sqrt{N}}$ |
| $Q$ | $-\frac{1}{\sqrt{N-2}}$ | $-\frac{2}{\sqrt{N}}$ | $\frac{-1}{\sqrt{N}}$ |
| $L$ | $\frac{N-4}{\sqrt{N-2}}$ | $-\frac{4}{\sqrt{N}}$ | $\frac{-2}{\sqrt{N}}$ |
| $L$. | $\frac{5-N}{\sqrt{N-2}}$ | $-\frac{2(N-3)}{\sqrt{N}}$ | $\frac{3}{\sqrt{N}}$ |
| $\square$ | $\frac{4-N}{\sqrt{N-2}}$ | $\frac{4}{\sqrt{N}}$ | $\frac{2}{\sqrt{N}}$ |
| $\square 0$ | $\frac{N-4}{\sqrt{N-2}}$ | $\frac{N-4}{\sqrt{N}}$ | $\frac{-2}{\sqrt{N}}$ |

Table F.5: Multipliers of the Clebsch-Gordon coefficients of the first-anharmonicorder transformed binary invariants: $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, R}(\mathcal{G})\right]_{\gamma, \gamma, r}$

| $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(\mathcal{G})\right]_{\gamma, \gamma, \gamma}$ | $\begin{gathered} \mathbf{0 0 0} \\ (2 \leq N) \end{gathered}$ | $\begin{gathered} \mathbf{1 1 0}, \mathbf{1 0 1}, 011 \\ (3 \leq N) \end{gathered}$ | $\begin{gathered} 111 \\ (3 \leq N) \end{gathered}$ | $\begin{gathered} \text { 211, 121, } 112 \\ (4 \leq N) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\theta$ | $\frac{1}{2}{ }_{N} P_{2}\left(\frac{2}{N(N-1)}\right)^{\frac{3}{2}}$ | $\frac{\sqrt{2}}{\sqrt{(N-1) N}}$ | $\frac{N-4}{(N-2)^{3 / 2}}$ | $\frac{1}{N-2}$ |
| $\triangle$ | ${ }_{N} P_{3}\left(\frac{2}{N(N-1)}\right)^{\frac{3}{2}}$ | $\frac{\sqrt{2}(N-4)}{\sqrt{(N-1) N}}$ | $\frac{16-6 N}{(N-2)^{3 / 2}}$ | $\frac{N-4}{N-2}$ |
| $\cdots$ | $3_{N} P_{3}\left(\frac{2}{N(N-1)}\right)^{\frac{3}{2}}$ | $\frac{4 \sqrt{2}(N-3)}{\sqrt{(N-1) N}}$ | $\frac{3(N-4)^{2}}{(N-2)^{3 / 2}}$ | $\frac{2(N-5)}{N-2}$ |
| $\xrightarrow{1}$ | ${ }_{N} P_{4}\left(\frac{2}{N(N-1)}\right)^{\frac{3}{2}}$ | $\frac{\sqrt{2}(N-4)(N-3)}{\sqrt{(N-1) N}}$ | $\frac{(N-3)\left(N^{2}-6 N+16\right)}{(N-2)^{3 / 2}}$ | $-\frac{2(N-4)}{N-2}$ |
| L | $3_{N} P_{4}\left(\frac{2}{N(N-1)}\right)^{\frac{3}{2}}$ | $\frac{2 \sqrt{2}(N-6)(N-3)}{\sqrt{(N-1) N}}$ | $-\frac{12(N-4)(N-3)}{(N-2)^{3 / 2}}$ | $\frac{(N-6)(N-5)}{N-2}$ |
| 0 | $\frac{3}{4}{ }_{N} P_{4}\left(\frac{2}{N(N-1)}\right)^{\frac{3}{2}}$ | $\frac{(N-6)(N-3)}{\sqrt{2} \sqrt{(N-1) N}}$ | $-\frac{3(N-4)(N-3)}{(N-2)^{3 / 2}}$ | $\frac{7-2 N}{N-2}$ |
| $\square$ | $\frac{3}{2} N P_{5}\left(\frac{2}{N(N-1)}\right)^{\frac{3}{2}}$ | $\frac{(N-12)(N-4)(N-3)}{\sqrt{2} \sqrt{(N-1) N}}$ | $-\frac{3(N-8)(N-4)(N-3)}{(N-2)^{3 / 2}}$ | $-\frac{(N-4)(2 N-13)}{N-2}$ |
| : | $\frac{1}{8}{ }_{N} P_{6}\left(\frac{2}{N(N-1)}\right)^{\frac{3}{2}}$ | $-\frac{(N-5)(N-4)(N-3)}{\sqrt{2} \sqrt{(N-1) N}}$ | $\frac{2(N-5)(N-4)(N-3)}{(N-2)^{3 / 2}}$ | $\frac{(N-5)(N-4)}{N-2}$ |


| $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(\mathcal{G})\right]_{\gamma, \gamma, \gamma}$ | $\begin{gathered} 220,202,022 \\ (4 \leq N) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{2 2 1}, \mathbf{2 1 2}, 122 \\ (5 \leq N) \\ \hline \end{gathered}$ | $\begin{gathered} \mathbf{2 2 2} \\ (4 \leq N \leq 5) \end{gathered}$ | $\begin{gathered} \mathbf{2 2 2}(\mathbf{i}) \\ (6 \leq N) \end{gathered}$ | 222 (ii) <br> $(6 \leq N)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta$ | $\sqrt{\frac{2}{N(N-1)}}$ | $\frac{1}{\sqrt{N-2}}$ | $\frac{1}{4}$ | 0 | $\frac{1}{4}$ |
| $\triangle$ | $-2 \sqrt{\frac{2}{N(N-1)}}$ | $-\frac{2}{\sqrt{N-2}}$ | 1 | 1 | 0 |
| $\cdots$ | $2(N-4) \sqrt{\frac{2}{N(N-1)}}$ | $\frac{N-8}{\sqrt{N-2}}$ | $-\frac{3}{2}$ | 0 | $-\frac{3}{2}$ |
| $\pm$ | $-2(N-3) \sqrt{\frac{2}{N(N-1)}}$ | $\frac{6-N}{\sqrt{N-2}}$ | 1 | 0 | 1 |
| L | $-4(N-4) \sqrt{\frac{2}{N(N-1)}}$ | $-\frac{2(N-8)}{\sqrt{N-2}}$ | $-\frac{3}{2}$ | -3 | $\frac{3}{2}$ |
| 3 | $\frac{1}{2}\left(N^{2}-5 N+10\right) \sqrt{\frac{2}{N(N-1)}}$ | $\frac{5-N}{\sqrt{N-2}}$ | $\frac{3}{4}$ | 0 | $\frac{3}{4}$ |
| $\square$ | $-(N-7)(N-4) \sqrt{\frac{2}{N(N-1)}}$ | $\frac{5 N-28}{\sqrt{N-2}}$ | 0 | 3 | -3 |
| こ | $\frac{1}{2}(N-5)(N-4) \sqrt{\frac{2}{N(N-1)}}$ | $-\frac{2(N-5)}{\sqrt{N-2}}$ | 0 | -1 | 1 |

Table F.6: Multipliers of the Clebsch-Gordon coefficients of the first-anharmonicorder transformed binary invariants: $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(\mathcal{G})\right]_{\gamma, \gamma, \gamma}$. The quantity ${ }_{N} P_{v}$ is the number of ways to choose $v$ vertices from $N$, without replacement ( ${ }_{N} P_{v}=N!/(N-$ $v)!$ ).

| $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(\mathcal{G})\right]_{\gamma, \gamma, \gamma}$ | $\mathbf{0 0 0}$ | $\mathbf{1 1 0 , 1 0 1}$ | $\mathbf{0 1 1}$ | $\mathbf{1 1 1}$ | $\mathbf{2 1 1}$ | $\mathbf{1 2 1 , 1 1 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(2 \leq N)$ | $(3 \leq N)$ | $(3 \leq N)$ | $(3 \leq N)$ | $(4 \leq N)$ | $(4 \leq N)$ |
| $0 \rightarrow 0$ | $2_{N} P_{3}\left(\frac{2}{N(N-1)}\right)^{\frac{3}{2}}$ | $\frac{\sqrt{2}(3 N-8)}{\sqrt{(N-1) N}}$ | $\frac{2 \sqrt{2}(N-4)}{\sqrt{(N-1) N}}$ | $\frac{2(N-4)^{2}}{(N-2)^{3 / 2}}$ | $\frac{2(-4+N)}{N-2}$ | $\frac{N-6}{N-2}$ |


| $\left[{ }_{3}^{(1)} \beta^{\alpha_{1} \alpha_{2} \alpha_{3}, k}(\mathcal{G})\right]_{\gamma, \gamma, \gamma}$ | $\mathbf{0 2 2}$ | $\mathbf{2 0 2 , 2 2 0}$ | $\mathbf{1 2 2}$ | $\mathbf{2 2 1 , 2 1 2}$ | $\mathbf{2 2 2}$ | $\mathbf{2 2 2 ( i )}$ | $\mathbf{2 2 2 ( i i )}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(4 \leq N)$ | $(4 \leq N)$ | $(5 \leq N)$ | $(5 \leq N)$ | $(4 \leq N \leq 5)$ | $(6 \leq N)$ | $(6 \leq N)$ |
|  | $-\frac{4 \sqrt{2}}{\sqrt{(N-1) N}}$ | $\frac{2 \sqrt{2}(N-3)}{\sqrt{(N-1) N}}$ | $-\frac{4}{\sqrt{N-2}}$ | $\frac{N-6}{\sqrt{N-2}}$ | -1 | 0 | -1 |

Table F.7: Multipliers of the Clebsch-Gordon coefficients of the first-anharmonicorder transformed binary invariants with distinguishable edges: relevant graphs. The quantity ${ }_{N} P_{3}$ is the number of ways to choose three vertices from $N$, without replacement $\left({ }_{N} P_{3}=N(N-1)(N-2)\right)$.

## Appendix G

## Derivation of the probability density profile

In this appendix, we provide the details of the derivation of the harmonic-order density profile and of the first-anharmonic-order density profile derived in References (90) and (103), respectively.

## G. 1 Harmonic-order density profile

Defining $S(D)$ to be the total $D$-dimensional solid angle(92),

$$
\begin{equation*}
S(D)=\frac{2 \pi^{\frac{D}{2}}}{\Gamma\left(\frac{D}{2}\right)} \tag{G.1}
\end{equation*}
$$

where we note that $S(1)=2, S(2)=2 \pi, S(3)=4 \pi, S(4)=2 \pi^{2}$, the harmonic-order Jacobian-weighted ground-state density profile, $N_{0}(r)$, is

$$
\begin{align*}
& S(D) N_{0}(r)=S(D) r^{(D-1)} \rho_{0}(r) \\
& =\sum_{i=1}^{N} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{i}\right)\left[\Phi_{0}\left(\overline{\mathbf{y}}^{\prime}\right)\right]^{2} \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}} \prod_{\xi=1}^{d_{\mu}} d\left[q_{\mu}^{\prime}\right]_{\xi}, \tag{G.2}
\end{align*}
$$

where $\rho_{0}(r)$ is the unweighted harmonic-order ground-state density profile and the Dirac delta function $\delta_{f}\left(r-r_{i}\right)$ is differentiated from the inverse dimension, $\delta$, by the subscript $f$. We must perform a change of coordinates to evaluate this integral, due to the presence of $r_{i}$ in the delta function. Since ${ }_{g} \Phi_{0}\left(\overline{\boldsymbol{y}}^{\prime}\right)$ is invariant under particle interchange we choose $r_{i}=r_{N}$, since there are only four of the $P=N(N+1) / 2$ normal coordinates which involve $r_{N}: \boldsymbol{q}_{\mathbf{0}^{+}}^{\prime}, \boldsymbol{q}_{\mathbf{0}^{-}}^{\prime},\left[\boldsymbol{q}_{\mathbf{1}^{+}}\right]_{d_{\mathbf{1}^{+}}}$and $\left[\boldsymbol{q}_{\mathbf{1}^{-}}^{\prime}\right]_{d_{1^{-}}}$(87). Therefore, we write the ground-state harmonic-order Jacobian-weighted probability density profile $N_{0}(r)$ as

$$
\begin{align*}
& S(D) N_{0}(r) \\
& =N \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{N}\right)\left[{ }_{[1} \Phi_{0}\left(\overline{\mathbf{y}}^{\prime}\right)\right]_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}} \prod_{\xi=1}^{d_{\mu}} d\left[q_{\mu}^{\prime}\right]_{\xi} . \tag{G.3}
\end{align*}
$$

Upon substituting the form of the ground-state wavefunction using Eq. (6.3) and the fact that $r_{N}$ only appears in $\boldsymbol{q}_{\mathbf{0}^{+}}^{\prime}, \boldsymbol{q}_{\mathbf{0}^{-}}^{\prime},\left[\boldsymbol{q}_{\mathbf{1}^{+}}^{\prime}\right]_{d_{\mathbf{1}^{+}}}$and $\left[\boldsymbol{q}_{\mathbf{1}^{-}}^{\prime}\right]_{d_{\mathbf{1}^{-}}}$(87) we obtain

$$
\begin{align*}
& S(D) N_{0}(r) \\
& =N \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{N}\right) \\
& \left.\quad \times \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}}\left[\phi_{0}\left(\sqrt{\bar{\omega}_{\mu}}\left[q_{\mu}^{\prime}\right]_{d_{\mu}}\right)\right]^{2} d\left[q_{\mu}^{\prime}\right]\right]_{\mu_{\mu}} \\
& =\frac{N \sqrt{\bar{\omega}_{\mathbf{0}^{+}}+\bar{\omega}_{\mathbf{0}}-\bar{\omega}_{\mathbf{1}}+\bar{\omega}_{\mathbf{1}}}}{\pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{N}\right)  \tag{G.4}\\
& \quad \times \exp \left(-\sum_{\mu_{1}=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}} \bar{\omega}_{\mu_{1}}\left[\boldsymbol{q}_{\mu_{1}}^{\prime}\right]_{d_{\mu_{1}}}^{2}\right)_{\mu_{2}=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}} d\left[\boldsymbol{q}_{\mu_{2}}^{\prime}\right]_{d_{\mu_{2}}}
\end{align*}
$$

The delta function $\delta_{f}\left(r-r_{N}\right)$ is a function of $r_{N}$, while the integral is over the normal coordinates $\boldsymbol{q}^{\mathbf{0}^{+}}, \boldsymbol{q}^{\mathbf{0}^{-}},\left[{\boldsymbol{\boldsymbol { q } ^ { 1 + }}}^{\mathbf{1}^{+}}\right]_{N-1}$, and $\left[{\boldsymbol{\boldsymbol { q } ^ { 1 - }}}^{\mathbf{1}^{-}}\right]_{N-1}$. Thus we need a change of variables to perform the integral. We change the variables of the integral to $\bar{r}_{N}^{\prime}, \bar{r}_{S}^{\prime}, \boldsymbol{S}_{\bar{\gamma}^{\prime}}^{[N]}$, and $\left.\left[\boldsymbol{S}_{\bar{\gamma}^{\prime}}^{[N-1,}\right]^{1]}\right]_{(N-1)}$, where

$$
\begin{equation*}
\bar{r}_{S}^{\prime}=\sum_{i=1}^{N-1} \bar{r}_{i}^{\prime} \tag{G.5}
\end{equation*}
$$

and $\boldsymbol{S}_{\bar{\gamma}^{\prime}}^{[N]}$ and $\left[\boldsymbol{S}_{\bar{\gamma}^{\prime}}^{[N-1,}\right]_{(N-1)}$ are defined in Reference (87). Thus from Eq. (G.5) we obtain

$$
\left(\begin{array}{c}
\boldsymbol{q}^{\mathbf{0}^{+}}  \tag{G.6}\\
\boldsymbol{q}^{\prime \mathbf{0}^{-}} \\
{\left[\boldsymbol{q}^{\prime \mathbf{1}^{+}}\right]_{N-1}} \\
{\left[\boldsymbol{q}^{\prime \mathbf{1}^{-}}\right]_{N-1}}
\end{array}\right)=\boldsymbol{T} \boldsymbol{a}^{\prime},
$$

where

$$
\boldsymbol{a}^{\prime}=\left(\begin{array}{c}
\bar{r}_{N}^{\prime}  \tag{G.7}\\
\bar{r}_{S}^{\prime} \\
\boldsymbol{S}_{\bar{\gamma}^{\prime}}^{[N]} \\
{\left[\boldsymbol{S}_{\bar{\gamma}^{\prime}}^{[N-1,1]}\right]_{(N-1)}}
\end{array}\right),
$$

$$
\boldsymbol{T}=\left(\begin{array}{cccc}
T_{11} & T_{11} & T_{13} & 0 \\
T_{21} & T_{21} & T_{23} & 0 \\
-(N-1) T_{31} & T_{31} & 0 & T_{34} \\
-(N-1) T_{41} & T_{41} & 0 & T_{44}
\end{array}\right)
$$

and

$$
\begin{align*}
& T_{11}=\frac{c_{+}^{[N]} \cos \theta_{+}^{[N]}}{\sqrt{N}}, \quad T_{13}=c_{+}^{[N]} \sin \theta_{+}^{[N]}, \\
& T_{21}=\frac{c_{-}^{[N]} \cos \theta_{-}^{[N]}}{\sqrt{N}}, \quad T_{23}=c_{-}^{[N]} \sin \theta_{-}^{[N]}, \\
& T_{31}=\frac{c_{+}^{[N-1,1]} \cos \theta_{+}^{[N-1,1]}}{\sqrt{N(N-1)}}, \quad T_{34}=c_{+}^{[N-1,1]} \sin \theta_{+}^{[N-1,1]},  \tag{G.8}\\
& T_{41}=\frac{c_{-}^{[N-1,1]} \cos \theta_{-}^{[N-1,1]}}{\sqrt{N(N-1)}}, \quad T_{44}=c_{-}^{[N-1,1]} \sin \theta_{-}^{[N-1,1]} .
\end{align*}
$$

The Jacobian, $J_{T}$, of the $T$ transformation is thus

$$
\begin{align*}
J_{T}= & \operatorname{det} T=-\frac{c_{+}^{[N]} c_{-}^{[N]} c_{+}^{[N-1,1]} c_{-}^{[N-1,1]}}{\sqrt{N-1}} \\
& \times \sin \left(\theta_{+}^{[N]}-\theta_{-}^{[N]}\right) \sin \left(\theta_{+}^{[N-1,1]}-\theta_{-}^{[N-1,1]}\right) \tag{G.9}
\end{align*}
$$

Defining a matrix of the normal-mode frequencies $\bar{\Omega}$,

$$
\bar{\Omega}=\left(\begin{array}{cccc}
\bar{\omega}_{\mathbf{0}^{+}} & 0 & 0 & 0  \tag{G.10}\\
0 & \bar{\omega}_{\mathbf{0}^{-}} & 0 & 0 \\
0 & 0 & \bar{\omega}_{\mathbf{1}^{+}} & 0 \\
0 & 0 & 0 & \bar{\omega}_{\mathbf{1}^{-}}
\end{array}\right)
$$

we can write the polynomial in the argument of the exponential in a more compact form (which is called bilinear form),

$$
\begin{align*}
& S(D) N_{0}(r) \\
& =\frac{N J_{T} \sqrt{\bar{\omega}_{\mathbf{0}^{+}+\bar{\omega}_{0^{0}}-\bar{\omega}_{\mathbf{1}}+\bar{\omega}_{\mathbf{1}^{-}}}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{N}\right)}{} \begin{array}{l}
\quad \times \exp \left(-\boldsymbol{a}^{\prime T} \boldsymbol{T}^{T} \overline{\boldsymbol{\Omega}} \boldsymbol{T} \boldsymbol{a}^{\prime}\right) d \bar{r}_{N}^{\prime} d^{3} \boldsymbol{b}^{\prime}
\end{array} \tag{G.11}
\end{align*}
$$

where $d^{3} \boldsymbol{b}^{\prime}=d \bar{r}_{S}^{\prime} d \boldsymbol{S}_{\bar{\gamma}^{\prime}}^{[N]} d\left[\boldsymbol{S}_{\bar{\gamma}^{\prime}}^{[N-1,1]}\right]_{(N-1)}$.

The matrix $\boldsymbol{T}^{T} \bar{\Omega} \boldsymbol{T}$ has a block form, which we must elucidate in order to separate the parts that do not act on $\bar{r}_{N}^{\prime}$ in the column vector $\mathbf{a}^{\prime}$. Thus we write $\boldsymbol{T}^{T} \bar{\Omega} \boldsymbol{T}$ in the following block form:

$$
\boldsymbol{T}^{T} \bar{\Omega} \boldsymbol{T}=\left(\begin{array}{cc}
K_{0} & \boldsymbol{K}^{T}  \tag{G.12}\\
\boldsymbol{K} & \mathcal{K}
\end{array}\right)
$$

where the blocks $K_{0}$ (a scalar), $\boldsymbol{K}$ (a column vector of length 3 ), and $\mathcal{K}$ (a $3 \times 3$ matrix) are defined as

$$
\begin{gather*}
K_{0}=\bar{\omega}_{\mathbf{0}}+T_{11}^{2}+\bar{\omega}_{\mathbf{0}}-T_{21}^{2}+(N-1)^{2}\left(\bar{\omega}_{\mathbf{1}}+T_{31}^{2}+\bar{\omega}_{\mathbf{1}}-T_{41}^{2}\right)  \tag{G.13}\\
\boldsymbol{K}=\left(\begin{array}{c}
\bar{\omega}_{\mathbf{0}}+T_{11}^{2}+\bar{\omega}_{\mathbf{0}}-T_{21}^{2}-(N-1)\left(\bar{\omega}_{\mathbf{1}}+T_{31}^{2}+\bar{\omega}_{\mathbf{1}}-T_{41}^{2}\right) \\
\bar{\omega}_{\mathbf{0}^{+}} T_{11} T_{13}+\bar{\omega}_{\mathbf{0}}-T_{21} T_{23} \\
-(N-1)\left(\bar{\omega}_{\mathbf{1}}+T_{31} T_{34}+\bar{\omega}_{\mathbf{1}}-T_{41} T_{44}\right)
\end{array}\right), \tag{G.14}
\end{gather*}
$$

and the matrix $\mathcal{K}$ has components

$$
\begin{align*}
\mathcal{K}_{11} & =\bar{\omega}_{\mathbf{0}^{+}} T_{11}^{2}+\bar{\omega}_{\mathbf{0}^{-}} T_{21}^{2}+\bar{\omega}_{\mathbf{1}}+T_{31}^{2}+\bar{\omega}_{\mathbf{1}}-T_{41}^{2}, \\
\mathcal{K}_{12} & =\mathcal{K}_{21}=\bar{\omega}_{\mathbf{0}^{+}} T_{11} T_{13}+\bar{\omega}_{\mathbf{0}}-T_{21} T_{23}, \\
\mathcal{K}_{13}=\mathcal{K}_{31} & =\bar{\omega}_{\mathbf{1}}+T_{31} T_{34}+\bar{\omega}_{\mathbf{1}}-T_{41} T_{44}, \quad \mathcal{K}_{22}=\bar{\omega}_{\mathbf{0}^{+}} T_{13}^{2}+\bar{\omega}_{\mathbf{0}^{-}}-T_{23}^{2},  \tag{G.15}\\
\mathcal{K}_{23}=\mathcal{K}_{32} & =0, \quad \mathcal{K}_{33}=\bar{\omega}_{\mathbf{1}^{+}} T_{34}^{2}+\bar{\omega}_{\mathbf{1}}-T_{44}^{2} .
\end{align*}
$$

Using Eqs. (G.7) and (G.12) in Eq. (G.11), we obtain

$$
\begin{align*}
& S(D) N_{0}(r) \\
& =\frac{N J_{T} \sqrt{\bar{\omega}_{\mathbf{0}}+\bar{\omega}_{\mathbf{0}}-\bar{\omega}_{\mathbf{1}}+\bar{\omega}_{\mathbf{1}^{-}}}}{\pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{N}\right)  \tag{G.16}\\
& \quad \times \exp \left(-K_{0} \bar{r}_{N}^{\prime 2}-2 \bar{r}_{N}^{\prime} \boldsymbol{K}^{T} \boldsymbol{b}^{\prime}-\boldsymbol{b}^{T T} \boldsymbol{\mathcal { K }} \boldsymbol{b}^{\prime}\right) d \bar{r}_{N}^{\prime} d^{3} \boldsymbol{b}^{\prime}
\end{align*}
$$

where

$$
\boldsymbol{b}^{\prime}=\left(\begin{array}{c}
\bar{r}_{S}^{\prime}  \tag{G.17}\\
\boldsymbol{S}_{\bar{\gamma}^{\prime}}^{[N]} \\
{\left[\boldsymbol{S}_{\overline{\boldsymbol{\gamma}}^{\prime}}^{\left[N-1,{ }^{1]}\right]_{(N-1)}}\right.}
\end{array}\right)
$$

The delta function is written in terms of the radius $r_{N}$, not the internal displacement coordinate $\bar{r}_{N}^{\prime}$ in the integral. We rewrite the delta function in terms of the coordinate $\bar{r}_{N}^{\prime}$ using the identity

$$
\begin{equation*}
\delta_{f}\left(r-r_{N}\right)=(\sqrt{\delta} \kappa(D))^{-1} \delta_{f}\left(\delta^{-\frac{1}{2}}\left(\frac{r}{\kappa(D)}-\bar{r}_{\infty}\right)-\bar{r}_{N}^{\prime}\right) . \tag{G.18}
\end{equation*}
$$

(Note that Eq. (G.18) corrects a mistake between Eqs (63) and (64) in Reference (90)). We obtain

$$
\begin{align*}
& S(D) N_{0}(r)=\frac{N}{\pi^{2}} \sqrt{\frac{\bar{\omega}_{\mathbf{0}}+\bar{\omega}_{\mathbf{0}}-\bar{\omega}_{\mathbf{1}}+\bar{\omega}_{\mathbf{1}}-J_{T}^{2}}{\delta \kappa^{2}(D)}} \\
& \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left(-\delta^{-1} K_{0}\left(\frac{r}{\kappa(D)}-\bar{r}_{\infty}\right)^{2}\right. \\
& \left.\quad-2 \delta^{-\frac{1}{2}}\left(\frac{r}{\kappa(D)}-\bar{r}_{\infty}\right) \boldsymbol{K}^{T} \boldsymbol{b}^{\prime}-\boldsymbol{b}^{T} \boldsymbol{\mathcal { K }} \boldsymbol{b}^{\prime}\right) d^{3} \boldsymbol{b}^{\prime} \tag{G.19}
\end{align*}
$$

Using the integral identity

$$
\begin{align*}
\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \exp & \left(-\boldsymbol{b}^{\prime T} \boldsymbol{A} \boldsymbol{b}^{\prime}-2 \boldsymbol{B}^{T} \boldsymbol{b}^{\prime}\right) d^{n} \boldsymbol{b}^{\prime} \\
& =\frac{\pi^{\frac{n}{2}}}{\sqrt{\operatorname{det} \boldsymbol{A}}} \exp \left(\boldsymbol{B}^{T} \boldsymbol{A}^{-1} \boldsymbol{B}\right) \tag{G.20}
\end{align*}
$$

We finally evaluate the integral in Eq. (G.19), obtaining

$$
\begin{align*}
& S(D) N_{0}(r)=N \sqrt{\frac{\bar{\omega}_{\mathbf{0}}+\bar{\omega}_{0}-\bar{\omega}_{\mathbf{1}}+\bar{\omega}_{1^{-}} J_{T}^{2}}{\delta \kappa^{2}(D) \pi \operatorname{det} \mathcal{K}}} \\
& \quad \times \exp \left(-\delta^{-1}\left(\frac{r}{\kappa(D)}-\bar{r}_{\infty}\right)^{2}\left(K_{0}-\boldsymbol{K}^{T} \mathcal{K}^{-1} \boldsymbol{K}\right)\right) . \tag{G.21}
\end{align*}
$$

The number of constants floating around in the above equation may be significantly reduced. For one thing, if the above density profile is to be normalized to $N$, then there should be a relation between the factors in the exponential and those in front. That relationship is expressed in the following definition for the constant $R$ :

$$
\begin{equation*}
R=\frac{\bar{\omega}_{\mathbf{0}}+\bar{\omega}_{\mathbf{0}}-\bar{\omega}_{\mathbf{1}}+\bar{\omega}_{\mathbf{1}}-J_{T}^{2}}{\operatorname{det} \mathcal{K}}=\left(K_{0}-\boldsymbol{K}^{T} \mathcal{K}^{-1} \boldsymbol{K}\right) . \tag{G.22}
\end{equation*}
$$

Writing $N_{0}(r)$ in terms of the constant $R$, we obtain a relatively simple expression for $N_{0}(r)$,

$$
\begin{equation*}
S(D) N_{0}(r)=N \sqrt{\frac{D}{\kappa^{2}(D)} \frac{R}{\pi}} \exp \left(-R\left(r \frac{\sqrt{D}}{\kappa(D)}-\sqrt{D} \bar{r}_{\infty}\right)^{2}\right) . \tag{G.23}
\end{equation*}
$$

Notice that the harmonic-order DPT density profile is a Gaussian (normalized to $N)$ centered around $r=\kappa(D) \bar{r}_{\infty}$, the $D \rightarrow \infty$ configuration radius.

## G. 2 First anharmonic density profile

The derivation of the first-anharmonic density profile is similar to that of the harmonic density profile in that the same transformations are used to perform a change of coordinates. Integrals over the normal coordinates $\boldsymbol{q}_{\mathbf{0}^{+}}^{\prime}, \boldsymbol{q}_{\mathbf{0}^{-}}^{\prime},\left[\boldsymbol{q}_{\mathbf{1}^{+}}^{\prime}\right]_{N-1}$, and $\left[\boldsymbol{q}_{1^{-}}^{\prime}\right]_{N-1}$ are transformed to $\bar{r}_{N}^{\prime}, \bar{r}_{S}^{\prime}, \boldsymbol{S}_{\overline{\boldsymbol{\gamma}}^{\prime}}^{[N]}$, and $\left[\boldsymbol{S}_{\overline{\boldsymbol{\gamma}}^{\prime}}^{[N-1,1]}\right]_{(N-1)}$.

The first-anharmonic-order density profile is derived from the first-anharmonicorder wavefunction in a similar way to harmonic order, starting by simply substituting $\left[{ }_{g} \Phi_{1}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2}=\left(1+\delta^{1 / 2}\right)^{2}\left[{ }_{g} \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]$ for $\left[{ }_{g} \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2}$ in Eq. (G.3):

$$
\begin{align*}
N_{1}(r)= & \frac{N}{S(D)} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}} \prod_{\xi=1}^{d_{\mu}} d\left[q^{\prime \mu}\right]_{\xi} \\
& \times \delta_{f}\left(r-r_{N}\right)\left(1+2 \delta^{1 / 2} \Delta+\delta \Delta^{2}\right)\left[{ }_{g} \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2} \tag{G.24}
\end{align*}
$$

We are interested in deriving the density profile to order $\delta^{1 / 2}$, and the $\delta \Delta^{2}$ term is much more difficult to derive (due to the presence of a sixth-order polynomial). Dropping the order $\delta$ term is expedient, but it introduces a liability: it will be possible for the density profile to become negative. We drop the order $\delta$ term for now, obtaining Eq. (6.28)

$$
\begin{align*}
N_{1}(r)= & N_{0}(r)+\frac{N}{S(D)} 2 \delta^{1 / 2} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}} \prod_{\xi=1}^{d_{\mu}} d\left[q_{\mu}^{\prime}\right] \xi \\
& \times \delta_{f}\left(r-r_{N}\right) \Delta\left[{ }_{g} \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2} . \tag{G.25}
\end{align*}
$$

Substituting $\Delta$ from Eq. (6.15), we obtain

$$
\begin{align*}
& N_{1}(r)=N_{0}(r)+\frac{N}{S(D)} 2 \delta^{1 / 2} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}} \prod_{\xi=1}^{d_{\mu}} d\left[q_{\mu}^{\prime}\right]_{\xi} \delta_{f}\left(r-r_{N}\right) \\
& \quad \times\left(\sum_{\mu_{1}, \mu_{2}, \mu_{3}, k} \sum_{\xi_{1}, \xi_{2}, \xi_{3}}{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}, k}\left[q^{\prime}{ }_{\mu_{1}}\right]_{\xi_{1}}\left[q^{\prime}{ }_{\mu_{2}}\right] \xi_{2}\left[q^{\prime}{ }_{\mu_{3}}\right]_{\xi_{3}}+\sum_{\mu_{1}, \xi_{1}}{ }_{1}^{(1)} \tau_{\mu_{1}}^{\Delta}\left[q^{\prime}{ }_{\mu_{1}}\right]_{\xi_{1}}\right) \\
& \quad \times\left[{ }_{g} \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2} . \tag{G.26}
\end{align*}
$$

## G.2.1 Normal-coordinate integrals

Let us separate the problem of evaluating the integrals over the third-order polynomial in $q^{\prime}{ }_{\nu_{i}}$ from the problem of summing over ${ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}}$ and ${ }_{1}^{(1)} \tau_{\mu_{1}}^{\Delta}$ by defining the $(P \times P \times P)$ tensor ${ }_{3} M_{\nu_{1}, \nu_{2}, \nu_{3}}$ and the length $P$ column vector ${ }_{1} M_{\nu}$ :

$$
\begin{align*}
{ }_{3} M_{\nu_{1} \nu_{2} \nu_{3}} & =\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{\nu^{\prime}=1}^{P} d q_{\nu^{\prime}}^{\prime} \delta_{f}\left(r-r_{N}\right) q^{\prime}{ }_{\nu_{1}} q^{\prime}{ }_{\nu_{2}} q^{\prime} \nu_{3}\left[g \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2}  \tag{G.27}\\
{ }_{1} M_{\nu_{1}} & =\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{\nu^{\prime}=1}^{P} d q_{\nu^{\prime}}^{\prime} \delta_{f}\left(r-r_{N}\right) q_{\nu_{1}}^{\prime}\left[g \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2} . \tag{G.28}
\end{align*}
$$

Indexing ${ }_{3} M$ and ${ }_{1} M$ by $\left(\mu_{i}, \xi_{i}\right)$ rather than $\nu_{i}$, we can write the density profile as a tensor contraction:

$$
\begin{align*}
& N_{1}(r)=N_{0}(r)+  \tag{G.29}\\
& \quad \frac{2 \delta^{1 / 2} N}{S(D)}\left(\sum_{\mu_{1}, \mu_{2}, \mu_{3}, k} \sum_{\xi_{1}, \xi_{2}, \xi_{3}}{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}, k}{ }_{3} M_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}}+\sum_{\mu_{1}^{\prime \prime}}{ }_{1}^{(1)} \tau_{\mu_{1}^{\prime \prime}}^{\Delta} M_{1}^{\mu_{1}^{\prime \prime}}\right)^{\text {(G. }},
\end{align*}
$$

where we have used the fact that since $N_{1}(r)$ is a scalar under $S_{N}$, $\mu_{1}^{\prime \prime}$ only ranges over $\mathbf{0}^{+}$and $\mathbf{0}^{-}$. Each element of the $M$ tensor is an integral.

Because the integrals in both ${ }_{3} M$ and ${ }_{1} M$ are odd, each element of ${ }_{3} M$ and ${ }_{1} M$ would be zero were it not for the presence of the Kronecker delta function which depends on radius of the $N$-th particle $r_{N}$. Still, many of the normal coordinates do not depend on $r_{N}$. The normal coordinates of the $\mathbf{2}$ sector are entirely angular and do not depend on $r_{N}$.

For the column vector ${ }_{1} M$, there are only two types of elements, those which are independent of $r_{N}$ and are indexed by $(\bar{\mu}, \bar{\xi})$, and those four which depend on $r_{N}$ and are indexed by $\left(\mu^{\prime}, d_{\mu^{\prime}}\right)$. The integrals for the $(\bar{\mu}, \bar{\xi})$ elements are zero because the delta function has no effect and the integral is odd. The remaining four integrals must be transformed to internal coordinates to be evaluated.

For the rank-three tensor ${ }_{3} M$, there are more cases to consider. Integrals in which all three normal coordinates are independent of $r_{N}$ are zero (because at least one integrand will always be odd) and hence ${ }_{3} M_{\bar{x} i_{1}, \bar{x} i_{2}, x \bar{x}_{i}}^{\bar{\mu}_{1}} \overline{\bar{L}}_{\overline{2}}=0$. Integrals in which two coordinates are independent of $r_{N}$ are odd unless the coordinates are the same.
 be determined. The final case is when all three coordinates are one of the four that depend on $r_{N}:{ }_{3} M_{d_{\mu_{1}^{\prime}}^{\prime}, d_{\mu_{2}^{\prime}}^{\prime}, d_{\mu_{3}^{\prime}}^{\prime}}^{\mu_{1}^{\prime} \mu_{2}^{\prime}}{ }^{\prime}$

All of the remaining elements of ${ }_{3} M$ and ${ }_{1} M$ that do not involve $r_{N}$ may be evaluated using the following integrals:

$$
\begin{align*}
\int_{-\infty}^{\infty} \sqrt{\frac{\bar{\omega}_{\nu}}{\pi}} e^{-\bar{\omega}_{\nu}\left(q_{\nu}^{\prime}\right)^{2}} d q_{\nu}^{\prime} & =1  \tag{G.30}\\
\int_{-\infty}^{\infty} \sqrt{\frac{\bar{\omega}_{\nu}}{\pi}}\left(q_{\nu}^{\prime}\right)^{2} e^{-\bar{\omega}_{\nu}\left(q_{\nu}^{\prime}\right)^{2}} d q_{\nu}^{\prime} & =\frac{1}{2 \bar{\omega}_{\nu}}
\end{align*}
$$

Thus from Eqs. (G.29) and (G.30) we find

$$
\begin{align*}
& +\sum_{\mu^{\prime}}\left\{\sum_{\bar{\mu}} \frac{1}{2 \bar{\omega}_{\bar{\mu}}}\left({ }_{3}^{(1)} \tau_{\bar{\mu}, \bar{\mu}, \mu^{\prime}, \mathrm{i}}^{\Delta}+{ }_{3}^{(1)} \tau_{\bar{\mu}, \mu^{\prime}, \bar{\mu}, \mathrm{i}}^{\Delta}+{ }_{3}^{(1)} \tau_{\mu^{\prime}, \bar{\mu}, \overline{\bar{\mu}}, \mathrm{i}}^{\Delta}\right) C_{\bar{\xi}, \bar{\xi}, d_{\mu^{\prime}}}^{\bar{\mu} \overline{\mathrm{i}} \boldsymbol{i}^{\prime}}+\sum_{\bar{\mu}=0+}^{0-}{ }_{1}^{(1)} \tau_{\mu^{\prime}}^{\Delta}\right\} \\
& \left.\times{ }_{1} M_{d_{\mu^{\prime}}}^{\mu^{\prime}}\right), \tag{G.32}
\end{align*}
$$

where $\mu^{\prime}$ ranges over $\mathbf{0}^{ \pm}$and $\mathbf{1}^{ \pm}, \delta_{\mu^{\prime}, \mathbf{0}^{ \pm}}$equals one when $\mu^{\prime}=\mathbf{0}^{ \pm}$but is zero otherwise, $\bar{\mu}$ ranges over $\mathbf{1}^{ \pm}$and $\mathbf{2}$, and $1 \leq \bar{\xi} \leq d_{\mathbf{1}^{ \pm}}-1=N-2$ when $\bar{\mu}=\mathbf{1}^{ \pm}$, or $1 \leq \bar{\xi} \leq$ $d_{2}=N(N-3) / 2$ when $\bar{\mu}=\mathbf{2}$.

## G.2.2 Clebsch-Gordon tensor contractions

The relevant Clebsch-Gordon elements and sums in the above equation are

$$
\begin{align*}
& C_{1}^{0} \begin{array}{cc}
0 & 0 \\
1 & 1 \\
\text {, }
\end{array}=1 \\
& C_{N-1}^{1}{ }_{1}^{\mathbf{0}} \underset{1}{\mathbf{0}, \mathrm{i}}=C_{1}^{\mathbf{0}} \underset{N-1}{\mathbf{1}}{ }_{1}^{\mathbf{0}, \mathrm{i}}=C_{1}^{\mathbf{0}} \mathbf{0} \underset{N-1}{\mathbf{1}}, \mathrm{i}=0 \\
& C_{N-1}^{\mathbf{1}}{ }_{N-1}^{\mathbf{1}}{ }_{1}^{\mathbf{0}, \mathrm{i}}=C_{N-1}^{\mathbf{1}}{ }_{1}^{\mathbf{0}}{ }_{N-1}^{1},{ }^{\mathrm{i}}=C_{1}^{\mathbf{0}} \stackrel{1}{N-1}{ }_{N-1}^{1}, \mathrm{i}=1  \tag{G.33}\\
& C_{N-1}^{1} \stackrel{1}{N-1} \stackrel{1}{N-1}, \mathrm{i}=\frac{-(N-2)}{\sqrt{N(N-1)}} \\
& \sum_{\bar{\xi}=1}^{N-2} C_{\bar{\xi}}^{1} \frac{1}{\bar{\xi}} \underset{1}{\mathbf{0}, \mathrm{i}}=N-2  \tag{G.34}\\
& \sum_{\bar{\xi}=1}^{N(N-3) / 2} C_{\bar{\xi}}^{\mathbf{2}} \underset{\bar{\xi}}{\mathbf{2}} \mathbf{0}, \mathrm{i}=\frac{N(N-3)}{2}  \tag{G.35}\\
& \sum_{\bar{\xi}=1}^{N-2} C_{\bar{\xi}}^{1} \underset{\bar{\xi}}{1}{ }_{N-1}^{1}, \mathrm{i}=\frac{N-2}{\sqrt{N(N-1)}}  \tag{G.36}\\
& \sum_{\bar{\xi}=1}^{N(N-3) / 2} C_{\bar{\xi}}^{\mathbf{2}} \underset{\bar{\xi}}{\mathbf{2}}{ }_{N-1}^{1}, \mathrm{i}=0 \text {. } \tag{G.37}
\end{align*}
$$

Equation (G.37) simply follows from the fact that since the $\mathbf{2}$ indices are saturated, there is nothing to couple the $\mathbf{1}$ index with to form a scalar $\mathbf{0}$ irrep.

The indices $\nu_{i}$ of the tensor ${ }_{3} M_{\nu_{1}, \nu_{2}, \nu_{3}}$ run from 1 to $P$, but since so many of the elements are zero we find it convent to define two smaller tensors indexed by $\mu^{\prime}$ : a $4 \times 4 \times 4$ tensor ${ }^{3} E_{\mu_{1}^{\prime}, \mu_{2}^{\prime}, \mu_{3}^{\prime}}$ to be the non-zero coefficients of the elements of ${ }_{3} M$ which are cubic in $r_{N}$. In what follows we find it useful to define a $4 \times 4 \times 4$ tensor ${ }^{3} E_{\mu_{1}^{\prime}, \mu_{2}^{\prime}, \mu_{3}^{\prime}}$ :

$$
\begin{equation*}
{ }^{3} E_{\mu_{1}^{\prime}, \mu_{2}^{\prime}, \mu_{3}^{\prime}}={ }_{3}^{(1)} \tau_{\mu_{1}^{\prime}, \mu_{2}^{\prime}, \mu_{3}^{\prime}, \mathrm{i}}^{\Delta} C_{d_{\mu_{1}^{\prime}}^{\prime}, d_{2}^{\prime}, d_{2}^{\prime}}^{\mu_{1}^{\prime} \mu_{\mu_{3}^{\prime}}^{\prime} \mu_{3}^{\prime}, \mathrm{i}} . \tag{G.38}
\end{equation*}
$$

We emphasize that the above equation is a simple elemental multiplication, no summation is implied. Using the above Clebsch-Gordon sums, we obtain

$$
\begin{align*}
{ }^{3} E_{\mathbf{0} \pm \mathbf{0} \pm, \mathbf{0} \pm} & =\tau_{\mathbf{0} \pm, \mathbf{0} \pm, \mathbf{0} \pm}^{\Delta}  \tag{G.39}\\
{ }^{3} E_{\mathbf{1} \pm, \mathbf{0} \pm, \mathbf{0} \pm} & ={ }^{3} E_{\mathbf{0} \pm, \mathbf{1} \pm, \mathbf{0} \pm}={ }^{3} E_{\mathbf{0} \pm, \mathbf{0} \pm, \mathbf{1} \pm}=0  \tag{G.40}\\
{ }^{3} E_{\mathbf{1} \pm, \mathbf{1} \pm \mathbf{0} \pm} & =\tau_{\mathbf{1} \pm, \mathbf{1} \pm \mathbf{0} \pm}  \tag{G.41}\\
{ }^{3} E_{\mathbf{1} \pm, \mathbf{0} \pm, \mathbf{1} \pm} & =\tau_{\mathbf{1} \pm \mathbf{0} \pm, \mathbf{1} \pm}^{\Delta}  \tag{G.42}\\
{ }^{3} E_{\mathbf{0} \pm, \mathbf{1} \pm, \mathbf{1} \pm} & =\tau_{\mathbf{0} \pm, \mathbf{1} \pm \mathbf{1} \pm}^{\Delta}  \tag{G.43}\\
{ }^{3} E_{\mathbf{1} \pm, \mathbf{1} \pm, \mathbf{1} \pm} & =\frac{-(N-2)}{\sqrt{N(N-1)}} \tau_{\mathbf{1} \pm, \mathbf{1} \pm, \mathbf{1} \pm}^{\Delta} \tag{G.44}
\end{align*}
$$

In Eqs. G.39, each $\pm$ associated with a sector $\nu_{i}$ is taken to be independent of the $\pm$ associated with the other two sectors.

We also define a length-four column vector ${ }^{1} E_{\mu^{\prime}}$ to be those nonzero terms which are linear in $r_{N}$.

$$
\begin{equation*}
{ }^{1} E_{\mu^{\prime}}=\sum_{\bar{\mu}} \frac{1}{2 \bar{\omega}_{\bar{\mu}}}\left({ }_{3}^{(1)} \tau_{\bar{\mu}, \bar{\mu}, \mu^{\prime}, \mathrm{i}}^{\Delta}+{ }_{3}^{(1)} \tau_{\bar{\mu}, \mu^{\prime}, \bar{\mu}, \mathrm{i}}^{\Delta}+{ }_{3}^{(1)} \tau_{\mu^{\prime}, \bar{\mu}, \bar{\mu}, \mathrm{i}}^{\Delta}\right) \sum_{\bar{\xi}} C_{\bar{\xi}, \bar{\xi}, d_{\mu^{\prime}}}^{\bar{\mu} \bar{\mu} \mu^{\prime}}+\sum_{\mu^{\prime}=0+}^{0-}{ }_{1}^{(1)} \tau_{\mu^{\prime}}^{\Delta}, \tag{G.45}
\end{equation*}
$$

i.e.

$$
\begin{align*}
& { }^{1} E_{\mathbf{0} \pm}=\frac{(N-2)}{2} \frac{1}{\omega_{\mathbf{1}+}}\left(\tau_{\mathbf{1 + 1 + 0} \pm}^{\Delta}+\tau_{\mathbf{1 + 0} \mathbf{0} \mathbf{1}+}^{\Delta}+\tau_{\mathbf{0} \pm \mathbf{1 + 1 +}}^{\Delta}\right) \\
& +\frac{(N-2)}{2} \frac{1}{\omega_{1-}}\left(\tau_{\mathbf{1 - 1 - 0 \pm}}^{\Delta}+\tau_{\mathbf{1 - 0} \pm \mathbf{1 -}}^{\Delta}+\tau_{\mathbf{0} \pm \mathbf{1 - 1 -}}^{\Delta}\right) \\
& +\frac{N(N-3)}{4} \frac{1}{\omega_{2}}\left(\tau_{220 \pm}^{\Delta}+\tau_{20 \pm 2}^{\Delta}+\tau_{0 \pm 22}^{\Delta}\right)+{ }_{1}^{(1)} \tau_{0 \pm}^{\Delta}  \tag{G.46}\\
& { }^{1} E_{\mathbf{1} \pm}=\frac{N-2}{2 \sqrt{N(N-1)}} \frac{1}{\omega_{\mathbf{1 +}}}\left({ }_{3}^{(1)} \tau_{\mathbf{1 + 1 + 1 \pm}}^{\Delta}+{ }_{3}^{(1)} \tau_{\mathbf{1 + 1} \pm \mathbf{1}+}^{\Delta}+{ }_{3}^{(1)} \tau_{\mathbf{1} \pm \mathbf{1}+\mathbf{1 +}}^{\Delta}\right) \\
& +\frac{N-2}{2 \sqrt{N(N-1)}} \frac{1}{\omega_{1-}}\left({ }_{3}^{(1)} \tau_{1-\mathbf{1 - 1 \pm}}^{\Delta}+{ }_{3}^{(1)} \tau_{1-\mathbf{1 \pm 1 -}}^{\Delta}+{ }_{3}^{(1)} \tau_{\mathbf{1 \pm 1 - 1 -}}^{\Delta}\right) \tag{G.47}
\end{align*}
$$

Using Eqs. (G.38) and (G.45), Eq. (G.32) may be written in a simpler form as

$$
\begin{equation*}
N_{1}(r)=N_{0}(r)+\frac{2 \delta^{1 / 2} N}{S(D)}\left(\sum_{\mu_{1}^{\prime}, \mu_{2}^{\prime}, \mu_{3}^{\prime}}{ }^{3} E_{\mu_{1}^{\prime}, \mu_{2}^{\prime}, \mu_{3}^{\prime}}{ }_{3} M_{\mu_{1}^{\prime}, d_{\mu_{2}^{\prime}}^{\prime}, d_{\mu_{3}^{\prime}}^{\prime}}^{\mu_{1}^{\prime} \mu_{2}^{\prime} \mu^{\prime}}+\sum_{\mu^{\prime}}{ }^{1} E_{\mu^{\prime} 1} M_{d_{\mu^{\prime}}}^{\mu^{\prime}}\right) \tag{G.48}
\end{equation*}
$$

## G.2.3 Transformation of the integrals to symmetry coordinates

The elements of the $M$ tensors are integrals over the normal coordinates. We use the $T$ transformation in Eq. (G.6) to write these $M$ tensors in terms of integrals over the coordinates of $\mathbf{a}^{\prime}$ :

$$
\begin{equation*}
{ }_{n} M_{d_{\mu_{1}^{\prime}}^{\prime} d_{\mu_{2}^{\prime}}^{\prime} \cdots d_{\mu_{n}^{\prime}}^{\prime}}^{\mu_{1}^{\prime}}=\sum_{i_{1}, i_{2}, \ldots, i_{n}}^{\prime} . \tag{G.49}
\end{equation*}
$$

where

$$
\begin{align*}
{ }_{n} \mathcal{M}_{i_{1} i_{2} \cdots i_{n}}= & \frac{J_{T} \sqrt{\bar{\omega}_{\mathbf{0}^{+}}+\bar{\omega}_{\mathbf{0}^{-}} \bar{\omega}_{\mathbf{1}}+\bar{\omega}_{\mathbf{1}^{-}}}}{\pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{N}\right)  \tag{G.50}\\
& \quad \times a_{i_{1}} a_{i_{2}} \cdots a_{i_{n}} \exp \left(-K_{0} a_{1}^{2}-2 a_{1} \boldsymbol{K}^{T} \boldsymbol{b}^{\prime}-\boldsymbol{b}^{T} \mathcal{K} \boldsymbol{b}^{\prime}\right) d a_{1} d^{3} \boldsymbol{b}^{\prime}
\end{align*}
$$

and we have defined a new column vector $\mathbf{b}^{\prime}$

$$
\boldsymbol{b}^{\prime}=\left(\begin{array}{c}
\bar{r}_{S}^{\prime}  \tag{G.51}\\
\boldsymbol{S}_{\bar{\gamma}^{\prime}}^{[N]} \\
{\left[\boldsymbol{S}_{\bar{\gamma}^{\prime}}^{[N-1,1]}\right]_{(N-1)}}
\end{array}\right)
$$

Performing a similar transformation on the coefficients of the density profile ${ }^{1} E_{\mu^{\prime}}$ and ${ }^{3} E_{\mu_{1}^{\prime}, \mu_{2}^{\prime}, \mu_{3}^{\prime}}$, we obtain the (length 3) column vector ${ }_{1} \Xi_{i}$ and the $(3 \times 3 \times 3)$ tensor ${ }_{3} \Xi_{i, j, k}$ :

$$
\begin{align*}
\Xi_{i} & =\sum_{\mu^{\prime}}{ }^{1} E_{\mu^{\prime}} T_{\mu^{\prime}, i}  \tag{G.52}\\
{ }_{3} \Xi_{i_{1} i_{2} i_{3}} & =\sum_{\mu_{1}^{\prime}, \mu_{2}^{\prime}, \mu_{3}^{\prime}}{ }^{3} E_{\mu_{1}^{\prime}, \mu_{2}^{\prime}, \mu_{3}^{\prime}} T_{\mu_{1}^{\prime}, i_{1}} T_{\mu_{2}^{\prime}, i_{2}} T_{\mu_{3}^{\prime}, i_{3}} . \tag{G.53}
\end{align*}
$$

Thus we have transform the density profile in Eq. (G.48) to internal coordinates and can now write

$$
\begin{equation*}
N_{1}(r)=N_{0}(r)+\frac{2 \delta^{1 / 2} N}{S(D)}\left(\sum_{i_{1}, i_{2}, i_{3}}{ }_{3} \Xi_{i_{1} i_{2} i_{3}} \mathcal{M}_{i_{1} i_{2} i_{3}}+\sum_{i}{ }_{1} \Xi_{i 1} \mathcal{M}_{i}\right) . \tag{G.54}
\end{equation*}
$$

## G.2.4 Evaluation of the integrals

What remains now is to perform the integrals of Eq. (G.50) for ${ }_{3} \mathcal{M}_{i_{1} i_{2} i_{3}}$ and ${ }_{1} \mathcal{M}_{i}$ in Eq. (G.54). Defining the four component vector

$$
\begin{equation*}
\boldsymbol{V}=\binom{\frac{1}{2} K_{0}}{\boldsymbol{K}} \tag{G.55}
\end{equation*}
$$

Eq. (G.50) can be written as a series of derivatives of a term proportional to $N_{0}(r)$

$$
\begin{align*}
{ }_{n} \mathcal{M}_{i_{1} i_{2} \cdots i_{n}}= & \frac{J_{T} \sqrt{\bar{\omega}_{\mathbf{0}^{+}+} \bar{\omega}_{\mathbf{0}^{-}} \bar{\omega}_{\mathbf{1}+}+\bar{\omega}_{\mathbf{1}^{-}}}}{\pi^{2}} \\
& \times\left(\frac{-1}{2 \bar{r}^{\prime}} \frac{\partial}{\partial V_{i_{1}}}\right)\left(\frac{-1}{2 \bar{r}^{\prime}} \frac{\partial}{\partial V_{i_{2}}}\right) \cdots\left(\frac{-1}{2 \bar{r}^{\prime}} \frac{\partial}{\partial V_{i_{n}}}\right) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{f}\left(r-r_{N}\right) \\
& \times \exp \left(-K_{0} a_{1}^{2}-2 a_{1} \boldsymbol{K}^{T} \boldsymbol{b}^{\prime}-\boldsymbol{b}^{T T} \mathcal{K} \boldsymbol{b}^{\prime}\right) d a_{1} d^{3} \boldsymbol{b}^{\prime}, \tag{G.56}
\end{align*}
$$

From Eq. (6.26) we obtain

$$
\begin{align*}
{ }_{n} \mathcal{M}_{i_{1} i_{2} \cdots i_{n}} & =\sqrt{\frac{D}{\pi \kappa^{2}(D)} \frac{\bar{\omega}_{\mathbf{0}}+\bar{\omega}_{\mathbf{0}}-\bar{\omega}_{\mathbf{1}+} \bar{\omega}_{\mathbf{1}}-J_{T}^{2}}{\operatorname{det} \mathcal{K}}}  \tag{G.57}\\
& \times\left(\frac{-1}{2 \bar{r}^{\prime}} \frac{\partial}{\partial V_{i_{1}}}\right)\left(\frac{-1}{2 \bar{r}^{\prime}} \frac{\partial}{\partial V_{i_{2}}}\right) \cdots\left(\frac{-1}{2 \bar{r}^{\prime}} \frac{\partial}{\partial V_{i_{n}}}\right) \exp \left(-\left(K_{0}-\boldsymbol{K}^{T} \mathcal{K}^{-1} \boldsymbol{K}\right) \bar{r}^{\prime 2}\right),
\end{align*}
$$

which yields

$$
\begin{align*}
{ }_{n} \mathcal{M}_{i_{1} i_{2} \cdots i_{n}}= & \hat{C}\left({ }_{1} \chi_{i_{1} 1} \chi_{i_{2}} \times \cdots \times{ }_{1} \chi_{i_{n}} \bar{r}^{\prime n}+{ }_{2} \chi_{i_{1} i_{2} 1} \chi_{i_{3}} \chi_{i_{4}} \times \cdots \times{ }_{1} \chi_{i_{n}} \bar{r}^{\prime n-2}\right. \\
& +2 \chi_{i_{1} i_{2}} 2 \chi_{i_{3} i_{4}} 1 \chi_{i_{5} 1} 1 \chi_{i_{6}} \times \cdots \times{ }_{1} \chi_{i_{n}} \bar{r}^{\prime n-4}  \tag{G.58}\\
& \left.+\cdots+{ }^{2} \chi_{i_{1} i_{2}} 2 \chi_{i_{3} i_{4}} \times \cdots \times{ }_{2} \chi_{i_{n-1} i_{n}}\right) \quad \text { when } n \text { is even, } \\
& \left.{ }_{2} \chi_{i_{1} i_{2}} 2 \chi_{i_{3} i_{4}} \times \cdots \times{ }_{2} \chi_{i_{n-2} i_{n-1}} \chi_{i_{n}} \bar{r}^{\prime}\right) \quad \text { when } n \text { is odd, }
\end{align*}
$$

where

$$
\begin{align*}
& { }_{1} \boldsymbol{\chi}=-\frac{1}{2} \nabla_{\boldsymbol{V}}(-R)=\binom{1}{-\mathcal{K}^{-1} \boldsymbol{K}}  \tag{G.59}\\
& { }_{2} \boldsymbol{\chi}=-\frac{1}{2} \nabla_{\boldsymbol{V}} \otimes_{1} \boldsymbol{\chi}=\frac{1}{2}\left(\begin{array}{cc}
0 & 0 \\
0 & \mathcal{K}^{-1}
\end{array}\right), \tag{G.60}
\end{align*}
$$

and

$$
\begin{equation*}
R=\left(K_{0}-\boldsymbol{K}^{T} \mathcal{K}^{-1} \boldsymbol{K}\right) . \tag{G.61}
\end{equation*}
$$

The $\hat{C}$ operator acts on each term in Eq. (G.59) to produce a sum of terms over all the distinct combinations of indices.

From Eq. (G.59) we can now evaluate each element of the $\mathcal{M}$ tensors:

$$
\begin{align*}
{ }_{1} \mathcal{M}_{i} & ={ }_{1} \chi_{i} \bar{r}^{\prime}  \tag{G.62}\\
{ }_{3} \mathcal{M}_{i_{1} i_{2} i_{3}} & ={ }_{1} \chi_{i_{1}} 1 \chi_{i_{2}} 1 \chi_{i_{3}} \bar{r}^{\prime 3}+\left({ }_{2} \chi_{i_{1} i_{2} 1} \chi_{i_{3}}+{ }_{2} \chi_{i_{1} i_{3}} 1 \chi_{i_{2}}+{ }_{2} \chi_{i_{2} i_{3}} 1 \chi_{i_{1}}\right) \bar{r}^{\prime} \tag{G.63}
\end{align*}
$$

## G.2.5 Result: first-anharmonic-order density profile

Using Eqs. (G.62) and (G.62) in Eq. (G.54) we finally arrive at the density profile

$$
\begin{equation*}
\left.N_{1}(r)=\frac{N}{S(D)} \sqrt{\frac{R}{\delta \kappa(D)^{2} \pi}}\left(1+\delta^{\frac{1}{2}}\left(A_{1} \bar{r}^{\prime}+A_{3} \bar{r}^{\prime 2}\right)\right)\right) \exp \left(-R \bar{r}^{\prime 2}\right), \tag{G.64}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{r}^{\prime}(r ; D)=\sqrt{D}\left(\frac{r}{\kappa(D)}-\bar{r}_{\infty}\right) . \tag{G.65}
\end{equation*}
$$

The coefficients $A_{1}$ and $A_{3}$ of the polynomial are

$$
\begin{align*}
& A_{1}=2 \sum_{i}{ }_{1} \chi_{i 1} \Xi_{i}+2 \sum_{i_{1}, i_{2}, i_{3}}\left({ }_{2} \chi_{i_{1} i_{2} 1} \chi_{i_{3}}+{ }_{2} \chi_{i_{1} i_{3}} \chi_{i_{2}}+{ }_{2} \chi_{i_{2} i_{3}}\right)_{3} \Xi_{i_{1} i_{2} i_{3}}(  \tag{G.66}\\
& A_{3}=2 \sum_{i_{1}, i_{2}, i_{3}}{ }_{1} \chi_{i_{1}} 1 \chi_{i_{2}}{ }_{1} \chi_{i_{3} 3} \Xi_{i_{1} i_{2} i_{3}}, \tag{G.67}
\end{align*}
$$

where

$$
\begin{gather*}
{ }_{1} \Xi_{i}=\sum_{\mu=\{0 \pm, 1 \pm\}} T_{\mu, i}{ }^{1} E_{\mu}  \tag{G.68}\\
{ }_{3} \Xi_{i, j, k}=\sum_{\mu_{1}=\{0 \pm, \mathbf{1} \pm\}} \sum_{\mu_{2}=\{0 \pm, 1 \pm\}} \sum_{\mu_{3}=\{0 \pm, 1 \pm\}} T_{\mu_{1}, i} T_{\mu_{2}, j} T_{\mu_{3}, k}{ }^{3} E_{\mu_{1}, \mu_{2}, \mu_{3}},  \tag{G.69}\\
\quad 1 \chi_{i}= \begin{cases}1 & i=1 \\
-\left(\mathcal{K}^{-1} \mathbf{K}\right)_{i-1} & 1<i \leq 4\end{cases} \tag{G.70}
\end{gather*}
$$

and

$$
\begin{align*}
{ }_{2} \chi_{i, j 1} \chi_{k}= & \mathcal{K}_{i-1, j-1}^{-1} \chi_{k} \Theta_{i-1} \Theta_{j-1}+\mathcal{K}_{j-1, k-1}^{-1} \chi_{i} \Theta_{j-1} \Theta_{k-1} \\
& +\mathcal{K}_{k-1, i-1}^{-1} \chi_{j} \Theta_{k-1} \Theta_{i-1} \tag{G.71}
\end{align*}
$$

The first-anharmonic-order density profile is a cubic polynomial multiplied by the harmonic order density profile. Note that the density profile is a function of the coordinate $r$, which is not the dimensionally-scaled internal displacement coordinate $\bar{r}^{\prime}(r ; D)$. Thus one must make the following substitution to obtain the density profile as an explicit function of $r$ :

$$
\begin{equation*}
\bar{r}^{\prime}(r ; D)=\delta^{-\frac{1}{2}}\left(\frac{r}{\kappa(D)}-\bar{r}_{\infty}\right) . \tag{G.72}
\end{equation*}
$$

In this Appendix, we have derived the $N$-body density profile through firstanharmonic order using DPT. In doing so, we have neglected the $\Delta^{2}$ term in Eq. (6.27).

## Appendix H

## Calculation of the $\Delta^{2}$ term

In this Appendix, we set up the calculation of $\Delta^{2}$ term in the density profile Eq. 6.27 which was initially neglected because it is of order $\delta$ (second anharmonic order), whereas we have calculated the wavefunction and density profile only to order $\delta^{1 / 2}$ (first anharmonic order). This "extra term" ensures that the density profile is positive definite, a feature that was seen to be critical in the preliminary application to the BEC.

We start with Eq. (6.27), in which the order $\delta$ term $\Delta^{2}$ is not yet neglected:

$$
\begin{aligned}
N_{1}(r)= & \frac{N}{S(D)} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{\mu=0^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}} \prod_{\xi=1}^{d_{\mu}} d\left[q^{\prime \mu}\right]_{\xi} \\
& \times \delta_{f}\left(r-r_{N}\right)\left(1+2 \delta^{1 / 2} \Delta+\delta \Delta^{2}\right)\left[{ }_{g} \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2}
\end{aligned}
$$

The third order, multivariate polynomial $\Delta$ is defined in Eq. (6.15)

$$
\Delta=\sum_{\mu_{1}, \mu_{2}, \mu_{3}, k} \sum_{\xi_{1}, \xi_{2}, \xi_{3}}\left({ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}, k}\right)\left[q_{\mu_{1}}^{\prime}\right]_{\xi_{1}}\left[q_{\mu_{2}}^{\prime}\right] \xi_{2}\left[q_{\mu_{3}}^{\prime}\right] \xi_{3}+\sum_{\mu^{\prime \prime}=\mathbf{0}+}^{0-}{ }_{1}^{(1)} \tau_{\mu^{\prime \prime}}^{\Delta} q_{\mu^{\prime \prime}}^{\prime},
$$

where $\mu^{\prime \prime}$ only ranges over $\mathbf{0}^{+}$and $\mathbf{0}^{-}$.
Adopting a more compact notation, where summation over repeated indices $\mu$ and $\xi$ implied, the sixth-order, multivariate polynomial $\Delta^{2}$ is therefore

$$
\begin{align*}
& \Delta^{2}= \\
& { }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k_{1}}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}, k}{ }_{3}^{(1)} \tau_{\mu_{4}, \mu_{5}, \mu_{6}, k_{1}}^{\Delta} C_{\xi_{4}, \xi_{5}, \xi_{6}}^{\mu_{4} \mu_{5} \mu_{6}, k}\left[q_{\mu_{1}}^{\prime}{ }_{\mu_{1}}\right] \xi_{1}\left[q_{\mu_{2}}^{\prime}\right]_{\xi_{2}}\left[q_{\mu_{3}}^{\prime}{ }_{\mu_{3}}\right] \xi_{3}\left[q_{\mu_{4}}^{\prime}{ }_{\mu_{4}}\left[q_{\mu_{5}}^{\prime}{ }_{\mu_{5}}\right] \xi_{5}\left[q_{\mu_{6}}^{\prime}\right] \xi_{6}\right. \\
& +2{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k_{1}}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}, k} \delta_{\mu_{1}, 0 \pm}{ }_{1}^{(1)} \tau_{\mu_{4}}^{\Delta}\left[q_{\mu_{1}}^{\prime}\right] \xi_{1}\left[q_{\mu_{2}}^{\prime}\right] \xi_{2}\left[q_{\mu_{3}}^{\prime}\right] \xi_{3} q_{\mu_{4}}^{\prime} \\
& +{ }_{1}^{(1)} \tau_{\mu_{1}^{\prime \prime}}^{\Delta}{ }_{1}^{(1)} \tau_{\mu_{2}^{\prime \prime}}^{\Delta} q_{\mu_{1}^{\prime \prime}}^{\prime} q_{\mu_{2}^{\prime \prime}}^{\prime}, \tag{H.1}
\end{align*}
$$

where $\mu^{\prime \prime}$ only ranges over $\mathbf{0}^{+}$and $\mathbf{0}^{-}$.
As before, we separate the problem of evaluating the integrals over the sixth-order polynomial in $q^{\prime}$ from the problem of summing over ${ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}, k}$ and ${ }_{1}^{(1)} \tau_{\mu_{1}}^{\Delta}$ by defining the rank- $n$ tensors ${ }_{3} M_{\nu_{1}, \nu_{2}, \ldots, \nu_{n}}$ :

$$
\begin{equation*}
\left.{ }_{n} M_{\nu_{1}, \nu_{2}, \ldots \nu_{n}}=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{\mu=\mathbf{0}^{ \pm}, \mathbf{1}^{ \pm}, \mathbf{2}} \prod_{\xi=1}^{d_{\mu}} d\left[q_{\mu}^{\prime}\right]\right]_{\xi}\left(r-r_{N}\right) q_{\nu_{1}}^{\prime} q_{\nu_{2}}^{\prime} \cdots q_{\nu_{n}}^{\prime}\left[{ }_{g} \Phi_{0}\left(\overline{\mathbf{q}}^{\prime}\right)\right]^{2} \tag{H.2}
\end{equation*}
$$

Indexing ${ }_{n} M$ by $\left(\mu_{i}, \xi_{i}\right)$ rather than $\nu_{i}$, we can write the density profile as a tensor contraction

$$
\begin{align*}
& N_{1}(r) S(D) / N={ }_{0} M+ \\
& +2 \delta^{1 / 2}\left(\sum_{\mu_{1}, \mu_{2}, \mu_{3}, k} \sum_{\xi_{1}, \xi_{2}, \xi_{3}}{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}, k}{ }_{3} M_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{2} \mu_{3}}+\sum_{\mu_{1}^{\prime \prime}}{ }_{1}^{(1)} \tau_{\mu_{1}^{\prime \prime}}^{\Delta} M_{1}^{\mu_{1}^{\prime \prime}}\right) \\
& +\delta\left(\sum_{\mu_{1}, \mu_{2}, \mu_{3}, k_{1}} \sum_{\xi_{1}, \xi_{2}, \xi_{3}} \sum_{\mu_{4}, \mu_{5}, \mu_{6}, k_{2}} \sum_{\xi_{4}, \xi_{5}, \xi_{6}}{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k_{1}}^{\Delta}{ }_{3}^{(1)} \tau_{\mu_{4}, \mu_{5}, \mu_{6}, k_{1}}^{\Delta} \times\right. \tag{H.3}
\end{align*}
$$

$$
\begin{align*}
& +2{ }_{3}^{(1)} \tau_{\mu_{1}, \mu_{2}, \mu_{3}, k_{1}}^{\Delta}{ }_{1}^{(1)} \tau_{\mu_{4}^{\prime \prime}}^{\Delta} C_{\xi_{1}, \xi_{2}, \xi_{3}}^{\mu_{1} \mu_{3}, k}\left[q_{\mu_{1}}^{\prime}\right]_{\xi_{1}}\left[q _ { \mu _ { 2 } } ^ { \prime } { } _ { \xi _ { 2 } } \left[q_{\mu_{3}}^{\prime}{ }_{\xi_{3}} \xi_{\xi_{3}} q_{\mu_{4}^{\prime \prime}}^{\prime}+\right.\right. \\
& \left.+{ }_{1}^{(1)} \tau_{\mu_{1}^{\prime \prime}}^{\Delta}{ }_{1}^{(1)} \tau_{\mu_{2}^{\prime \prime}}^{\Delta} q_{\mu_{1}^{\prime \prime}}^{\prime} q_{\mu_{2}^{\prime \prime}}^{\prime}\right) \tag{H.4}
\end{align*}
$$

Due to the presence of the Dirac delta function in the integrals in each element of the $M$ tensors, we must treat integrals over normal coordinates involving $r_{N}$ differently from those that don't.

We have noted that $r_{N}$ only appears in four normal coordinates, i.e. in $\boldsymbol{q}_{\mathbf{0}^{+}}^{\prime}, \boldsymbol{q}_{\mathbf{0}^{-}}^{\prime}$, $\left[\boldsymbol{q}_{\mathbf{1}^{+}}^{\prime}\right]_{d_{1^{+}}}$and $\left[\boldsymbol{q}_{\mathbf{1}^{-}}^{\prime}\right]_{d_{1^{-}}}$. We adopt an index convention that distinguishes between normal coordinates which do and do not depend on $r_{N}$ : normal coordinates which do not depend on $r_{N}$ are indexed by $(\bar{\mu}, \bar{\xi})$ and normal coordinates which do depend on $r_{N}$ by $\left(\mu^{\prime}, d_{\mu^{\prime}}\right)$. Therefore $\bar{\mu} \in\{\mathbf{0}+, \mathbf{0}-, \mathbf{1}+, \mathbf{1}-, \mathbf{2}\}$ and $\bar{\xi}$ has a range determined by $\bar{\mu}$

Most of the integrals do not depend on $r_{N}$ and are easily evaluated. Integrals which are odd in one coordinate are zero. Integrals which are even can be evaluated using the integral identity

$$
\begin{equation*}
\int_{-\infty}^{\infty} \sqrt{\frac{\bar{\omega}_{\nu}}{\pi}}\left(q_{\nu}^{\prime}\right)^{2 n} e^{-\bar{\omega}_{\nu}\left(q_{\nu}^{\prime}\right)^{2}} d q_{\nu}^{\prime}=\frac{1}{\bar{\omega}_{\nu}^{n}} \frac{(2 n-1)!!}{2^{n}} \tag{H.5}
\end{equation*}
$$

Thus many terms are zeroed out, only those terms involving even powers of the normal coordinates which are independent of $r_{N}$ contribute to the density profile.

What remains is to show all the possible ways some of the indices $\mu$ and $\xi$ may depend on $r_{N}$ (and therefore be denoted $\mu^{\prime}$ and $d_{\mu}$ ), leaving the other indices as summations over the barred indices (corresponding to coordinates which do not depend on $r_{N}$ ). There are many such combinations possible. Then one must perform the summations over barred indices, which requires contractions of the product of Clebsch-Gordon terms in the above equation. This is a significant challenge for a symbolic calculation, given the complexity of some of the larger Clebsch-Gordon coefficients.

## Appendix I

## Derivation of the Hooke's law gas wave function and density profile

In this Appendix we derive the exact ground-state wave function for a harmonicallyconfined, harmonically-interacting system of $N$ particles in $D$ dimensions as in Reference (104). The exact density profile was derived in Reference (103). From these exact expressions, we derive a perturbation series for the wave function and density profile (exact at each order) through first order in $\delta^{1 / 2}$, where $\delta=1 / D$.

## I. 1 First-anharmonic-order wavefunction

The Hamiltonian of the harmonically-interacting model system of identical particles is

$$
\begin{equation*}
H=\frac{1}{2}\left(\sum_{i}^{N}\left[-\frac{\partial^{2}}{\partial \boldsymbol{r}_{i}^{2}}+\omega_{t}^{2} \boldsymbol{r}_{i}^{2}\right]+\sum_{i<j}^{N} \omega_{p}^{2} \boldsymbol{r}_{i j}^{2}\right) . \tag{I.1}
\end{equation*}
$$

Making the orthogonal transformation to center-of-mass and Jacobi coordinates,

$$
\begin{equation*}
\boldsymbol{R}=\frac{1}{\sqrt{N}} \sum_{k=1}^{N} \boldsymbol{r}_{k} \quad \text { and } \quad \boldsymbol{\rho}_{i}=\frac{1}{\sqrt{i(i+1)}}\left(\sum_{j=1}^{i} \boldsymbol{r}_{j}-i \boldsymbol{r}_{i+1}\right) \tag{I.2}
\end{equation*}
$$

where $1 \leq i \leq N-1$, the Hamiltonian becomes

$$
\begin{equation*}
H=\frac{1}{2}\left(-\frac{\partial^{2}}{\partial \boldsymbol{R}^{2}}+\omega_{t}^{2} \boldsymbol{R}^{2}\right)+\frac{1}{2} \sum_{i=1}^{N-1}\left(-\frac{\partial^{2}}{\partial \boldsymbol{\rho}_{i}^{2}}+\omega_{\mathrm{int}}^{2} \boldsymbol{\rho}^{2}\right) \tag{I.3}
\end{equation*}
$$

the sum of $N$, $D$-dimensional, harmonic-oscillator Hamiltonians, where

$$
\begin{equation*}
\omega_{\mathrm{int}}=\sqrt{\omega_{t}^{2}+N \omega_{p}^{2}} \tag{I.4}
\end{equation*}
$$

Notice two things about the Hamiltonian: it is separable and each component has the form of a $D$-dimensional harmonic oscillator. Therefore the ground-state solution to the wave function in the Schrödinger equation

$$
\begin{equation*}
H \Psi=E \Psi \tag{I.5}
\end{equation*}
$$

is the product of harmonic-oscillator wavefunctions

$$
\begin{equation*}
\Psi\left(\boldsymbol{R},\left\{\boldsymbol{\rho}_{i}\right\} ; D\right)=\psi\left(R ; \omega_{t}, D\right) \prod_{i=1}^{N-1} \psi\left(\rho_{i} ; \omega_{\mathrm{int}}, D\right) \tag{I.6}
\end{equation*}
$$

where $\psi\left(\rho_{i} ; \omega_{\text {int }}, D\right)$ is the $D$-dimensional, harmonic-oscillator, ground-state wave function

$$
\begin{equation*}
\psi(r ; \omega, D)=\sqrt{\frac{\omega^{\frac{D}{2}}}{\pi^{\frac{D}{2}}}} \exp \left(-\frac{\omega}{2} r^{2}\right) \tag{I.7}
\end{equation*}
$$

where $\psi(r ; \omega, D)$ satisfies the normalization condition

$$
\begin{equation*}
\int_{0}^{\infty}[\psi(r ; \omega, D)]^{2} r^{D-1} d^{D} \boldsymbol{r}=1 \tag{I.8}
\end{equation*}
$$

so that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left[\Psi\left(\boldsymbol{R},\left\{\boldsymbol{\rho}_{i}\right\} ; D\right)\right]^{2} \prod_{i=1}^{N-1} d^{D} \boldsymbol{\rho}_{i} d^{D} \boldsymbol{R}=1 \tag{I.9}
\end{equation*}
$$

The Jacobian-weighted, $L=0$ wave function $\Psi_{J}$ is obtained by folding into the wavefunction the square root of that portion of the Jacobian which depends on the internal coordinates; i.e. the square root of

$$
\begin{equation*}
\Gamma^{(D-N-1) / 2} \prod_{j=1}^{N} r_{j}^{(D-1)} \tag{I.10}
\end{equation*}
$$

where $\Gamma$ is the Grammian determinant, so that

$$
\begin{equation*}
\Psi_{J}=\mathcal{N} \Gamma^{(D-N-1) / 4} \prod_{j=1}^{N} r_{j}^{(D-1) / 2} \psi\left(R ; \omega_{t}, D\right) \prod_{i=1}^{N-1} \psi\left(\rho_{i} ; \omega_{\mathrm{int}}, D\right) \tag{I.11}
\end{equation*}
$$

where $\mathcal{N}$ is a normalization constant ensuring that

$$
\begin{equation*}
\int\left[\Psi_{J}\left(\left\{r_{i}\right\},\left\{\gamma_{j l}\right\} ; D\right)\right]^{2} \prod_{i} d r_{i} \prod_{j<k} d \gamma_{j k}=1 \tag{I.12}
\end{equation*}
$$

## I.1.1 A perturbation series in $1 / \sqrt{D}$ for the exact wavefunction

## I.1.1.1 Dimensional scaling

First we need to regularize the large-dimension limit by dimensionally scaling the parameters and variables as in Eq. (3.19). We choose a scaling $\kappa(D)$ and define the dimensionally-scaled frequency $\bar{\omega}_{t}$,

$$
\begin{align*}
\kappa(D) & =\frac{1}{\sqrt{\bar{\omega}_{t}}} D^{2}  \tag{I.13}\\
\bar{\omega}_{t} & =D^{3} \omega_{t} . \tag{I.14}
\end{align*}
$$

Now consider transforming to dimensionally-scaled oscillator coordinates

$$
\left.\begin{array}{rlrl}
r & =\kappa(D) \bar{r} & \rho & =\kappa(D) \bar{\rho}
\end{array} \quad R=\kappa(D) \bar{R}, ~=\frac{D^{1 / 2} \bar{\rho}}{\sqrt{\omega_{t}}} \quad \begin{array}{lll}
\sqrt{\omega_{t}} & &
\end{array}\right) \frac{D^{1 / 2} \bar{R}}{\sqrt{\omega_{t}}},
$$

From Eq. (I.11) we obtain

$$
\begin{align*}
\Psi_{J}= & \mathcal{N} \Gamma^{(D-N-1) / 4} \prod_{j=1}^{N} \bar{r}_{j}^{(D-1) / 2} \sqrt{\frac{2}{\Gamma\left(\frac{D}{2}\right)}} D^{\frac{D}{4}} \exp \left(-\frac{D}{2} \bar{R}^{2}\right) \\
& \times\left(\frac{2}{\Gamma\left(\frac{D}{2}\right)}\right)^{\frac{N-1}{2}}\left[(\lambda D)^{\frac{D}{2}}\right]^{\frac{N-1}{2}} \prod_{i=1}^{N-1} \exp \left(-\frac{\lambda D}{2} \bar{\rho}_{i}^{2}\right), \tag{I.16}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda=\frac{\omega_{\text {int }}}{\omega_{t}} \tag{I.17}
\end{equation*}
$$

## I.1.1.2 The large-dimension limit

To test the general formalism of Reference (100) we need to expand Eq. (I.16) about the large-dimension limit through first order in $\delta^{1 / 2}$. In the large-dimension limit the system localizes about a structure where all the radii are equal to $\bar{r}_{\infty}$ and angle cosines are equal to $\gamma_{\infty}$. To derive $\bar{r}_{\infty}$ and $\gamma_{\infty}$, one applies the condition

$$
\begin{equation*}
\left.\frac{\partial \Psi_{J}}{\partial \bar{r}_{i}}\right|_{D=\infty}=\left.\frac{\partial \Psi_{J}}{\partial \gamma_{j k}}\right|_{D=\infty}=0 \tag{I.18}
\end{equation*}
$$

In this endeavor the following results are useful:

$$
\begin{align*}
\left.\Gamma\right|_{D=\infty} & =\left(1+(N-1) \gamma_{\infty}\right)\left(1-\gamma_{\infty}\right)^{N-1}  \tag{I.19}\\
\left.\frac{\partial \Gamma}{\partial \gamma_{j k}}\right|_{D=\infty} & =-2 \gamma_{\infty}\left(1-\gamma_{\infty}\right)^{N-2}  \tag{I.20}\\
\left.\bar{R}^{2}\right|_{D=\infty} & =\bar{r}_{\infty}^{2}\left(1+(N-1) \gamma_{\infty}\right)  \tag{I.21}\\
\left.\frac{\partial \bar{R}^{2}}{\partial \bar{r}_{i}}\right|_{D=\infty} & =2 \bar{r}_{\infty} \frac{\left(1+(N-1) \gamma_{\infty}\right)}{N}  \tag{I.22}\\
\left.\frac{\partial \bar{R}^{2}}{\partial \gamma_{j k}}\right|_{D=\infty} & =2 \frac{\bar{r}_{\infty}^{2}}{N}  \tag{I.23}\\
\sum_{i=1}^{N-1} \bar{\rho}_{i}^{2} & =\sum_{j=1}^{N} \bar{\rho}_{j}^{2}-\bar{R}^{2}  \tag{I.24}\\
\left.\sum_{i=1}^{N-1} \bar{\rho}_{i}^{2}\right|_{D=\infty} & =(N-1) \bar{r}_{\infty}^{2}\left(1-\gamma_{\infty}\right)=(N-1) \bar{\rho}_{\infty} \tag{I.25}
\end{align*}
$$

$$
\begin{align*}
& \left.\frac{\partial \sum_{i=1}^{N-1} \bar{\rho}_{i}^{2}}{\partial r_{k}}\right|_{D=\infty}=\frac{2(N-1)}{N} \bar{r}_{\infty}\left(1-\gamma_{\infty}\right)  \tag{I.26}\\
& \left.\frac{\partial \sum_{i=1}^{N-1} \bar{\rho}_{i}^{2}}{\partial \gamma_{j k}}\right|_{D=\infty}=-\frac{2}{N} \bar{r}_{\infty}^{2} \tag{I.27}
\end{align*}
$$

From Eq. (I.18) we obtain the parameters $\bar{r}_{\infty}$ and $\gamma_{\infty}$

$$
\begin{align*}
\gamma_{\infty} & =\frac{(\lambda-1)}{(N+(\lambda-1))}  \tag{I.28}\\
\bar{r}_{\infty}^{2} & =\frac{1}{2\left(1+(N-1) \gamma_{\infty}\right)}=\frac{N+(\lambda-1)}{2 \lambda N} \tag{I.29}
\end{align*}
$$

Equations (I.28) and (I.29) define the $D \rightarrow \infty$ structure about which the system oscillates at finite dimension.

## I.1.1.3 A series expansion about the large- $D$ limit

To derive the wave function through order $\delta^{1 / 2}$ we perform a series expansion of each of the $D$-dependent terms in Eq. (I.16):

$$
\begin{gather*}
\sqrt{\frac{1}{\Gamma\left(\frac{D}{2}\right)}}=\frac{2^{\frac{D-2}{4}} \exp \left(\frac{D}{4}\right)}{\sqrt[4]{\pi} D^{\frac{D-1}{4}}}+O(\delta)  \tag{I.30}\\
\prod_{i=1}^{N} \bar{r}_{i}^{\frac{D-1}{2}}=\quad \bar{r}_{\infty}^{\frac{N(D-1)}{2}} \exp \left(\sum_{i=1}^{N} \frac{D^{\frac{1}{2}} \bar{r}_{i}^{\prime}}{2 \bar{r}_{\infty}}\right) \exp \left(-\frac{1}{4 \bar{r}_{\infty}^{2}} \sum_{i=1}^{N}{\overline{r_{i}^{\prime}}}_{i}^{\prime 2}\right)  \tag{I.31}\\
\times\left(1+\frac{\delta^{\frac{1}{2}}}{2} \sum_{i=1}^{N}\left(\frac{\bar{r}_{i}^{\prime 3}}{3 \bar{r}_{\infty}^{3}}-\frac{\bar{r}_{i}^{\prime}}{\bar{r}_{\infty}}\right)+O(\delta)\right)
\end{gather*}
$$

We also have

$$
\begin{align*}
\bar{R}^{2} & =\bar{R}_{\infty}^{2}+\delta^{1 / 2} \bar{R}_{2}^{\prime}\left(\delta^{1 / 2}\right)  \tag{I.32}\\
\sum_{i=1}^{N-1} \bar{\rho}_{i}^{2} & =(N-1) \bar{\rho}_{\infty}^{2}+\delta^{1 / 2} \bar{\rho}_{2}^{\prime}\left(\delta^{1 / 2}\right) \tag{I.33}
\end{align*}
$$

where

$$
\begin{align*}
\left.\bar{R}^{2}\right|_{D \rightarrow \infty} & \equiv \bar{R}_{\infty}^{2}=\bar{r}_{\infty}^{2}\left(1+(N-1) \gamma_{\infty}\right)  \tag{I.34}\\
\left.\sum_{i=1}^{N-1} \bar{\rho}_{i}^{2}\right|_{D \rightarrow \infty} & \equiv(N-1) \bar{\rho}_{\infty}^{2}=(N-1) \bar{r}_{\infty}^{2}\left(1-\gamma_{\infty}\right) \tag{I.35}
\end{align*}
$$

and

$$
\begin{align*}
\bar{R}_{2}^{\prime}\left(\delta^{1 / 2}\right)= & \frac{2 \bar{r}_{\infty}}{N}\left(\left(1+(N-1) \gamma_{\infty}\right) \sum_{i=1}^{N} \bar{r}_{i}^{\prime}+\sum_{i<j=1}^{N} \bar{r}_{\infty} \bar{\gamma}_{i j}^{\prime}\right)  \tag{I.36}\\
& +\frac{\delta^{1 / 2}}{N}\left(\sum_{i=1}^{N}\left(\bar{r}_{i}^{\prime}\right)^{2}+2 \gamma_{\infty} \sum_{i<j=1}^{N} \bar{r}_{i}^{\prime} \bar{r}_{j}^{\prime}+2 \bar{r}_{\infty} \sum_{i<j=1}^{N}\left(\bar{r}_{i}^{\prime}+\bar{r}_{j}^{\prime}\right) \bar{\gamma}_{i j}^{\prime}\right) \\
& +\delta \frac{2}{N} \sum_{i<j=1}^{N} \bar{r}_{i}^{\prime} \bar{r}_{j}^{\prime} \bar{\gamma}_{i j}^{\prime} \\
\Sigma^{\bar{\rho}_{2}^{\prime}}\left(\delta^{1 / 2}\right)= & \frac{2 \bar{r}_{\infty}}{N}\left((N-1)\left(1-\gamma_{\infty}\right) \sum_{i=1}^{N} \bar{r}_{i}^{\prime}-\sum_{i<j=1}^{N} \bar{r}_{\infty} \bar{\gamma}_{i j}^{\prime}\right)  \tag{I.37}\\
& +\frac{\delta^{1 / 2}}{N}\left((N-1) \sum_{i=1}^{N}\left(\bar{r}_{i}^{\prime}\right)^{2}-2 \gamma_{\infty} \sum_{i<j=1}^{N} \bar{r}_{i}^{\prime} \bar{r}_{j}^{\prime}-2 \bar{r}_{\infty} \sum_{i<j=1}^{N}\left(\bar{r}_{i}^{\prime}+\bar{r}_{j}^{\prime}\right) \bar{\gamma}_{i j}^{\prime}\right) \\
& -\delta \frac{2}{N} \sum_{i<j=1}^{N} \bar{r}_{i}^{\prime} \bar{r}_{j}^{\prime} \bar{\gamma}_{i j}^{\prime},
\end{align*}
$$

so that

$$
\begin{align*}
& \exp \left(-\frac{D}{2} \bar{R}^{2}\right) \prod_{i=1}^{N-1} \exp \left(-\frac{\lambda D}{2} \bar{\rho}_{i}^{2}\right)=\exp \left(-\frac{D N}{4}\right) \exp \left(-\sum_{i=1}^{N} \frac{D^{\frac{1}{2}} \bar{r}_{i}^{\prime}}{2 \bar{r}_{\infty}}\right) \\
& \quad \times \exp \left(-\frac{D^{\frac{1}{2}} \bar{r}_{\infty}^{2}}{N}(1-\lambda) \sum_{i<j=1}^{N} \bar{\gamma}_{i j}^{\prime}\right) \exp \left(-\frac{1}{2}\left(\left(\lambda-\frac{\lambda-1}{N}\right) \sum_{i=1}^{N} \bar{r}_{i}^{\prime 2}+\right.\right. \\
& \left.\left.\quad-\frac{2(\lambda-1)}{N} \bar{\gamma}_{\infty} \sum_{i<j=1}^{N} \bar{r}_{i}^{\prime} \bar{r}_{j}^{\prime}+-\frac{2(\lambda-1)}{N} \bar{r}_{\infty} \sum_{i<j=1}^{N}\left(\bar{r}_{i}^{\prime}+\bar{r}_{j}^{\prime}\right) \bar{\gamma}_{i j}^{\prime}\right)\right) \\
& \quad \times\left(1+\delta^{\frac{1}{2}}\left(\frac{\lambda-1}{N}\right) \sum_{i<j=1}^{N} \bar{r}_{i}^{\prime} \bar{r}_{j}^{\prime} \bar{\gamma}_{i j}^{\prime}+O(\delta)\right) \tag{I.38}
\end{align*}
$$

The final bit of the puzzle in the dimensional expansion of Eq. (I.16) is the dimensional expansion of $\Gamma^{(D-N-1) / 4}$. For this we need Eqs. (I.19), (I.20), and

$$
\begin{align*}
\left.\frac{\partial^{2} \Gamma}{\partial \gamma_{i j} \partial \gamma_{k l}}\right|_{D=\infty} & =0  \tag{I.39}\\
\left.\frac{\partial^{2} \Gamma}{\partial \gamma_{i j} \partial \gamma_{j k}}\right|_{D=\infty} & =2 \gamma_{\infty}\left(1-\gamma_{\infty}\right)^{N-3}  \tag{I.40}\\
\left.\frac{\partial^{2} \Gamma}{\partial \gamma_{i j}^{2}}\right|_{D=\infty} & =-2\left(1+(N-3) \gamma_{\infty}\right)\left(1-\gamma_{\infty}\right)^{N-3}  \tag{I.41}\\
\left.\frac{\partial^{3} \Gamma}{\partial \gamma_{i j} \partial \gamma_{k l} \partial \gamma_{m n}}\right|_{D=\infty} & =0  \tag{I.42}\\
\left.\frac{\partial^{3} \Gamma}{\partial \gamma_{i j} \partial \gamma_{j k} \partial \gamma_{l m}}\right|_{D=\infty} & =0 \tag{I.43}
\end{align*}
$$

$$
\begin{align*}
\left.\frac{\partial^{3} \Gamma}{\partial \gamma_{i j} \partial \gamma_{j k} \partial \gamma_{k l}}\right|_{D=\infty} & =-2 \gamma_{\infty}\left(1-\gamma_{\infty}\right)^{N-4}  \tag{I.44}\\
\left.\frac{\partial^{3} \Gamma}{\partial \gamma_{i j} \partial \gamma_{j k} \partial \gamma_{j l}}\right|_{D=\infty} & =0  \tag{I.45}\\
\left.\frac{\partial^{3} \Gamma}{\partial \gamma_{i j} \partial \gamma_{j k} \partial \gamma_{i k}}\right|_{D=\infty} & =2\left(1+(N-4) \gamma_{\infty}\right)\left(1-\gamma_{\infty}\right)^{N-4}  \tag{I.46}\\
\left.\frac{\partial^{3} \Gamma}{\partial \gamma_{i j}^{2} \partial \gamma_{k l}}\right|_{D=\infty} & =4 \gamma_{\infty}\left(1-\gamma_{\infty}\right)^{N-4}  \tag{I.47}\\
\left.\frac{\partial^{3} \Gamma}{\partial \gamma_{i j}^{2} \partial \gamma_{j k}}\right|_{D=\infty} & =0  \tag{I.48}\\
\left.\frac{\partial^{3} \Gamma}{\partial \gamma_{i j}^{3}}\right|_{D=\infty} & =0 \tag{I.49}
\end{align*}
$$

from which we obtain

$$
\begin{align*}
& \Gamma^{(D-N-1) / 4}=\left(\left(1-\gamma_{\infty}\right)^{N-1}\left(1+(N-1) \gamma_{\infty}\right)\right)^{\frac{D-N-1}{4}} \times \\
& \times\left(1+\frac{\delta^{\frac{1}{2}}}{12\left(1-\gamma_{\infty}\right)\left(1+(N-1) \gamma_{\infty}\right)}\left(6(N+1) \gamma_{\infty}\left[B(\mapsto) \bar{\gamma}^{\prime}\right]+\right.\right. \\
& -\frac{8 \gamma_{\infty}^{3}}{\left(1-\gamma_{\infty}\right)^{2}\left(1+(N-1) \gamma_{\infty}\right)^{2}}\left[B(\bullet) \bar{\gamma}^{\prime}\right]^{3}-\frac{6 \gamma_{\infty}}{\left(1-\gamma_{\infty}\right)^{2}\left(1+(N-1) \gamma_{\infty}\right)}\left[B(\bullet) \bar{\gamma}^{\prime}\right] \times \\
& \times\left(\left(1+(N-3) \gamma_{\infty}\right) B\left(๑_{0}\right)-\gamma_{\infty} B(.!)\right) \bar{\gamma}^{\prime} \bar{\gamma}^{\prime}+ \\
& \left.+\frac{1}{\left(1-\gamma_{\infty}\right)^{2}}\left(\left(1+(N-4) \gamma_{\infty}\right) B(\triangle)-\gamma_{\infty} B(\mathfrak{\varrho})+2 \gamma_{\infty} B(\varrho)\right) \bar{\gamma}^{\prime} \bar{\gamma}^{\prime} \bar{\gamma}^{\prime}\right)+ \\
& +O(\delta)) \exp \left(-D^{\frac{1}{2}} \frac{(\lambda-1) \bar{r}_{\infty}^{2}}{N} \sum_{i<j=1}^{N} \bar{\gamma}_{i j}^{\prime}\right) \times \\
& \times \exp \left(-\frac{1}{2\left(1-\gamma_{\infty}\right)^{2}\left(1+(N-1) \gamma_{\infty}\right)}\left(-\frac{\gamma_{\infty}^{2}}{\left(1+(N-1) \gamma_{\infty}\right)}\left[B(\mapsto) \bar{\gamma}^{\prime}\right]^{2}+\right.\right. \\
& \left.\left.+\left[\frac{\left(1+(N-3) \gamma_{\infty}\right)}{2} B(\curvearrowleft)-\frac{\gamma_{\infty}}{2} B(. .)\right] \bar{\gamma}^{\prime} \bar{\gamma}^{\prime}\right)\right), \tag{I.50}
\end{align*}
$$

where the $[B(\mathcal{G})]_{\nu_{1}, \nu_{2}, \ldots}$ are the binary invariants introduced in Chapter 4 and $\mathcal{G}$ is the graph labeling the binary invariant. The expression $B(\mathcal{G}) \overline{\boldsymbol{X}}_{\mathbf{1}}{ }^{\prime} \overline{\boldsymbol{X}}_{\mathbf{2}}{ }^{\prime} \overline{\boldsymbol{X}}_{\mathbf{3}}{ }^{\prime}$ is shorthand for $[B(\mathcal{G})]_{\nu_{1}, \nu_{2}, \nu_{3}}\left[\overline{\boldsymbol{X}}_{\mathbf{1}}^{\prime}\right]_{\nu_{1}}\left[\overline{\boldsymbol{X}}_{\mathbf{2}}{ }^{\prime}\right]_{\nu_{2}}\left[\overline{\boldsymbol{X}}_{\mathbf{3}}{ }^{\prime}\right]_{\nu_{2}}$, where repeated indices $\nu_{i}$ are summed over, $\overline{\boldsymbol{X}}^{\prime}$ is the $\overline{\boldsymbol{r}}^{\prime}$ or $\overline{\boldsymbol{\gamma}}^{\prime}$ vector from Eq. (3.29), likewise for $B(\mathcal{G}) \overline{\boldsymbol{X}}_{1}^{\prime} \overline{\boldsymbol{X}}_{\mathbf{2}}{ }^{\prime}$ and $B(\mathcal{G}) \overline{\boldsymbol{X}}_{\mathbf{1}}^{\prime}$. Using Eqs. (I.30), (I.31), (I.38), and (I.50), along with

$$
\begin{align*}
& B(\multimap) \otimes B(\multimap)=B(\bullet)+B(\curvearrowleft)+B(\because) \tag{I.51}
\end{align*}
$$

$$
\begin{align*}
& +B(\underset{\sim}{0})+B(\square)+B(: 口) \tag{I.52}
\end{align*}
$$

$$
\begin{align*}
& B(\multimap) \otimes B(\omega)=B(\Theta)+\frac{B(\hookleftarrow)}{3}+\frac{B(\Theta)}{3} \tag{I.53}
\end{align*}
$$

$$
\begin{align*}
& \frac{B(\square)}{6} \tag{I.54}
\end{align*}
$$

in Eq. (I.16), with

$$
\begin{equation*}
\mathcal{N}=\frac{1}{\bar{r}_{\infty}^{\frac{N(D-1)}{2}}\left(\left(1-\gamma_{\infty}\right)^{N-1}\left(1+(N-1) \gamma_{\infty}\right)\right)^{\frac{D-N-1}{4}}}+O(\delta) \tag{I.55}
\end{equation*}
$$

we obtain the Jacobian-weighted $N$-body wavefunction in Eq. (7.14) for a system of identical particles under harmonic confinement with harmonic interactions:

$$
\Psi_{J}=\left(\frac{1}{\sqrt[4]{\pi}}\right)^{\frac{N(N+1)}{2}}\left(1+\frac{1}{2} \delta^{\frac{1}{2}} \Delta_{\bar{y}^{\prime}}+O(\delta)\right) \exp \left(-\left[\overline{\mathbf{y}}^{\prime}\right]^{T} \bar{\Omega}_{\overline{\mathbf{y}}^{\prime}} \overline{\mathbf{y}}^{\prime}\right),
$$

where we have defined $\bar{\Omega}_{\overline{\mathrm{y}}^{\prime}}$ as $\bar{\Omega}$ (the matrix whose diagonal elements are frequencies) from the normal-coordinate basis to the internal coordinate basis,

$$
\begin{aligned}
\bar{\Omega}_{\bar{y}^{\prime}} & =\mathbf{V}^{T} \bar{\Omega} \mathbf{V} \\
\bar{\Omega}_{\nu_{1}, \nu_{2}} & =\delta_{\nu_{1}, \nu_{2}} \bar{\omega}_{\nu_{1}} .
\end{aligned}
$$

Similarly, have transformed the polynomial $\Delta$ from a normal-coordinate basis to a internal-coordinate basis

$$
\begin{aligned}
& \Delta_{\bar{y}^{\prime}}=\triangle(\oslash)[B(\oslash)]_{i} \bar{r}_{i}^{\prime}+\triangle(\multimap)[B(\multimap)]_{(i j)} \bar{\gamma}_{(i j)}^{\prime}+\triangle(\wp)[B(\oslash)]_{i, j, k} \bar{r}_{i}^{\prime} \bar{r}_{j}^{\prime} \bar{r}_{k}^{\prime} \\
& +\triangle(\bigcirc)[B(\bigcirc)]_{(i j), k, l} \bar{\gamma}_{(i j)}^{\prime} \bar{r}_{k}^{\prime} \bar{r}_{l}^{\prime}+\left(\triangle(\Theta)[B(\Theta)]_{(i j),(k l),(m n)}+\right. \\
& +\triangle(\triangle)[B(\triangle)]_{(i j),(k l),(m n)}+\triangle(\curvearrowleft \rightarrow)[B(\hookleftarrow)]_{(i j),(k l),(m n)}+ \\
& +\triangle\left(\text {.. ) }[B(. . .)]_{(i j),(k l),(m n)}+\triangle\left(\text { L) }[B(\text { L. })]_{(i j),(k l),(m n)}\right.\right. \\
& +\triangle(\underset{\sim}{0})[B(\underset{0}{0})]_{(i j),(k l),(m n)}+\triangle(\square)[B(\square)]_{(i j),(k l),(m n)}+ \\
& \left.+\triangle(\vdots)[B(\vdots)]_{(i j),(k l),(m n)}\right) \bar{\gamma}_{(i j)}^{\prime} \bar{\gamma}_{(k l)}^{\prime} \bar{\gamma}_{(m n)}^{\prime}
\end{aligned}
$$

and $\bar{\Omega}$ has also been transformed to an internal coordinate basis

$$
\begin{aligned}
& \bar{\Omega}_{\bar{y}^{\prime}}=\left(\triangle(\infty)[B(\infty)]_{i, j}+\triangle(\oslash \oslash)[B(\oslash \oslash)]_{i, j}\right) \bar{r}_{i}^{\prime} \bar{r}_{j}^{\prime}+ \\
& +\triangle(\bigcirc)[B(\bigcirc)]_{(i j), k} \bar{\gamma}_{(i j)}^{\prime} \bar{r}_{k}^{\prime}+\left(\triangle(\odot)[B(\odot)]_{(i j),(k l)}+\right. \\
& \left.+\triangle(\ldots)[B(\ldots)]_{(i j),(k l)}+\triangle(\because)[B(\because)]_{(i j),(k l)}\right) \bar{\gamma}_{(i j)}^{\prime} \bar{\gamma}_{(k l)}^{\prime} \text {. }
\end{aligned}
$$

The scalar coefficients, $\triangle(\mathcal{G})$ are

$$
\begin{equation*}
\Delta(Q)=-\frac{1}{\bar{r}_{\infty}} \tag{I.56}
\end{equation*}
$$

$$
\begin{align*}
& \triangle(\mapsto)=\mathcal{A} 6(N+1) \gamma_{\infty}  \tag{I.57}\\
& \Delta(\infty)=\frac{1}{3 \bar{r}_{\infty}^{3}}  \tag{I.58}\\
& \triangle(\bigcirc \multimap)=\frac{\lambda-1}{N}  \tag{I.59}\\
& \triangle(\ominus)=\mathcal{A}(\mathcal{B}+\mathcal{C} \mathcal{D})  \tag{I.60}\\
& \triangle(\triangle)=\mathcal{A}(\mathcal{B}+\mathcal{C} \mathcal{E}+\mathcal{F})  \tag{I.61}\\
& \Delta(\hookleftarrow)=\mathcal{A}\left(\mathcal{B}+\mathcal{C}\left(\frac{\mathcal{D}}{3}+\frac{2 \mathcal{E}}{3}\right)\right)  \tag{I.62}\\
& \triangle(\ldots)=\mathcal{A}(\mathcal{B}+\mathcal{C} \mathcal{E})  \tag{I.63}\\
& \triangle(\mathfrak{I})=\mathcal{A}\left(\mathcal{B}+\frac{2 \mathcal{C E}}{3}-\mathcal{G}\right)  \tag{I.64}\\
& \triangle(\cong)=\mathcal{A}\left(\mathcal{B}+\frac{\mathcal{C D}}{3}+2 \mathcal{G}\right)  \tag{I.65}\\
& \triangle(\square)=\mathcal{A}\left(\mathcal{B}+\frac{\mathcal{C E}}{3}\right)  \tag{I.66}\\
& \triangle\left(:-{ }^{\circ}\right)=\mathcal{A B}  \tag{I.67}\\
& \triangle(\infty)=\lambda_{\text {eff }}+\frac{\lambda-1}{2 N}\left(\lambda_{\text {eff }}-1\right)  \tag{I.68}\\
& \Delta(\oslash \oslash)=\frac{\gamma_{\infty}}{2}  \tag{I.69}\\
& \triangle(\mapsto)=\bar{r}_{\infty}  \tag{I.70}\\
& \triangle(\curvearrowleft)=\mathcal{H}(\mathcal{I}+\mathcal{J})  \tag{I.71}\\
& \triangle(.!)=\mathcal{H}\left(\mathcal{I}-\frac{\gamma_{\infty}}{2}\right)  \tag{I.72}\\
& \triangle(\square)=\mathcal{H} \text {. } \tag{I.73}
\end{align*}
$$

## I.1.2 Comparison of direct derivation to DPT

The DPT wavefunction in Eq. (6.19) is written in the basis of normal coordinates. The directly derived wavefunction above and in Eq. (7.14) is written in the basis of internal coordinates. In order to directly compare the two expressions, a transformation must be made. We choose to reverse the process described in this thesis and transformed the DPT wavefunction polynomials back to an internal coordinate basis.

In Tables I.1-I. 4 we compare the binary invariant coefficients, $\triangle(\mathcal{G})$, from the general formalism with the above results derived from the full analytical solution above for $N=10,000$ particles.

| $\mathcal{G}$ | $\Delta[\triangle(\mathcal{G})]$ | $\mathcal{G}$ | $\Delta[\triangle(\mathcal{G})]$ | $\mathcal{G}$ | $\Delta[\triangle(\mathcal{G})]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $7.0 \times 10^{-16}$ | L. | $-1.5 \times 10^{-16}$ | 00 | $-3.6 \times 10^{-16}$ |
| $\cdots$ | $2.3 \times 10^{-11}$ | $\because$ | $-6.0 \times 10^{-13}$ | $\bigcirc \bigcirc$ | $-5.1 \times 10^{-11}$ |
| $\theta$ | $-4.1 \times 10^{-16}$ | $\square$ | $3.7 \times 10^{-16}$ | $\cdots$ | $9.6 \times 10^{-15}$ |
| $\Delta$ | $-1.3 \times 10^{-16}$ | $\stackrel{\text { \% }}{\square}$ | $-2.1 \times 10^{-13}$ | $\bigcirc$ | $-3.7 \times 10^{-16}$ |
| $\cdots$ | $-6.1 \times 10^{-16}$ | $\bigcirc$ | $-8.4 \times 10^{-7}$ | .! | $-2.2 \times 10^{-16}$ |
| . 1. | $1.2 \times 10^{-16}$ | $\cdots$ | $8.4 \times 10^{-10}$ | $\cdots$ | $2.5 \times 10^{-14}$ |

Table I.1: Fractional difference, $\Delta \triangle(\mathcal{G})=\left(\triangle_{\text {analytic }}(\mathcal{G})-\triangle_{D P T}(\mathcal{G})\right) / \triangle_{\text {analytic }}(\mathcal{G})$, between the analytic and DPT rank-three, rank-two, and rank-one binary invariant coefficients when $N=10,000$ and $\lambda=10$.

| $\mathcal{G}$ | $\triangle(\mathcal{G})$ | $\mathcal{G}$ | $\triangle(\mathcal{G})$ |
| :---: | :---: | :---: | :---: |
| 80 | $2.3 \times 10^{-11}$ | $\bigcirc 0$ | $-2.9 \times 10^{-15}$ |
| $\bigcirc \bigcirc 0$ | $1.1 \times 10^{-11}$ | $\bigcirc 0$ | $7.8 \times 10^{-19}$ |
| O | $2.4 \times 10^{-15}$ | $\bigcirc$ - | $4.1 \times 10^{-19}$ |
| $\rightarrow$ O. | $2.2 \times 10^{-15}$ | $\ldots$ | $9.8 \times 10^{-17}$ |
| 00 | $2.0 \times 10^{-15}$ | L. 0 | $1.0 \times 10^{-19}$ |
| ? | $8.2 \times 10^{-16}$ | $\because$ | $6.2 \times 10^{-20}$ |
| $\bigcirc \cdots$ | $-1.2 \times 10^{-17}$ | $\because 0$ | $2.1 \times 10^{-20}$ |

Table I.2: Rank-three and rank-two binary invariant coefficient, $\triangle_{D P T}(\mathcal{G})$, from the general Mathematica code when $N=10,000$ and $\lambda=10$. All of these coefficients are exactly zero in the exactly soluble analytic solution.

| $\mathcal{G}$ | $\Delta[\triangle(\mathcal{G})]$ | $\mathcal{G}$ | $\Delta[\triangle(\mathcal{G})]$ | $\mathcal{G}$ | $\Delta[\triangle(\mathcal{G})]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $1.6 \times 10^{-11}$ | L. | $-2.0 \times 10^{-8}$ | 0 | $-2.6 \times 10^{-11}$ |
| $\cdots$ | $-3.8 \times 10^{-8}$ | $\because$ | $1.7 \times 10^{-13}$ | $\bigcirc \bigcirc$ | $-1.1 \times 10^{-9}$ |
| $\theta$ | $2.5 \times 10^{-8}$ | $\square$ | $2.1 \times 10^{-11}$ | $\rightarrow$ | $6.8 \times 10^{-13}$ |
| $\triangle$ | $-3.8 \times 10^{-8}$ | $\stackrel{\square}{\square}$ | $-3.0 \times 10^{-14}$ | $\bigcirc$ | $-1.6 \times 10^{-7}$ |
| $\rightarrow$ | $2.5 \times 10^{-8}$ | $\bigcirc$ | $1.7 \times 10^{-3}$ | $\square$ | $1.6 \times 10^{-10}$ |
| 1. | $2.2 \times 10^{-5}$ | $\cdots$ | $-1.7 \times 10^{-10}$ | $\cdots$ | $-3.8 \times 10^{-13}$ |

Table I.3: Fractional difference, $\Delta \triangle(\mathcal{G})=\left(\triangle_{\text {analytic }}(\mathcal{G})-\triangle_{D P T}(\mathcal{G})\right) / \triangle_{\text {analytic }}(\mathcal{G})$, between the analytic and DPT rank-three, rank-two and rank-one binary invariant coefficients when $N=10,000$ and $\lambda^{2}=-1 / 10,000+10^{-10}$.

| $\mathcal{G}$ | $\triangle(\mathcal{G})$ | $\mathcal{G}$ | $\triangle(\mathcal{G})$ |
| :---: | :---: | :---: | :---: |
| $\bigcirc$ | $-4.8 \times 10^{-20}$ | $\cdots$ | $2.8 \times 10^{-10}$ |
| $\bigcirc \bigcirc$ | $7.9 \times 10^{-24}$ | $\bigcirc 0$ | $-1.7 \times 10^{-14}$ |
|  | $1.9 \times 10^{-12}$ | . | $-2.8 \times 10^{-14}$ |
|  | $-1.9 \times 10^{-16}$ | $\ldots$ | $5.3 \times 10^{-14}$ |
|  | $-2.6 \times 10^{-19}$ | L. 0 | $-1.2 \times 10^{-17}$ |
|  | $3.8 \times 10^{-20}$ | $\because$ | $-5.0 \times 10^{-18}$ |
| $\bigcirc \bullet$ | $8.1 \times 10^{-20}$ | $\because 0$ | $3.3 \times 10^{-20}$ |

Table I.4: Rank-three and rank-two binary invariant coefficient, $\triangle_{D P T}(\mathcal{G})$, from the general Mathematica code when $N=10,000$ and $\lambda^{2}=-1 / 10,000+10^{-10}$. All of these coefficients are exactly zero in the exactly soluble analytic solution.

## I. 2 First-anharmonic-order density profile

In Reference (103), we derive the $N$-body density profile for the exact wavefunction. In this reference, the number density

$$
\begin{equation*}
\mathcal{N}(r)=N(r) / N \tag{I.74}
\end{equation*}
$$

is used, which differs from the density profile $N(r)$ used elsewhere in this thesis in that $\mathcal{N}(r)$ is normalized to unity, not $N$ :

$$
\begin{equation*}
\int_{0}^{\infty} \mathcal{N}(r) d r=1 \tag{I.75}
\end{equation*}
$$

The exact number density derived in Reference (103) is

$$
\begin{equation*}
\mathcal{N}(r)=\frac{2\left(\lambda_{\mathrm{eff}} \omega_{t}\right)^{\frac{D}{2}}}{\Gamma\left(\frac{D}{2}\right)} r^{D-1} \exp \left(-\lambda_{\mathrm{eff}} \omega_{t} r^{2}\right) \tag{I.76}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{\mathrm{eff}}=\frac{N \omega_{\mathrm{int}}}{\omega_{\mathrm{int}}+(N-1) \omega_{t}}=\frac{1}{2 \bar{r}_{\infty}^{2}} . \tag{I.77}
\end{equation*}
$$

## I.2.1 Dimensional scaling

As for the wavefunction in the previous section and in Eq. (3.19), we regularize the large-dimension limit by dimensionally scaling the parameters and variables. We choose a scaling $\kappa(D)$ and define dimensionally-scaled frequency $\bar{\omega}_{t}$,

$$
\begin{align*}
\kappa(D) & =\frac{1}{\sqrt{\bar{\omega}_{t}}} D^{2}  \tag{I.78}\\
\bar{\omega}_{t} & =D^{3} \omega_{t} . \tag{I.79}
\end{align*}
$$

Therefore the dimensionally-scaled radius $\bar{r}$ in Eq. (3.19) is

$$
\begin{equation*}
\bar{r}=\sqrt{\bar{\omega}_{t}} \frac{r}{D^{2}}=\sqrt{\frac{\omega_{t}}{D}} r \tag{I.80}
\end{equation*}
$$

from which we derive

$$
\begin{equation*}
\left(\lambda_{\mathrm{eff}} \omega_{t}\right)^{\frac{D}{2}} r^{D-1} d r=\left(\lambda_{\mathrm{eff}} D\right)^{\frac{D}{2}} \bar{r}^{D-1} d \bar{r} \tag{I.81}
\end{equation*}
$$

Thus the number density in dimensionally scaled coordinates is

$$
\begin{equation*}
\mathcal{N}(\bar{r})=\frac{2\left(\lambda_{\mathrm{eff}} D\right)^{\frac{D}{2}}}{\Gamma\left(\frac{D}{2}\right)} \bar{r}^{D-1} \exp \left(-\lambda_{\mathrm{eff}} D \bar{r}^{2}\right) . \tag{I.82}
\end{equation*}
$$

Equation (I.82) implies (as does Eq. (I.76)) that the density profiles for harmonicallyinteracting particles in a harmonic confining potential follow a universal curve for any
$N$ or interparticle interaction strength $\lambda_{p}=\omega_{p} / \omega_{t}$. This is simply seen by scaling the dimensionally scaled radius $\bar{r}$ :

$$
\begin{equation*}
\bar{r}_{\mathrm{eff}}=\sqrt{\lambda_{\mathrm{eff}}} \bar{r} \tag{I.83}
\end{equation*}
$$

and scaling the wavefunction by the multiplier $1 / \sqrt{\lambda_{\text {eff }}}$ from the change of variables

$$
\begin{equation*}
d \bar{r}=\frac{1}{\sqrt{\lambda_{\mathrm{eff}}}} d \bar{r}_{\mathrm{eff}} \tag{I.84}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\mathcal{N}\left(\bar{r}_{\mathrm{eff}}\right)=\frac{2 D^{\frac{D}{2}}}{\Gamma\left(\frac{D}{2}\right)} \bar{r}_{\mathrm{eff}}^{D-1} \exp \left(-D \bar{r}_{\mathrm{eff}}^{2}\right) \tag{I.85}
\end{equation*}
$$

## I.2.2 Series expansion

As in Eq. (3.30), we introduce the dimensionally scaled-displacement coordinate

$$
\begin{equation*}
\bar{r}_{\mathrm{eff}}=\frac{1}{D^{\frac{1}{2}}}\left(\bar{r}_{\mathrm{eff}}^{\prime}+D^{\frac{1}{2}}\left(\bar{r}_{\mathrm{eff}}\right)_{\infty}\right) \tag{I.86}
\end{equation*}
$$

so that

$$
\begin{equation*}
d \bar{r}_{\mathrm{eff}}=\frac{1}{D^{\frac{1}{2}}} d \bar{r}_{\mathrm{eff}}^{\prime} \tag{I.87}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\mathcal{N}\left(\bar{r}_{\text {eff }}^{\prime}\right)=\frac{2}{\Gamma\left(\frac{D}{2}\right)}\left(\bar{r}_{\text {eff }}^{\prime}+D^{\frac{1}{2}}\left(\bar{r}_{\text {eff }}\right)_{\infty}\right)^{D-1} \exp \left(-\left(\bar{r}_{\text {eff }}^{\prime}+D^{\frac{1}{2}}\left(\bar{r}_{\text {eff }}\right)_{\infty}\right)^{2}\right), \tag{I.88}
\end{equation*}
$$

where

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathcal{N}\left(\bar{r}_{\mathrm{eff}}^{\prime}\right) d \bar{r}_{\mathrm{eff}}^{\prime}=1 \tag{I.89}
\end{equation*}
$$

To derive the dimensional expansion of Eq. (I.88), let's first consider expanding $\left(\bar{r}_{\text {eff }}^{\prime}+D^{\frac{1}{2}}\left(\bar{r}_{\text {eff }}\right)_{\infty}\right)^{D-1}$. We derive

$$
\begin{align*}
\left(\bar{r}_{\text {eff }}^{\prime}+D^{\frac{1}{2}}\left(\bar{r}_{\text {eff }}\right)_{\infty}\right)^{D-1}= & \left(\frac{D}{2}\right)^{\frac{D-1}{2}}\left(1+\delta^{\frac{1}{2}}\left(\frac{\bar{r}_{\text {eff }}^{\prime 3}}{3\left(\bar{r}_{\text {eff }}\right)_{\infty}^{3}}-\frac{\bar{r}_{\text {eff }}^{\prime}}{\left(\bar{r}_{\text {eff }}\right)_{\infty}}\right)+O(\delta)\right) \\
& \times \exp \left(\frac{D^{\frac{1}{2}} \bar{r}_{\text {eff }}^{\prime}}{\left(\bar{r}_{\text {eff }}\right)_{\infty}}\right) \exp \left(-\bar{r}_{\text {eff }}^{\prime 2}\right) \tag{I.90}
\end{align*}
$$

Likewise we also have

$$
\begin{equation*}
\exp \left(-\left(\bar{r}_{\text {eff }}^{\prime}+D^{\frac{1}{2}}\left(\bar{r}_{\text {eff }}\right)_{\infty}\right)^{2}\right)=\exp \left(-\frac{D}{2}\right) \exp \left(-D^{\frac{1}{2}} \frac{\bar{r}_{\mathrm{eff}}^{\prime}}{\left(\bar{r}_{\mathrm{eff}}\right)_{\infty}}\right) \exp \left(-\bar{r}_{\mathrm{eff}}^{\prime 2}\right) \tag{I.91}
\end{equation*}
$$

Equations (I.90) and (I.91), along with Eq. (I.30), give us the result we are after, Eq. (7.19) in Chapter 7:

$$
\mathcal{N}\left(\bar{r}_{\mathrm{eff}}^{\prime}\right)=\left(1+\delta^{\frac{1}{2}} \sqrt{2}\left(\frac{2 \bar{r}_{\mathrm{eff}}^{\prime 3}}{3}-\bar{r}_{\mathrm{eff}}^{\prime}\right)+O(\delta)\right)\left(\frac{2}{\pi}\right)^{\frac{1}{2}} \exp \left(-2 \bar{r}_{\mathrm{eff}}^{\prime 2}\right)
$$

where the normalization condition

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathcal{N}\left(\bar{r}_{\text {eff }}^{\prime}\right) d \bar{r}_{\text {eff }}^{\prime}=1 \tag{I.92}
\end{equation*}
$$

is still satisfied through order $\delta^{\frac{1}{2}}$.
Here we have expanded the exact number density profile derived in Reference (103) through first order in $\delta^{1 / 2}$ to yield the exact density profile through first order (see Eq. (7.19)). This analysis shows that the density profile for any $N$ or interaction strength follows a universal curve when a simple scaling is applied to the radial variable.

## Appendix J

## Details of the application to BEC

## J. 1 Hamiltonian Elements for a BEC Potential

The Hamiltonian for a BEC in a harmonic trap is written in dimensionally scaled oscillator units and with the choice

$$
\kappa(D)=D^{2} \bar{a}_{\mathrm{ho}} .
$$

The result is a dimensionally-scaled potential term (in units where $\hbar=m=1$ )

$$
\begin{equation*}
\bar{V}_{\mathrm{BEC}}=\sum_{i=1}^{N} \frac{1}{2} \bar{r}_{i}^{2}+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \bar{V}_{\mathrm{int}}\left(\bar{r}_{i j}\right) \tag{J.1}
\end{equation*}
$$

where the interparticle interaction $\bar{V}_{\text {int }}$ depends upon the model chosen. In Reference (82), McKinney et. al. choose a particular form which limits to the hard-sphere contact potential in the limit $D \rightarrow 3$ :

$$
\begin{equation*}
\bar{V}_{\mathrm{int}}\left(\bar{r}_{i j}\right)=\frac{\bar{V}_{o}}{1-3 \delta} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left(1-\tanh \Theta_{i, j}\right) \tag{J.2}
\end{equation*}
$$

where $\delta=1 / D$ is the perturbation parameter and the interatomic separation is

$$
\begin{equation*}
\bar{r}_{i j}=\sqrt{\bar{r}_{i}^{2}+\bar{r}_{j}^{2}-2 \bar{r}_{i} \bar{r}_{j} \gamma_{i j}} . \tag{J.3}
\end{equation*}
$$

This potential has a number of adjustable parameters, $V_{0}$ and others contained in $\Theta_{i j}$ in Eq. 8.5.

$$
\Theta_{i, j}=\frac{\bar{c}_{o}}{1-3 \delta}\left(\frac{\bar{r}_{i j}}{\sqrt{2}}-\bar{\alpha}-3 \delta(\bar{a}-\bar{\alpha})\right)\left(1+(1-3 \delta) \frac{\bar{c}_{1} \bar{r}_{i j}^{2}}{2}\right)
$$

In what follows, we define $\Theta_{\infty}$ as in Eq. 8.7, as well as $\Theta_{\infty}^{\prime}$, and $\Theta_{\infty}^{\prime \prime}$ :

$$
\begin{align*}
\Theta_{\infty}=\left.\Theta_{i j}\right|_{\infty} & =\bar{c}_{0}\left(\sqrt{1-\gamma_{\infty}} \bar{r}_{\infty}-\bar{\alpha}\right)\left(1+\left(1-\gamma_{\infty}\right) \bar{c}_{1} \bar{r}_{\infty}^{2}\right)  \tag{J.4}\\
\Theta_{\infty}^{\prime}=\left.\frac{\partial \Theta_{i j}}{\partial \bar{r}_{i j}}\right|_{\infty} & =\frac{\bar{c}_{0}}{\sqrt{2}}\left(\bar{c}_{1}\left(-2 \sqrt{1-\gamma_{\infty}} \bar{\alpha} \bar{r}_{\infty}+3\left(1-\gamma_{\infty}\right) \bar{r}_{\infty}^{2}\right)+1\right)  \tag{J.5}\\
\Theta_{\infty}^{\prime \prime}=\left.\frac{\partial^{2} \Theta_{i j}}{\partial \bar{r}_{i j}^{2}}\right|_{\infty} & =-\bar{c}_{0} \bar{c}_{1}\left(\bar{\alpha}-3 \sqrt{1-\gamma_{\infty}} \bar{r}_{\infty}\right) . \tag{J.6}
\end{align*}
$$

## J.1.1 Elements of the harmonic-order Hamiltonian

The elements of the harmonic-order effective potential for a BEC were calculated in Eqs. (120) of (81). Here, I report a general calculation of these elements. In this work I label elements by graph, and specify the perturbation order and matrix rank.

## J.1.1.1 Derivatives with respect to $\delta:{ }_{0}^{(0)} F$

The DPT perturbation series is a Taylor series in $\delta^{1 / 2}$, and involves some derivatives of the effective potential with respect to $\delta$. At the present (first anharmonic) order, only the first-order derivative with respect to $\delta$ is needed.

In the present notation, the harmonic-order term ${ }_{2}^{(0)} F$ replaces $\nu_{0}$ in Eq. (125) of Reference (81). This term consists of the first-order derivative (with respect to $\delta$ ) of the centrifugal potential, the confining potential, and the interaction potential. The derivative of the centrifugal potential was calculated in Eq. (D.48). The derivative of the confining potential is zero,

$$
\begin{equation*}
\left.\frac{d \bar{V}_{\text {conf }}}{d \delta}\right|_{\infty}=0 \tag{J.7}
\end{equation*}
$$

I take the derivative of $V_{\text {int }}$ with respect to $\delta$ below. In order to simplify the expression, I set $\delta \rightarrow 0$ without invoking the large- $D$ values of the internal coordinates:

$$
\begin{align*}
\left.\frac{d \bar{V}_{\text {int }}}{d \delta}\right|_{\delta->0}= & 3 \bar{V}_{0} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left(1-\tanh \Theta_{i, j}\right)-\bar{V}_{0} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \operatorname{sech}^{2} \Theta_{i, j} \frac{\partial \Theta_{i, j}}{\partial \delta} \\
= & 3 \bar{V}_{0} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left(1-\tanh \Theta_{i, j}+\right. \\
& \left.-\operatorname{sech}^{2} \Theta_{i, j}\left(\frac{\bar{r}_{i, j}}{\sqrt{2}}-\bar{a}+(\bar{\alpha}-\bar{a}) \bar{c}_{1} \frac{\bar{r}_{i, j}^{2}}{2}\right)\right) . \tag{J.8}
\end{align*}
$$

The above Eq. (J.8) can be used at first-anharmonic order, where an additional derivative with respect to an internal coordinate will be taken. Taking the full large$D$ limit, I obtain:

$$
\begin{align*}
\left.\frac{d \bar{V}_{\text {int }}}{d \delta}\right|_{\infty}= & \frac{3}{2} N(N-1) \bar{V}_{0}\left(1-\tanh \Theta_{\infty}-\bar{c}_{0} \operatorname{sech}^{2} \Theta_{\infty}\left(\bar{r}_{\infty} \sqrt{1-\gamma_{\infty}}-\bar{a}\right.\right. \\
& \left.\left.+(\bar{\alpha}-\bar{a}) \bar{c}_{1} \bar{r}_{\infty}^{2}\left(1-\gamma_{\infty}\right)\right)\right) . \tag{J.9}
\end{align*}
$$

## J.1.1.2 Derivatives with respect to internal coordinates: ${ }_{2}^{(0)} F$

The derivatives with respect to internal coordinates are more straight-forward:

$$
\begin{align*}
\left.\left(\frac{\partial^{2} \bar{V}_{\text {conf }}}{\partial \bar{r}_{i}^{2}}\right)\right|_{\infty} & =1  \tag{J.10a}\\
\left.\left(\frac{\partial^{2} \bar{V}_{\text {int }}}{\partial \bar{r}_{i}^{2}}\right)\right|_{\infty} & =\frac{1}{2}(N-1) \bar{V}_{0} \operatorname{sech}^{2} \Theta_{\infty}\left(-\frac{\left(1+\gamma_{\infty}\right) \Theta_{\infty}^{\prime}}{\sqrt{2} \sqrt{1-\gamma_{\infty}} \bar{r}_{\infty}}\right.
\end{align*}
$$

$$
\begin{align*}
& \left.+\left(1-\gamma_{\infty}\right)\left(2 \tanh \Theta_{\infty}\left(\Theta_{\infty}^{\prime}\right)^{2}-\Theta_{\infty}^{\prime \prime}\right)\right)  \tag{J.10b}\\
\left.\left(\frac{\partial^{2} \bar{V}_{\text {int }}}{\partial \bar{r}_{i} \partial \bar{r}_{j}}\right)\right|_{\infty}= & \frac{1}{2} \bar{V}_{0} \operatorname{sech}^{2} \Theta_{\infty}\left(\frac{\left(1+\gamma_{\infty}\right) \Theta_{\infty}^{\prime}}{\sqrt{2} \sqrt{1-\gamma_{\infty}} \bar{r}_{\infty}}+\left(1-\gamma_{\infty}\right)\left(2 \tanh \Theta_{\infty}\left(\Theta_{\infty}^{\prime}\right)^{2}\right.\right. \\
\left.\left(\frac{\partial^{2} \bar{V}_{\text {int }}}{\partial \bar{r}_{i} \partial \gamma_{i j}}\right)\right|_{\infty}= & \frac{1}{2} \bar{V}_{\infty}^{\prime \prime} \operatorname{sech}^{2} \Theta_{\infty}\left(\frac{\Theta_{\infty}^{\prime}}{\sqrt{2} \sqrt{1-\gamma_{\infty}}}-\bar{r}_{\infty}\left(2 \tanh \Theta_{\infty}\left(\Theta_{\infty}^{\prime}\right)^{2}\right.\right.  \tag{J.10c}\\
\left.\left(\frac{\partial^{2} \bar{V}_{\text {int }}}{\partial \gamma_{i j}^{2}}\right)\right|_{\infty}= & \frac{1}{2} \bar{V}_{\infty}^{\prime \prime} \operatorname{sech}^{2} \Theta_{\infty}\left(\frac{\bar{r}_{\infty} \Theta_{\infty}^{\prime}}{\sqrt{2}\left(1-\gamma_{\infty}\right)^{3 / 2}}\right. \\
& \left.+\frac{2 \bar{r}_{\infty}^{2} \tanh \Theta_{\infty}\left(\Theta_{\infty}^{\prime}\right)^{2}-\bar{r}_{\infty} \Theta_{\infty}^{\prime \prime}}{1-\gamma_{\infty}}\right) \tag{J.10d}
\end{align*}
$$

## J.1.2 Elements of the first anharmonic-order Hamiltonian

## J.1.2.1 Rank-one Hamiltonian Elements

The rank-one first anharmonic order Hamiltonian coefficients result from a derivative with respect to $\delta$ and with respect to an internal coordinate. The derivative with respect to $\delta$ was calculated in Eq. (J.8):

$$
\begin{gather*}
\left.\left(\frac{\partial}{\partial \bar{r}_{i}} \frac{\partial \bar{V}_{\text {conf }}}{\partial \delta}\right)\right|_{\infty}=\left.\left(\frac{\partial}{\partial \gamma_{i, j}} \frac{\partial \bar{V}_{\text {conf }}}{\partial \delta}\right)\right|_{\infty}=0  \tag{J.11}\\
\left.\left(\frac{\partial}{\partial \bar{r}_{i}} \frac{\partial \bar{V}_{\text {int }}}{\partial \delta}\right)\right|_{\infty}=\frac{3}{2}(N-1) \bar{V}_{0} \bar{c}_{0} \operatorname{sech}^{2}\left(\Theta_{\infty}\right) \sqrt{1-\gamma_{\infty}} \times\left(-\frac{\sqrt{2} \Theta_{\infty}^{\prime}}{\bar{c}_{0}}-1\right. \\
-2 \sqrt{2}\left(-(\bar{a}-\bar{\alpha})\left(\gamma_{\infty}-1\right) \bar{c}_{1} r_{\infty}^{2}-\sqrt{1-\gamma_{\infty}} r_{\infty}+\bar{a}\right) \tanh \left(\Theta_{\infty}\right) \Theta_{\infty}^{\prime} \\
\left.\quad+2(\bar{a}-\bar{\alpha}) r_{\infty} \sqrt{1-\gamma_{\infty}} \bar{c}_{1}\right)  \tag{J.12a}\\
\left.\left(\frac{\partial}{\partial \gamma_{i j}} \frac{\partial \bar{V}_{\text {int }}}{\partial \delta}\right)\right|_{\infty}=\frac{3}{2} \bar{V}_{0} \bar{c}_{0} \operatorname{sech}^{2}\left(\Theta_{\infty}\right) \frac{r_{\infty}}{\sqrt{1-\gamma_{\infty}}}\left(-1+\frac{\sqrt{2} \Theta_{\infty}^{\prime}}{\bar{c}_{0}}+\right. \\
2(\bar{a}-\bar{\alpha}) r_{\infty} \sqrt{1-\gamma_{\infty}} \bar{c}_{1}+ \\
\left.-2 \sqrt{2}\left(-(\bar{a}-\bar{\alpha})\left(\gamma_{\infty}-1\right) \bar{c}_{1} r_{\infty}^{2}-\sqrt{1-\gamma_{\infty}} r_{\infty}+\bar{a}\right) \tanh \left(\Theta_{\infty}\right) \Theta_{\infty}^{\prime}\right)(.
\end{gather*}
$$

## J.1.2.2 Rank-three Hamiltonian Elements

$$
\begin{equation*}
\left.\left(\frac{\partial^{3} \bar{V}_{\text {conf }}}{\partial \bar{r}_{i}^{3}}\right)\right|_{\infty}=0 \tag{J.13}
\end{equation*}
$$

$$
\begin{align*}
& \left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \bar{r}_{i}^{3}}\right)\right|_{\infty}=(N-1) \bar{V}_{0} \operatorname{sech}^{2} \Theta_{\infty}\left[-\operatorname{sech}^{2} \Theta_{\infty} \frac{\left(1-\gamma_{\infty}\right)^{3 / 2}\left(-1+2 \bar{r}_{\infty}^{2}\right)\left(\Theta_{\infty}^{\prime}\right)^{3}}{2 \sqrt{2} \gamma_{\infty} \bar{r}_{\infty}^{2}}\right. \\
& -\frac{3}{4} \frac{\tanh \Theta_{\infty}}{\gamma_{\infty} \bar{r}_{\infty}^{3}} \times\left(-1+2 \bar{r}_{\infty}^{2}\right) \Theta_{\infty}^{\prime}\left(\left(1+\gamma_{\infty}\right) \Theta_{\infty}^{\prime}+\sqrt{2}\left(1-\gamma_{\infty}\right)^{3 / 2} \bar{r}_{\infty} \Theta_{\infty}^{\prime \prime}\right) \\
& +\frac{\left(1-2 \bar{r}_{\infty}^{2}\right)}{16\left(1-\gamma_{\infty}\right) \gamma_{\infty} \bar{r}_{\infty}^{4}}\left(\sqrt{2-2 \gamma_{\infty}} \Theta_{\infty}^{\prime}\left(3\left(1+\gamma_{\infty}\right)+8\left(1-\gamma_{\infty}\right)^{2} \bar{r}_{\infty}^{2}\left(\Theta_{\infty}^{\prime}\right)^{2}\right)\right. \\
& \left.\left.+2\left(-1+\gamma_{\infty}\right) \bar{r}_{\infty}\left(3\left(1+\gamma_{\infty}\right) \Theta_{\infty}^{\prime \prime}+\sqrt{2}\left(1-\gamma_{\infty}\right)^{3 / 2} \bar{r}_{\infty} \Theta_{\infty}\right)\right)\right]  \tag{J.14a}\\
& \left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \bar{r}_{i}^{2} \partial \bar{r}_{j}}\right)\right|_{\infty}=\bar{V}_{0} \operatorname{sech}^{2} \Theta_{\infty}\left[-\frac{1}{\sqrt{2}} \operatorname{sech}^{2} \Theta_{\infty}\left(1-\gamma_{\infty}\right)^{3 / 2}\left(\Theta_{\infty}^{\prime}\right)^{3}\right. \\
& +\tanh \Theta_{\infty}\left(\frac{3\left(1-\gamma_{\infty}\right)^{3 / 2} \Theta_{\infty}^{\prime} \Theta_{\infty}^{\prime \prime}}{\sqrt{2}}-\frac{\left(1+\gamma_{\infty}\right)\left(\Theta_{\infty}^{\prime}\right)^{2}}{2 \bar{r}_{\infty}}\right) \\
& \left.-\frac{\left(1+\gamma_{\infty}\right) \Theta_{\infty}^{\prime}}{4 \sqrt{2} \sqrt{1-\gamma_{\infty}} \bar{r}_{\infty}^{2}}+\frac{\left(1-\gamma_{\infty}\right)^{3 / 2}\left(4\left(\Theta_{\infty}^{\prime}\right)^{3}-\Theta_{\infty}^{3}\right)}{2 \sqrt{2}}+\frac{\left(1+\gamma_{\infty}\right) \Theta_{\infty}^{\prime \prime}}{4 \bar{r}_{\infty}}\right]  \tag{J.14b}\\
& \left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \gamma_{i j} \partial^{2} \bar{r}_{i}}\right)\right|_{\infty}=\bar{V}_{0} \operatorname{sech}^{2} \Theta_{\infty}\left(1+\frac{\operatorname{sech}^{2} \Theta_{\infty} \sqrt{1-\gamma_{\infty}} \bar{r}_{\infty}\left(\Theta_{\infty}^{\prime}\right)^{3}}{\sqrt{2}}\right)  \tag{J.14c}\\
& \left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \gamma_{i j} \partial \bar{r}_{i} \partial \bar{r}_{j}}\right)\right|_{\infty}=\bar{V}_{0} \operatorname{sech}^{2} \Theta_{\infty}\left[\frac{\operatorname{sech}^{2} \Theta_{\infty} \sqrt{1-\gamma_{\infty}} \bar{r}_{\infty}\left(\Theta_{\infty}^{\prime}\right)^{3}}{\sqrt{2}}+\right. \\
& \tanh \Theta_{\infty}\left(\frac{\left(-1+3 \gamma_{\infty}\right)\left(\Theta_{\infty}^{\prime}\right)^{2}}{2\left(1-\gamma_{\infty}\right)}-\frac{3 \sqrt{1-\gamma_{\infty}} \bar{r}_{\infty} \Theta_{\infty}^{\prime} \Theta_{\infty}^{\prime \prime}}{\sqrt{2}}\right)-\left(\frac{\sqrt{2}\left(-3+\gamma_{\infty}\right) \Theta_{\infty}^{\prime}}{8\left(1-\gamma_{\infty}\right)^{3 / 2} \bar{r}_{\infty}}\right. \\
& \left.\left.+\frac{\left(-1+3 \gamma_{\infty}\right) \Theta_{\infty}^{\prime \prime}}{4\left(1-\gamma_{\infty}\right)}+\frac{\sqrt{1-\gamma_{\infty}} \bar{r}_{\infty}\left(4\left(\Theta_{\infty}^{\prime}\right)^{3}-\Theta_{\infty}^{3}\right)}{2 \sqrt{2}}\right)\right]  \tag{J.14d}\\
& \left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \gamma_{i j}^{2} \partial \bar{r}_{i}}\right)\right|_{\infty}=\bar{V}_{0} \operatorname{sech}^{2} \Theta_{\infty}\left(-\frac{\operatorname{sech}^{2} \Theta_{\infty} \bar{r}_{\infty}^{2}\left(\Theta_{\infty}^{\prime}\right)^{3}}{\sqrt{2} \sqrt{1-\gamma_{\infty}}}\right. \\
& +\tanh \Theta_{\infty}\left(\frac{\bar{r}_{\infty}\left(\Theta_{\infty}^{\prime}\right)^{2}}{2\left(1-\gamma_{\infty}\right)}+\frac{3 \bar{r}_{\infty}^{2} \Theta_{\infty}^{\prime} \Theta_{\infty}^{\prime \prime}}{\sqrt{2} \sqrt{1-\gamma_{\infty}}}\right) \\
& \left.+\frac{\Theta_{\infty}^{\prime}}{4 \sqrt{2}\left(1-\gamma_{\infty}\right)^{\frac{3}{2}}}-\frac{\bar{r}_{\infty} \Theta_{\infty}^{\prime \prime}}{4\left(1-\gamma_{\infty}\right)}+\frac{\bar{r}_{\infty}^{2}\left(4\left(\Theta_{\infty}^{\prime}\right)^{3}-\Theta_{\infty}\right)}{2 \sqrt{2} \sqrt{1-\gamma_{\infty}}}\right)  \tag{J.14e}\\
& \left.\left(\frac{\partial^{3} \bar{V}_{\text {int }}}{\partial \gamma_{i j}^{3}}\right)\right|_{\infty}=\bar{V}_{0} \operatorname{sech}^{2}\left(\Theta_{\infty}\right)\left[\frac{\bar{r}_{\infty}^{3}\left(\Theta_{\infty}^{\prime}\right)^{3} \operatorname{sech}^{2}\left(\Theta_{\infty}\right)}{\sqrt{2}\left(1-\gamma_{\infty}\right)^{3 / 2}}\right. \\
& +\frac{\bar{r}_{\infty}\left(2 \sqrt{2}\left(\gamma_{\infty}-1\right)\left(4\left(\Theta_{\infty}^{\prime}\right)^{3}-\Theta_{\infty}^{\prime \prime \prime}\right) \bar{r}_{\infty}^{2}-6 \sqrt{1-\gamma_{\infty}} \Theta_{\infty}^{\prime \prime} \bar{r}_{\infty}+3 \sqrt{2} \Theta_{\infty}^{\prime}\right)}{8\left(1-\gamma_{\infty}\right)^{5 / 2}} \\
& \left.+\frac{3}{2} \bar{r}_{\infty}^{2} \tanh \left(\Theta_{\infty}\right) \Theta_{\infty}^{\prime}\left(\frac{\Theta_{\infty}^{\prime}}{\left(\gamma_{\infty}-1\right)^{2}}-\frac{\sqrt{2} \bar{r}_{\infty} \Theta_{\infty}^{\prime \prime}}{\left(1-\gamma_{\infty}\right)^{3 / 2}}\right)\right] \tag{J.14f}
\end{align*}
$$

## J. 2 Optimization to benchmark data

## J.2.1 Fitness function

In Reference (82), McKinney et. al. use a chi-square statistic (108) as the fitness function to minimize in order to optimize the parameters of the interparticle potential. The chi-square fitness function measures how close the analytic DPT energies are to the six exact low- $N$ DMC energies (53). The optimal set of $s$ parameters $\left\{\bar{V}_{0}, \bar{\alpha}\right\}$ $\bigcup\left\{\bar{c}_{n} ; \forall n: 0 \leq n \leq s-3\right\}$ were determined by minimizing the chi-square as a function of those parameters.

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{6}\left(\frac{\bar{E}_{i}^{(D M C)}-\bar{E}^{(D P T)}\left(N_{i} ; \bar{V}_{0}, \bar{\alpha},\left\{\bar{c}_{n}\right\}\right)}{\sigma_{i}}\right)^{2} \tag{J.15}
\end{equation*}
$$

where $\bar{E}_{i}^{(D M C)}$ is the DMC energy, and $\sigma_{i}$ is the statistical uncertainty for a condensate with atom number $N_{i} .{ }^{1}$

The $Q$-probability is used to avoid overfitting by introducing too many parameters:

$$
\begin{equation*}
Q\left(\frac{\nu}{2}, \frac{\chi^{2}}{2}\right) \equiv \frac{\Gamma\left(\frac{\nu}{2}, \frac{\chi^{2}}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)} \equiv \frac{1}{\Gamma\left(\frac{\nu}{2}\right)} \int_{\chi^{2} / 2}^{\infty} e^{-t} t^{\nu / 2-1} d t \tag{J.16}
\end{equation*}
$$

The $Q$-probability for a particular $\chi^{2}$ with $\nu$ degrees of freedom is the probability that a subsequent determination of $\chi^{2}$ would be higher. A $Q$ probability of 1 means that $\chi^{2}$ cannot be lower (a perfect fit), and a $Q$ probability of 0 means that one cannot help but find a lower $\chi^{2}$ (and hence a better fit). We follow the lead of McKinney et. al. in choosing the minimum number of parameters $s$ that affords a fit with $Q$ greater than 0.5 . This choice is made in order to extract the essential information from the DMC data without fitting to the noise.

## J.2.2 Benchmark data

We optimize to six essentially exact, low- $N$ diffusion Monte Carlo benchmark energies (53) for each scattering length (see column 1 of Tables J.2, and J.2.2)

[^13]| N | DMC | DPT | GP | MGP |
| :---: | :---: | :---: | :---: | :---: |
| 5 | $7.8356(15)$ | 7.8356 | 7.8265 | 7.8340 |
| 10 | $16.426(6)$ | 16.4261 | 16.383 | 16.426 |
| 20 | $35.475(15)$ | 35.4746 | 35.297 | 35.497 |
| 50 | $103.99(3)$ | 103.991 | 102.96 | 104.21 |
| 75 | $171.1(1)$ | 171.096 |  |  |
| 100 | $245.4(1)$ | 245.4 | 241.85 | 246.24 |

Table J.1: Ground-state BEC energies (in units $\hbar \omega_{h o}$ ) for ${ }^{87} \mathrm{Rb}$ with $a=1,000$ a.u. and $\omega_{h o}=2 \pi \times 77.87 \mathrm{~Hz}$, (which corresponds to $a=0.0433 a_{h o}$, in oscillator units). Column 2 contains DMC energies from Ref. (53) (with the statistical uncertainty in parenthesis). Column 3 contains our $N$-body DPT energies. Columns 4 and 5 contain the GP and MGP energies from Ref. (82).

Table J.2: Ground-state BEC energies (in units $\hbar \omega_{h o}$ ) for ${ }^{87} \mathrm{Rb}$ with $a=10000$ a.u. and $\omega_{h o}=2 \pi \times 77.87 \mathrm{~Hz}$, (which corresponds to $a=0.433 a_{h o}$, in oscillator units). Column 2 contains DMC energies from Ref. (53) (with the statistical uncertainty in parenthesis). Column 3 contains our $N$-body DPT energies. Columns 4 and 5 contain the GP and MGP energies from Ref. (82).

| N | DMC | DPT | GP | MGP |
| :---: | :--- | :---: | :---: | :---: |
| 2 | $3.3831(7)$ | 3.38331 | 3.3040 | 3.3950 |
| 3 | $5.553(3)$ | 5.54945 | 5.329 | 5.611 |
| 5 | $10.577(2)$ | 10.5773 | 9.901 | 10.772 |
| 10 | $26.22(8)$ | 26.2651 | 23.61 | 26.84 |
| 20 | $66.9(4)$ | 67.216 | 57.9 | 68.5 |
| 50 | $239.2(3)$ | 239.121 | 196.12 | 243.45 |


[^0]:    ${ }^{1}$ The Kelvin scale is a temperature scale similar to Celsius, except that a system at 0 kelvin, "absolute zero", has no thermal energy at all. A nanokelvin is one billionth of one kelvin. Absolute zero is $-273^{\circ} \mathrm{C}$ or $-459^{\circ} \mathrm{F}$.

[^1]:    ${ }^{2}$ The harmonic oscillator length is the classical turning point of the ground state of the noninteracting trap.

[^2]:    ${ }^{3}$ Other similar equations which go beyond the GP are sometimes called MGP, such as in Reference (27) referring to an equation derived by Nunes (28) using density functional theory. One can tell which MGP is being discussed by noting the reference.

[^3]:    ${ }^{1}$ The summation of the series in the third step is often complicated in that many non-trivial perturbation series are actually not convergent. See Ref. (78) for an extended discussion of divergent series in perturbation theory.

[^4]:    ${ }^{2}$ For a non-degenerate perturbation theory

[^5]:    ${ }^{3}$ In order to be consistent with previous DPT references the terms $\hbar$ and $m_{i}$ in the Hamiltonian later are included here, but will later be neglected by an implicit change to oscillator units, where $\hbar$ and $m$ are unity.

[^6]:    ${ }^{4}$ In a special case, valid for only one interparticle angles, 4 particles can be arranged at the points of a tetrahedron in three dimensions. The interparticle angle is in no way fixed by the number of particles.

[^7]:    ${ }^{1}$ Strictly speaking, this is a "loop multigraph": the definition of a graph does not allow for multiple edges between a pair of vertices, nor a "loop" edge with common endpoints.

[^8]:    ${ }^{1}$ Really this is a generalization of the concept of Clebsch-Gordon coefficient to only one irrep for notational convenience.

[^9]:    ${ }^{2} F G$ and $G F$ are not symmetric, and these have been transformed in previous works (81; 87), but need not be transformed here

[^10]:    ${ }^{1}$ The coordinates are in units of $\sqrt{\frac{\hbar}{m}}$ and energy is in units of $\hbar$. This choice is to be consistent with previous publications. One might also choose the conventional harmonic oscillator units, where distance is measured in units of the harmonic oscillator length $\sqrt{\frac{\hbar}{m \omega_{t}}}$ and energy is measured in units of $\hbar \omega_{t}$.

[^11]:    1 "Exact" means accurate to within statistical uncertainty, as opposed to an approximate calculation.

[^12]:    ${ }^{2}$ One expects a reduced $\chi^{2}$ value near one: a very small reduced $\chi^{2}$ indicates overfitting. This result suggests that either the uncertainty information in the DMC results has been overestimated or the interparticle potential should be written in terms of fewer parameters.
    ${ }^{3}$ Random search takes much longer and since the other two methods converged to the same point it was not attempted.

[^13]:    ${ }^{1}$ The uncertainties in the DMC energies are an estimation of both of statistical and systematic uncertainties. The systematic uncertainties are thought to be small. (D. Blume, private communication)

