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ABSTRACT

Water is extensively used in industry and due to its increasing arastthe
continuous quality deterioration of the available freshwater sqguitsesse is becoming
also a cost concern in industries. An alternative to reduce esstsciate to water
consumption is the integration of the water system through sease recycles. This
problem is often called Water Allocation Problem (WAP) and has lsaedied in the
past three decades and several approaches to solve it haveptesemted. A
comprehensive review of methods presented up to 2000 is given by \Biagaj2000);
additional overviews can be found in a few books (Mann and Liu, 1999; Sikd&l-and
Halwagi, 2001).

The methods to solve the WAP can be divided into two big classes:libsed
on mathematical programming, and those based on graphical, fearistlgorithmic
methods. The most promising class is the one based on mathematganpning,
which is being increasingly used, especially because of thelityabi graphical,
heuristic or algorithmic procedures to effectively provide rigoralstions to multiple
contaminant problems. Additionally, more elaborate objective functiong (@aasber of
connections, etc.) are easier to handle using mathematical programmiogces.

Although this problem has been studied for three decades, some cons=pies|
have been overlooked. The WAP first defined by Takama et al.(1980Qecetsitwo
water subsystems commonly seen in the industry, the water-ssbgystem and the
wastewater treating subsystem, but left the water pagrtent subsystem out of the
systems integration. This work proves that the absence of this ghbbsystem has a

strong effect on freshwater consumption targets and, in many, dasese of the former
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definition creates systems that are “impossible” to reach zero liquid diecha

In the mathematical optimization group, approaches using LP, NLER Mind
MINLP have been presented. Aside from the linear models preseviteth are only
able to find the optimum solution for particular situations, the biggesllenge on the
mathematical procedures is to overcome the difficulties geatktat the non-linear and
non-convex terms that arise from the contaminants balance (naimérsplitters). Such
problems require good start points to find a feasible solution and mts¢ afvailable
solvers cannot guarantee global optimality if a solution is foundth®nother hand,
methodologies based on mathematical optimization are much easdgstribe the
problem in more detail and thus more complex problems can be approached.

Although theintegrated water systemroblem has been solved by other authors
for minimum freshwater consumption and cost (Takama et al., 1980; AbyaeA et al.,
1998; Huang et al., 1999; Karuppiah and Grossmann, 2006; Bagajewicz and26a8§i;
Faria and Bagajewicz, 2009), robust methods to find optimum and sub-optimum
solutions, present the option of investigating alternative solutionsrarabke to analyze
the problem from different perspectives are needed. To overcomedridnigback,
different global optimization methods to solve the WAP using:timplete water system
are presented. Additionally, a method to find several alternativeigwuits described

and a planning model is suggested.
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1.INTRODUCTION

The first chapter aims to give a general overview of different approaches
and methods used to address the water allocation problem (WAP).

Additionally, the objectives of this work are presented.

Water is an indispensable component in processes plant especdialséef its
characteristic of being a good heat and/or mass transfer agbotitwbeing hazardous
and being relatively cheap. However, nowadays its cost is inegeasd its quality is
becoming poorer, which makes the costs associated to its treaiswnicrease. Several
industries, including refineries, hydrometallurgy, iron and ste@yar factories, dairy
facilities, breweries, the textile industry, pulp and paper, phaut@als and electronics,
among other, intensively use water in their processes and, in saimesefcases, need
high quality water to feed their processes.

In general, the conventional water cycle in processes plantsdes a pre-
conditioning step to make it suitable for being used in process$esh(are often referred
as water-using units), and after used, it is sent to an eng®fu@atment, which treats
the water to appropriate environmental discharge limits. A sclodrttes general water
cycle is given in Figure 1.1.

The water pre-treatment subsystem normally treats watkiféoent qualities and

its size and complexity are much related to the quality of the water snaitable.
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Figure 1.1 - Typical water cycle in process plants.

The water-using subsystem is composed by processes that awgd vermally
as a washing agent or steam. Some of the common contaminant®iaypetrefineries
for example are: hydrogen sulfide, suspended matter, ammoniapsgétsic matter, and
hydrocarbons (Speight, 2005).

The wastewater treatment subsystem aims the conditioning ftréean to be
discharged in the environment. In many instances, this subsystamovis as “end-of-
pipe” treatment, which commonly consists in three types of abjpas: primary,
secondary and tertiary.

Primary processes have the purpose of protecting the subsegaaneis from
fouling by mechanically removing floatable and settleable soli#kscondary operations
normally bring the wastewater to a desire quality level throbigiogical oxidation
processes. The tertiary process is responsible for polishing abewater. Common
tertiary treatments are: membrane technologies, advanced oridag¢ithods, ozonation,
distillation, electro-deionization, ion exchange, among others. Meta&lsl regarding
wastewater treatment subsystem and it primary, secondartediaty systems can be
found in several books (Celenza, 1999; Tchobanoglous et al., 2003; Asano, 2007; among
others).

Looking at these subsystems together, opportunities like minimfepsgwater



consumption and/or costs can be achieved when they are optimized. Tieaifn of
industrial water systems has been extensively studied and Isappraaches to solve it
have been presented. A comprehensive review of methods presented0@f twan be
found in Bagajewicz (2000). Additional overviews can be also found in abteks
(Mann and Liu, 1999; Sikdar and El-Halwagi, 2001).

This class of optimization problems is often called Wateo@dtion Problem
(WAP) and it can be generally defined as follo@szen a set of process systems in need
of water (water-using units), a set of freshwater sources and a segbtehtial
regeneration processes, determine the optimum network that satisBesystem
constraints.

In fact, this problem statement has several variations depeedperially on
assumptions (conceptual and modeling) and the definition of “optimum néjwiueak is
the objective function. These variations do not only interfere on tited{isolution one
is looking for, but they strongly influence the ability of findingstdution using different
methods.

In these optimization problems, the water-using units are oftecrilbed as
quality controlled or quantity controlled (Polley and Polley, 2000). Aditguzontrolled
water-using units have been modeled as mass exchanger uni¢sfixgd mass load and
variable flowrates (Wang and Smith, 1994). When water-using ureétslefined as a
combination of quality and quantity controlled units, they are modelathas exchanger
units as well, but now with fixed flowrates (Takama et al., 198@ny\and Smith, 1995).
Another case of mass exchanger units is presented by Doyl&raitd (1997): they

assume some water-using units are modeled by fixed outlet catmarg. This would



be the case in which contaminants have limited solubility. Some wWaks assumed
qguantity controlled only in which outlet concentrations and flowratesfixed (Polley
and Polley, 2000). These models are often known as sources-sinks.nTduetwo last
classes of water-using unit models have the big advantagdlswing the use of a linear
model if no other non-linearity exists. In reality, many watging units have to be
modeled using the first two alternatives and consequently non-linearitieppear.

Although the models used to describe water-using units have been liensi
applied and are very acceptable, it is assumed phatess conditions are given
beforehand

One of the weaknesses in currently methods for optimizing WAP inegsoc
plants is a lack of accurate modeling of water regeneratiocepses. In general, two
kinds of model assumptions are made: regeneration processes Hawexl autlet
concentrations (Koppol et al., 2003); and, regeneration processes hixeel aafe of
removal (Takama et al, 1980; Guanaratnam, 2005; Karuppiah and Gnoss2@96;
Alva-Argéez, 2007). In reality, outlet concentration and/or rate ofovem of
regeneration process may vary with inlet concentrations and fesvrahis issue was
approached by Lili et al. (2006), which show that when removalieifty is variable,
different solutions can be obtained.

In addition to how the processes are modeled, how these problenwvak is
also an extremely important issue in WAP. Most of the methodsrpeesean be divided
into two big classes: those based on mathematical programamndgthose based on
graphical, heuristic or algorithmic methods. The most promisagsadk the one based on

mathematical programming (Bagajewicz, 2000; Faria and Bagae®@009), originally



proposed by Takamat al. (1980). The use of mathematical programming is being
increasingly used, especially because of the inability of graphicaishe or algorithmic
procedures to effectively provide rigorous solutions to multiple contaripr@blems.
Additionally, more elaborate objective functions (cost, number of commsgtetc.) are
easier to handle using mathematical programming approachealily, metimes, it is
not that it is easier, but it is the only way to rigorously solve such problems.

The WAP was first defined by Takama et al.(1980) as the integration of aveo w
subsystems commonly seen in the industry: tater-using subsystenand the
wastewater treating subsysteBefore Takama and co-workers’ paper, efforts were made
to individually optimize thevastewater subsyste(eee a review presented by Mishra et
al, 1975). In this case, the sub-optimum conditions (amount of wastewatkr
concentrations of contaminants) of twater-using subsysteare used as input data in
the optimization of thevastewater treating subsyste@learly, the integration of these
two subsystems can generate important alternatives for theuwptdesign as shown by
some authors (Kuo and Smith, 1998; Huang et al., 1999; Karuppiah and Grossmann,
2006; Alva-Argaz et al., 2007; Bagajewicz and Faria, 2009; Faria agajdd@cz, 2009).
After Takama et al. (1980), which solved the problem using mathexhaptimization,
different approaches have been presented. These approacheserahyges split in two
big groups: one based on graphical methods; and another based on me#hemati
optimization.

The graphical methods, first presented by Wang and Smith (1994)ased bn
the well known pinch analysis for heat/mass integration problemsarwdlledwater

pinch Although many authors claim that these approaches can give “gaghitsfigo



the designers, they can be extremely time-consuming and vefigierdf when multi-
contaminants problems and/or complex networks are addressed. Moneavienum
cost targets are virtually impossible to be solved with thesthads and the supposed
“good insights” are fairly obvious. Unexpected solutions, which are miargs found
using mathematical programming, are pretty much out of the scapapifical methods
and can represent interesting alternatives.

In the mathematical optimization group, approaches using LP, NLER Mind
MINLP have been presented (Takama et al., 1980; Huang et al. G@88ratnam et al.,
2005; Karuppiah and Grossmann, 2006; Alva-Argaez et al., 2007). Aside frdimetie
models (Bagajewicz et al., 2000; Salveski and Bagajewicz, 2000 wahaconly able to
find the optimum solution for particular situations, the biggest amgdleon the
mathematical procedures is to overcome the difficulties geatketat the non-linear and
non-convex terms that arise from the contaminants balance (naimérsplitters). Such
problems require good start points to find a feasible solution and mts¢ afvailable
solvers cannot guarantee global optimality if a solution is foundth®nother hand,
methodologies based on mathematical optimization are much easdgstribe the
problem in more detail and thus more complex problems can be approachedidWols
about particularities of graphical methods and mathematical proseatudecan be found
in a review presented by Bagajewicz (2000).

Although theintegrated water systemroblem has been solved by other authors
for minimum freshwater consumption and cost (Takama et al., 1980; AbyaeA et al.,
1998; Huang et al., 1999; Karuppiah and Grossmann, 2006; Bagajewicz aad26a8§;

Faria and Bagajewicz, 2009), robust methods to find optimum and subdaptim



solutions, present the option of investigating alternative solutionsrarebke to analyze
the problem from different perspectives are needed. To overcontrdiback, not only
does a specific method have to be developed but also current comsebigng the
WAP should be re-evaluated.

To achieve this end, this work approaches some of the different asihebe

WAP:

The validity of simplifying assumptions in current models: the o$e
optimality conditions;

e Optimization of current models using different criteria (objective funsjion

e Structures of current models (conceptual issues);

e A robust and reliable optimization method;

e The degeneracy of WAP;

e A planning model able to handle future expansions.

These issues are going to be presented and discussed throughahapiees as
summarized next.

Chapter 2 discusses a common assumption used in the design of asttuaier
systems for single components. This assumption is common useddia cgbntaminant
problems and fix the water-using units outlet concentrations of tHetadl to their
maximum allowed value. This converts the problem from one with nonlowestraints
into one with linear constraints. For problems minimizing freshwedgisumption in
single contaminant systems, this assumption has been proven to lgikadbal optimal
solutions (Savelski and Bagajewicz, 2000). However, it is shown pteh2 that the use

of this assumption may not lead to global optimal solutions in oectses, specifically



when the number of connections is minimized and when the cost is minimized.

Chapter 3 evaluates the choice of different objective functions axkrms a
methodology to analyze the WAP using profit-based optimizatioeriexitfor both,
grassroots design and/or retrofit of water systems. The nmeatiom of Net Present
Value (NPV) and/or Return of investment (ROI) is proposed and dora@rs show that
the solutions where savings and/or profit are maximized can teredif from those
where freshwater is minimized. They also differ from eachratlieen ROl or NPV are
used. In addition, when the NPV objective is used, the optimum solutiomssaig
depending on the interest rate used to calculate the discount factor.

Chapter 4 re-evaluates the definition of the water/wastewdteation problem
as it was originally defined by Takama et al. (1980), howabmept was modified, and
sometimes simplified through time, as well as additional sghat were still not
properly addressed as the inclusion a ter pre-treatment systenm the WAP
optimization framework, which createcamplete water systerithen the mathematical
model of thecomplete integrated water systemhich is based on the modifications
discussed, is presented.

Chapter 5 presents optimization methods and discusses the issue df globa
optimality of WAP. The biggest challenges in solving these probEmsooted in the
nonlinearities and non-convexities that arise from bilinear tecmsesponding to
component material balances and concave cost functions. Difegyprdaches to address
this issue are presented.

Chapter 6 discusses the degeneracy of WAP, the inability of grapmethods,

how degeneracy may affect the robustness of optimization methddsoav it can be



reduced.

Chapter 7 presents a planning model for industrial water systenasidress
expected future changes in the system such as stricter enemtainregulations,
increasing costs of freshwater, variability on the quality of dkailable freshwater
source, bottlenecks caused by expansion of the capacity plant, etc.

Finally, Chapter 8 concludes this work giving the main remarkairodd from the

results and discussing important issues that should be approached in future works.
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2.DIFFERENT ASSUMPTION FOR SIMPLIFIED WAP MODELS

One common assumption used in the design of water/wastewater systems
for single components is to fix the process outlet concentrations of the
pollutant to their maximum allowed value. This converts the problem from
one with nonlinear constraints into one with linear constraints. For
problems minimizing freshwater consumption in single contaminant
systems, this assumption has been proven to lead to global optimality
(Savelski and Bagajewicz, 2000). In this chapter, the effect of using this
assumption in cases where it may not lead to global optimal solutions is
investigated, namely when the number of connections is minimized and

when the cost is minimized.

2.1. Overview

The water/wastewater allocation problem has been widely foredulas a
freshwater intake minimization problem. In addition, although thee several
graphical/conceptual and also algorithmic methods that can be hsegdrablem has
been efficiently addressed using mathematical programming, waittte focus of this
work. Minimization of freshwater consumption can be achieved usingehecycle
structures with the eventual addition of intermediate regeneratamesses (Wang and
Smith, 1994; Kuo and Smith, 1997; Feng et al., 2007; Ng et al., 2007a, b; Ajeazet
al., 2007).

The biggest challenge on the mathematical procedures is the gredenon-

12



linearities. Aside from stochastic approaches (Genetic #igesi Xu et al.(2003),
Prakotpol and Srinophakun (2004)), which do not guarantee global optimality, many
mathematical programming approaches using linear programihiRy non-linear
programming (NLP), mixed integer linear programming (MILP), amxied integer non-
linear programming (MINLP) were developed for this problem (Takatmal., 1980; El-
Halwagi and Manousiouthakis, 1990; Galan and Grossmann, 1998; Alva-Asgaéz
1998; Bagajewicz et al. 2000; Bagajewicz and Savelski, 2001; Karuppidhrassinan,
2006).

For single contaminant cases in which water-using units are dthradl mass
exchangers, many methodologies are based on the optimality conditmved doy
Savelski and Bagajewicz (2000). One of these necessary opticw@iitions states that
the outlet concentrations in each process are at their maxinum vBhe other one is a
condition of monotonicity in the outlet concentrations, which is useful wisng
algorithmic methods (Savelski and Bagajewicz, 2001). This last e@amast not relevant
for mathematical programming approaches, although it cansed as aid to exclude
connections that do not comply with the monotonicity and thus accelerafutations.
Both conditions are added in the appendix in more detail.

Using the maximum concentration condition allows transforming noafline
models into linear ones. However, it will be shown that the optimaltyditions
presented by Savelski and Bagajewicz (2000) are only valid whesbjbetive function
is freshwater consumption minimization and no structural constraikés,fdrbidden
connections and/or combination of connections, exist. This was also pointed out by Doyle

and Smith (1997), who focused on the multiple contaminant case.
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Thus, this chapter analyzes the effects of using these partmudaitions on
problems involving costs and/or structural constraints. The origindlLMland the
particular MILP models are presented and compared. The resulesthedvthe necessary
optimality conditions (every process at its maximum outletupetit concentration)
cannot be used to optimize costs or freshwater when structuralragotsstexist.
Additionally, we show that connections between units based on the mongtonicit
conditions should not be pre-excluded in these cases.

Similarly to the problem statement given in chapter 1, the prolddme tinalyzed
in this chapter can be defined as: Given a set of water-usitg) a freshwater source, a
wastewater discharge sink and an available regeneration procéssa(fked outlet
concentration), the optimum solution for different objectives are soudglditionally,
self recycle in water-using units is excluded, which is atsassumption used by several

previous papers. The superstructure used to build these models is presented & Eigure
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Figure 2.2 — Superstructure used in the models.
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2.2. Non-Linear Model

The corresponding non-linear model to solve the water/wastewdbeatadn

problem (WAP) previously defined is given by the following set of equations:

Balance of water on the units:

FW,, +FNU .+ > FUU . =FUN_ +FS.+ Y FUU . =~ Vvm*
meEm* mmt (2_1)

where FW,, is the freshwater consumption of unin*, FNU,_.is the flowrate

from the regeneration process to umt FUU . is the flowrate from unif to unit

m* FUN.. is the flowrate from unitm*to the regeneration process, ahé is the

flowrate from unitm* to the discharge.

Balance of water on the regeneration process (without loss of generadty,

assume only one is needed):

D FUN, = FNS+> " FNU,
m m (2_2)

where FNS is the water discharge to end-of pipe treatment from the regemer
process (we assume that the regeneration process has outlet etiocelatrger than the
disposal limits). Thus, the mixture of all the streams senegiewater disposal has to be

further treated by the end-of-pipe treatment.
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Balance of the contaminant on the units:

FW, C*+ FNU, C'+ >  FUU_, CM+Am =

mz nf

(FUNm*+ FS, + >, FUU, "’j c vt

mz m* (2_3)
where C*® is the contaminant concentration of freshwater @$,is the outlet

contaminant concentration of the regeneration process (which iseefined

parameter),C%" is the outlet concentration of unit* gnq AmM.. is the contaminant

mass load of unifm™.

Limit of inlet concentration on the units:

FW, C*+ FNU, C'+ >  FUU, , Ci'<

m
me ¥

(me* +FNU, + >’ Fuummj Cr" v ¥

mznt (2_4)
where C™" is the inlet maximum contaminant concentration for umit .
Limit of outlet concentration on the units:
CrcTJ:t < Cnn;lax,out vm* (2_5)

Binary variables are added to identify the existence of commacéind be used in
cost objective functions:

FW, <U YW. v n

(2-6)
FUN,, <U YUN, v 2-7)
FNU, <U YNU, v 2-8)
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FUU,, ,<U YUU,, ., v,

mt,m = (2_9)
FNS < U YNS (2-10)
FS. <U YS, v n (2-11)

In these equationsYW,, YUU YUN,, YNU, YNSand YS, are binary

variables used to determine the existence of flowrates going the freshwater source
to the units, from a unit to another unit, from a unit to the regeasrptbcess, from the
regeneration process to a unit, from the regeneration processuaitdti@ the discharge
unit, respectivelyU is the maximum value (upper bound) of flowrate allowed in the

connections.

Objective Functions

Because it is known that the water allocation problem generakgepts
degenerate solutions (different sets of decision variables giviagsame objective
values) when freshwater is minimized (Bagajewicz and Say&lBki0), it is possible to
further use some economic objectives to sort the best solution aimes® degenerate
ones. Some of the possible objective functions are presented below.

Minimum number of connections:

Min(Z(YWUm—F Y§+ YUN+ YN+ > YUHm}L Y@: (2-12)

m mr=m

Minimum capital cost:
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YWU, ICWU,+ YS ICg+ Y ( YUy, ICUYy,)

Vi RegCost+ ) rrem
n m +YUN, ICUN, + YNU, ICNU, (2-13)
+YNS ICNS

where ICWU,, ICS, , ICUU_ ., ICUN_, ICNU,_, ICNS are the investment cost

with connections. The cost of the regeneration uRiegCO0S can be either a function

of the treated flowrate (which can be linear or non-linear) oorsstant value. The
eguations used to calculate the capital investment of the retjengnancess is presented
in each example.

In addition, the use of the maximum outlet concentrations assumptiontotaé
annualized cost is minimized is investigated:

Minimum annualized cost:

RegCost
YWU, ICWU, + YS ICS+
Min| ¢ ) FWU_+ £ » FUN_+ af| + YU ICUU (2-14)
2FWU,+ B2 FUN,+afl +3 | > (YUY, ICUU, )
m m m M= m

+YUN,, ICUN_+ YNU, ICNU,
+YNS ICNS

where « is the freshwater cosfg is the operating cost of the regeneration process and

af is the annual discount factor.

2.3. Linear Models
Savelski and Bagajewicz (2000) proved that when minimum freshvsageught,
then, there is an optimum solution in which the outlet concentrationcbfveater-using

units reaches its maximum value. As a result, equations (2-3Rafidcan be rewritten
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as follows (Bagajewicz and Savelski, 2001):

FW, C*+ FNU, C'+ ) FUU, . C'™+Am =
ment

(2-15)
[FUNW +FS, + Y, FUU, ”‘j Cum
me

FW,. C*+ FNU, C'+ >  FUU_, Cxm™*<

m
ment

| (2-16)
[me* +FNU, , + > FUUmmj CP>" v ¥

me

Next, the use of this assumption is investigated solving examapieg different
objective functions and/or structural constraints. The examples wgremented in
GAMS (Brooke et al., 1998). The linear model is solved using GAMBEXPand the

non-linear model using GAMS/DICOPT.

2.4. Illustrations
Example 1

The first example involves a small-scale problem using theposed by Wang
and Smith (1994) with four water-using units. The configuration of gte/ark without
reuse (which we call conventional network) and its respectiviéirig data are presented
in Figure 2.3.

Minimization of freshwater consumption using both models, linear and non-
linear, renders the same minimum freshwater usage (90 t/h). ydowthere are
degenerate solutions in which the maximum outlet concentration isecand others in

which the outlet concentration is lower than the maximum.
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112.5 tonshr
FW (D ppm)

20 ton/hr Unit 1
(Max DDDITIJ R TP 100 oom
m =2 Kg/nr er
50 ton/hr Unit 2
{Max 50ppm) Am=5Kg'hr | 100 ppm End-of-Pipe
. Treatment
37.5 ton/hr Unit 3
(Max 50pom) Apmn = 2N Wl 2NN mn
A rr L LAt wd I\HIIII LA R
5 ton/hr Unit 4
(Max 400ppm) "] Am =4 Kg/hr 800 ppm

Figure 2.3 — Network configuration without reuse and its limiting data.

Minimizing the number of connections among degenerate solutions:

Both models were used to analyze the validity of the maximum outlet
concentration condition when the minimum number of connections is used as the
objective. In both cases, the freshwater consumption is set to b, 30hich is the
minimum that can be calculated using the water pinch and sewodral different
methodologies.

The number of connections of the solution obtained by the linear mo@&el is

(Figure 2.4) while the non-linear model renders 6 connectionsréFJ6). Note that the

non-linear model also has a simpler structure.

20 ton/hr

W 1
100 ppm 800 ppm
20 ton/hr
FW

Figure 2.4 — Solution with minimum number of connections - linear model.

44 29 tonthr

40 ton/h
L .

R

100 ppm

> - 5.71ton/hry]

800 ppmi

20

End-of-Pipe
Treatment




50 ppm* 800 ppm

End-of-Pipe
Treatment

N

100 ppm 1680 ppm*

Figure 2.5 — Solution with minimum number of connections (non-linear model).
(*: Concentrations lower than the maximum)

Because the outlet concentration is fixed in the linear model, evatythat
requires an inlet concentration lower than the minimum outlet coati@ntramong the
units has to be supplied by freshwater. In this example one cahatsdhis happens for
Units 2 and 3. Their maximum allowed inlet concentration is 50 apdhthe minimum
outlet concentration among all the units is 100 ppm. Thus, there is nooptien for
these units than to be totally or partially supplied by freshwhtether words, these two
connections must exist when the maximum outlet concentration condstiarsed.
Conversely, the nonlinear model can lower the outlet concentration ofoormaofe)
unit(s) and remove the need for dilution. Indeed, Figure 2.5 shows thal does not
reach its maximum concentration and thus feeds Unit 3 without dilufibrs issue can
become significant when the physical distance between thenfesmhsource and the

units is a concern (layout and/or cost issues).

Minimizing the cost of connections among degenerate solutions:

The cost of connections is now minimized maintaining the freshwater
consumption at the minimum of 90 t/h. We set all costs to zergoexibe costs of
connections between freshwater source and Units 2 and 3 ($10,000 eack)eéted

the linear model reached a minimum cost of $20,000. This is the sante®rsddbund
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when the number of connection was minimized (Figure 2.4). The nonlineai, mode
turn, shows a network with no costs, that is, both connections that bast avere
avoided. Figure 2.6 shows this solution. Note that Unit 1 reaches anamrttentration
(lower than its maximum and the one found in Figure 2.5) that allbevabsence of

connections between freshwater and Units 2 and 3.

25.71 ton/hr “‘W 40 ton/hr
3P Unit3 ] >
800 ppm
/ - 64 .29 ton/l , 44 29 ton/hr N End-of-Pipe
%’ W g Treatmer?t
22 ppm* 100 ppm

_.- 5.71 ton.-'hrI

800 ppm
Figure 2.6 — Solution with minimum cost of connections - non-linear model.

(*: Concentrations lower than the maximum)

Feasible flowrate ranges feeding water-using units:

The flexibility given by the non-linear model is shown next. fbelinear model
has larger flexibility to vary flowrates in the water usingtsinivhich can have an impact
on costs. To do that, the feasible regions are investigated.

In the case of Unit 1 (Figure 2.7), only one inlet concentration is possible (0 ppm).
Then, a graph directly relating outlet concentration and flowratpresented. The
contaminant balance for the units (Equation 2-3) shows that the outletnt@tion
decreases when the flowrate through the unit increases. Whendhe hhodel is used,
there is only one feasible flowrate for Unit 1 (20 t/h). Othsewithe model with free
outlet concentration can have a variety of flowrates, which wiluce the outlet

concentration.
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100

Isolated solution obtained when
maximum outlet cancentration
cendition is applied

90

80
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C,°* (ppm)

40

30

20

20 30 40 50 80 70 80 90
Flowrate (ton/h)

Figure 2.7 — Feasible flowrates through Unit 1

Figure 2.8 shows the outlet concentration as a function of thecarleentration
at different flowrates of Unit 2. The inlet concentration of Unit&s varied from zero to
its maximum allowed inlet concentration. Note that the feastlgtisns for the linear
model are limited by a maximum flowrate (100 t/h). This does nppdma when the
outlet concentration is free (nonlinear model). Moreover, in the licese each feasible
flowrate has a unique inlet concentration, which does not happen in theeaordase.
Indeed, the flexibility of the model when maximum outlet concéntracondition is not
applied can be observed by the larger feasible region (shadow region). Sehéator is

found for Units 3 and 4.

23



180
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140 1--{>¢<Flow=80ton/h |-~~~ /- condition is applied R R R
~*-Flow=90ton/h| /! : ' ' : ' :
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20 +———-——- —— —— — ._________4; _________________________________________________________
0 b T T T T i T T T T 1
0 5 10 15 20 25 30 35 40 45 50
C," (ppm)
Figure 2.8 — Feasible flowrates through Unit 2.
Example 2

In example 2, the addition of a regeneration process in the pradiledied in
example 1 is allowed. The regeneration process added has a filetcconcentration of
10 ppm. When freshwater consumption is minimized, both models reackathe
minimum flowrate (20 t/h) and obtain the same network structuresdlugon is shown
in Figure 2.9. The required connections between freshwater source as@® @ni 3 are
no longer needed. This is because now there is an option of usingcamieg from the
regeneration process, which has outlet concentration (10 ppm) loaretite maximum

allowed inlet concentration in Units 2 and 3 (50 ppm).
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' - ' 55.56 ton/hr -
zomxhr . m Y, Regeneration o Unit 2
Process -
100 ppm T0ppm 100 ppm
55.56 ton/hr }
e VT
800 ppm
| 37.98 tonhr PR A | End-of-Pipe
T Treatment

Figure 2.9 — Optimal solution for Example 2 - both models.

These observations characterize the existence of degeneraikenspwhich can
provide economical advantages for the design. Thus, the freshieateaté is fixed at

20 t/h and the following analyses are made:

a - Minimizing the number of connections among degenerate solutions:

The linear model shows a minimum of 8 connections (Figure 2.10) wigle
nonlinear model requires only 7 connections (Figure 2.11). Interestinglysblitions
present isolated zero discharge cycles, which is not always rientvedue to
control/flexibility reasons (the load in the units might vary dmete is no freshwater to
add to respond to the changes) and the need to prevent the accumulatiorpofinds
that are not removed in the regeneration processes. In fact, tios assituation that is
often seen in industry, and, while feasible there are many impetiinb@ implement
them. It is not unthinkable that in the future, the pressure to redatee eonsumption

will increase and these impediments will be sorted out.
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20 tonvt - _J|End-of-Pipe
Loy Unit 1] > P

Treatment
100 pom 571tonhe W[4
800 ppm

55.56 ton/hr

100 ppm | Regeneration | 93.54 ton/hr

- Process
37.98 ton/hr :
' 10 ppm
800 ppm

Figure 2.10 — Minimum number of connections for Example 2 - linear model.

20 ton/hr : End-of-Pipe
—<Jlonffir >
FW 1ljon|t L Treatment
ppm

2o V[ Unit 2 | Unit 4 |

57 ppm* 62 ppm* |,{Regeneration | 93.54 tonhr
37.98 ton/hr , N Process

Unit 3 Ll 10 ppm

800 ppm

Figure 2.11 — Minimum number of connections for Example 2 - non-linear model.
(*: Concentrations lower than the maximum)
b - Elimination of Closed Cycles:
To avoid closed cycles, forbidden connections constraints are added to the
models. The following constraint forbids a closed cycle betweenumiteand the
regeneration process.

YUN,+YNU <1 V (2-17)

Note that the idea here is not to forbid the recycles involvingnia and a
regeneration process, but to avoid the isolated cycles. The subhgest&raint cannot
guarantee the non existence of these cycles since one involvinginig and the

regeneration process still can exist. However, it reduces tisébpibyg of the existence of
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these cycles. If this constraint does not work for this examplewaone can be added. In
the above solution, this constraint would forbid the loop between the regeneration process
and Unit 3. Now, only isolated loops involving the regeneration and two eamtexist.
In such a case constraints similar to (2-17) can be written.

The minimum freshwater consumption is solved first. As a result, the linear model
does not give the same minimum freshwater consumption than the nontiogel. The
first one gives 40 t/h of freshwater usage, while the nonlinear nmedders 20 t/h of

freshwater usage. These networks are shown in Figure 2.12 and Figure 2.13.

20 ton/hr " 9.84 ton/hr  IRegeneration | 55.56 ton/hr E v ,|End-of-Pipe
g ——

FW Unit 1 L Process Unit 2 Treatment

100 ppm 100 ppm

10 ppm
20 ;%!J;hr - - 40 ton.--hrI

800 ppm

571 /|
- 5.71 ton/hr

800 ppm

2571 ton/hr

Figure 2.12 — Minimum freshwater usage for Example 2, forbidding cyclesr line

model.
20 ton/hr Unit 1 Regeneration]
FW T . Process
E 10 ppm
15.69 ton/hr 5
8
. 2.28 ton’hr . 88.27 ton’hr ¥ n -
=PLUnit 3 ,_n>|l Unit 2 Ii Unit 4
E‘“ 800 ppm “g 87 ppm* 233 ppm*
2 2
& N8
20 ton/hr End-of-Pipe
Treatment

Figure 2.13 — Minimum freshwater use for Example 2, forbidding cycles - nar-line
model.
(*: Concentrations lower than the maximum)
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These results show that the maximum outlet concentration assumpt®matoe
only fail when other objective functions (cost or number of connectiaesysed, but

also when minimum freshwater is targeted under structural constraints.

c - Minimizing the number of connections among degenerate solutions with
forbidden cyclic connections:

The linear model solution finds the network presented in Figure 2.12hwilas
obtained by eliminating cycles. This network has 10 connections andndbdsave
disconnected zero discharge cycles. Figure 2.14 shows the solutiomiofizing the
number of connections using the non-linear model with forbidden cyctesdre the
regeneration process and units. The found solution has 8 connections andcateal isol

cycles.

% Unit 1 I—lf.l Unit 3 I li’l Unit 4 I 20 ton/hr End-of-Pipe

Treatment
100ppm £ 717ppm*™ = 416 ppm”_
5 5 £
o) b S
2 S|, |Regeneration
100 ppm Process
10 ppm

Figure 2.14 — Minimum number of connection (forbidding disconnected closed cycles) -
non-linear model. (*: Concentrations lower than the maximum)

Note, that the nonlinear model renders a smaller number of connec8ions (
compared to 10 in the network found using the linear model) but a lagenaration

capacity (90.56 t/h compared to 55.56 t/h in the network found using the linear model).
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d - Minimizing Capital cost among degenerate solutions with forbidden

connections:

In this example the cost of the regeneration process is given by:

RegCost16,800 RegCdap (2-18)

where RegCay is the capacity of the regeneration process, which is in turn given by:

RegCap)  FUN
m (2-19)

The capital costs of connections between the regeneration procesmits)d
among units and between units and the end-of-pipe treatment anet@deseTable 2-1.
Both models (with forbidden connections) were applied over their rangausé. Note
that because the capital cost of the regeneration process is1xean-hoth models need
to be solved using a non-linear solver. The difference here is tloaeicase all outlet

concentrations are fixed to be the maximum value. The solutioqsesented in Figure

2.15.
Table 2-1- Capital costs of the connections.
Unit 1 Unit 2 Unit3 | Unit4 Reg. EoP
treatment
FW $30,000 $45,000 $25,000  $60,000
Unit 1 - $150,000| $110,000 $45,000 $145,000 $15,000
Unit2 | $50,000 - $134,000 $40,000 $37,000 $30,000
Unit 3 | $180,000, $35,000 - $42,000 $91,000 $20,000
Unit4 | $163,000f $130,000 $90,000 - $132,000  $34,000
Reg. $33,000| $130,000 $50,000 $98,000 - $45,000
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Figure 2.15 — Comparison of capital cost of networks of example 2 that operate at
different freshwater consumption (forbidding disconnected closed cycles).

The solutions show that the use of maximum outlet concentration condition
generates networks with higher capital costs for every fragwlowrate inside its
feasible range. Also, the linear model with forbidden connections cagaci the same
minimum freshwater consumption reached by the non-linear model.

An interesting observation here is that the nonlinear model ig@lglenerate a
network with a capital cost lower than the conventional one (netwohoutiteuse as in
Figure 2.3), which is the minimum capital cost solution for thedr model. In both
cases, the minimum capital cost corresponds to the network withakienum flowrate
(112.5 t/h). For this maximum flowrate, the capital cost of the or&twgenerated by the
linear model is $259,000 and the one obtained by the non-linear mo#i209s000.
Additionally, it is worth noting the network generated by the non-imeadel can

operate with lower freshwater consumption. That is, the lastsbvitaer consumption
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points generated by the non-linear model (Figure 2.15) represenmntieenséwork, The
optimum network at the last freshwater consumption point (112.5 dfhjhe linear
model corresponds to the one presented in Figure 2.3 (no reuse). fiiwskneannot
operate at a freshwater consumption lower than 112.5 t/h. However, aisiagable
outlet concentration allows finding an optimum network at the samdwetsr
consumption that is not only cheaper, but also can operate at loweatéewT his is only
possible because the outlet concentrations are not set to themumawalue. This

network is presented in Figure 2.16.

Y

25 ton/hr Unit 1

FwW
80 ppm*
. . .| | End-of-Pipe
50 Rfl\} hr Unit 4 | 7] Treatme rE:t
100 ppm 180 ppm*
37.5 ton/hr : >
o Unit 3 "
800 ppm

Figure 2.16 — Network with the lowest capital cost generated by the nonlindal m
(*: Concentrations lower than the maximum)

Example 3

Example 3 presents the analysis of a larger scale netwamkerged by
Bagajewicz and Savelski (2001). This network has ten water-usiitg and the
corresponding limiting data are presented in Table 2-2. Since Kampde was
previously solved by Bagajewicz and Savelski (2001) applying the maximutlet
concentration conditions, both results are compared and discussed orthisiating that
if the maximum outlet concentration condition is applied, one could glr@eigct that
processes 1 to 5 and 8 to 9 would need freshwater since their maxinheim

concentration is lower than the minimum outlet concentration gradlesses. Using the
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non-linear model (outlet concentration as a variable), this conclusion cannot bamdade
consequently, the feasible region is not reduced (as shown in previouglexaRigure
2.7 and Figure 2.8).

The freshwater usage of the analyzed network was minimizeda@hdmodels
achieved 165.94 t/h as expected (Figure 2.17).

This represents tkessartion

presented by Savelski and Bagajewicz (2000). The degenerate solateranalyzed

next.
Table 2-2 — Limiting data for example 3.
Process Mass load of Cin Cout | Minimum freshwater flowrate
Number | contaminant (kg/h) (ppm) | (ppm) (ton/h)
1 2.00 25 80 25.00
2 2.88 25 90 32.00
3 4.00 25 200 20.00
4 3.00 50 100 30.00
5 30.00 50 800 37.50
6 5.00 400 800 6.25
7 2.00 400 600 3.33
8 1.00 0 100 10.00
9 20.00 50 300 66.67
10 6.50 150 300 21.67
30.42 \}\?n.-"h’ | Unit 2 Unit 9 80 ton/hr w
% YU ppm 300 ppm 1.29 ton/hr 800 ppm
25;3:‘}.-hr '| Unit 1 I 4 =IIUnit ) I 5.71 lnftu - o[ Unit 3 —203 lonln »[Unit 7 > E_I['nrc;c;;@ste
80 ppm 100 ppm 200 ppm 600 ppm
27.& ton/hr
FW
17.14 ton/hr M
=W
10 ,E_own.-"hr E 18.23 ton/hr | e
100 ppm = 30C ppm
20 ton/hr h 4 L 4

FW

800 ppm

Figure 2.17 — Minimum freshwater consumption — Solution from both linear and
nonlinear model.
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Minimizing the number of connections among degenerate solutions:

The minimum number of connection of the network that features thenommi
freshwater consumption is analyzed first. Thus, both models mrarand the networks
presented in Figure 2.18 and Figure 2.19 were found using the linear atideaon-
model respectively. The minimum number of connections found by the hnedel is
22. Conversely, the non-linear model is able to reduce this number to 21thisibin the

non-linear model (Figure 2.19) units 1, 2, 6, 7 and 10 do not reach their nomaauntlet

concentration.
1% ton/hr
FW
2F ton/ n n 40 tondhr
2 tnie *»{Gnits] >
a0 npm A0 ppan
368 tan/hr
w l
-  rwrrery| 80 tonihr
% A Unit9 Soe oty
oom T 62 tonr
a0 lanf n 18.3 ton'hr , 10 tor/hr End-of-Pipe
L o[ Unit 4 A2 unit 10— Uit 5 > Treatmer?l
. - =
WOPEM 429t | HUPPT Z 800 ppm
~
10 it - H 111 o fhr @, c a9 h
F:‘R: Ll Jml 541 _anf*hrJL=I_|Ur|I t3 4.03 ton/h h 4 Unit 7 |—222tonhr
100 ppm 200 ppm E00 ppm
7.14 ton/hr
FW

Figure 2.18 — Solution with minimum number of connections — linear model.
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2 / ™Y / . - T /
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2.04 ton/hr  13.09 fon/hr
9 i 4 ; . -
26 H;:{.H.In v I Unita (0 tonihr ‘@ "m
100 ppm 300 ppm 352 ppm”

40 tonvhr
FW

Figure 2.19 — Solution with minimum number of connections — non-linear model.
(*: Concentrations lower than the maximum)

Minimizing cost of connections among degenerate solutions:

The minimum cost of connections was also analyzed. The cost daiaspd by
Bagajewicz and Savelski (2001) are presented in Table 2-3. Theyghueled some of
the connections (the ones without costs associated) using the monotoaitityion
proved by Savelski and Bagajewicz (2000). However, this conditionmmialye valid for
the cases when one lets the outlet concentrations vary. In facsoligon for the
minimum number of connection previously shown (Figure 2.19) has connectidns tha
were excluded by the monotonicity conditions. To evaluate the valifiityisocondition
on the minimization of costs and forbidden connections, the problerahviedsfirst
considering this pre-exclusion and then not considering it. The autBorsxaluded the
costs between freshwater source and units claiming that camméam the freshwater
source cannot be different from the ones gotten before (minimizatidreshwater).
However, as discussed in Example 1, these connections are abgay®d only when

the linear model is used. The non-linear model may not render some of theseicpnanect
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Table 2-3 — Cost of connections for example 3 ($ per year).

UNIT | 1 2 3 4 5 6 7 8 9 10 | WWT
1 - 12421298317 354| 354 |354| - | 298| 279 | 542
2 - - 1279|1298 354| 354 354 - | 317 298 | 542
3 - - - - 298| 3.17 | 354 - | 354 354 | 467
4 - - 242 - 1279 298 |3.54| - | 3.54| 354 | 4.67
5 - - - - - - - - - - 3.92
6 - - - - - - - - - - 3.92
7 - - - - 298| 279 | - - - - 3.92
8 - - |354| - 317|298 242 - | 279 298 | 3.92
9 - - - - |354] 354|298 - - - 4.67
10 - - - - |354] 3541317 - - - 4.67

The solutions obtained when the exclusion of some connections (by the

monotonicity condition) is applied are presented first. The mininoizaif capital cost at

the minimum flowrate (165.94 t/h) using the linear model gives aweitistconnections

of $53.16, where 22 connections are needed. This is the same solution found by
Bagajewicz and Savelski (2001). The corresponding network is preseriggiia 2.20.

For the nonlinear model, the minimum cost is $39.72, which is 25% lowes.tNait the
outlet concentrations of units 1, 2, 6, 7 and 10 did not reach their maximied ou
concentration. The network that represents the found solution, togethetheibutlet
concentrations of the units, is presented in Figure 2.21. This solutioralb@s21
connections, which is the minimum obtained when the number of connections is
minimized. Even when some of the connections are excluded by onetonicity

condition, the non-linear model is capable of reaching 21 connections.
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Figure 2.20 — Solution with minimum connections cost considering pre-defined
connections —linear model.

14.5 ton'hr
Fw/

25.5 ton'hr [ Unit 5 £0 lonvhn
W ni nit o

T8 ppm” 800 ppm

R

100 ppm

End-of-Pipe
Treatment

126.74 ton'hr

78.6 tonhr

12

5.91 ton'hr

300 ppm 350 ppm*

2897 ton/hr

23.09 ton/hr

45.94 lon/hr

36.711 ton/hr
=]

201 ppm*

TAT wnihr

15 69 ton/hr
=

200 ppm
Figure 2.21 — Minimum connections cost considering pre-excluded connections — non-
linear model. (*: Concentrations lower than the maximum)

Additionally, the minimum connection cost when all the possible combireatf
connections are allowed is sought. To guarantee an analysis capablg investigate
the possibility of existence and not the decision due to cost, thefcthese previously
excluded connections (the connections without the costs of Table 2s3tdaocezero. The

solution obtained using the linear and non-linear model are presentegure Ei22 and
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Figure 2.23 respectively. Interestingly, the linear model could eawtr a lower cost of
connections ($49.80) than when some connections were excluded by the momgotonicit
condition. This solution shows a connection from unit 8 to unit 4 that wasdextin the
previous case and it substitutes the connection from unit 2 to unit 4 pmetmeus case.

The non-linear model also reaches a lower cost ($38.40) and units &né,1D do not

reach their maximum concentration.
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Figure 2.22 — Solution with minimum connections cost considering all possible
connections —linear model.

37



1/.14 tor/hr

FW 1 z
30 lunte 200 ppm- 5
FW g
10 ton/h . : - 23.09 torvhr
IEHVEIN yer) IR [y | ECRCEEN
100 ppm 100 ppm 291 ppm*
1.8 o0 AN A ~
F
2509 lonti__ Ty, Y. 0 -1 27 27 tonihr v - 40 lonfu
W o ArUnit 2 [ g Unit 5
= £| pm g E 800 ppm
= b 5 3
61.03 ton/hr v © 56,51 ton/hr 80 'on'hrg 125.84 ton/hr, v, | End-of-Pipe
: o Umit 1 L5651 ta v O on/ 2584 ton/ 4 -of-
o » Unit 1| Unit 9 ™ Treatment

35 pom” 300 ppm 314 ppm” 362 ppm™

Figure 2.23 — Solution with minimum connections cost considering all possible
connections —non-linear model) (*: Concentrations lower than the maximum)

Minimizing Total Annualized Cost:

Now, using the objective function presented in equation (2-14), the totallannua
cost is minimized. It is assumed the freshwater castié $0.3/t and the annual discount
factor @f) is 0.1 (over 10 years).

The linear model gives a minimum total annual cost of $54.82 at 167.7(igh. T
solution (Figure 2.24) consumes slightly more freshwater than the minimurblposs

The minimum annual cost obtained using the non-linear model is $53.60 for a
network that consumes 166.74 ton of freshwater per hour. The found netsvork i

presented in Figure 2.25. Once again, units 1, 2, 6, 7 and 10 do not reaatatheium

outlet concentration.
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2.5. Conclusions

A comparative analysis of results obtained using the walsratibn original
MINLP model and a model that applies particular conditions to desiggle

contaminants water networks was made. The comparison is badeel apptication of
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the optimality conditions (maximum outlet concentration and monotonigitglitons) to
minimize objective functions other than minimum freshwater. Thaenfte of structural
constraints was also analyzed. Results show that in both cases these conditidnsashoul

be used.
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3.NETWORKSBASED ON A PROFIT-BASED OPTIMIZATION CRITERIA

In this chapter, profit-based optimization criteria are investigated and
compared with the most used ones: freshwater consumption and total cost.
A methodology for the grassroots design and/or retrofit of water systems
using mathematical optimization to maximize Net Present Value (NPV)
and/or Return of investment (ROI) is proposed. The examples show that
the solutions where savings and/or profit are maximized can be different
from those where freshwater is minimized. They also differ from each
other when ROI or NPV are used. In addition, when the NPV objective is
used, the optimum solutions also vary depending on the interest rate used

to calculate the discount factor.

3.1. Overview

Consumption of water in the process industry, especially watesereand
regeneration, is a very well known and studied problem. Several repapers were
recently written on the subject (Bagajewicz, 2000; Liu et al., 2004,eYah 2006), and
a book (Mann and Liu; 1999). In order to design these systems, the teh@snogen to
minimize freshwater usage, sometimes as a true objectivecanetimes as a substitute
for a cost objective function using the assumption that freshwasts s the dominant
portion of the cost function.

Despite the aforementioned tendency to focus on freshwater comsurtipre

are several articles that deal with minimizing cost objestifor grassroots design. Total
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annualized cost is used as the objective function by Chang and Li (2005), Guana&tatnam
al. (2005), Karuppiah and Grossmann (2006), and Alva-Argaez et al. (2007).

Articles that discuss profitability objectives explicitly fgrassroots design are:
Zhelev (2005), Wan Alwi and Manan (2006, 2007) and Lim et al. (2006, 2007).

Zhelev (2005) uses a grid diagram analogous to Water Pinch, bustapgenum
profitability. They applied the method for an energy recovery pr@ad examples on
water network systems are not explored. In the case studwtiadéyze three options that
generates the same energy saving and then they seek for the most profigabl

Wan Alwi and Manan (2006) search for a cost-effective grassrooigndet
water networks involving a single contaminant. Their method isiexpdboth for
municipal and industrial sites and is not based on mathematical ogtioni. Instead,
they suggest a hierarchical procedure in which a sequence of ppprigater
management steps is established: after a payback limit,iseseeral water network
options are investigated. In this sequential procedure, the maxinaten wecovery of
each option is determined and the plot of investment vs. annual saviggseiated. If
the total payback period does not agree with the one previouslyset, mocesses can
be replaced in order to achieve the desired payback period. Wan Alwi et al. (2@00) ex
their previously presented hierarchical method to account for otlpsr stéhe hierarchy,
which includes process changes.

Lim et al. (2006) consider an economic evaluation of a freshwatsumption-
optimized water network. They analyze the profitability of thenoged network having
the conventional water network as a baselined and applying incrénoesta and

benefits to rearrange the given network to a more operatioredfyi one. No
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regeneration processes are considered. Some insights of majdoutorgrto the costs
and benefits are presented. However, these findings cannot be nbceeseralized
since they are based on a specific case example. In a second_papet at. (2007), the
optimized water network is found directly by optimizing the nes@né value (NPV)
using an NLP model (using MINOS). The formulation of the NPV egunas based on
the principal contributors of the incremental costs and benefits foutitkir previous
work. The addition of regeneration processes is not considered either raagimum
allowed flowrate is imposed for each water-using unit. Theiulteeonfirm that a
network obtained minimizing costs or freshwater consumption is nessagly the most
profitable one.

In turn, retrofit projects for water systems are motivatethb need for capacity
increase, product quality improvement, environmental regulations, arotbmegs. In
particular, one of the important issues concerning retrofit giojef water/wastewater
systems are new environmental targets. Sometimes, theee@memic incentives that
come from cost reductions. While performing a retrofit to nesstironmental targets
could be mandated, retrofits to reduce freshwater costs assvelater treatment costs
are not. In the latter case, profit drives the decision makingn&etside the need to
approach the retrofit problem trying to meet environmental tai@emaximize savings,
the cost and finances management point of view (maximum profti)l igesy important
in any industrial competitive environment.

In retrofit projects there is the same need for profitablerradtives. A cost
effective retrofit project looking at reducing the environmentgbact should have a

precise description of the plant, be realizable in practice angothgion impact should

44



be fully defined in practical terms (Nourai et al., 2001). Even ifptingsical features are
very well defined, relatively precise cost estimation i$ gtimordial to reach the best
retrofit alternative. This important implication is discussedetail by Taal et al. (2003),
who conclude that the use of complex methods does not guarantee ¢hessat a
retrofit design if reliable cost estimation is not available.

Bagajewicz et al. (2000) proposed a retrofit method that minintaa$ cost
(including cost with freshwater, capital cost and pumping cost) usiathematical
programming. Later, Tan and Manan (2004) adapted the mass exchangekset
retrofit methodology presented by Fraser and Hallale (2000). Bhia systematic
methodology in which the targets are obtained before the netwddsigned. However,
the targeting step involves uses water pinch analysis to obtgasaroots design. The
retrofit is then proposed by comparing the existing networktla@duggestions inferred
by the targeting technique. The design rules applied follows theppessnted by Wang
and Smith (1994) for a single contaminant. Later, Tan and Manan (208&nped
another systematic methodology for the retrofit of single com@ntiwater networks
through the optimization of existing regeneration units. The methodasoggsed on
pinch analysis and the addition of new regeneration processes isavwedllAs the
majority of graphical methods, the procedure consists of two stagbsa targeting step
followed by the network design step. The problem is solved maxignigavings in
operating cost under certain limits on minimum payback period andigimum capital
expenditure. Tan et al. (2007) extended their approach to consider the omapacity
and/or outlet concentration of the regeneration process as targistss &lso done using

a two step technique (targeting and design) based on pinch andlysigprocedure
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assumes both mass transfer and non mass transfer basedisiegeunits, a single
contaminant network and only one type of regeneration.

Finally, Hul et al. (2007) presented LP and MILP models to handlestheit of
water networks where only source-sink type units are considerexti (fiowrates and
outlet concentrations). Their approach evaluates different arit@rihne optimization of
water networks: Maximum water recovery with and without inwesit limits;
wastewater reduction targets; processes constraint as forbiddeections; and, the
combination of these criteria. The model cannot be applied for treassfer type of
water using units. To handle their combined objective they use fuzzy optimization.

Although successful methodologies have been presented by previous wagk, ther
is a lack of a methodology that can provide alternative designs scaar@nalyze them
in a more comprehensive and profit related way and have a bettestanderg of the
opportunities of each option as well as their costs and benefits.

This chapter is an extension of the methodology presented by &ada
Bagajewicz (2006), which presents a procedure for the grassroays @esi retrofit of
single and multi-components water networks using cost, consumption andlplibfits

objectives. In both cases, the addition of regeneration processes is allowed.

3.2. Problem Statement

To define the problem, definitions that are similar to those usedevious work

and presented in chapters 2 are applied.

Grassroots: Given a set of process systems in need of water for washing
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operations, a set of freshwater sources of different pollutants coatientand, a set of
potential regeneration processes to be installed, it is desired terndime what
freshwater use is needed in each process, what water reusing connections are needed and
what capacity of regeneration processes (if any) is needed to mayirofzeor minimize
cost.

It is assumed that any regeneration process has a fixet @atieentration of at
least one contaminant (sometimes a maximum capacity liontdtr this process is
added). This is particularly true for certain operations, like rdraoval of solids.

Additionally, capital for investment may be limited.

Retrofit: Given an existing water network (water-using units, freshwater
sources, regeneration processes and end-of-pipe treatment), a set @romesses in
need of water for washing operations to be added (if any), a set of reqaipadity
expansions of existing processes, a set of regeneration processasetlaanilable for
installation (if needed) and, new freshwater sources availabls,déesired to determine
what re-piping and what capacity of a new treatment process (if anggaesled to
maximize targets (profit or savings).

Maximum inlet and outlet concentrations as well as fixed n@esds of the
water-using units and freshwater concentrations are used. Tm®neic parameters
include the cost of freshwater, operational costs of the end-of-@péemient and the
regeneration process, the capital cost of the new potentiakectoms and the new

potential regeneration processes.

47



3.3. Mathematical Model
The constraints of the mathematical model for both grassroatmnaosasd retrofit

of water networks with multiple contaminants are the following WAP standasd one

Balance of water in the units:

> FW, . +> FNU, .+ > FUU_, =

weW reR me me M (3_1)
=Y FUN_., +FS,+ > FUU, ., Vnfe M
reR mznt; ne M

Balance of water in treatment/regeneration processes:

D FUN_ .+ >, FNN,.=FNS+> FNY.+ > FNN, V*e f
meM ’ r£r*reR ' me M r=r4reR ' (3_2)

Balance of contaminant in the units:

> FW, . *C,;+ >, FNU, . * CRY+ > FUU,,* Gi+Am =

weW reR men; m R
[Z FUN,. . +FS,+ > FuU, mj* Co'| Vme MV je J
reR m=nt; i M (3_3)
Limit of inlet concentration of contaminants in the units:
ZV:VFWW* ij+; FNU, ,* CRY + mz ) FUY, .~ G'<
(Z FUN,..+FS,+ > FUU, m}* CR" Ve MV je J
reR me nf, e M (3_4)
Limit of outlet concentration of contaminants in the units:
out_ < max_,out H
Cor i <G | Vme MV je J (3-5)

Balance of contaminants in treatment/regeneration procegsesaterial balance

at the inlet of the regeneration process is needed to ideméifgutiet concentrations of
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the contaminants that are not being treated by the respee@naration process.
Additionally, an equation using a connective binary paraméiCt; equal to one if
treatment/regeneration processtreats contaminant and, O otherwise, is necessary to

establish what is the outlet concentration of that particular contaminant.

> FUN,.*C2%+ > FNN,.* CR" =

j

meM r£r*;reR
(3-6)
CRTJ*(Z&A FUN, . + ZR FNNYr*j Vte RVj J
CR{'= CR;*(1- XNg, )+ CR** XNG Ve R 4 (3-7)

Existence of new connectior@inary variablesY) are used to determine if a new
connection is established and the following classical “big M” camgs are used to

count the capital cost of the new connections.

FW,,, <US™* YWU, .V we WV e N (3-8)
FUN,,, <USLP*YUN, VYme M Vre F (3-9)
FNU,, <US*YNU,, Ve M Ve F (3-10)
FUU,, ,<UST™*YUU, . Ve MVme M (3-11)
FNN., <U{R"*YNN., Vte RVre F (3-12)
FS,<UR*YMS, Vne N (3-13)
FNS < UR*YNS V & F (3-14)

When connections already exist the binary variables are sehdoand the
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respective capital cost set to zero.

Treatment/Regeneration  Capacity: The flowrate  through the

treatment/regeneration unit is limited by the unit capacity:

> FUN_.+ > FNN_.<RegCap Ve F (3-15)

meM r2rreR
As in the case of existing connections, the capacities of astirexi
treatment/regeneration processes are set and the capitphcaseters are zero. For the
cases in which the new regeneration processes can be addedjetineragon capacity
(RegCap is in some instances treated as a variable (design)noodes a parameter

(evaluation mode), as described below.

Objective Functions:

The case of retrofit is considered because it is more geaedathen how the
objectives can be derived to the grassroots case is showdrW¥tbe the existing
system freshwater consumption, which is a fixed value and aghatneperating costs
are direct function of flowrates (freshwater and regener&eddte); then, the following

objective function maximizes net savings:

5 (P 3 e

weW me M

Max +ZOPN""*(Z FUN'S + > FNM{?] * OR- FCl af (3-16)

reRy, me Mg, e Rgy

- OPNr”eW*[ > FUN, + Y. FNN*JJ

reRyey me M rreR

new new

In the case of grassroots design, we Ham&?=0, FNN2% =0 and FUNJ =0,
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which makes the problem one of minimizing costs.

The first part of the equation represents the savings obtainedrshwater and
end-of-pipe treatment flowrate reduction. In this expres$td, anda are the flowrate
and cost of freshwater, respectively. The model can be extendedkéothese costs

function of inlet concentrations of pollutants. The next term is devatedgeneration
costs, whereOPN™" and OPN™ are the operating cost of the regeneration processes

(new and old),FUNy,, are the flowrates between the water-using units and the
regeneration processandFNN-; are the flowrates between two regeneration processes.
Finally, OP represents the hours of operation per year. The last tetfme i@nnualized
capital cost invested in the retrofit, whé&€l is the fixed capital cost arad is any factor

that annualizes the capital cost (usuallyN,1ivhere N is the number of years of
depreciation). The fixed capital of investment is calculated usiagsum of the piping

costs and the new regeneration units costs as follows:

> YWU, . * ICWU, . +> ( YUN,* ICUN, + YNU ICNU)

FCIZ weW reR
m;A + > YUU,,.*ICUU_.+YUS* ICUS,

m*=m mie M

+Z( > YNN,.* ICNN,.+ YNS ICNS- IGK( RegCap+ YNS Lc}

reR\_r*#r;r*eR

(3-17)

The first term represents the capital costs with connectionwebst the
regeneration process and water-using units, and the capitaksostaded to connections
between two water-using units and end-of-pipe treatment. The seconddeesponds

to the capital costs of the connections between two new regengradmasses, between
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the new regeneration processes and the end-of-pipe treatmethiearapital cost of the
new regeneration treatments. The cost of the regeneration unissumed to be a
function of the regeneration process capacity only.

Note that for the retrofit case and a single source of rwateen there is no

capital investment to depreciat@f$0), OPNY= OPNX"(unchanged end of pipe

treatment) and no regeneration is used, then equation (3-16) reducasirtozimg

freshwater consumption. However, even if the end-of-pipe treatmentdoes not
change, when regeneration is present, eve@RN""=OPN* the objective is not

equivalent to minimizing freshwater consumption. Indeed, under these conditions
equation (3-16) becomes:

Min HZ DRW,  ta,+ D) OPNr"d*L D> FUN,.+ > FNI\LJ}] (3-18)

weW ne M e Rew % Mew Fe Riew

which can be rewritten as follows when water from the finattnent is not

recycled but entirely disposed of (the usual assumption in many methods):

> D FW, . *(a,+ OPNg

weW neM

Min
+ > OPN:’"‘*( > FUN,,+ >, FNN,,

reR, e, r=FT me M ew e Ry

j (3-19)

This last expression cannot be argued to be equivalent to minimiesigMater
consumption. The reason stems from the costing, which in this exyressiot tied to
the amount of pollutant removal, but to flows. In other words, if the opgratsts
would be only the cost of chemicals needed to remove the pollutants, then this would be a
fixed amount because the amount of pollutants to remove in the wholerkeswixed.

However, even if the same amount of chemicals is used, the tréaimes may receive
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water at different concentrations, and therefore require to mateplal@er or smaller

flows. The operating cost related to moving fluids, which is whatssumed here, can

therefore vary. This invalidates arguments that freshwater consunmpinimization is a

valid economic goal when regeneration is used.

An alternative objective function for retrofit is the Net Present ValliR;j

> [FWV‘V)"’— > F\l\(vymj*aw
weW me M
wax| |+ 3 0P| 3 Futs 3 e ¢
reRy, me Mg, e Rey
_ z OPN,neW*[ Z FUNn,r+ Z FNN*,rJ
reRyey me Mo reRpoy

OP di- FC (3-20)

where the discount factaif is the sum oveN years of the different discount factors, that

is:

1
@+i)"

N
df =>

n=1

(3-21)

Finally, the return of investment (ROI) for retrofit is given by:

Max

2,

weW

+ > OPN™*

FW = > FW, .

me M

|
|

[ j*aw

> FUNoS+ > FNN

me Mg, e Rey

|

> FUN,,+ >, FNN.,

me Mnew rre RneW

reRey

> OPN™¥*
r€Rey

* OF

|

FCI

(3-22)

In the case of grassroots desiBW,. =0, FNN2 =0 and FUN3 =0, which in

the case of equation (3-20), makes the problem one of minimizing thpFasent costs
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(NPC). In the case of ROI, equation (3-22) turns into a mintmizaf operating costs
per unit capital invested. One would not use ROI in a grassrooextteicause there is
no profit to talk about, and therefore equation (3-22) leads to suchusalrconcept.

Thus, for grassroots design, ROI is redefined with respectefegence network and it is
here namedeturn on extra investmentROEI). More details about ROEI will be

presented together with the examples.

3.4. Solution Methodology

The methodology consists of maximizing Net Savings first (Equa8el6)
subject to the set of constraints given by Equations 3-1 to 3-15 anddlceratingNPV
(Equation 3-20) andROI (Equation 3-22). To do this, the range of feasible freshwater
consumption is determined first. This range is defined as thevahti'om the minimum
possible freshwater consumption of the network to its maximum fréshe@sumption,
which is considered to be the consumption under no reuse conditions (conventional
network). The freshwater consumption under no reuse conditions, whiehnsaximum
value of the range, considers that the water using units aretingetmder their
minimum flowrate. The minimum consumption is obtained minimizing thehivater
consumption using the same model as above (equations (3-1) through (3-1th and

following objective:

Min Z Z FW, .,

weW me M (3_23)
In turn, the maximum freshwater consumption is given by the consumgtia
conventional network in which all the water-using units are feddshfvater and operate

at their minimum freshwater consumptioRW for the retrofit case, which is the
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flowrate of the existing network).

Subsequently, when savings (Equation 3-16) are maximized for fizsdviater
consumption inside the aforementioned range, the respective capitatmewns
(Equation 3-17) are calculated and the correspontliRy (Equation 3-20) andROl
(Equation 3-22) are obtained. When plotting these results (Savings, FCI, NPV @s.ROI
Freshwater flowrate), different points correspond to different ordsvand also different
capacities of the new regeneration process (if any) are fo@nte the networks are
identified, they are ranked according to different criteria. Rinalcremental analysis is
performed.

The following results are obtained using the MINLP formulationvipresly
presented, which was solved using DICOPT (CONOPT/CPLEX) asdhver in the

GAMS platform.

3.5. lllustrations

Example 1: Single Contaminant Case

The following one component example was adapted from Example 1 g Wa
and Smith (1994). The limiting process data for this problem are simoWheable 3-1 and
it has a freshwater consumption without reuse (conventional networlgwation) of
112.5 t/h.

The cost of freshwater ig($/t)=0.3 and the system opera@® (h/year)=8600.

The freshwater concentration was assumed to be equal to zerend-oé-pipe treatment

has an operating co§IPN, ($/t)=1.0067 and an investment cd&tN, ($/t°")=19,400.
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Table 3-1 — Limiting process water data.

Process Number  Mass load of contaminant,(ppm)| Cou(ppm)
1 2 kg/h 0 100
2 5 kg/h 50 100
3 30 kg/h 50 800
4 4 kg/h 400 800

A potential new regeneration process is available for the gasstesign and the
retrofit case. Its capital cost IEN($/t*’)=16,800 and the operating cost is assumed
to be OCN($/1)=1.00. Only one regeneration unit with outlet concentration of 10ppm is

considered. Finally, in the profitability analysis a 10 years peabd Q.1) is used.

Grassroots design case:

The costs of connections for the superstructure of this network esenped in
Table 3-2. Other cost data were presented above.

The feasible range of freshwater usage of this systemasmiated to be between
the minimum freshwater consumption (20 t/h) and the consumption required by
network with no reuse (112.5 t/h). Figure 3.1 gives the optimum annualizccost
profile obtained when it is minimized (Equation 3-16) through the randgeestiwater

usage. This MINLP problem has 59 constraints, 38 continuous variables anda®® bi

variables.
Table 3-2 — Capital costs of the connections.
. . . . End of pipe
Unit 1 Unit 2 Unit 3 Unit 4 Reg. treatment

FW $39,000| $76,00Q $47,000 $92,000 - )
Unit 1 - $150,00Q $110,000] $45,000| $145,000 $83,000
Unit2 | $50,000 - $134,000 $40,000| $37,000 $102,500
Unit 3 | $180,000 $35,000 - $42,000 $91,000 $98,000
Unit4 | $163,000 $130,000 $90,000 - $132,000 $124,000
Reg. | $33,000, $130,000$50,000| $98,00Q - $45,000
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Figure 3.1 — Annualized total cost as a function of Freshwater flowrate forass gots
design.

Ten different networks were found as optimum as a function ohviraer
consumptions as shown by those profiles. The networks are summarizaole 3-3, by
indicating their connections and the minimum freshwater consumptionctireyeach.
Network A represents the optimum solution when annualized totaiscoshimized. For
this case, it also represents a network that is able to reaamihimum consumption.
Figure 3.2 shows networks A, B, H and | because they will beaategant in the
discussion that follows. Network B exhibits one interestingufeatit is disconnected
and exhibits a loop involving two units and a regeneration without dpehblsually,
because of possible build up of undesired contaminants, one would tend tordisteta
a network. For the sake of completeness, it can be considergptaue, assuming that

all these other contaminants are somehow taken care of in the regeneration unit
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Table 3-3 — Networks for grassroots design (reuse of end-of-pipe wastewater not

allowed)
. Min
Network Connections .
consumption
A W-U1, U1-U3, U1-U4, U2-U4, U3-U4, N1-U2, N1-U3, U3- 20 th
EoPT, U4-N1, EoPT-S
W-U1, W-U3, U1-U3, U2-U4, N1-U2, U3-EoPT, U4-N1, Eb-
B S 40 t/h
C W-U1, W-U2, W-U3, U1-U3, U2-U4, U3-U4, N1-U2, U4-N1 40 t/h
U4-EoPT, EoPT-S
D W-U1, W-U2, W-U3, U1-U3, U2-U4, N1-U2, U3-N1, U4-Pd, 54 t/h
EoPT-S
E W-U1, W-U2, W-U3, U1-U3, U2-U4, U3-U4, N1-U2, U3-N1 54 t/h
U4-EoPT, EoPT-S
= W-U1, W-U2, U1-U3, Ul1-U4, U2-U4, N1-U3, U2-N1, U3- 20 t/h
EoPT, U4-EoPT, EoPT-S
G W-U1, W-U2, W-U3, U1-U3, U1-U4, U2-U4, N1-U3, U2-N1 20 t/h
U3-EoPT, U4-EoPT, EoPT-S

H W-U1, W-U2, U1-U3, U2-U4, U3-EoPT, U4-EoPT, EoPT-S 90 t/h

[ W-U1, W-U2, U1-U3, U2-U4, U3-U4, U4-EoPT, EoPT-S 92.5th

J W-U1, W-U2,W-U3, U1-U4, U2-U4, U3-U4, U4-EoPT, EofsT 107.5t/h

Abbreviations: W: freshwater, Ui: UnitN1: Treatment/Regeneration unit 1, EoPT: End
of Pipe treatment, S: sink
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(a) Network A
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(b) Network B

58



A0 tondr e Tl
oW M nit 1 5opgm wUnit 3 Fampem

20 onhr Tl
M nit 2 Toop wUnit 4 TR0

(c) Network H

=L 7R ) IR g1y S
=y nit 1 SDFJFJm.—UmtS Ft Lnit 4 Pz

52.5 tandhr i
FwW -|_|Umt 2 58 Zppm

(d) Network |
Figure 3.2 — Selected networks from Table 3.

If freshwater consumption is not a primordial issue (i.e. when iratgn is
largely available and is cheap) and/or there are limitationiseinnvestments, one may
want to analyze this graph together with the FCI graph. Figureh®w8s the fixed capital
cost profiles of the networks presented in Figure 3.1 along the chfigeshwater usage.
Although the costs of connections are constant for each network, tit@ capt of the
regeneration process and the end-of-pipe treatment vary. In facé ascreases the other
decreases (Figure 3.4). From the FCI graph we can note that nédwisrkhe one in
which the highest investment cost is required. If budget is an iergosue for the
project, network C may become an unattractive option. The etiEbtsdgets limitations

will be further discussed later.
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Figure 3.3 — FCI as a function of Freshwater flowrate grassrootsdesig

The same solutions are obtained when the NPC (Equation 20) is directly
optimized (Figure 3.5). Variation on the rate of discount points &rdift optimal
networks. The difference between the minimum and maximum NPC wh&nrate of
discount is used is around MM$2.6. When a 20% rate of discount is usedfférande
reduces to approximately MM$1.3. Although larger discount rates areelynltheir
effects are investigated to analyze if the optimal solutiorhtragange (Figure 3.6) and it

does in favor of solutions with lower FCI as one might expect.
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Figure 3.6 — NPC and FCI as a function of rate of discount.

Next, the cost and profitability of the network options previously ssigdein
comparison to the initial investments is investigated. For thapiealyrate of discount of
9% is considered. In both cases (annualized total cost and NPCyrke&vshows the
lowest objective value. However, if one considers also the linitiestment (FCI),
additional conclusions can be obtained. Figure 3.7 shows the Annualizedogitaisc
FCI and NPC vs. FCI. The optimum capacities of the regenerationsprace end-of-

pipe treatment for each of the networks are presented in Table 3-4.
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Table 3-4 — Regeneration and end-of-pipe treatment capacity of the netwoyzedmnal

Figure 5.
Regeneration Capacit) EOP Capacity
Network A 77.8 t/h 20 t/h
Network B 55.6 t/h 40 t/h
Network C 55.6 t/h 40 t/h
Network D 40 t/h 54 t/h
Network E 40 t/h 54 t/h
Network F 22.3 t/h 70 t/h
Network G 22.3 t/h 70 t/h
Network H - 90 t/h
Network | - 92.5 t/h
Network J - 107.5 t/h
1.5
J
T 130 +
[iF]
o
g 12
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o 100
wn
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| 115 I
© L 2
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Figure 3.7 — a - Annualized total cost as function of FCI. b - NPC as a function.of FCI

Evaluation of Budget limitations:

Considering the solutions previously obtained, note that if the budget is
constrained to be lower than $1,190,000, the optimum solution (minimum NPC) is
network B instead network A. Network B has a NPC of $7,112,219 (for a 9%udisc
rate). This network does not use the whole budget since it haSlardund $1,134,000.
Due to its isolated loop without discharge (or any other reason), agenat consider
network B. In this case other options can be analyzed. To better @gdng
information, the marginal values of annualized total cost and NBCalculated and
presented in Figure 3.7. Network B is chosen as the referetwerkdecause it is the
optimum solution for a $1,190,000 budget limit case. Thus, marginal valdles other

suggested networks can be calculated by simply computing the dnacmgs (cost of a
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given network minus the optimum network). The first quadrant contains the solutions that
do not give any advantages in terms of the analyzed objective, tbhadsshows
networks in which the budget constraint is violated, but they provideter Isetution in
terms of the objective function and, the third one is always enmptg the graph is done
using the optimum solution of a budget limited case. Finally, thtegiaadrant provides
information of networks that require a lower investment, but reswtlarger objective
function. The second and fourth quadrants are the ones with interbst analysis and
will be discussed further.

First, we note that networks C, D, E, F and G do not give any adpeamaerms
of either annualized total cost or NPC. Then, one can look at theatsoev much one
is losing for not having a higher budget (second quadrant). In théstba investment is
$64,000 higher (which represents only $8,000 more than the budget), but i i abl
decrease the annualized cost by $30,000 and NPC by $177,000 (network A).

Now if we look the graph considering the former discussion (how mauke you
are investing to gain a certain delta in NPC — fourth quadrant@ssuining that no more
money can be put in this project (the maximum is $1,190,00), another iinignesint
can be made. In this case, network H would give an annualized tot&6£0800 higher
and would increase the NPC by $343,000. On the other hand, network H hasra low

investment ($193,000 lower than network B and $249,285 lower than the budget).
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of end-of-pipe wastewater is not allowed).
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A similar analysis can also be done considering a measurevheeturn on
investment. Because this is a grassroots design, no direct profibecacalculated.
However, it is known that one important objective function used by previauks
(Hallale and Fraser, 19997, 2000a,b) is the minimization of capistl @CIl). To
evaluate this choice, one can now consider the optimum solution obtained=@hés
minimized (Equation 3-17) and use it as a reference solution. ThuRetbe on Extra

Investment (ROEI) can be calculated as follows:

OperatingCost’ — OperatingCo.

ROEI= -
FCI -FClI (3-23)

This analysis is important when minimum freshwater is not sengéisl issue and
capital cost is the main concern. In this case, one may thifikstathat the minimum
capital of investment is the best choice. However, we show tha ketter opportunities
can be missed.

For this example, network | presents the minimum FCI and acctydmghe
reference network. Figure 3.9 shows the ROEI as function of dsbviiater flowrate
considering the optimum ranges found from the minimization of annuali#ad dost
(Figure 3.1 to Figure 3.4).

The maximum ROEI as function of incremental FCI is shown in rEidgu9.
Because of its negative value (- 457%), network J was excludedthe figure. Now,
from the ROEI point of view, the optimum network is network H, whichkegia 67%
return on extra investment. This network also corresponds to the on¢heitbwest

extra investment. Note that network J represents a bad choiceHeorsturn on extra
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investment perspective since it has a higher FCI and a higher operating cost.
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Figure 3.9 — Return on extra investment - grassroots case.

Table 3-5 summarizes the results (the FCI, Total cost, NPC &idl Rre
calculated at the minimum freshwater consumption). One can seamfjortance of
looking at this problem from a more comprehensive view of the oppoesinitthich

allows the designer to make a decision based on the level of anperand priorities of

the project, current financial situation of the company, available budget, etc.
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Figure 3.10 — Return on extra investment - grassroots case.

Table 3-5 — Summary of results - grassroots case.
Minimum
Network | Freshwater FCI Total Cost NPC ROEI
Consumption

20 t/h $1,197,873 $1,013,429| $6,935,050 50%
40 t/h $1,133,814 $1,044,597| $7,112,219 48%
40 t/h $1,276,442 $1,055,516| $7,233,376 31%
54 t/h $1,196,702 $1,073,030| $7,317,272 31%
54 t/h $1,237729 $1,074,983 $7,344,497 28%
70 t/h $1,145,154 $1,094,624| $7,437,454 26%
70 t/h $1,191,666 $1,098,383| $7,478,235 22%
90 t/h $940,715| $1,108,820 $7,455,456 67%
92.5t/h $894,431| $1,135,385 $7,609,3Reference
107.5 t/h $926,861  $1,304,944 $8,709,560513%

o|—|ZT|O|Tmm|OO|m| >

Retrofit case:
For the retrofit case, a conventional network (no water reusayhich no

regeneration process exists is assumed. That is, the currevdrinetas only the
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connection between the water source and water-using units and betatsrusing
units and the end-of-pipe treatment. The investment costs of new donseahd
potential regeneration processes are needed. The costs previogslytguteare used in
this case as well. However, the capital cost of existingaximns (between freshwater
and water using units and water using units and end of pipe treamenprocesses (in
this case the end of pipe treatment) are set to zero.

The feasible range of freshwater usage found for the studied nettgork is
between 20 t/h (the minimum flowrate using a regeneration pfoeess 112.5 t/h
(flowrate of the current network). Figure 3.10 depicts the savinga &sction of
flowrate, where networks A through D make use of a regeneratiobanthnetworks E, F
and G do not use regeneration. Note that each point corresponds to endiffer
regeneration unit capacity (when this applies).

The ranges of freshwater where each network is the econaypiaalal solution
(maximum Net Savings — Equation 16), are shown in Table 3-6. Selextbgucations
(networks A, C, E and F) are presented in Figure 3.11. The thickeritinde figures
represent new connections and the values inside the boxes represedtfldwrates and
concentration. The flowrates and concentrations shown in the figurespond to the
operating conditions to reach the maximum savings of each network.

The FCI as well as the ROI and NPV profiles corresponding tos#wvengs
presented in Figure 3.13 are shown in Figure 3.14 and Figure 3.15, respe8avehgs
and FCI go down in a discontinuous manner. The ROI, however, increBesefore,
one can conclude that maximizing savings does not necessarilyaigernkee most

profitable solution from the ROI point of viewndeed, the most profitable option from
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the ROI point of view happens at the limit of 95 t/h (Network Rgrevno regeneration
process is needed. Conversely, Network A exhibits the highest savings.

0.30
0.25 T ...“‘."?1‘0.4&09 !

-
0.20 - E

Savings (MM$/year)
*

0.05 *

0.00 ‘e
20 30 40 50 &0 70 a0 90 100 110
Freshwater Flowrate (ton/hr)

Figure 3.11 — Savings as a function of Freshwater flowrate for the trelesfgn.

Table 3-6 — Network and corresponding range of freshwater flowrate (RiQure

Range of freshwater . FCI of New
Network . . New Connections :
usage (discrete values) Connections
U1-U3, U2-U4, N1-U2,
A 20.00 to 39.621 t/h N1-U3. U2-N1, U3-N1 $458,000.00
U1-U3, U2-U4, N1-U2,
B 40.556 to 45.227 t/h U2-N1, U3-N1 $408,000.00
C | 46.1621069.520 yh| VY3 HEH NIV 6317 000,00
D | 70.455t089.141th| V1Y HEE NIUS 6937 000,00
E 90.076 to 94.747 t/h U1-U3, U2-U4 $150,000.0(
F 95.682 to 106.894 t/h U1-U3 $110,000.0Q
G 107.828 to 111.566 t/h U2-u4 $40,000.00
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Figure 3.12 — Selected networks for the retrofit example.
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Figure 3.13 — FCI as a function of freshwater flowrate - retrofit.
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Figure 3.14 — ROI as a function of freshwater flowrate - retrofit.

Next, the net present value (NPV) is used as mean of lookingféaapility. The

same solutions are obtained optimizing either savings (Equation 3-NB)\O(Equation
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3-20). In this case, note that we are looking at true profitalofithe retrofit, as opposed
to using the net present cost as in the case of grassroots degige. 3.15 shows the
NPV profiles of all the aforementioned solutions for differeldcount rates. The
optimum solution varies according to the discount rate used. The 28%frdtscount
gives network E as the one with the maximum NPV. On the otimel, biae 10% rate of
discount shows network A as having the maximum NPV. However, netwoddsl &
also exhibit fairly good NPVs. For the 5% discount rate case, netdvavould be the
best network from the NPV profitability based point of view. A bettaaluation of what
happens with the optimum solutions from the NPV point of view as fundi rate of
discount is shown in Figure 3.16. It is worth reminding the redderetach point has a

different regeneration unit capacity (when this applies).
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Figure 3.15 — NPV as a function of freshwater flowrate - retrofit design.
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Figure 3.16 — NPC and FCI as a function of rate of discount - retrofit design.

Operability Range of the Networks:

The purpose of this section is to show the operability range lffeasiriations of
freshwater consumption) of each network and their relation wighoaen regeneration
capacity. This can help in identifying adequate capacities ofefipeneration process in
each network and better understand the tradeoff between freshwater savingst anthc
regeneration.

To make the operability range analysis, the feasibility éanfgeach network is
extended beyond the interval in which they are optimal by solvingaime problem
again for each of the networks. We fix the network connections (buheatze of the

regeneration unit yet) and maximize savings (Equation 3-16) fdr #eed freshwater

75



flowrate. Unlike the previous problem, an NLP solver (GAMS/CONO®&an be used
here since the binary variables are now fixed. The results are shown in Fitfire

Note the existence of overlapping solutions for all networks, winidicates that
different networks can operate at certain same freshwateuroptisn. There is a linear
relation between the regeneration capacity and the freshwateate, which is also
shown in the top scale of the figure. The interesting point to rhakeis that at certain
freshwater flowrate, the network with maximum saving obeys this linedioreship and,
all the other feasible networks with the same freshwater congumipave the same
regeneration capacity. Another issue worth pointing out is that toraon#te curves the
minimum freshwater flowrate obtained for a fixed network mayawatcide with the
original minimum value of the freshwater usage range at marisavings. When this
happens, one may get isolated points like the one shown in Figure 3.16 forkn€tw
This isolated point of network C represents a feasible operatingticonof this network
where it operates economically worse than at least anottveonke Since this point does
not represent the maximum savings at this freshwater consumptiomegéeeration
flowrate scale is no longer valid for it. The corresponding ROl and NPV prédii¢sese

extended ranges are shown in Figure 3.17 and Figure 3.18 respectively.
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Figure 3.19 — NPV profile of the suggested networks for 9% rate of discourtfitret
design.

In the next step, the size of the regenerati@edCap is fixed in Equation 3-15)

is fixed in addition to the connections. The sizes that correspoheé twapacity obtained
for the point with maximum savings of each network are chosen. Memeamv additional
lower size can be found using information of the other networks. Forpdxatne lower
size of network C is the capacity corresponding to the pointevaeteast one other
network can reach the same savings (in this case network ®saMngs are now linear
for the whole feasible freshwater consumption range, as shown ireRdl®. In this
figure, the previous curves of the networks with regeneration drelet for reference.
The capacities of the regeneration units correspond to where dfghstme touches its
curved savings profile. Once the regeneration capacity is defitmed, minimum

freshwater consumption is determined by the freshwater flowrate stéte (bottom).
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Figure 3.20 — Savings profile for fixed sizes of the regeneration procetssfi design.

This evaluation is useful to define economical limit sizes of rdgeneration
process for the different networks. For each network, a regenenatomess with
capacity higher than the maximum values used to construct Figure 3slAataecrease
the freshwater consumption without generating a saving that is tbeserone of another
network. Consequently, in the best case (when freshwater consumptisnndbe
decrease), the part of the savings equation related to operasingoes not change while
FCl increases. Thus, a higher regeneration capacity generates ecossmic lo

In Figure 3.20 the lower limit of the regeneration capacitiesaaalyzed. One can
see that a regeneration process with capacity of 22.222 t/h vattdsemically superior
when used in network D than when used in network C. This also happensemitbrkl
A and B with 22.222 t/h capacity. If we draw the profile, thely be below the one in

network D. Similarly, a regeneration process with capaci#Qo?06 t/h is economically
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superior when used in network C than when used by network B andithng5.556 t/h
capacity is economically superior in network B than in networkéther, from the
economical point of view, network A should not work with a regeneratiooegs with
capacity lower than 61.345 t/h and, as suggested before, it should not wbria wi
regeneration process with capacity higher than 77.778 t/h. This loaparcity limit
represents the regeneration capacity in network A that gesdfee same savings than
the maximum savings generates by other network (in this caseorkeC) that can
operate at the same freshwater consumption. This point is alscotmen@cally optimum
upper limit of network C (49.206 t/h). Additionally, network B does nosgmé any
economical advantages. The only reason that it could be consideredtasfreshwater
consumption issues when compared to network C. Similarly, the honiteetwork C are
between 49.206 t/h and 29.695 t/h (this lower limit generates the same savingsoas netw
D at its maximum savings). In turn, network D has the limit betw22.222 t/h and
12.104 t/h (this lower limit generates the same savings as tkemom savings in
network E — the highest savings between the options without regengr&inally, the
use of a regeneration process with capacity outside thesealstgenerates economical
losses. This process of thought is illustrated in Figure 3.20.

The ROI and NPV profiles of the networks A to D with fixed sszeegeneration
process are presented in Figure 3.22 and Figure 3.23 respectivelprgdst advisable
sizes from the savings point of view are used in these profiles.pattern of straight

lines repeats, but they are not parallel anymore.
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Table 3-7 shows the summary of the results for the retafé of the single

contaminant example. As before, all economics is computed for thiemaom freshwater

consumption.

Table 3-7 — Summary of results — retrofit design.

Minimum NPV
Network Freshwater FCI Savings - ROI
) (i=10%)
Consumption
A 20 t/h $811,922 $289,398  $1,465,194 45.6%
B 40 t/h $685,473 $267,467  $1,379,189 49.0%
C 45 t/h $589,494 $236,63L  $1,226,719 50.1%
D 70 t/h $381,901 $247,538  $1,373,743 74.8%
E 90 t/h $150,000 $236,995  $1,398,400 168/0%
F 95 t/h $110,000 $177,996  $1,051,298 171)8%
G 107.5t/h $40,000 $48,499 $282,583 131.2%

Example 2: Multi Contaminant Case

To address the multi-contaminant case, the refinery examderpesl by Koppol

et al. (2003) is investigated. It consists of six water using uaitd four key

82



contaminants, which operates 8600 hours per year. Table 3-8 givesiitiveglidata of
the six water-using units.

The cost of freshwater is $0.32/t and its concentration is assonedzero. The
operating cost of the end of pipe treatment is $1.68/t and its capisal factor is
$30,000". The financial analysis of the project is done for a period ofeBsyfN=10
years andaf = 0.1). This problem has 215 constraints, 139 continuous variables and 87
binary variables.

Table 3-8 — Limiting process water data for multi contaminant example.

Mass Load | C™™® coutme
Process Contaminant
(kg/h) (ppm) (ppm)
Salts 0.18 300 500
. . Organics 1.2 50 500
1 - CausticTreating H2S 0.75 5000 11000
Ammonia 0.1 1500 3000
Salts 3.61 10 200
o Organics 100 1 4000
2 - Distillation H2S 025 0 500
Ammonia 0.8 0 1000
Salts 0.6 10 1000
. .| Organics 30 1 3500
3 — Amine Sweetening H2S 15 0 2000
Ammonia 1 0 3500
Salts 2 100 400
4 - Merox-I Organics 60 200 6000
Sweetening H2S 0.8 50 2000
Ammonia 1 1000 3500
Salts 3.8 85 350
. Organics 45 200 1800
5 - Hydrotreating H2S 11 300 6500
Ammonia 2 200 1000
Salts 120 1000 9500
. Organics 480 1000 6500
6 - Desalting H2S 15 150 450
Ammonia 0 200 400
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Grassroots case:

For the grassroots case all design decisions need to be madapithkaopsts of
connections between processes are presented in Table 3-9.

Three intermediary regeneration processes are availables@pRrator followed
by ACA, which reduces organics to 50 ppm; Reverse osmosis, which seshlteto 20
ppm; and, Chevron wastewater treatment, which redug8sdi5 ppm and ammonia to

30 ppm). The capital cost factor ICNr and the operation cost @RNpresented in Table

3-10.

Table 3-9 — Capital costs of the connections.

$(x10°) Ul | U2| U3| U4 U5 U6 | R1| R2| R3| EOP
W1 23 | 50| 18| 63| 16 2% - . 1 -
Ul - 50| 110f 45| 70 42 23 15 11 53
u2 50 - 34| 40| 11 33 50 12 34 51
U3 110 34 - 42 60 18 18 35 47 62
U4 45 | 40| 42 -1 23 34 63 183 50 78
ub 70| 11| 60| 23] -| 28 16 21 19 58
U6 42 | 35| 18| 34| 28§ - 2% 338 24 22
R1 23| 50| 18| 63 16 25 - 50 31 44
R2 15| 12| 35| 13 21 33 50 34 40
R3 11| 34| 47| 500 19 24 31 34 52
EOP 53| 51| 62| 78 58 22 44 40 52

The range of freshwater usage of this network is defined betitge@mnimum
consumption (33.6 t/h) and its freshwater consumption without reuse (144.&ighjye
3.24 shows the annualized total cost as function of freshwater consumpigmthe
annualized total cost is minimized (Equation 3-16). The optimum solut@mn fhe
annualized total cost point of view is network A, which can reachntiemum

freshwater consumption.
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Table 3-10 — Capital cost factor and operation cost for the regeneration processes.

Regeneration Process ICN; ($/torf"") | OPN ($/ton)
1 - API separator followed by ACA $25,000 0.12
2 - Reverse osmosis $20,100 0.56
3 - Chevron wastewater treatment $16,800 1.00
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Figure 3.24 — Annualized total cost as a function of freshwater flowrated@rassroots
case of the multi contaminant example.

Table 3-11 shows the connections of all these networks and theispmmceng
minimum values of freshwater consumption (even when they are not bjdinthose
values). Relevant networks (A, B, C and F) are presented in BgzdeNote that Table
3-11 indicates that network A has a connection between the @eshsource and water-
using unit 4 (Merox I). In Figure 3.24a, however, this connection is notrshesause
this connection is not active at the specific condition of minimueshfivater

consumption.
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Table 3-11 — Network connections and minimum freshwater consumption of the
networks — multi contaminant case.

Network Connections Min .
Consumption
W-U2, W-U3, W-U4, U1-U4, U2-U5, U5-U6, N1-U1,
A N1-U5, N1-U6, N3-U4, U1-N3, U2-N1, U2-N2, US1, 33.6ton/h
U4-N1, U5-EoPT, U6-N2, U6-EoPT, N2-N1, EoPT{S

W-U2, W-U3, W-U4, U1-U6, U2-U6, U5-U6, N1-U1,

B N1-U5, N1-U6, U2-N1, U2-N2, U3-N1, U4-N1, U82, 43.6ton/h

U6-EOPT, N2-N1, EoPT-S
W-U1, W-U2, W-U3, W-U4, W-U5, U1-U5, U1-U6
C U5-U4, U5-U6, N1-U1, U2-N1, U3-N1, U4-N1, US1, 68.1ton/h
U6-N1, U6-EoPT, N1-EoPT, EOPT-S
W-U2, W-U3, W-U4, W-U5, W-U6, U1-U6, U3-U6
D U5-U6, N1-U1, N1-U5, U2-N1, U4-N1, U6-N1, U6+ 78.7 ton/h
EoPT, EoPT-S
W-U1, W-U2, W-U3, W-U4, W-U5, U1-U6, U2-U5
E U3-U6, U5-U6, N1-U6, U2-EoPT, U4-N1, U6-EoPT, 85.8 ton/h
EoPT-S
W-U1, W-U2, W-U3, W-U4, W-U5, U1-U6, U3-U6 120.6 ton/h
U5-U6, U2-EoPT, U4-EoPT, U6-EoPT, EOPT-S '
* N1 — API separator; N2 — RO; N3 — Chevron treatment; EOPT — End-of-pipe treatment.

F

Figure 3.25 shows the regeneration capacities needed as fuottitdme
freshwater consumption of the networks previously found. The only regemepaticess
that is always used through the whole range of freshwater usathe iend-of-pipe
treatment. API separator is used up to 120 t/h freshwater consurfr@iamorks A to E),
the reverse osmosis up to about 66 t/h (networks A and B) and theoGhveastewater
treatment is used only by network A (up to approximately 40 t/h)e Nwdt only an
extremely small capacity of Chevron treatment is needddt v not acceptable in
practice. As another option in which the total cost does not sigmifjcancrease,

network B can be considered.
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Figure 3.25 — Selected networks from Table 3-11.
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The FCI of the networks presented in Figure 3.23 as function of éebwater
flowrate is presented in Figure 3.26. The discontinuities of the caregesaused by the
different piping configurations, and the curvatures are due to theediffeegeneration
capacities for each fixed freshwater consumption.

Figure 3.27 shows minimum NPC of those networks for differetes raf
discount as function of freshwater consumption. Note the optimum soluto@amdie on
the discount rate applied. At a 10% discount rate network A is the wptisolution.
However, for rates of discount of 15% or 20%, the network B presents the lowest NPC.

Figure 3.28 shows the minimum NPC for a rate of discount of 10% &f eac
network as function of FCI. The freshwater consumption where the ommitNPC

happens is also presented in the graph.
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Figure 3.26 — Regeneration capacities as a function of freshwater flowrthe f
grassroots case of the multi contaminant example.
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example (for rate of discount of 10%).

The return on extra investment is analyzed next. Network &ures the
minimum FCI operating at its minimum freshwater consumption (12&) This
network has a FCI of $1,267,987 and an annualized total cost of $2,200,590. Using this
network as reference, the ROEI vs. freshwater consumptioncislaiald using Equation
3-23 and the solution is presented in Figure 3.29. Note that network G tgsnara
negative ROEI. From the ROEI perspective, network C is the optisalumion when it
is designed for a freshwater consumption of 68.1 t/h, which has ameg§Pheration
process with capacity for 74.5 t/h.

A summary of the results for the multi contaminant examppedsented in Table
3-12. Costs correspond to minimum freshwater consumption when the network is
optimum. Network C has the highest ROEI (540%) when designed foeshwater

consumption of 67.3 t/h. The optimum solutions of each criterion are bolded.
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multi contaminant example.

Table 3-12 — Summary of results for the multi contaminant case.

Network | [ reshwater FCI Total Cost NPC ROEI
Consumption

A 33.6 t/h $1,917,204 $1,182,217 $8,024,198 155%
B 43.6t/h $1,770,753 $1,194,671 $8,039,440 210%
C 68.1 t/h $1,415,986 $1,415,986 $9,246,542 540%
D 79.6 t/h $1,505,614 $1,575,265 $10,259,802273%

E 87.5t/h $1,452,112 $1,683,807 $10,906,119291%

F 120.6 t/h $1,267,987 $2,200,590 $14,010,6FReference

3.6. Conclusions

This chapter presented a methodology to perform the grassroots d@design
retrofit of water/wastewater systems based on mathematical ogiiomizand profitability
insights. The results point some important conclusions: Targetingmaaxisavings (or
total annualized cost) does not necessarily generate the mdisabbpeosolution. In

addition, different measurements for profitability can give déffi solutions. Moreover,
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when NPV is used as the measurement, the used discount rateecahealbptimum

solution.
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4. WATER SYSTEMS CORRECT STRUCTURES

This chapter discusses the definition of the water/wastewater allocation
problem as it was originally defined by Takama et al. (1980), how this
concept was modified, and sometimes simplified through time, as well as
additional issues that were still not properly addressed. Different
architectures and assumptions used to model water system are discussed,
a modification is suggested and the impact of proper modeling is

investigated. A modified mathematical model is then presented.

4.1. Overview

Takamaet al. (1980) discussed the architecture of the WAP and they made sure to
include a wastewater treatment system and discharge concenimatits. Moreover,
their model considers that a recycle of the water trelayeithese treatment units can be
used to feed the water-using units. Later, Wang and Smith (1994ypotkehat gave rise
to the “water pinch” method, ignored the discharge limits remerds. Thus, to comply
with these requirements an implicit End-of-Pipe treatment (Edfad)to be assumed.
Because Wang and Smith (1994) only implicitly assumed it (ibtspart of the model),
they did not consider discussing the reuse and/or recycle of denstreated by the
EoPT. Several subsequent papers (Doyle and Smith, 1997; Polley aay, RO0O0;
Bagajewicz et al., 2000; Hallale, 2002; Koppol et al., 2003; Prakotpol amob8akun,
2004; Teleset al., 2008), including the review made by Bagajewicz (2000), have also

omitted using discharge concentration limits, implicitly assuminag the End-of-pipe-
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Treatment is able to bring the concentration of the contaminants daothvase discharge
limits. In addition, many of these papers used the regenerationspescas means of
reducing freshwater consumption, but none explicitly assumed thaiRih \Eas present
and its treated stream could be reused/recycled. This ig¢hes§iue investigated in this
chapter.

Aside from these methodologies that model the units as masagechaGabriel
and El-Halwagi (2005) used a source-sink model (El-Halwagi aaygs, 1998) in
which “interceptors” were included to act as regeneration praze$sbey assumed that
each interceptor could receive water from only one source, thlaaighere is no mixing
before interception. This assumption allowed discretizing the ieifty of each
interceptor as function of the source only, something that renderedaa model. In
reality, the efficiency of each interceptor should be dis@dtias also function of
possible range of concentration when sources are mixed, but this waklnded in
their model.

Much in the same way as it was suggested by Takama et al. (11988h be
argued that if an end-of-pipe treatment has to be part of the syatem, then its effluent
should also be available as an option for reuse/reclyclact, there is no water system
without any kind of regeneration process (even those that were igdsad “end-of-
pipe”). Thus, all water allocation problems must at least include onenresit unit in
which its treated stream can be reused/recycl&dhen discussing regeneration, other
articles (Takamat al, 1980; Wang and Smith, 1994; Kuo and Smith, 1998; Koppol
al., 2003; Gunaratnarmt al, 2005; Karuppiah and Grossmann, 2006; Alva-Argaez et al.,

2007; Nget al, 2007a,b; Putra and Amminudin, 2008, among others) touch on this issue
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but do not explicitly come with this conclusion. Because of the laekdiscussion of the
effect of implicitly assuming the EOPT and consequently ignoriregycle from it, there
is no established knowledge, rule, as of when this practiggpi®ariate, and when it is
not. In this chapter, the intricacies and consequences of ignoringistenee of at least
one end-of-pipe treatment (and consequently the reuse/recyble stfiéam treated by it)
and the different architectures the WAP problem models should be baseade
discussed.

Then, a second issue is point out regarding appropriate modeling.oMthst
papers, including Takamet al. (1980), have assumed that one source of freshwater was
available, usually with zero contaminant concentration, and have not inchelgute-
treatments used to bring the freshwater to such qualityagtmually, multiple sources of
different contaminant concentration are mentioned, but rarely theiisudiscussed in
detail, much less modeled.

Freshwater is usually sequentially processed in differentr@atrtent units, some
producing freshwater of stringent purities (like boiler watemjj asome producing water
with less stringent qualities. However, to have a complete gtajcthe pre-treatment
should be included when modeling the WAP. This system does not have teebsanigg
a sequential set of treatment units where water of differenfityqus drawn from
intermediate units, but it could be a distributed and/or decentradizggeém. Both the
wastewater treatment system and the pre-treatment have toodeled assuming a
distributed configuration. Because the addition of these pre-eeatmits has not been
explicitly included in the WAP previously, the impact of considering it is dfsmlis

Finally, in addition to allowing water from the wastewater atingents
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(regeneration and/or EoPT) to be recycled to the water-using units, odeadditionally
include interaction with the pre-treatment units. Ultimatelgai be said that only when
complete decentralization of the system is allowed, one idlsairéhe global optimum of
the system is achieved, although such global optimum may fezntelized solutions.
Moreover, when seeking zero liquid discharge cycles, this isapipeopriate route to
adopt. Indeed, it will be shown in the examples that some consungutits presented
in the literature are not true anymore if pre-treatment angsncluded. Even if only one
pre-treatment is considered, and its output is a stream freent#nainants, water from
any water-using unit could be recycled back to the prerteatto reduce the amount of
freshwater needed. What determines how much smaller freshygaige can be achieved
are the constraints at the inlet of this pre-treatment uniifman allowed inlet
concentrations and/or pre-treatment capacity). If these constrallo this pre-
treatment process receive some amount of water from anypthegss, this will reduce

the minimum consumption.

4.2. Water Systems Architectures

A Complete Water Systef@WS) in process plants is typically composed of three
subsystems (water pre-treatment, water-using and wastetngdtment). A conventional,
sequentially ordered, non-integrated CWS is shown in Figure 4.. Nattééshwater is
treated in different units in a sequential manner, lowering theeowration of key
contaminants after each treatment. All units receive freshwaitea quality that
corresponds to its maximum inlet concentration and therefore, thepmndsg water is

taken after each treatment. For example, WU3 may be a stasancer and WPT3
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could be a boiler preceded by a boiler-feed treatment unit. In turrd ¥édld be a
scrubbing unit that does not require boiler quality water and WU1, WUZ2 dsulinits
that have less stringent quality requirements, like for exgndelgalters. In some cases,
freshwater, purchased or taken from natural sources can be ydiusetl. This is
illustrated by unit WUS5.

Another feature of the current architecture is that all wastsw are mixed and
sent to EoPT, which is usually sequential, as indicated. Wateleaed to below

discharge limits and usually not recycled.

Water-Using Subsystem

Water Pre-Treatment Subsystem WU 1

Wastewater Treatment Subsystem

s wu2

Freshwater Sources .
> =| WPT 1 }l{ WPT 2 h—»{ WPT 3 |= > > =IIWWT1 |—>| WWT 2 H WWT 3 }—’——-D‘“h“‘ BS
WU 3

WU 4

> > WU S

Figure 4.1 - Typical complete water system in process plants.

The WAP can be modeled in various forms depending on:
e The boundaries of the problem (i.e., which subsystems are considered and

where are their boundaries),
e The architecture of the subsystems (i.e., how their units anegadain
series, parallel, distributed, etc).
e Whether the recycle and reuse within subsystems is or isn’t allowed.
e Whether the recycle between subsystems is or isn’t allowed

e The level of detail of the model (fixed loads vs. variable lo&iged vs.
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variable flowrates through the units, etc.) and,

e The nature of the objective function.

The simplest form of the problem is simply a freshwateafetithe water-using
subsystem followed by an assumed end-of-pipe treatment to adjwshastevater to the
discharge limits. This simplified version of water systemresented in Figure 4.2. The
problem solved using this definition of the WAP is the one limitedhieydashed line.
Inside this line all the possible reuses among the water-usitggargi allowed. Here, the
wastewater subsystem is treated as a single EoPT, whiddt gart of the optimization
problem but has to exist to bring the contaminants concentration dowe thstharge
limits. This is the first problem addressed by the popular techpaalled “water pinch”
(Wang and Smith, 1994), which is very useful when a single componesuimed, and
several other methods (Doyle and Smith, 1997; Polley and Polley, 2808jeBviczet
al, 2000; Savelski and Bagajewicz, 2003; Tedesl, 2008;, among others), some also
used for the multicontaminant case. The objective is usually not lmasfreshwater

consumption.

FRESHWATER WATER-USING

UNITS

END-OF-PIPE DISCHARGE
e
TREATMENT

| |
| |
| |
| |
> >
=" ="
| |
| |
| |
| |

Figure 4.2 - Water-using units with an implicit end-of-pipe treatment.

Wang and Smith (1994) also discussed the possibility of havinghesgen

processes, but they did not include a discharge limit. Thus they implicitly assoushedah t
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end-of-pipe treatment would help reaching these limits. We riditestthis system in
Figure 4.3. In this case the interaction of the water-using andssome regeneration
processes are allowed through three different options, reusejeratien-reuse and
regeneration recycle. As in Wang and Smith (1994), several subseqpers p2oyle

and Smith, 1997; Polley and Polley, 2000; Bagajewicz et al., 2000; Kopplal 20@3;
Prakotpol and Srinophakun, 2004; Teles et al., 2008; among others) have aldusused t

implicit end-of-pipe treatment assumption.

| |
I |
FRESHWATER | WATER-USING REGENERATION | || END-OF-PIPE DISCHARGE
> > > e
| UNITS PROCESSES } TREATMENT
| |
| t | |

—

Figure 4.3 - Water-using units and regeneration processes with an impli@f-pipe
treatment.

Thus, in its simplest form, the problem does not explicitly consileising the
water that is ready for discharge. It is worth pointing out, vewethat the seminal
paper of the water management problem (Takama et al., 1980)réadyaihcluded such
a recycle when they introduced the existence of a wasteweatément subsystem and
added discharge limits to the whole system. They state thayskem showed in Figure
4.4 is a typical system used in refineries and is formed bystbsystems, water-using
subsystem and wastewater treating subsystem, which are ofterdually optimized
regardless of the interaction introduced by the recycle. lityretdeir definition of the
wastewater subsystem together with the addition of discharges lintegrates all the

possibilities of regeneration without clearly defining or simgjlout specifically an end-
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of-pipe treatment. In other words, this definition considers thaketpeneration processes
and the end-of-pipe treatment are part of a unique subsystem called warsteaaainent.
Additionally, note that their system does not consider the existehee water pre-

treatment subsystem.

Treated Water

Non-treated Water

Freshwater Water Using V‘IY?;:tanV::;ir
Subsytem Subsystem | Discharge

Figure 4.4 Independently distributed freshwater and wastewater networks (Following
Takama et al., 1980).

Thus, when considering only these two subsystems, Takaala(1980) suggest
their integration in dotal systenfor integrated systejn Their model handled the water-
using units and wastewater treatment processes assumingh&aemszl model, one that
has no subsystem boundaries. Although their model allows connectionarfyopnocess
(water-using or treatment units) to any other process, thé@okthey presented did not
show any recycle from a regeneration unit to a water usimgeps. The solution to their
example has a water reuse subsystem followed by a wastdvegtment subsystem that
is distributed.

Later, Kuo and Smith (1998) reminded of the importance of the atiina
between water-using units, regeneration processes and efflugnteinéaystem. They

presented an improvement of Wang and Smith’s (1994) method, which had only
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considered the interaction between water-using units and regenguaticesses. On the
other hand, some authors (Gunaratnetnal, 2005; Karuppiah and Grossmann, 2006;
Alva-Argéez et al., 2007; Net al, 2007a,b; Putra and Amminudin, 2008) have used the
structure proposed by Takaragal (1980) to solve the multiple component WAP, that
is, they solved the problem that is often catladl water system

The use of the stream treated by the end-of-pipe treat(oerthe addition of
discharge limits) starts to play an important role not only frdme freshwater
consumption point of view, but also from the cost of the whole system glinéew.
Increasing freshwater costs, declining of water quality iratlalable freshwater sources
and costs ratio between end-of-pipe treatment and intermedge@reration processes
can influence the trade-offs of recycling the streamdteay the end-of-pipe treatment.
End-of-pipe treatment recycling can also show enormous advantagas retrofit
projects are analyzed. For this case an end-of-pipe treatinesd\aexists and therefore
eventually no or very small capital cost is required.

As we stated above, Takarmatal. (1980) consider thtotal water systegmwhich
the water-using units and wastewater treatment processigglually interact. However
the way the subsystems interact is also important and diffesesistems structures may
be preferred for technical and/or layout issues. The discussioromé ®f these
possibilities is presented next using the water system steyatesented by Takama et al.
(1980): Water-using subsystem and wastewater subsystem (Figure 4.4).

First, let us consider a water-using subsystem and a ceed/skzuential
wastewater treatment subsystem with a recycle of whtdrdomplies with discharge

limits (Figure 4.5). In fact, this is the problem that should be soieeh only water-
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using units are optimized. Note that the wastewater treatmérgystem is here
understood as a single system (that could be what was previouglg ead-of-pipe
treatment), but now the recycle of the discharge stream is allowed.

Figure 4.6 shows a centralized/distributed wastewater treatsudsystem. In
both centralized cases, the centralization is more than geogglphincludes collecting
all wastewaters and mixing them in one single stream before treatment.

As an alternative, one can envision a centralized and distributeiwedsr
treatment subsystem in the sense that no mixing of all wastesvtakes place and

multiple streams feed it. This is shown in Figure 4.7.

Treated Water

Water Using Wastewalter
Subsytam Treatment
Subsystem
Freshwater . _ wWuU3 _
WU WUz R1 R3 "|Discharge’

Figure 4.5 - Water Reuse and Sequential Centralized Treatment System.

Treated Water

(WU: water using unit; R: regeneration unit)

Water Using Wastewater
Subsytem gr%atmtent
Freshwater WU3 ubsystem
Lol E 5
WU R1 R3) 'Di&charge'
WU2 1

Figure 4.6 - Water Reuse and End-of-pipe Distributed Centralized Tredhystem.

103

(WU: water using unit; R: regeneration unit)



Treated Water

o = feemem——— -
" Water Using ﬁ?‘;ﬂ;‘fﬁn‘gmf 1
Subsytem I

1 Subsystem 1
1

1

Frashwater

Y
sDischarge

Figure 4.7 - Water Reuse and Distributed Centralized Treatment System.
(WU: water using unit; R: regeneration unit)

Finally, Figure 4.8 shows a completely decentralized wastewaeatment
subsystem, which is often callediategrated systertor total water systejn Note that
allowing flows from any treatment unit in Figure 4.7 to be ¢ty is equivalent to the
system of Figure 4.8. In the limit, Figure 4.8 can be a zquodidischarge cycle. These

are extensions of the classification proposed by Bagajewicz (2000).

1 : Wastewater
Rt Tieatmert |
1 ubsystem 1
Freshwat : WUs : I ' :
reshwater, . ' 1
H—{WUT : —IR2 I
1 L 2
1 1 .
: WU2}— I
1
1

Figure 4.8 - Water Reuse and Decentralized Water/Wastewater Systegnated
system).
(WU: water using unit; R: regeneration unit)
However, to achieve zero-liquid discharge cycle in the type siEBy presented
in Figure 4.8, which is the most general case presented so Fe literature (including
the model presented by Takama et al., 1980), one needs to achieve certain conditions:

e Every contaminant in all water-using units must have the maxinmmlet i

concentration higher than the freshwater source with the lowesentrations,
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and/or;

e Regeneration processes should be able to bring the concentratidine of
contaminants down to at least the lowest maximum inlet condentanong the
water-using units.

These are conditions that are not often seen in the WAP. Currentsnuitigi
assume only the highest quality of freshwater available. Evem wtieer qualities are
assumed, the pre-treatment processes producing the available ateystawe not
considered. This is a very important opportunity when zero-liquid digeha targeted.
Note that pre-treatment processes exist in the water @tereat subsystem shown in
Figure 4. and they are responsible for producing freshwater atetiffqualities. When
considering thecomplete water systernthe water pre-treatment subsystem can receive
water/wastewater from the water-using subsystem and/or fierwastewater treatment
subsystem. Indeed, Figure 4.9a shows the architecture as it istaaderswadays, and
Figure 4.9b shows the proposed architecture. This new architectuss #ile used water
to pass through the pre-treatment again and so comply with theyqegliired by some
(or all) of the water-using unit3his is how the zero-liquid discharge cycle can be more

easily identified

105



e ER IR IR IMERL SRR

H
"
.
*
3

-

i
Freshwater source 2

g

PRE-TREATMENT
PROCESS 1

PRE-TREATMENT

PROCESS 2

Freshwater 1

Freshwater 2

TY YT TY PP PR YT

- H
1
T A T R T P PP T PR Ty Py e T TR TP ar s 5

(a)

From wastewater treatmment SleS:v'S'[Elll

From water-using subsystem

L LR R P e T E R P T L P P PR IY

WPLSUBSYSTEM. x.1..

; g
L

Freshwater source : PRE-TREATMENT PRE-TREATMENT Freshwater 1
N PROCESS 1 g PROCESS 2 "

"
.
a
*
3
-
a

Freshwater 2

H
LT CETY T PR PRy

L T e P P T Y} L R T P R T T T T P

(b)
Figure 4.9 a - Water pre-treatment subsystem sequential scheme; b —éetoythe
water pre-treatment subsystem.

Figure 4.10 shows the different definitions of the water allocgbiailem in
relation to the boundary assumed for the analysis of the whokarsyibte architecture of
each subsystem and the interaction among the subsystems. Invotdsyr each of the
subsystems can exhibit different options of reuse/recycle arttaxg own units (or
processes), i.e. they can be distributed systems within their own boundaries.

Figure 4.10a represents the optimization of the water-using sebsgsly. This
corresponds to the architecture presented in Figure 4.2. Thus, alte state this
problem as follows:

Given a set of water-using units, a set of freshwater sources @itsponding

contaminant concentrations (some usually zero), one wants to obtain a watgr-us

network that optimizes a given objective (freshwater consumption, cost, etc.)
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Figure 4.10b represents the optimization of the water using andnémat
subsystems simultaneously. This is similar to the architechreented in Figure 4.3
and Figure 4.4. In the first case (Figure 4.3), dischargesliargé not imposed and the
problem could be stated as follows:

Given a set of water-using units, a set of freshwater sources @itsponding
contaminant concentrations (some usually zero) and potential intermedigeeration
processes, one wants to obtain a water-using/wastewater treatmesrh systwork that

optimizes a given objective (freshwater consumption, cost, etc.)

For the case presented in Figure 4.4 we would have the following definition:

Given a set of water-using units, a set of freshwater sources @itsponding
contaminant concentrations (some usually zero), potential intermediate ragener
processes and/or a wastewater end-of-pipe treatment unit, one wants to obiaiera
using/wastewater treatment system network that complies withstigahe limits and

optimizes a given objective (freshwater consumption, cost, etc.)

Note that in this later case, discharge limits are imposedtlae regeneration
processes are not used only for reuse/recycle purpose but also to conditiorntdhateas
stream to be discharged. In the literature, the dotted box around tlmeusrateand water
treatment subsystem presented in Figure 4.10b is knowrtosaldwater system As
stated above, this was solved by Gunaratearal, 2005; Karuppiah and Grossmann,

2006; Alva-Argédez et al., 2007; Putra and Amminudin, 2008, using different
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methodologies and assumptions.

Although all these definitions of the problem state that a skeeswater sources
is available, the issue of having more than one freshwater gealitges with different
processes associated to them has not been studied yet. In dacgnwdefine these
different freshwater qualities as part of another subsystemw#ter pre-treatment
subsystem. The addition of this subsystem has not been investigdtedragenerate
further trade-offs in the water allocation problem and consequeetly apportunities.
Figure 4.10c exemplifies the suggested new water allocation prcittecture that we
believe should be solved to completely include all the possibibfiegater integration.
Thus, this problem can be stated as follows:

Given a set of water pre-treatment processes with corresponding their
corresponding specifications, a set of water-using units, potential interraediat
regeneration processes and/or a set of wastewater treatment unitsaotgetw obtain a
water system network that complies with the discharge limits ancthings a given

objective (freshwater consumption, cost, etc.)

As in the wastewater treatment subsystem, both capital andtingecast are
associated to the existence and capacity of water preagets that determine the
availability of each quality of freshwater. One of the reasonsHatting this subsystem
is the fact that such analysis only becomes relevant when sasinsidered as an
objective. Otherwise, when freshwater consumption is the targetptitee with highest
quality (that is, lowest contaminant concentration) is the prefesree and this issue

becomes irrelevant. It is also important to note here that theretitf freshwater sources
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are not only competing with each other, but they are competing \aitr ieuse and/or

recycles from regeneration processes.
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Figure 4.10 Evolution of water allocation problem regarding the boundary of the water
system (a — Optimization of the water-using subsystem; b — Optiomzzftthe water-
using/wastewater treatment subsystems; ¢ — Optimization of the convpletesystem).

In conclusion, it can be said that the complete integration of vegstem is
obtained breaking the boundaries of the subsystems and making ubeawdilable
regeneration processes, including the ones available in the pvat&nreatment system.
This follows the same idea of thetal water systentor integrated systejnpreviously

discussed, but now we include the water pre-treatment subsystgmemte @omplete

integrated water system
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4.3. Mathematical Model of the Complete I ntegrated Water System

Based on theomplete integrated water systetnucture previously discussed, a
modified mathematical model is proposed to describe the WAP. Asiaethe inclusion
of the water pre-treatment sub-system, this model is well kreowinuses simple model
to describe the water-using units and the regeneration process$es. tha issue of
proper modeling these units/processes is discussed.

A general non-liner model to solve the water allocation problenvendyy the
following set of equations:

Water balance at the water-using units

> FWU,,, +> FUU, ,+> FRU, =Y FUS§ +> FUU,,+> FUR, VI
w u* r s u r (4_1)

where Fwu,, , is the flowrate from freshwater soureeto the unitu, Fuu,., is the
flowrates between units* andu, Fru, ,is the flowrate from regeneration proces®
unitu, rus, . is the flowrate from uniti to sinks and FuR,., is the flowrate from unit

u to regeneration process

Water balance at the regeneration processes

> FWR,, +> FUR, +> FRR => FRYU+> FRR+> FRS V

(4-2)
where FwR,, is the flowrate from freshwater soureeto the regeneration process
FRR., is the flowrate from regeneration procesdo regeneration processand FRS

is the flowrate from regeneration proceds sinks. In fact, we assume here that the set

of regeneration processes existing in the system is formgethéb set of water pre-
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treatments and the set of wastewater treatments. If ones wamlifferentiate between
these two categories of regeneration processes, two subséts fegéneration processes

set can be easily created and different constraints applied to each subset.

Contaminant balance at the water-using units

> (CW,o FW,, )+ ( FUU, , )+ > ( FRU,, .CRY)+A M,

w u* r

=¥ (FUU, . C%)+ > (FUS, L)+ ( FUR,, CY VY u ws
u* s r 4_3

where cw,  is concentration of contaminantin the freshwater sourcg, am , is the
mass load of contaminart extractedin unit u,G7 is the outlet concentration of

contaminantc in unit u, and CR’Y' is the outlet concentration of the not treated

contaminant in regeneratiom .

Maximum inlet concentration at the water-using units

> (cw,. Fw, )+ > ( FUu, .. )+> ( FRU,,.CR%)
" w r (4-4)

< c;?(;maX[Z FUWW,U+Z FUUM+Z FRUWJ v u

where c."*is the maximum allowed concentration of contamir@at the inlet of unit

u.

Maximum outlet concentration at the water-using units

ClrL<Cl™ Vu,c

(4-5)
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where CJ;"™is the maximum allowed concentration of contaminastt the outlet of

unit u.

Flowrate through the regeneration processes

FR=> FPWR,+> FUR +> FRR V

(4-6)
where FR is the flowrate through the regeneration process
Contaminant balance at the regeneration processes
FchCRnc:Z(FWRr CWC)+Z( FUBr gct)-'—z*( FRrRr GR) v o T (4 7)
CR. =CR.(1- XCR)+ CRE' XCR V ,r (4-8)

where CR", is the concentration of contaminamat the inlet of regeneration process
CRE""is the outlet concentration of contaminarih regeneration processand xcRr

is a binary parameter that indicates if contamirmaisttreated by regeneration process

We assume thatRF°“, the concentration of the treated contaminant is known and

rc !

constant.

Maximum inlet concentration of the regeneration processes

jn < #1, max
CR. < CR} Vi (4-9)
where CR"."*is the maximum concentration of contaminanallowed at the inlet of

regeneration process
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Maximum allowed discharge concentration

Z(FUSUYSYCC;'“;)JrZ(FRQSCCI%g)S Qichafge’maﬁz FUS+>. FRs; v, < (4-10)

u r u

where CJe"9*™ is the maximum allowed concentration at ssnk

Minimum flowrates
It is well known that many solutions of the water problem majude small

flowrates that are impractical. To avoid these we use the following caonstrai

Min
FWU, , > FWU,T YWU,, V w1 (4-11)
FWR, > FWR" YWR V w (4-12)
FUU, . >FUUY YUU,, VYuu (4-13)
FUS,.> FUS"Y YUS, V u (4-14)
FUR,, > FUR"" YUR, V u | (4-15)
FRU,, > FRU"" YRY, V1t (4-16)
FRR,.> FRRY YRR V ,rt (4-17)
FRS.> FRS" YRS Vv ,r (4-18)

which uses a set of binary variableswu, ,,YWR, YUU, .,YUS, ,YUR,,,YRU,
YRR,.andYRS,) that are equal to one when the corresponding flowrate isetifférom

zero and zero otherwise.
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Maximum flowrates

To ensure that the connections do not surpass maximum values, wleuse t

following constraints:
FWU,,, < FWU™ YWU,, V Wt
FWR,, < FWR™ YWR V w
FUU,,. <FUUYYUU,, Vuu
FUS,, < FUS™ YUS, V u
FUR,, < FUR™ YUR, V u |
FRU,, < FRU"™ YRY, V1t

FRR,. < FRR® YRR V ,rt

FRS, < FRS:X YRS V.,r

Objective functions

Minimum freshwater consumption:

Min;(zu: FWU,,, +Z‘ FWFsvj

Minimum total annual cost:

Max[OP(ZW:aW(ZU: quNmerzr FWRVJ+Z OPN F%— af F%I

(4-19)

(4-20)

(4-21)

(4-22)

(4-23)

(4-24)

(4-25)

(4-26)

(4-27)

(4-28)



where OPN, are the operational cost of the regeneration proce€3Pss the hours of

operation per year. The last term is the annualized capitalwbeteFCI is the fixed
capital cost ana@f is any factor that annualizes the capital cost (usualy WwhereN is
the number of years of depreciation). The fixed capital of investnis calculated using

the sum of the piping costs and the new regeneration units costs as follows:

ZYWU CCWU,, +Z YUR CCUR

FCI=>| "

= +>.YUU,, CCUUM+ZYU§ CCUS,
u*=u (4_29)
ZYWR, CCWR +>. YRR CCRR+

+ rr#r
Z >'YRU, CCRY+> YRS CCRS+ C@R HR

which uses a set of capital cost parameters to assign cib& twnnectionsCWU, ,,

CCWR,, CCUU

u,u* !

CCus,.,CCUR,,,CCRU

ru’?

CCRR,.and CCRS,) and to the
regeneration processes¢R ).

All the above equations need to be tailored to the specifics of gsigms If one
considers the conventional problem stated by Takama et al. (1980js,ttfz one in

which the water pre-treatment subsystem is not considetétR, , does not exist and

thus should be set to zero. In this case all the regeneration pseesspart of the
wastewater treatment subsystem. In the same way, wherthenlyater-using units are
considered, all the parameters that relate regeneration processes shoués zeset
Another point that should be made here is related to the interacioosg the
subsystems and their boundaries. Again, we take the case in whitlave the only

water-using subsystem and the wastewater treatment subsffSmgume 4.5 to Figure
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4.8).

In the case of the system of Figure 4.5, that is, for a ceetlareatment system with

fixed structure, but now with the recycle allowed, we setls,, to zero and we

consider only one treatment with all fixed outlet concentrations, hwban be the
called end-of-pipe treatment. Thus, considering the end-of-pipes tedlathe

involved contaminants, equations (4-7) and (4-8) are not necessagRificcan be
substitute byCRE"", which is a parameter.

In the case of the system of Figure 4.6, the treatment isatieatl but it can be
individually optimized. In fact, for this system the water using gstiesn could be
first optimized and then the treatment subsystem is optimized tis¢ output of the
water subsystem as input of the treatment subsystem. Howehattea procedure
would be to individually optimize both systems while a connection bettesn still
exist. To achieve that, we introduce a fictitious wpitan be introduced. This unit is

actually a mixer and have allM,, = 0=0. The connection between the two systems

is done allowing only the fictitious unit to send water/wastewater to the regensr

FUS,,=0 VusFUR, =0 Vu=u,r In addition, the distributed treatment

system has also to be individually optimized and may render cortocamgréhat are
smaller than the discharge limits. Thus we introduce a @astiregeneration unit

with all XCR =0 (no treatment) and we then makRS®* =0 Vv r= r,sas well as

FRUY™ =0 Vr=r,u

In the case of Figure 4.7, we keep the concepts presented for Figuteuttthe

fictitious unit is no longer needed. On the other hand, the fictitiogsneration is
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still needed. In the case of Figure 4.8, we keep all our equations.

4.4. lllustrations

A single contaminant case that was originally solved as ar\wsieg unit
subsystem problem (no regeneration processes — pre-treatment andtewaker
treatment - and consequently no discharge limits) is presersedTinis example shows
that freshwater consumption can be reduced if the recycle of thef-g@ige treatment is
allowed.

Example 2 is an extension of the previous one, but allowing the additian of
regeneration process from the wastewater treatment subsystains example it is
possible to verify that even if the recycle of the end-of-pipatinent does not show any
advantage from the freshwater consumption point of view, it can soeeetbring
reductions in costs.

In a third example, the single contaminant case is modified bodeche water
pre-treatment subsystem. Thus, the impact of considering this subsystemasdnaly

Example 4 shows a small multi-contaminant water-using subsystample in
which there is a reduction in freshwater consumption when the recygdé of the EOPT
is considered.

Then a lager multiple contaminant problem is analyzed (exampies’p This
problem was originally solved without discharge limits. Differentwogks that have
different arrangements of the pre-treatment subsystem, -usitey subsystem and
wastewater treatment subsystem are presented. lsasshabwn that the recycle of the

stream treated by the end-of-pipe treatment can reduceatwbthe addition of the pre-
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treatment subsystem can generate more realistic possibilitiesoofiizscharge cycles.
The examples were solved using GAMS/DICOPT. Because some examples
could not be solved directly in DICOPT, starting points were gernkeragg a linear
relaxation of the non-linear model. The relaxed model was buigusie convex and
concave envelopes of the bilinear terms (McCormick, 1976) and lumaerestimators

for the concave terms, and was solved using GAMS/CPLEX.

Example 1

Example 1 is a single contaminant network adapted from Wang and Smith (1994),
which they solved using pinch analysis. The limiting process datthifoproblem are
shown in Table 4-1 and it has a freshwater consumption without reosee(tional

network configuration) of 112.5 t/h.

Table 4-1 - Limiting data for example 1.

Process Number Mass load of contaminant i{Gppm) | Gu (ppm)
1 2 kg/hr 0 100
2 5 kg/hr 50 100
3 30 kg/hr 50 800
4 4 kg/hr 400 800

When the end-of-pipe recycling is not allowed, the freshwater consamgdin
reach a minimum of 90 t/h. With the recycle (assuming an endpefgiit concentration
of 5 ppm), the minimum consumption is 20 t/h. This minimum consumption cadd al
be calculated using the “water-pinch” graphical method as showWdng and Smith
(1994). Although the water pinch is also able to perform the desfigihis single

component network complying with minimum consumption, costs cannot be used to
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drive the design. One could consider several network possibilitiger{deate solutions,
that is, different network structures that are able to achiemngmomm consumption) and
then compare their costs, but in this case there is no guarhatesltpossibilities are
analyzed. Moreover, if one wants the optimum network from thepmst of view the

resulting network does not have to operate at minimum freshwater qotnsom
Therefore, the number of options to be analyzed is much largehatildlihood to miss
the optimal network is smaller, not to mention the amount of work involved.

For an analysis of this problem using economic objectives freshwastris
assumed to be;($/ton)=0.3 and the system operates 8600 hours/year. There is one
freshwater source, which is free of contaminants, and the end-ofrpgienent has an
outlet concentration of 5 ppm, which is the maximum concentration alliwelisposal.

The operating cost of the end of pipe treatmentolN, ($/ton)=1.0067 and the

investment cost iSCCR, (m;l%) = 19,400. The capital costs with connections are

presented in Table 4-2.

Both the grassroots design and the retrofit of this network are analyzed irsthis f

example.

Table 4-2 - Capital costs of the connections.

Unit 1 Unit 2 Unit3 | Unit4 End of pipe
treatment

FW | $39,000| $76,0000 $47,000 $92,000 -
Unit 1 - $150,000] $110,000 $45,000 $83,000
Unit2 | $50,000 - $134,000  $40,000 $102,500
Unit3 | $180,000] $35,000 - $42,000 $98,000
Unit4 | $163,000] $130,000  $90,000 i $124,000
EoPT | $83,000] $102,500 $98,000 $124,000 i
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For the retrofit case, it is assumed that a conventional networkdter reuse) is
the starting point, that is, the current network has only the connectiwedrethe water
source and units and between units and the end-of-pipe treatment vathpoueuse
among units or recycle of the water treated by the end-of-pgantient. The costs
previously presented are used in the retrofit case as well. \dowdhe capital cost of
existing connections (between freshwater and water usingandts/ater using units and
end-of-pipe treatment) and processes (in this case the end-afgapeent) are set to
zero. Finally, when retrofitting, one has to assume that amgase in water throughput
in the EOPT is possible (there is extra capacity installedhasrto put a limit to the
maximum capacity, especially when recycles that were ngepten the first place are
now allowed. In this problem, the capacity of the EOPT is consideree the volume of
wastewater treated by the conventional network (112.5 t/h). Frst,networks are
obtained for minimum cost (TAC) using equations (4-28) and (4-29),dattiring the
minimum freshwater consumption without recycle. Notice that in #itisation the
operating costs are fixed because the freshwater consumption akoRfAeflowrates
have been fixed (there is no recycle). The networks obtained fgralksroots design

and retrofit case are presented in Figure 4.11 and Figure 4.12 respectively

40 ton/hr

s LK UNIT 3
90 ton/hr EoPT
S0ty UNIT 2 UNIT 4 :|

FW

Figure 4.11- Grassroots network design for Example 1 — no EoPT recycle- Minimum
TAC at minimum consumption.
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ZO;C\?\Thr '| UNIT 1 I 0 ton/hr’ >

40 ton/hr_ |
»

20 ton/hr

20 ton/hr*
FW

UNIT 3

90 tonthr EoPT

50 ton/hr 44 3 tonthr*
- UNIT 2 >

5.7 ton/hr

0 ton/hr®

~ 5.7 ton/hr*
o I UNIT 4 |—>

Figure 4.12 Retrofit network design for Example 1 — no EoPT recycle- Minimum TAC
at minimum consumption.

Allowing the option of recycling the stream treated by the @&rpipe treatment
reduces the minimum freshwater consumption to 20 t/h. This represeatkiction of
approximately 78% in freshwater consumption, which is very signifi¢agure 4.13 and
Figure 4.14 show the minimum TAC networks at their minimum consumption (20 t/h) for

grassroots design and retrofit case respectively.

21.1 ton/hr

ZO’E_W"‘W UNIT 1 18.9 ton/hr L -UN|T 3 40 tonfhr

1.1 tonvhr

UNIT 2 52.6 fon/hr w UNIT 4 77.8 ton/hr EoPT H—

52.6 ton/hr

Figure 4.13 Grassroots network design for Example 1 —EoPT recycle allowed-
Minimum TAC at minimum consumption.
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20 ton/hr

"
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0 ton/hr*

UNIT 1

1.1 ton/hr* o

FW

0 ton/hr* L

FW

0 ton/hr*

52.6 ton/hr

21.1 ton/hr [18.9 tonvhr

UNIT 3

40 ton/hr >

5

90 tonh

" EoPT

™\

[

UNIT 2

5.7 ton/hr

A\

46.9 ton/hr* N

57 ton/hr* |

FW

UNIT 4

Figure 4.14 Retrofit network design for Example 1 —EoPT recycle allowed- Minimum
TAC at minimum consumption.

Example 2

Example 2 is a special case of Example 1 in which the additiarregeneration

process is allowed. It has a capital costC6oR, (w;l%) = 16,800 and the operational

cost is assumed to BECN®/00=1 00, This regeneration process has a fixed outlet

concentration of 10ppm.

The capital costs of connections involving the regeneration procepseasnted

in Figure 4.3 and the minimum TAC is calculated the same way as in example 1.

Table 4-3 - Capital costs of the connections.

Unit 1 Unit 2 Unit3 | Unit4 Reg. | ENd of pipe
treatment

FW | $39,000| $76,000 $47,000  $92,000 - -
Unit 1 - $150,000] $110,000 $45,000 $145,000  $83,000
Unit2 | $50,000 - $134,000 $40,000 $37,000  $102,500
Unit3 | $180,000 $35,000 - $42,000 $91,000  $98,000
Unit4 | $163,000] $130,000  $90,00 - $132,000  $124,000
Reg. | $33,000] $130,000 $50,000 $98,000 - $45,000
EoPT | $83,000| $102,500 $98,000 $124,00845,000 -
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The grassroots design case is investigated first. Now, both alhablswing and
not allowing the recycle of the end-of-pipe treatment stream,reach the minimum
freshwater consumption of 20 t/h. Unlike Example 1, this example doeshoat any
advantage of allowing end-of-pipe recycling when looked from the maimirfieshwater
consumption perspective. However, advantages may be seen when tlrmnatdized
cost (TAC) is minimized. The minimum TAC obtained for the dasehich the end-of-
pipe recycling is not allowed (Figure 4.15) is $1,013,429 per year. Wheamdhef-pipe
recycle is allowed, the minimum TAC decreases to $969,237 per \eiah & 4.4% less
than the former case. This is the network presented in Figure 4.1¥eobtahen

consumption was minimized.

22.2 ton/hr

QOSGmr »| UNIT 1 W,Stone‘hr= o UNIT3 20 ton/hr /T o EoPT R

20 ton/hr

2.2 ton/hr

’_‘ UNIT 2 524itonﬁhr=1r o UNIT 4 77.8 ton/hr REG1 b

55.6 ton/hr

Figure 4.15 Grassroots network design for Example 2 — no EoPT recycle- Minimum
TAC at minimum consumption.

Note that when the recycle of the stream treated by th@fepigpe treatment is
allowed, the minimum freshwater consumption can be achieved without tisng
availible regeneration process.

Next, the retrofit design for the given network is analyzed. #efore, a
conventional network (no water reuse) is assumed. In this case, the cuwenk ees
not have the regeneration process and so the only existing connectotise avnes

between the water source and water-using units and between watpungs and the
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end-of-pipe treatment. As expected, both cases (with and without gmnpeofecycle)
can reach the minimum freshwater consumption of 20 t/h. As presentBdria and
Bagajewicz (2009), for the retrofit case we maximize savinggead minimize total
annualized cost. The maximum savings at the minimum consumption of ttherke
presented in Figure 4.16 (no EOP treatment allowed) is $289,399 peifyeaycle of
end-of-pipe is allowed (Figure 4.17), the saving goes up to $366,55@g@erwhich is

approximately 27% higher.

ZOgFler I| UNIT 1 I 2.2 ton‘hr* >

| I 12.1 ton/hr*
» UNIT 3 »
| I

i Regeneration
55.6 ton/hr P S

49.8 ton/h 0 tonhr*

17.8 ton/hr

0 ton/hr*
FW

20 ton/hr

EoPT |—»

27.9 ton/h

22.2 tonth

0 ton/hr*
o’ ¥l UNIT 2

5.7 ton/hr

0 ton/hr* J UNIT 4 I 5.7 ton/hr* |
Fw 'l I »

Figure 4.16 Retrofit network design for Example 2 — no EoPT recycle- Minimum TAC
at minimum consumption.

20 ton/hr

»| UNIT 1 1.1 ton/hr™
FW »

18.9 torvhr

0 ton/hr*
FW

UNIT 3 40 ton/hr >

90 ton/hr EoPT
52.6 ton/hr ~ I

0 ton/hr* L UNIT 2 46.9 ton/hr* >

FW

h .

21.1 ton/hr

5.7 ton/hr

A

0 ton/hr*
FW

Figure 4.17- Retrofit network design for Example 2 —EoPT recycle allowed- Minimum
TAC at minimum consumption.

5.7 tonhr* |
»

UNIT 4
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Example 3

This example discusses the suggestethplete water systemsing a single
contaminant problem. The simplest form of twnplete water systemmhich assumes
that the water pre-treatment subsystem cannot receive \frater the other two
subsystems, is analyzed first. In this case, the pre-treasubaystem is added without
allowing it to receive streams from the other two subsystelowever, the water-using
subsystem and wastewater treatment subsystem are handlethattal water system
previously discussed. The limiting data is presented in Table 4imiting data for
example 3. Note that unit two has a maximum outlet concentrati@® @pm and the
end-of-pipe treatment has an outlet concentration of 25 ppm, whichidesneith the
discharge limit. The same capital and operating cost of the epigetreatment as well

as connection costs of Example 1 are applied.

Table 4-4 - Limiting data for example 3.

Process Number Mass load of contaminant Ci, (ppm) | Cou (Ppm)
1 2 kg/hr 0 100
2 5 kg/hr 20 100
3 30 kg/hr 50 800
4 4 kg/hr 400 800

One external freshwater source is used, but two water treatometst are
considered thus providing two different qualities of freshwater. Inratloeds, the pre-
treatment subsystem is a sequential system that does nosardgeseed to treat all
freshwater to the highest quality. This is the scheme presented in Figure 4.9a

Note that there is also the possibility of recycling watemfrthe water-using

subsystem and/or wastewater treatment subsystem to thepmatieeatment subsystem
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(Figure 4.9b). However, this is analyzed later in this example.

In this first case it is assumed that pre-treatment 1 cag bre freshwater down
to 10 ppm and pre-treatment 2 can further treat it down to Oppm.gtesent 1 has an
operating cost of $0.30/ton and a capital cost of $8,500/toThe maximum inlet
concentration of this pre-treatment is 500 ppm. The operating cpse-dfeatment 2 is
$0.50/ton and the capital cost is $10,500HorPre-treatment 2 has a maximum inlet
concentration of 20 ppm. With the exception of capital cost, this protdeid be solved
using the conventionalotal Water Systermodel: equations (4-1) through (4-27) and
TAC given by the sum of operating costs (4-28) and the annual@kdnRurn given by
equation (4-29). Then, one would have to consider two sources of water fiaterdi
qualities and different costs. Thus, the two pre-treatment unitsivbeuéliminated from
the problem description and the only regeneration processes existihgg iproblem
would be the ones that are part of the wastewater treatment subsystem.

Figure 4.18 shows the solution found when ¢benplete water systers solved
assuming a sequential water pre-treatment and the total anasialis minimized.
Recycles from the water-using units to the water pre-treattomits are not allowed here.
Figure 4.18 shows that both types of freshwater are used andesiavater treated by
only pre-treatment 1 is mixed with the recycle of the engdieftreatment before it feeds
unit 2. This network has a TAC of $1,275,915.

The same problem can be solved using the common assumption of bmeafess
source free of contaminants. This is accomplished by disallowingg@nyafter WPT 1

and forcing the use of water from WPT 2.
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26.67 ton/hr

WPT 2 Iw.l VT EEEEECITA ey PPN,

6.67 ton/hr
62.50 ton/hr 105.17 tonhr 40.83 ton/hr
;bl UNIT 2 I W UNIT 4 EoPT >

41.67 ton/hr

40.83 ton/hr | WPT 1

20.83 ton/hr

Figure 4.18 Grassroots network design for Example 3 —EoPT recycle allowed-
Wastewater recycle to pre-treatment units not allowed- Two fresha@ieces-
Minimum TAC.

The minimum TAC found was $1,309,950 and the network found is shown in
Figure 4.19. It is the same as in the case of Figure 4.18 (extepurse for the pre-
treatment, which has been forced to be sequential). The two networksyehodiéer
substantially in the freshwater consumption. If one looks at this pnofilem the
freshwater consumption point of view, the solution presented in Figuresdb&®ter than
the one in Figure 4.18. However, in Figure 4.19 the overall cost ofvéter pre-
treatment system is higher the one in Figure 4.18. This new dfadeeated by the

addition of the water pre-treatment subsystem is one of the reagsgnthe complete

water systenbecomes very important when costs are analyzed.

26 67 ton/hr

32 50 ton/hr I WPT 1 H WET 2 Fiton:’hr UNIT 4 |13.33 ton/hr UNIT 3 40 tonfhr

6.67 ton/hr
12.50 ton/hr I I 62.50 ton/hr 10517 tonhr 32.50 ton/hr
= o UNIT2 | W UNIT 4 EoPT SLELLIEN

50.00 ton/hr

Figure 4.19 Grassroots network design for Example 3 — EoPT recycle allowed-
Wastewater recycle to pre-treatment units not allowed - One frestsoatee used-
Minimum TAC.

Here one can conclude that ignoring the modeling and constraintgieghi&om
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pre-treatment and seeking minimum freshwater consumption, or evemum TAC,
leads to the wrong solution.

We also investigated forbidding the recycle of the end-of-pipéntesd in the
previous cases. Figure 4.20 shows the solution, which features anotell a&ost of
$1,314,652. For the integrated system scheme case, the optimum network foand has
TAC of $1,536,684 and consumes 90t/h of freshwater. This network has tle sam

structure presented in example 1 (Figure 4.11).

97.78 ton/hr | WPT 1 |_4.| WPT 2 IZ‘:'IOH-"hfl UNIT 1 r?.?B ton-‘hrh >= UNIT 3 |4D:-:m:'hr

22.22 tonfhr

2.22 ton/hr

5556 ton/hr | UNIT 2 I yl UNIT 4 |1GQ.1?ton-"hr EoPT 97.78 tonfhr

Figure 4.20 Grassroots network design for Example 3 — no EoPT recycle - Wastewater
recycle to pre-treatment units not allowed - Two freshwater sources - MmiAC.

Now theComplete Integrated Water Systemhich allows all interactions within
subsystems and between subsystems, is considered. In other wardssthiconsiders
each pre-treatment, water-using unit and wastewater treaimensingle process inside
one only boundary that is theomplete Water Systenthe solution of this case is
presented in Figure 4.21. This network has a zero liquid dischagie ayd a total
annualized cost of $410,277. Note that allowing the integration of the pratéreatment

subsystem eliminates the existence of the end-of-pipe treatment.
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2.22 ton/hr

WPT 1 17.78 ton/hr ¥ | WPT 2 20 ton/hr UNIT 1 17.78 ton/hr ; I UNIT 3 I 40 ton/hr

2222 ton/hr

55.56 ton/hr I I v I_I 95.56 ton/hr
»| UNIT 2 » UNIT 4
| I |

Figure 4.21- Zero Liquid discharge solution for Example 3 obtained using a Complete
Integrated Water System Model.

Example 4

Example 4 presents a simple multi-contaminant example from \&addSmith
(1994). This example has two water-using units and two contaminadtsneiimum
freshwater consumption is the target. The example is meanbtothat the same effects
as in single contaminant cases are observed.

Table 4-5 presents the limiting data of this problem. The mininfreshwater

consumption of this network without reuse is 63.33 t/h.

Table 4-5 — Limiting data of example 4.

Process| Contaminarit Mass Load (kg/h) ™™ (ppm) | C"*™ (ppm)
1 A 4 0 100
B 2 25 75
2 A 5.6 80 240
B 2.1 30 90

Because no regeneration process exists in this example, onlgdses are
analyzed: first, the case in which there is no recycle oktiteof-pipe treatment; and
second the case where the stream treated by the end-ofgapednt can be reused by
the water using units.

For the end-of-pipe treatment is assumed outlet concentration of 1@pjpath
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contaminants. These concentrations are in agreement with thenumaxallowed to
disposal.

Consider the first case where no recycle of end-of-pipe tezdtia allowed. The
minimum freshwater consumption is 54 t/h, which is approximately Es% than the
freshwater usage without integration (straight use of freshwmatall units). The 54 t/h

freshwater consumption network is presented in Figure 4.22.

A 4

EoPT }—»

40 ton/hr 19 ton/hr
—w | UNIT 1 I

I I 35 ton/hr
UNIT 2
1

21 ton/hr

14 ton/hr >
FW v

Figure 4.22 Grassroots network design for Example 4 — no EoPT recycle.

The minimum freshwater consumption can be further reduced wherciiuteref
the stream treated by the end-of-pipe treatment is allowed.dntleeanswer is that 40
t/h freshwater are only needed. This is 26% lower than the prevases (and 36.8%
lower than the consumption without reuse). The network corresponding toh40 t/

freshwater consumption is presented in Figure 4.23.

34.18 ton/hr

EoPT

A 4

40 ton/hi
0oy NIT 1

__5.82 ton/hr

>

2916 ton/hr

f»| UNIT 2

23.34 ton/hr

Figure 4.23 - Grassroots network design for Example 4 — EoOPT recycledllowe

Note that this example is focused on the minimum freshwater consamfit

shows clearly the advantage of allowing the recycle of tlearstitreated by the end-of-
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pipe treatment: a reduction of 26%%. However, one could argue thedgheity of the
end-of-pipe treatment is larger when the freshwater consumptredused by means of
adding the recycle and therefore it has a higher capitalacastnay have also a higher
operating cost.

The increase in capital cost due to the increase of end-of-pgenent capacity
can be an important factor for networks. The influence of thigaser can only in reality
be observed when all the portions of capital cost (other regeneratioespes, piping,
etc) are also simultaneously considered. In this example, the nofluseems to be
significant (the end of pipe treatment now treats 9.34 t/h moreiththe case of reuse
without recycle). In addition, both options have the same number of caymseddn the
other hand, if this is a retrofit project and the end-of-pipertreat already exists, the
capital cost would only be related to new connections (assumirgitfeal network had
no reuse and therefore the available end-of-pipe treatment woud8.8@ t/h). In this
case, the option allowing end-of-pipe treatment recycling needs ad extra pipe,
which may not be a significant extra capital. The importance oihbaaicapital cost
should be investigated together with the benefits obtained with eadmn,opthich
economically can be related to the operating cost. Here, the operatingvawstthe non-
recycling option once the ratio between cost of freshwatgread-of-pipe treatment cost
decreases. In fact, when economics is the driven factor, aeé tlssues should be
considered together in a more general measurement such aantatalized cost, net
present value (NPV) and/or return on investment (ROI). Some of tigsetives will be

addressed in the next few examples.
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Example 5

Example 5 is applied to a refinery case presented by Koppdl @083). This
example has four key contaminants (salts, H2S, Organics and amrandigix water-
using units. The limiting data of the water-using units are shiowhable 4-6. This
network without reuse (conventional network) consumes 144.8 t/h of freshwater
discharge limits are: 15 ppm for salts, 5 ppm fe&H45 ppm for organics and 20 ppm
for ammonia. The existing end-of-pipe treatment is able to esthe contaminant to
these discharge limits and no concentration limit is imposed at the treatneént inl

Table 4-6 — Water-using units data of example 5.

MaSS Load Cin,ma> Cout,ma;
Process Contaminant
(kg/hr) (ppm) (ppm)
Salts 0.18 300 500
: . Organics 1.2 50 500
1 - Caustic Treating H2S 0.75 5000 11000
Ammonia 0.1 1500 3000
Salts 3.61 10 200
o Organics 100 1 4000
2 - Distillation H2S 025 0 500
Ammonia 0.8 0 1000
Salts 0.6 10 1000
. . Organics 30 1 3500
3 — Amine Sweetening H2S 15 0 2000
Ammonia 1 0 3500
Salts 2 100 400
.| Organics 60 200 6000
4 - Merox-1 Sweetening H2S 08 50 5000
Ammonia 1 1000 3500
Salts 3.8 85 350
. Organics 45 200 1800
5 - Hydrotreating H2S 11 300 6500
Ammonia 2 200 1000
Salts 120 1000 9500
. Organics 480 1000 6500
6 - Desalting H2S 15 150 450
Ammonia 0 200 400
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Some of the different cases previously described are discussbid example:
First, only the water-using subsystem is considered. Then, imo@r@cwith the
wastewater subsystem are included. Finally, the pre-treatrabaystem is considered
and theComplete Water Systeis investigated. Consideration of recycling (or not) the

stream treated by an End-of-pipe treatment are also madal five aforementioned

cases.

Case 1. Water-using Subsystem omiythis case only the water-using units and
the conventional end-of-pipe treatment are assumed. The original prebleed by
Koppol et al. (2003) had an implicit end-of-pipe treatment, that didinot include it in
the problem and so the recycle of the stream treated by the wa®Tot considered.
Here both cases are investigated.

The minimum freshwater consumption achieved when end-of-pipe recygling
not allowed is 119.332 t/h. The minimum total annual cost (TAC) is founbeto

$2,291,652, which is also a network that consumes 119.332 t/h of freshwater. The

solution is presented in Figure 4.24.

2 4 ton/hr Caustic Treating
=
FW (u1 )
13.393 tonhr, ] Amine Sweetening v.| Desalting | 57.273 ton/nr
Lot By »
W (us) s
S
70.832 ton/hr pot
T
=
25 ton/hr Distillation 3.285 tonhr_y | Hydrotreating |[2.637 tonhr Merox |
—Tw—" > EoPT |—»
(U2) (U5) 1T wa
7.707 ton/hr
W 21715 tonthr

Figure 4.24 Grassroots network design for Example 5 - No regeneration processes
included- no EoPT recycle — Minimum TAC.
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When end-of-pipe recycling is allowed, the minimum consumption is 33.571 t/h,
which is approximately 72% lower than the earlier solution. The numnrAC
($2,062,797) for this case is also found featuring the minimum freshe@sumption

(33.571 ton/h). Figure 4.25 shows the network correspondent to this solution.

71.191 ton/hr

25 ton/hr Distillation | 1 904 toninr ¥, ] Hydrotreating
== b
Fw (U2) (U5)
23.006 ton/hr >
8571 tonhr | Amine Sweetening i Desalting | 87.273 ton'hr
» » >
w (U3) 1 ue) EoPT
5606 tonvhr | Caustic Treating 10.076 torvhr | Merox | | |
i (U1) T (4

Figure 4.25 Grassroots network design for Example 5 - No regeneration processes
included - EOPT recycle allowed — Minimum TAC.

Case 2: Interaction between Water-using and Wastewater Treatment Soissyst
allowed: The previous example is now solved for the case in which the wastew
treatment subsystem is also included. There are other threperagen processes
available in this wastewater treatment subsystem: Revenses®ss which reduces salts
to 20 ppm; API separator followed by ACA, which reduces organics to 50 apd)
Chevron wastewater treatment, which reducgs td 5 ppm and ammonia to 30 ppm.

Solutions for a centralized sequential wastewater treatmstdrnsy(as in Figure
5) are presented first. For both solutions (allowing and not allowiagetid-of-pipe
recycling) the minimum freshwater consumption is 33.571 t/h. Fiashwost is $0.32/t
and the plant operates 8600 hours/year. The end-of-pipe treatmentéaisahcost of
$30,0001" and an operating cost of $1.80/t. The costs of the potential additional

regeneration processes are presented in Table 4-7.

134



Table 4-7 — Costs of the wastewater treatments for example 5.

Wastewater treatments

Capital Cost ($1{on

Operating Cost ($/ton

API separator followed by ACA $25,000 0.12
Reverse osmosis $20,100 0.56
Chevron wastewater treatment $16,800 1.00

The costs of connections are presented in Table 4-8. Only the costs frontghe uni

to the centralized system are considered. The costs of connectivmegheegeneration

processes are ignored.

Table 4-8 — Capital costs of the connections for example 5

$(x10°) Ul | U2 U3 | U4|U5| U6 | Centralized System  EOI

w1 23| 50| 18| 63 16 25 10 10

Ul - | 50| 110{ 45| 70| 42 5.3 5.3

u2 50| - | 34| 40/ 11 35 5.1 5.1

U3 110 34| - | 42| 60| 18 6.2 6.2

U4 45| 40| 42| -| 23 34 7.8 7.8

us 70 | 11| 60| 23 -| 28 5.8 5.8

U6 42 | 35| 18| 34 28 - 2.2 2.2
Centralized System 5.8 5}16.2 | 7.8/ 5.8| 2.2 - -
EOP 53| 5.1 62| 7.8/58|22 - -

Next the case in which the wastewater treatment subsyistesaquential and

centralized is analyzed. The minimum total annual cost of tiveorlet that are able to

operate at minimum freshwater consumption is obtained both when end-oépygéng

is allowed and when it is not. Figure 4.26 shows the centralized sejuegeneration

system network in which end-of-pipe recycling is not allowed. Thiwor& has a total

annual cost of $2,065,383. When end-of-pipe recycling is allowed (FHig2rg, the total

annual cost goes down to $1,292,425, which represents only 37% of the previous value.

Note that, allowing the end-of-pipe recylcing, only API separiatoeeded as additional
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regeneration process.

The minimum TAC is also obtained without forcing the minimum consumpti
The same solution is found for the case in which the end-of-pipelirecys allowed
(Figure 4.27). However, for the case in which the recycle ofnldeoépipe treatment is
not allowed, the minimum TAC happens at a freshwater consumption kuae the
minimum (38.983 t/h). This network is presented in Figure 4.28. It haalatotual cost

of $1,351,259 and uses two of the three available additional regeneration processes.

L Caustic Treating | 2.667 tonihr
U1 -

i i i 23 487 ton/h
8.57'1:‘}\?n1hr Amine Sweetening L Desalting on/hr
(U3) (U6) —
28450 ton/hr_

45777 ton/hr

25 ton/hr | Distillation v, | Hydrotreating ||

oy

v

63.785 ton/hr

W (U2) (Us)
r————————————— a
23.193 ton/hr |r=! > APl 1] RO N Chevron _’L I EoPT |—»
I L(RD (R2) (R3) 1|
L |
|_, Merox | 10.084 tonvhr
(U4) i

Figure 4.26- Grassroots network design for Example 5 —Centralized sequential
regeneration processes —no EoOPT recycle— Minimum TAC at minimum consumption.
Now, the centralized distributed system is analyzed (as inrd-igu6). The
solution for minimum TAC without recycle of the end-of-pipe treatinis presented in
Figure 4.29. Note that again the minimum TAC for this case doestapgen at the
minimum freshwater consumption of the system. This network alsotep&ia38.983 t/h
and has a TAC of $1,330,142. Like the previous case, the suggested neasdwko

regeneration processes. The major difference is due to the dexdribystem that allows
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different flowrates to be treated by the different regeneration meses

25;0anhr ) Dls(tlLIJIg';lon »
30.235 ton/hr
H
5
p . 1.148 ton/hr >
=1 [ N I Epa——— -
. - - ‘ |
£ 1656 oty [ Caustic Treating | L1158 onnr w] Merox 1], | 1 [API ]}
s U w4 I LRD |
& A ===
&
4276 tonhr 3 | Hydrotreating .
(Us)
63.807 ton/hr Y EoPT H—
74419 ton/hr Desalting | N
(u6)
8.571 ton/hr | Amine Sweetening
8.571 tonihr | >
W (U3)

Figure 4.27- Grassroots network design for Example 5 — Centralized sequential
regeneration processes — EoPT recycle allowed — Minimum TAC at minimum
consumption.

45,777 ton/hr
25 ton/hr Distillation | Hydrotreating )
== " (U2) > (US5) 38.983 ton/hr N EoPT
23.193 ton/hr ™S [ _________ |
8.571 tonvhr .| Amine Sweetening Desalting]| v ! | API RO |
e (U3) ws) [+ &y [ R2) [
Caustic Treating
’" (u1)
31.117 ton/hr M
5.411 ton/hr o | Merox | | 10.039 ten/hr
ST g (U4)
4.627 ton/hr

Figure 4.28 Grassroots network design for Example 5 — Centralized sequential
regeneration processes — no EoPT recycle — Minimum TAC.

When end-of-pipe recycling is allowed, the minimum TAC is founceadure the
minimum consumption. This network is the same found when centralizpcbrdel

system was analyzed (Figure 4.27).
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25 ton/hr >
Fw

38.983 ton/hr

8.571 tonfhrl
FW

Distillation 23.193 ton/hr A
(U2) 34791 ton/hr T ———— 'i
Amine Sweetening J_’ Hydrotreating |y, | Desalting VJ | RO [ss41tonm] APL L
(US) +L_(Ue) 41 LRr2) LR :
| |

us3) I

Caustic Treating | |

’_:3.61 6 ton/hr

5.411 ton/hr

Merox |

33.287 ton/hr

(U1)

10.038 ton/hr

u4)

FW
4.627 ton/nr

Figure 4.29 Grassroots network design for Example 5 —Centralized distributed

Analyzing the network presented in Figure 4.29, the minimum TAG@Iss
minimized maintaining the freshwater consumption at the minimunsilges This

solution is presented in Figure 4.30 and has a total annual cost of $1,476)78% Al

>

EoPT

regeneration processes —no EoPT recycle— Minimum TAC.

three additional regeneration processes are needed in this case.

77675 ton/hr

Hydrotreating

(us)

25 ton/hr
FW

Distillation

(u2)

| Desalting

ue)

12.249 ton/hr

15.403 ton/hr

75.023 ton/hr

Chevron
(R3)

™
-4

8.751 tan/hr
FW

Amine Sweetening
(U3)

68.673 ton/hr

21.753 ton/hr

A 4

- ¥ __ _

|
|
4.674 ton/hr JL Merox | 10.08410n."hrL
T (U4) g
RO |
Ef

Caustic Treating
(1)

EoPT

Figure 4.30 Grassroots network design for Example 5 — Centralized distributed
regeneration processes — no EoPT recycle — Minimum TAC at minimum freshwate

consumption.
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Now the integrated system is considered (as in Figure 4.8). Be#s callowing
and not allowing the recycle of the stream treated by theotpibe treatment, can reach
a minimum freshwater consumption of 33.58 t/h.

Networks corresponding to the case in which end-of-pipe recydingtiallowed
are presented in Figure 4.31 and Figure 4.32 respectively. Therfe@stas the minimum
total annual cost ($1,093,011), which has a freshwater consumption (38.8Hik)Hur)
than the minimum possible. The second (Figure 4.32) gives the minimu@ ofA
$1,123,957. This solution is found for a network that operates at the miniresimvéter
consumption that can be obtained for this system. Once again, the frasgerequires
only two of the three regeneration process while the later nakdsf the three

regeneration processes to allow the minimum freshwater consumption.

2 B67 ton/hr 26.398 ton/hr

1197 ton/hr

Caustic Treating | y | Hydrotreating

1) [ ws) |
1.608 Lot 50.000 wn/hr

&

A 4

8571 tonvhr .| Amine Sweetening v, | Desalting 32239 ton/hr | EOPT |—
Fw (U3) 1 we)
25 ton/hr Distillation v | API |[31132tonir | R
—=— » P B
FW (U2) LR (R2)
5.305 torvhr | Merox |
FV/F

(U4)

4735 ton/hr

Figure 4.31- Grassroots network design for Example 5 — Integrated Case —no EoPT
recycle— Minimum TAC.

When end-of-pipe recycling is allowed in tihetal Water Systerscheme, the
minimum total annualized cost becomes $1,065,451. This solution is defeerra

network that operates at the minimum freshwater consumption of #tensyThis
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network has two regeneration system that treat different flowrates.

Hydrotreating
(US)

25.714 ton/hr

2202 ton/hr
| 46709 fon/hr

25 ton/hr Distillation
— ™
FW (uz)

16.790 ton/hr -~

9.597 tonvhr v, | Desalting N
(Us)
2888 ton‘hr /T e
12.504 ton/hr > Ve 8.602 ton/hr >
4.281 ton/hr_/7 /7 >

a.751 tonhr ] Amine Sweetening 4290tonshr ] APl |[42252 ton/br | RO |[1.000 tonvhr | Chevron
e » » —
P (Us) (R1) (R2) +1L_(R3)
| 1.000 ton/hr
Merox | 10286 fonhr | Caustic Treating 5.441 ton/hr
(U4) (U1) — | ———
3 845 ton/hr
6.441 ton/hr

Figure 4.32 - Grassroots network design for Example 5 — Integrated Case®PRTo E

recycle — Minimum TAC at minimum consumption.

5.573 ton/hr
4506 ton/hr
v v [ Merox| 10.079 ton/hr
(U4)
25 ton/hr Distillation v.| API RO
= » —
Fw (U2) = LR {R2)
»
£.571 ton/hr | Amine Sweetening Desalting 30445 tonvhr ) E
S ] » oPT |—»
FW (U3) 4 (UB)
< 51.195 ten/hr
» Caustic Treating Hydrotreating | |
& % (U1) T (U5)
20.914 ton/hr /TN

11

27 tor/hr

4.359 ton/hr

Figure 4.33 Grassroots network design for Example 5 — Integrated Case —EoRIerecy
allowed— Minimum TAC.

Table 4-9 presents a summary of all the costs and freshwatemgotiens for

this problem when only the water-using units subsystem is considededteen it is
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considered together with the wastewater subsystem. Theses negulte later analyzed

considering the water pre-treatment subsystem.

Table 4-9- Costs and Freshwater consumption comparison of the different options in
which only water-using subsystem is considered; or, water-using and wastewat
subsystems are simultaneously considered.

Svstem Recycle TAC Freshwater
y of EOPT ($/year) consumption
Water-using Subsystem only No $2,291,6562 119.332t/h

Centralized sequential WWT subsystem at

minimum cogsumptionV(/UU-WV\)//T) No $2,065,383 33.571th

Water-using Subsystem only Yes $2,062,797 33.571 t/h

Centralized distributed WWT subsystem

at minimum consumptiorWUU-WV%//T) No $1,476,784 33.571th

Centralized sequential WWT subsystem

(WUU-WWT)

Centralized distributed WWT subsystem

(WUU-WWT)

Centralized sequential WWT subsystem*

(WUU-WWT)

Centralized distributed WWT subsystem*
(WUU-WWT)

Integrated Water System at minimum

gconsumption\(\)//UU-WWT) No $1,123,957 33.571t/h

Integrated Water SysteriMUU-WWT) No $1,093,011 38.876 t/h

Integrated Water SystemYWUU-WWT) Yes $1,065,451 33.571 t/h

WUU-WWT : Case 2 - Interaction between Water-using and Wasteweagatnient

Subsystems
* Same solution was fond either forcing or not the minimum freshwater consumption

No $1,351,259 38.983 t/h

No $1,330,142 38.983 t/h

Yes $1,292,425 33.571 t/h

Yes $1,292,425 33.571 t/h

Case 3: Complete Water Systefsbong with the water-using units data of Table
4-6 and the wastewater treatment data of Table 4-7, case &haseater pre-treatment
subsystem data of Table 4-10, which considers two regeneration processes.

There is one freshwater source that contains 150 ppm of salts, 200fppm

organics, 3 ppm of }$ and 2 ppm of ammonia. The connection costs applied here are the

141



same ones presented in Table 4-8. Connections between freshawatsx and pre-
treatments and between pre-treatments are not considered. THer dbst connection
between pre-treatments and any other processes (water-usisgandi wastewater
treatments) are assumed to be the same as the ones fromatexssource and these

other processes as presented in Table 4-8.

Table 4-10 — Data for the water pre-treatment subsystem.

CR™™ [ CR™ [ Capital Cosf Operating Cosf
(ppm) | (ppm) | (81 ($/1)
Salts 2000 10
Pre- Organics 2000 10
Treatment 1 H2S 500 N/A $10,000 0.10
Ammonia 1000 N/A
Salts 10 0
Pre- Organics 10 0
Treatment 2 H2S 5 0 $25,300 1.15
Ammonia 5 0

If this problem is solved considering an implicit freshwater a®wvith 0 ppm for
all the contaminants, (that is, a total water system - n@lesxto water pre-treatment is
allowed) the best found solution has a TAC of $1,467,640. This network sathe
presented in Figure 4.33, but now it includes the water pre-treasubsystem and the
costs associated to it.

If we still consider only one quality of water (free of contamisy but we have
an explicit water pre-treatment subsystem (that is, the whater pre-treatment
subsystem is part of the model and thus recycling to the WRIbvged), we are able to
achieve a TAC of $1,422,786. This solution is presented in Figure 4.34.tiNdteot

only the TAC is lower, but the freshwater consumption is also reduced to 31.256 t/h.
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,'_l Amine Sweetening | Desalting | 24251 tanhr ,I EoPT I >
(u3) T_ we) | | |
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Hydrotreating
(Us)

y 24605 ton'hr

Figure 4.34 Grassroots network design for Example 5 — Integrated Case with antexplic
water pre-treatment—Minimum TAC.

Additionally, one also can assume the different water pre-treétnas individual
regeneration process to which recycling can take place. Wheratesvas analyzed, the
optimum found solution was the same as the one found in the previouglwagethe
recycles are to each pre-treatment individually was not caesidin fact, the previous
solution is a special case and the found solutions indicate that, Sasethof cost data,
there is no advantage on considering individual water pre-treatmesttsad of
considering the water pre-treatment subsystem as a “black Bxaiple 3 had shown a
different situation in which assuming individual water pre-treatmemiered advantages
to thecomplete water systeriVe will later show that a few changes in cost data may
show advantages on considering individual water pre-treatment.

Moreover, the system presented in Example 5 is able to achievaliseharge
when consumption is minimized. However, zero discharge cycles asdwats wanted
from the cost point of view. Figure 4.35 shows he best solution found for a zero discharge
option of this system when TAC is minimized. This network has a TAC of $2,526,620. In

this network ,water from WPT 2, which is free of contaminantsised to dilute the
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water from the EoPT with the purpose of bringing the concentrafitims mixing down

to the maximum allowed inlet concentration in WPT1.

F
100744 tonvhr Mercx | | 10.078 tontr
k 8
(U4) o
&
26 tanfhr Distillation AP | 20770 lonhe RO .
v I = ! x
p| WPt | | WET 2 | (u2i 7 R1) r2) [ g
g ) 5
; ) £ o
3 £ 8 a
I =) -
:E Z A i ) liil ;
] ming Swee[enlng pSalrng ot 145 tonchr 4 o
[u3) _1*' (UB) EoP| |
Causfic Treating |, | Hydrotreating | 2640 tonihe
(1) [U5)
2
b
&
(=
4350 nfhr 3 B
1127 tonihr

Figure 4.35 Grassroots network design for Example 5 — Integrated Case with pre-
treatment-—Minimum TAC at zero liquid discharge
Note that because self recycle is not allowed, the dilution hajyedoe WPT 1.
In reality, this dilution is necessary to bring the ammonia eotmation of the other
stream (EoPT) from 30 ppm down to 5 ppm, which is the maximum otaten
allowed in WPT 2. To eliminate this issue, we also investitfagecase in which self
recycle of regeneration processes as well as pre-treapnacgsses are allowed. The

network correspondent to the best found solution is presented in Figure Ai86,has

self recycle in both WPT 1 and WPT 2.
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Figure 4.36 Grassroots network design for Example 5 — Integrated Case with pre-
treatment — Minimum TAC at zero liquid discharge — Self recycle on regjereand
pre-treatment allowed.

Table 4-11 presents a summary of all the costs and fresheaatsumptions for
this problem considering the water pre-treatment costs (everyifvie not included in
the model). Thus, for the networks presented in Table 4-9, the extraitostater pre-
treatment to have freshwater free of contaminants was added.

As previously mentioned, depending on the costs, a split up of the prater
treatment subsystem in individual water pre-treatments, allowing redgcéach of them
individually and allowing self recycles can be advantageous. tHerenly altered data
was the freshwater cost. Instead of considering a cost of $0.32/gssumed that water
is free. In this case, the best found solution indicates the use ofténemediate water

quality from WPT 1. This network is presented in Figure 4.37. Notenibnat WPT 1

send water to water-using unit 4.
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Table 4-11 — Costs and Freshwater consumption comparison of the different options -
considering the complete water system.

Svstem Recycle TAC** Freshwater
y of EOPT ($/year) | consumption
Water-using Subsystem only No $3,674,818 119.332 t/h
Complete Wa?er System (Zero Liquid Yes $2.526.620 0 t/h
Discharge)

Centralized sequential WWT subsystem at
minimum consumption\ffUU-WWT)
Water-using Subsystem only Yes $2,464,985  33.571|t/h
Centralized distributed WWT subsystem
at minimum consumptionYUU-WWT) No $1.878,971) 33.571th
Centralized sequential WWT subsystem
(WUU-WWT)
Centralized distributed WWT subsystem
(WUU-WWT)
Centralized sequential WWT subsystem*
(WUU-WWT)
Centralized distributed WWT subsystem*
(WUU-WWT) Yes $1,694,613  33.571 t/h
Integrated Water SysteriMUU-WWT) No $1,556,695| 38.876 t/h
Integrated Water System at minimum
consumption WUU-WWT) No $1,526,146| 33.571t/h
Integrated Water SystemYWUU-WWT) Yes $1,467,640 33.571t/h
Complete Water System Yes $1,422,786  31.256|t/h
Complete Wztj;”?ftem (onewater| yoo | 1422786  31.256 th
WUU-WWT : Case 2 - Interaction between Water-using and Wastewagatnient
Subsystems
* Same solution was fond either forcing or not the minimum freshwater consumption
**Considering the costs for the Complete Water System

No $2,467,571| 33.571t/h

No $1,816,182| 38.983 t/h

No $1,795,064| 38.983t/h

Yes $1,694,613  33.571t/h

25.355 tonthr

1.045 ton'hr

2887 wthr | Caustic Treating I_r Hydrotreating | _26.400 tonhr
| (ut) (Us)

51.105 ton/hr

36T tonhr [ ] 23571 tonie 5751 tone | Amine Sweetening | v, | Desalting B 38657 tonfr
o WPT 1 [ P 2 f—-l e |~ (06)

|
|
&
[
@
&
g

¥ 25tonihr Distillation 22 262 tonhr vy | API 20567 tonbr | RO
2718 tonhr A+ uz) | (R1) (R2)

5,833 tonthr I Merox | I 10.045 ton/hr
Tl 4 |

4.212 tonhr

Figure 4.37- Grassroots network design for Example 5 — Integrated Case that uses more
than one pre-treatment water quality.
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4.5. Final Remarks

This chapter discussed some of the different structures used td tinedeater
allocation problem. These structures vary according to the diffassoimption used in
each of the subsystems as well as with the interaction anmengubsystems. It was
shown through examples that different structural choices can sigikiéicant changes.
Additionally, the inclusion of one more subsystem, the water prevtegsitsubsystem, to
form aComplete Water Systemas suggested and the examples showed the importance
of considering it.

In essence, it was concluded that when the proper architecturedsius all
subsystem and all recycles among these subsystems are altbe®dhe boundaries
among these subsystems can be erased, reducing the problem to ameetsgucture
where all connections are allowed. This is, in many instancegssential route to

achieve zero liquid discharge cycles.
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5.GLOBAL OPTIMIZATION METHODS

One of the biggest challenges in solving the water allocation problems are
rooted in the nonlinearities and non-convexities that arise from bilinear
terms corresponding to component material balances and concave cost

functions. To address these issues, an approach that discretizes the
feasible region resulting in a lower bound MILP model is presented in this
chapter. To reduce the gap between the lower bound and an upper bound
(which can be found using the original NLP or MINLP model), different

procedures are discussed.

5.1. Overview

The use of mathematical programming in the water allocation preblems first
presented by Takama et al. (1980). This problem is usually modsieg mon-linear
programming (NLP) and it involves non-convexities in the contaminants mass balances

Although mathematical programming has been used for a long tissdvi® these
problems, several methods do not guarantee global optimality angl tmaes cannot
find a feasible solution. This is one of the drawbacks in the W¥aPHhas not received
much attention. Except for a few papers (Karuppiah and Grossmann, 200égeln;and
Floudas, 2006; Bergamini et al., 2008) that solve this problem to global optimialihe a
other work done on multi-component WAP can only guarantee local sol(Gaten and
Grossmann, 1998; Koppol et al., 2003; Gunaratnam et al., 2005; Alva-Argadz et

2007; Teles et al., 2008 to name a few). In fact, the biggest chalefgelving these
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problems to global optimality are the non-convex bilinear termserarfrom the
contaminant balances (mixer and splitters) and other nonlineas t&@mming from
concave cost functions.

In this chapter different optimization strategies are prederaied global
optimization is discussed. Global optimization methods are imporiahtonly to
guarantee global optimality, but also because they are able tatgelmver bounds that
allow us to know how far we can be from the global optimum solution andhany
instances, generate good starting points for non-linear solveteough in some cases
there is no strict need of finding the global optimum solution, itng meportant to have
at least an idea of how much better the solution could be. Another imipadtzantage of
global optimization methods is that initial starting points areroftot required and a
good solution is many times found in the first iterations of thehatet(Galan and
Grossmann, 1998).

To address bilinear terms in generalized pooling problems, whichnaitaran
nature to water management problems and also include wastereatienent network
problems, Meyer and Floudas (2006) proposed a piece-wise linear foanwased on
reformulation-linearization technique (RLT). They first usdipaning of the continuous
space (applied to the flowrates) to generate a MINLP and tiegnapply the RLT to
linearize the model. Some constraints generated by the RLTatkhaedundant in the
original problem and non-redundant in the MILP are also added teeldweed model,
which is a lower bound. The method is used just to verify the gapveelto the best
known optimum solution and no procedure is presented to reduce the gaprb&iwer

and upper bounds. Different numbers of partitions of the continuous variaigles a
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considered to obtain the best lower bound. The method is able to genemattight
lower bounds at a cost of significant computational efforts due tm¢hease in numbers
of binary variables and additional constraints.

Karuppiah and Grossmann (2006a), in turn, presented a methodology to globally
optimize an integrated water system. The problem is forntula$éea non-convex NLP
problem and solved using a deterministic spatial branch and contractraigoF obtain
a lower bound for the original NLP model, the bilinear terms alaxed using the
convex and concave envelopes (McCormick, 1976) and the concave terrhe of t
objective function are replaced by underestimators generatée Isgtant of the concave
term. To improve the tightness of the lower bound, piece-wise undeatsts generated
from partitioning of the flow variables are used to construct giglenvelopes and
concave underestimators. As in Meyer and Floudas (2006), the numbetitafrzacan
make the lower bound tighter, but extra computational effort is nead@h &dditional
step, Karuppiah and Grossmann (2006) perform a bound contraction, whicHasea re
version of the bound contraction method presented by Zamora and Grossmann (1999).

In a second paper, Karuppiah and Grossmann (2006b) extended the previous
method to solve the multi-scenario case of the integrated water systemé$ ¢adex, the
relaxed model, which renders a lower bound, is used in a LB/UB Wwarkeln the first
case (Karuppiah and Grossmann, 2006a) a spatial branch and bound precedece |
For the multi-scenario case (Karuppiah and Grossmann, 2006b), a sated bnd cut
algorithm is applied. The cuts are generated using a decompositiehdmkagrangean
relaxation.

An example ototal water systemreviously presented in the literature is globally
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optimized by Bergamini et al. (2008). They present an improvemetiteof previous

outer approximation method (OA) for global optimization (Bergamirale 2005). The
major modifications are related to a new formulation of the undeyasirs (which

replace the concave and bilinear terms) using delta-method @wisecfunctions (see
Padberd, 2000); and, the replacement of the most expensive step ¢glotiah of the

bounding problem) by a strategy based on the mathematical stroéttlie problem,

which searches for better feasible solutions of fixed netwotkctsties. The improved
outer approximation method relies in three sub-problems that need sohwmd to

feasibility instead to optimality. In turn, the model always look g$olutions that are
strictly lower (using a tolerance) than the current optimum solution.

Aside from the global optimization methods directly applied to mateblems,
other approaches to globally solve generic bilinear problems have E=ssmigd, many
of which became popular in the chemical engineering community sgdae and
Grossmann, 1995; Adhyla, Tawarmalani and Sahinidis 1999; Zamora and @massm
1999; Bergamini et al., 2005; Meyer and Floudas, 2006), some having reached
commercial status, like BARON (Sahinidis, 1996), COCOS, GlobSdQSICLGO,
LINGO, OQNLP, Premium Solver, or others that are well-known like oBB

(Androulakis, et al., 1995).

5.2. GO Method Using Interval Elimination on Discretized Variables
Here a discretization methodology to obtain lower bounds and a new bound
contraction procedure is suggested. The lower bound model uses sorfiednaisions

of well-known over and underestimators (some of which used in thatliter review
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above), to obtain MILP models. Our procedure differs from previopsoaphes based
on LB/UB schemes because the branch and bound strategy is naighenportant step
and a different interval elimination strategy is attemptedotatract the bounds of the
variables. A B&B is only used as a last resort in difficalsées where bounds cannot be
further contracted. In essence, the suggested bound contraction prodedunates

intervals from a range for each discretized variable.

5.2.1. Solution Strategy

After discretizing one of the variables in the bilinear terims,mhethod consists of
a bound contraction using a procedure of eliminating intervals. Oncebdbad
contraction is exhausted, the method relies on increasing the numbtaredls, or on a
branch and bound strategy in which the interval elimination takes gl@aeh node. The
discretization methodology (outlined below), generates linear mtadlguarantee to be
lower bounds of the problem. Upper bounds are needed for the bound contraction
procedure. These upper bounds can be usually obtained using the origind® kiddel
often initialized by the results of the lower bound model, although upmends can
sometimes also be obtained using linear models.

Before the strategy is outlined, some important variables are defined:

Discretizing VariablesThese are the variables that are discretized into intervals
and used to construct linear relaxations of bilinear terms. The resulting madsIi&.

Bound Contracted VariablesThese are the variables that are discretized into
intervals, only for the purpose of performing their bound contraction. dwerlbound

model will simply identify the interval in which the variable te bound contracted lies
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and use this information in the elimination procedure. Clearly, these vanegd@dsiot be
the same as the discretizing variables.
Branch and Bound Variablesthese are the variables for which a branch and

bound procedure is tried. It need not be the same set as the other two variables.

For example, in water management problems the bilinear teensomposed of
the product of flowrates and concentrations. Thus, one can have a probidmnchrthe
discretizing variables are all or part of the concentratidresbbund contracted variables,
be the flowrates and the B&B variables the flowrates as. Wslldiscussed below, the
B&B is more efficient when the variables used are differentnfthe discretizing
variables when using McCormick’s envelopes, which has information ofntme
discretized variable. Alternatively, one can use concentrationtsotarthe discretizing
and BC variables, with flowrates for B&B, or the discretizingialdles could be both
flowrates and concentrations (in which case the LB model is nfbogeet), the BC
variables as well as the B&B variables the flowrates or the concensatr both, and so
on.

Although the bound contract variable and branch and bound variable do not need
to be the same as the discretized one it is normal to have thhegnbloeind contracted or
branched, as opposed to picking other variables. In some cases, piekingriable to
bound contract different form the one to discretize renders tigiver bounds as bound
contraction takes place. However, it is important to point out fieatetasible region of
the lower bound model can only become entirely close to the feasgita of the upper

bound when the discretized variables have discrete values withitoéarance and this
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can only be done through bound contraction and/or branching.
Then, the global optimization strategy is now summarized as follows:

e Construct a lower bound model discretizing bilinear and quadraticster
relaxing the bilinear terms as well as adding piece-wiseat
underestimators of concave terms of the objective function. Ifaheave
terms are not part of the objective function, then overestimatorbea
used, but this is not included in our current paper.

e The lower bound model is run identifying certain intervals as containi
the solution for specific variables that are to be bound contractede Thes
variables need not be the same variables as the ones usingttaatdhs
lower bound.

e Based on this information the value of the upper bound found by running
the original MINLP using the information obtained by solving the lower
bound model to obtain a good starting point. Other ad-hoc upper bounds
can be constructed.

e A strategy based on the successive running of lower bounds wheie cer
intervals are temporarily forbidden is used to eliminate reganthe
feasible space. This is the bound contraction part.

e The process is repeated with new bounds until convergence or until the
bounds cannot be contracted anymore.

e If the bound contraction is exhausted, there are two possibilities to
guarantee global optimality:

0 Increase the discretization of the variables to a level inhwithie
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discrete sizes are small enough to generate a lower bound aithin
given acceptable tolerance to the upper bound; or,
0 Recursively split the problem in two or more sub-problems using a

strategy such as the ones based on branch and bound procedure.

The first option of increasing discretization will not lead toHartimprovement
in bound contraction if degenerate solutions (or very close to thel glolgions) exist

for different values of the discrete variables.

5.2.2. Discretization Methodology
We show here two different discretization strategies. The pedpapproach

consists of discretizing one of the variables of the bilinearsebut one could also

discretize both.

Bilinear Terms:

There are different ways to linearize the bilinear termagusiscrete points of
one (or both) given variable(s). Two alternatives are presented:
- Direct Discretization(our nomenclature). Some details of this technique
were presented earlier (Faria and Bagajewicz, 2008).
- Convex EnvelopedMcCormick, 1976) as used by Karuppiah and
Grossmann (2006a).
To deal with the product of continuous variables and binary variableg thre
variants of each procedure are considered.

Considerzto be the product of two continuous variabtesdy:
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Z=Xy (5-1)
where bothx andy subject to certain bounds:

xt<x< ¥ (5-2)

y-<y<y (5-3)
Assume now that variableis discretized usin@-1 intervals. The starting point

of each interval is given by.

9d:yL+(d_1)(y;;_1yL) Vd-1D Ly s

In the case of thdirect discretizationwe simply substitute the variabyeby its
discrete values and allow the bilinear teant¢ be inside of one of the intervals, that is,
between two successive discrete values. Binary variafearé used to assure that only

one interval is picked.

Z YaVa <Y< Vo V4 (5-5)
1 o
D-1
D=1 (5-6)
d=1
D-1
ZS X ’%Jrl \é (5-7)
d=1
D-1
2> % v (5-8)
d=1

Equation (5-5) states thgtfalls within the interval corresponding to the binary
variablevy, of which only one is equal to one (Equation (5-6) enforces this).ig d@ne
for the discretization variables, butxi{or a subset of it) is the BC variable, then a similar

discretization as the one in (5-5) and (5-6) is included.
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In turn, equations (5-6) and (5-7) bound the valuetofcorrespond to a value of
y in the given interval.

In the case of usinlgicCormick’s envelopef®r each interval, the equations are:

z> ky+[:zj( Xy y—- Xy y) (5-9)
z>¥ yr i( XYoo ¥— X ¥ Y) (5-10)
z<X y+ :Zi( X1 W= XY Y (5-11)

z<X y+ I:Zi:( Xy y— X"y y) (5-12)

which are used in conjunction with equations (5-5) and (5-6).

Whenx (or a subset of it) is the BC variable, then we only add equations (5-5) and
(5-6) for these variables, but do not incorporate the bounds of each lintetiva above
equations (5-9) through (5-12).

Note that even if the bilinearity generated by the multiplcatfy andx was
eliminated, we still have variabbe being multiplied by the binary variablg in both
cases. Once again there are different ways to linearizprdigeict of a continuous and
binary variable. These methods, in various forms, are very well knadrwa present
next our implementation.

Direct Discretization Variants:

When using thelirect discretizationthe linearization of the product gfand the

binary variable/y can be done using three different procedures.
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Direct Discretization Proceduré, (DDP1); Letwy be a positive variablew, > 0

), such thatvy =x v4. Then (7) and (8) are substituted by:

D-1 R
2<) Yoo W, (5-13)
1

d=
2> Y W (5-14)

andwy is now obtained from the following linear equations:

w, —x' v, <0 (5-15)
(x=w)— ¥ (1~ )< 0 (5-16)
X—w, >0 (5-17)

Indeed, ifv,=0, equation (5-15) together with the fact thgt- 0renders,w, =0.
Conversely, ifv,=1, equations (5-16) and (5-17) rendgr= x, which is what is desired.

There is, however, an alternative more compact way of wrikiadimearization: Indeed,

the following equations accomplish the same linearization.

Direct DiscretizationProcedure2 (DDP2): In this case, the product of the binary

variable and the continuous variable is linearized as follows:

w, <X’y Vvd=1.D-1 (5-18)
W, >xy, Vd=1.D-1 (5-19)
D-1
X=)> W, (5-20)
d=1

Equations (5-18) and (5-19) guarantee that only one valwg ¢ivhenv,=1) can

be greater than zero and in between bounds (all ehefor whenv, =0, are zero). Thus,
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equation (5-20) setey, to the value ok.

Direct Discretization Procedur& (DDP3): This procedure uses the following
equations to linearize equations (5-7) and (5-8):

2<xXY + X (Y -Ya)1-y) ¥V d1.DB1

(5-21)
z>xY - X y(1- y) vV 1. b1 (5-22)
<X’y (5-23)

Equations (5-21) and (5-22) force to be inside a chosen interhl(the one for

which v.=1). Indeed, whenv.=1, (5-21) and (5-22) reduces to the following
inequalitiesxy, <z< Xy . In turn, equations (5-5) and (5-23) reduce to
z<X' y< X'y, (we usey'to denote the optimal value of y). In the other intervals
where v, =0, equations (5-22) and (5-23) reducefe- X’ ) § <z< X y< Xy, which

putsz between a lower negative bound and the right upper bound. Finally, equation (5-

21) reduces te< x Y, ,+ X (Y - y.,), which is a valid inequality. We now need to show
that equation (5-22) is also satisfied. For this, we recallxﬁgts z< x“)éﬂ. Then, ford
>d we havey,. <., andthenz<xY, + X (V¥ -"y)< Xy, + X( Y- "y, which

is a valid upper bound for thdt Conversely, whed<d", we have;?d*+1> Y,., and then,

Z<X Y+ X (Y - Y)< Xy,+ X( Y-"Y¥). Adding and subtractingxy,,, to the last
term and rearranging, we get Xy, + X (Y - %.,)— XY.,— Y., - Finally, noticing that

V... <y, one can writez< Xy, + (X + (¥ - Y.,)
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With all these substitution any MINLP model containing bilingaris
transformed into an MILP, which is a lower bound of the original probléms; is

because of the relaxation introduced.

McCormick Envelopes Variants:

In this case, equations (5-9) through (5-12) are substituted byolloaing

equations:
z>%X y+ I:Zj( Y ow- Xy y) (5-24)
z>X y+ :Zj( Y W= XY V) (5-25)
2<%ty :Zj( Yo W= XY Y (5-26)
z<X y [:Zj( Y ow- Xy y) (5-27)

and several variants of how to lineariag = x v, follow:

McCormick’s EnvelopeBrocedurel (MCP1): It is when equations (5-15) to (5-

17) are used.

McCormick’s Envelope®rocedure2 (MCP2): In this case equations (5-18) to

(5-20) are used instead of equations (5-15) to (5-17).

McCormick’'sEnvelopes Procedurgd (MCP3): In this case, equations (5-5) and
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(5-6) are still used, but equations (5-9) to (5-12) are substituted by:

22ty X Y- Xy (XY K- o Vol Bl g og
22Xy x Y= Xy X(OY+ ) (- Y v el Bl 5o
Z<X y+ X Yy - XY, éﬁ( X y- 5( LWAle))(l_ y v el B (5-30)
<X yrxy- Ry w( L5<( V- 50— LXA&)(l‘ & v dl. B (5-31)
z<Xy (5-32)

The casex"=0 is a very common situation in flowsheet superstructure
optimization where connections between units exist formally bubwrdte of zero
through some of these connections is almost always part of theab@olution. 1fx
represents the flowrates agdthe composition of the stream, (5-28) would reduce to
z> x ¥ - X y(1- y) and (5-30) would reduce 2= X ¥+ X ¥ (1- ). It is obvious
that (5-28) is equal to (5-22), but whep=0, (5-22) would be tighter than (5-30), which
can help computationally when the MILP code tries to solve a relaxed problem.

As in the case of the direct discretization, when these equatiersibstituted in
the original MINLP, they transform it into an MILP, which & lower bound of the
original problem.

In addition, it is worth point out that the decision of which variablesukl be
discretized in a bilinear term is also not straightforward. &myncases, the number of
binary variables is much higher for one variable, but the solutiord dmuffound faster.

This is the case of problems with component balances: flowrat@sigete in all the

163



balances, whereas each balance contains its own composition. Conwdissektizing
flowrates may render a smaller number of integers but maygtafpeed of convergence.

This is discussed in more detail below when the method is illustrated.

Concave Terms:

Univariate functions used to estimate capital cost are ofteracerand expressed

as functions of equipment sizes as follows:

z=Q Yy (5-33)
wherea is often a value between 0 and 1, gnsl the equipment capacity.

Let us first consider that variabjeis discretized in several intervals as shown in
equation (5-4). Then the linearizization of this concave function in egetval can be
done following Karuppiah and Grossmann (2006):
w-vzmw@%V+G&¥:i&£}y—¥ﬂ (5-34)
Yo~ Ya

z=Qy (5-35)
which we use in conjunction with (5-5) and (5-6).
Note that, again, we have the product of a binary varialea(id a continuous

variable §). The linearization of equation (34) is the following:

7>2@%Yw{@££4&£}m%wﬂ (5-36)

Vs = Ya
D-1
y=>.5, (5-37)
d=1
B, <¥o.v, vd=1.D-1 (5-38)
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B, =¥y, Vvd=1.D-1 (5-39)
which is again used in conjunction with (5-5) and (5-6). When substitutix® in
original MINLP, they transform it into an MILP. Such MILP islaver bound of the
original problem ifz only appears in the objective function as an additive term, together
with the equation defining it (equation 5-33). Conversely, wheshows up in some

constraint of the problem, but not in the objective as an additive teem,one would

have to add an overestimator like the following:

D1 ~ ~ a ~ ~ a-1 ~ A
ygzvd (( Yy +2yd+1j +a( Ya +2yd+1j (y W%t 3&1}} (5-40)
a1

2

which uses the tangent line at the middle of the interval as an upper bound.

5.2.3. Internal Elimination Strategy (Bound Contraction)

Once a problem has been linearized and solved, the solution from tissusBd
to obtain good guesses for solving the upper bound problem (the originalnpishised
in most cases). Once a lower bound and an upper bound have been foursldahezed
to identify which intervals can be eliminated from consideration. Bweer bound
solution points at a set of intervals, one per variable. This soligioised to find an
upper bound and also to guide the elimination of certain intervalspuoedure is as
follows:

Step 1: Run the lower bound model with no forbidden intervals and re-disdret
variables over the range that survived.

Step 2: Use the solution from the lower bound as an initial point to vkl

NLP or MINLP problem to obtain an Upper Bound.
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Step 3: If the gap between the upper bound and the lower bound is lowdrehan t
tolerance, the solution was found. Otherwise go to Step 4.

Step 4: Run the lower bound model, this time forbidding the interval din¢dios
the answer for the first discretized variable.

Step 5: If the new problem is infeasible, or if feasible anatjective function is
higher than the current upper bound, then all the intervals of this \earitept the
original one that was forbidden, are eliminated. The surviving feasibtrbgtween the
new bounds is discretized again.

Step 6: Repeat the procedure for all the other variables, one at a time.

Step 7: Go back to Step 1.

Note that to guarantee the optimality, not all of the lower bound maousd to
be solved to zero gap. The only problems that need to have zero gap aregh@
which the lower bound of the problem (or sub-problems) are obtained, whicme in
step 1. The lower bound models used to eliminate intervals (stepndlpe solved to
feasibility between its lower bound and the current upper bound, whiclvaysaket as
the upper bound of the whole procedure.

In some cases, a pre-processing step using bound arithmetdute ribe initial
bounds of certain variables can be performed. This issue is diddoggther with the
results.

The above is the standard version of the suggested interval ¢iomirfaound
contraction) procedure, which we c@lhe-pass with one forbidden interval elimination

because the elimination process takes place sequentially, only reidevat a time and
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only once for each variable.
Variations to the above elimination strategy are possible:
- Options related to the amount of times all variables are condifi@réound
contraction:

0 One-Pass Eliminationin Step 6, each variable is visited only once
before a new lower bound of the whole problem is obtained.

o Cyclic Elimination: In Step 6, once all variables are visited, the
method returns to the first variable and starts the process again, a
many times as needed, until no more bound contraction is achieved.

- Options related to the amount of times each variable is bound contracted:

o Exhaustive eliminationin Step 6, once each variable is contracted, the
process is repeated again for that same variable until no bound
contraction takes place. Only then, the process moves to the next
variable. Each variable is visited only once before a new lower

o0 Non-Exhaustive elimination:In Step 6, once each variable is
contracted once, the process moves to the next variable.

- Options related to the updating of the UB/LB:

o0 Active Upper BoundingEach time an elimination takes place, the
upper bound is calculated again. This helps when the gap between
lower and upper bound (feasible solution) improves too slowly.

o Active Lower BoundingEach time an elimination takes place, the
lower bound solution calculated again. In such case, one would allow

all surviving intervals, and rediscretize them. If the gap betwd®
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and UB is within tolerance one can terminate the entire procedure.
This option could be really attractive if several variables are used.
- Options related to the the amount of intervals used for forbidding:
o Single interval forbiddingThis consists of forbidding only the interval
that brackets the solution
0 Extended interval forbiddingThis consists of forbidding the interval
identified originally plus some number of adjacent ones. This is
efficient when a large number of intervals are used to obtaverl
bounds. Adjacent intervals, if left not forbidden, may render lower
bounds that are not larger than the current upper bound. Thus, by
forbidding them, other intervals are forced to be picked and thage m
render larger LB and lead to elimination.
- Options related to the the amount of variables that are forbidden:
o Single Variable EliminationThis procedure is the one outlined above.
o Collective Elimination This procedure consists of forbidding the
combination of the intervals identified in the lower bound. We
anticipate having problems with this strategy when the sizéhef t

problem is large.

When no interval is eliminated and the lower bound-upper bound gap is still
larger than the tolerance, one can resort to increase the nunifenedls and start over.
This procedure normally renders better lower bounds and more effedienhations

when theExtended interval forbidding is applietivhen the standard option, tkkne-
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pass with one forbidden interval eliminatiois, used, an increase in the number of
intervals will select a smaller part of the feasible ean§each variable. If this smaller
selected interval was part of the previously selected, no retian occurs again.
However, using the guided option, the interval selected by the momettied lower
bound may not be part of the larger one previously chosen. Then, in susk, aaca
elimination may be observed. Thus, increasing the number of intémfals because it
provides tighter lower bounds. However, a large number of intervats also
significantly increase the running time. A maximum number ofrwale needs to be
established, but one needs to recognize this maximum depends on the $iee
problem.

5.2.4. Branch and Bound Procedure
It is possible that the above interval elimination procedure tiaiteduce the gap

that is even using the maximum number of intervals, no intervalingifons are
possible. In such a situation, we resort to a branch bound procedume@ninmethods
addressing bilinear terms directly (Adhyla et al.,, 1999; Karuppiati Grossmann,
2006a) or others like Zamora and Grossmann (1999), the branching idipciome in

the variable that is being discretized. However one can branch othéreor on both. In
our case, we branch on the continuous variables by splitting thewahtesm lower to

upper bound in two intervals. As the non-discretized variables patéaypathe lower
bound models and thus influence their tightness, the generation of suberpsobith

different non-discretized variables bounds can speed up the procedure.

The following two criteria can be used on the branching and bound procedure:

e The new continuous variable that is split in two is the one thathedsutgest
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deviation between the value af? in the parent node and the product of the

corresponding variables¢® and y;®, that is choose the variabiethat

satisfies the following.
Max{HJB— N yB|} (5-41)
e Using information of the current upper bound solution: We do this by
choosing the variable that contributes to the largest gap betwgeom the
lower and upper bound, that is, we choose the variabiiat satisfies the

following
v | #9- 2] (542)

In addition to the B&B procedure, at each node we perform as nmaenval

eliminations (bound contractions) as possible.

5.2.5. Similarities and Differences with other Methods

The presented methodology borrows and intersects several otheoughgvi
presented discretization and underestimation methods that render Howads. For
example, we are considering the use of direct discretizatioraohsbf McCormick
(which is supposedly tighter). The advantages would be to verifyriing faster and
consequently is able to find the solution faster (even if using itevegions). However,

the elimination procedure is different the ones used in previous methods.

5.2.6. Implementation issues

The complete method requires making several choices. These choices are:

e Variables to be discretizedh water management and pooling problems these
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could be concentrations, flowrates, or both.

e Number of discrete intervals per variable does not need to be the same for
all variables.

e LB model DDP1, DDP2, DDP3, MCP1, MCP2, or MCP3.

e Variables chosen to perform Bound Contractidhey need not be the same
as the once chosen to be discretized. For example, one can discretiz
concentrations and build a DDP1-LB model based on these discoetjzatit
perform bound contraction on flowrates. For this, one needs to disdtetize
flowrates as well. The LB-Model, however, would not consider other than
continuous flowrates, only including equation (5-5) for flowratebriaxcket
the flowrate value and to be able to forbid it.

e Elimination strategy The standard One-pass with one forbidden interval
elimination, or the variants (One pass or Cyclic Elimination, Exhaustive or not
Exhaustive Elimination, Active Upper/Lower Bounding or not, Single vs.
Extended Intervals forbidding, or Collective elimination, ).

e Variables to patrtition in the Branch and bound procedure.

With such a large amount of options, it is cumbersome to explooé giem. In
the examples, some of the possibilities are reported. An efastaade to show some
variant's success, even though they are less efficient. Forximpées for which the
method is not as quick and efficient, the best result obtained lprékented method is

presented.
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5.2.7. Results

Example 1: lllustration of the Interval Elimination procedure

The illustration of the elimination procedure is performed lier@ne-pass with
one forbidden interval eliminatioprocedure using a simple water network example from
Wang and Smith (1994). This example optimizes onlyhter-using subsysterwhich
targets minimum freshwater consumption and has two water-using and two

contaminants. Table 5-1 presents the limiting data of this problem.

Table 5-1 — Limiting data of example 1.

Process| Contaminarit Mass Load (Kg/h) ™™ (ppm) | C"*™ (ppm)
1 A 4 0 100
B 2 25 75
2 A 5.6 80 240
B 2.1 30 90

For the illustration of this example, the pure discrete condemirlwwer bound is
used with two initial intervals (Figure 5.1) and the elimination procedwappked on the
outlet concentrations of the water-using units. The standard gstréd@e-pass non-

exhaustive elimination) is used.

In the upper part of Figure 5.2 the results of the lower bound usingréle
processed bounds, which corresponds to a value of 52.89 t/h, are depictedth®sing
results from this lower bound as initial points, the full probleas wun and the solution

obtained (54 t/h) corresponds to the first upper bound of the problem.

172



[ [ | i B Uit 1/ Contaminant &

=

.:% 40 70 100

% [ ¥ B Uit 1/ Contaminant B

5 ) 20 475 75

] . » 8 Unit2/ Contaminant &

2 56 148 240

8 [ # 8 Unit 2/ Contaminant B
2l 55.5 a0

Figure 5.1 — lllustrative example of the discrete approach - indtaiz.

When the lower bound model is re-run forbidding the interval correspgndi
Unit 1/Contaminant A, that is, the interval 70 to 100 ppm is forbidderintbeval from
40 to 70 ppm is eliminated because forcing the lower bound in this intenvaérs a
value of the LB higher than 54 t/h. The remaining part (70Oppm to 100ppm) is
rediscretized in two new intervals. Then the lower bound modelnsforbidding the
interval corresponding to Unit 1/Contaminant B, which is the iale#47.5 to 75 ppm.
The solution is again higher than 54 t/h. Thus, the interval between 20ppm ampgpdh7.5
is eliminated and the remaining is rediscretized. Applyinggtosedure to the rest of the

variables renders eliminating the intervals shown in Figure 5.2.

LE zoluion iz here
N

' - —8  Unit 1/ Contaminant A
40 70 LE soluign is here 100 g
[ K- =3  Unit 1/ Contaminant B =
20 47.5 LE solmbAn is here 75 %
= =8 Unit2/ Contaminant & | O
54 148 LE solmbAn iz here 240 oM
— " @ Unit 2/ Contaminant B |
g 21 55.5 50
£ ¢
E)' ---————_—__ == % » B  Unit 1/ Contaminant &
- 40 70 B5 100 o
- — 5 5 B Unit 1/ Contaminant B | 2
20 475 61.25 75 kS
- e — e ——— - 5 8 Unit2/ Contaminant & | &
56 148 194 240 E
- — e ——— - = 5 B Unit2/ Contaminant B |
Lozl 555 72.75 90

Figure 5.2 — lllustrative example of the discrete approachiteration.
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After the first iteration the lower and upper bound do not chalnge=(52.90 t/h
and UB = 54 t/h). The second iteration of the illustrative exanspt@aown in Figure 5.3.
The elimination procedure is repeated again, one variable meadnd in all cases, the
solutions found are larger than the current upper bound. Therefore, eaehthi
corresponding interval in each variable is eliminated, the sdlecterval is re-

discretized and the procedure moves to the next variable.

LE soluion iz here

r -————————_- -4 Uit 1§ Contarmnant &
40 0 85 100
LE soluion iz here &
[ —_— # Unit 1/ Contaminant B =
20 47.5 61.25 75 g
LE zoluion is here E
[ R —+% Unit 2 / Contaminant & 2
56 143 154 240 =a
LE soluion is here =
l‘; [ 4 it 2/ Contatminant B
S < 21 55.5 7275 80
=
2
= -———_—————- 4+ — = = = ——H Unit | / Contarinant &
4n 0 85 825 100
- ——- —_ = - = = = =8 Unit |/ Contaminant B §'
20 47.5 54375 6125 75 o
§
[ e 4+ —-=-=-——4——8—1 Tnit?/ Contaminant & .
56 143 134 217 240 E
D
L Brmmmm e m—— - + - —- - —4—8—A0 Unit2/ Contaminant B
21 55.5 7275 81375 %0

Figure 5.3 — lllustrative example of the discrete approacH iteation.

This procedure is repeated until the lower bound solution is equiahgoa given
tolerance difference) to the upper bound solution. This illustrative @earasing the
DDP3 and discretizing concentrations in two intervals, is solvediter&ions and 0.60

seconds using a relative tolerance of 1%. The actual solution r&aébés gap. All the
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report solving times do not including pre-processing/compilation times.
Table 5-2 presents the progress of the solution through the iterafioasipper
bound (54 t/h) is identified in the first iteration and is the glolodlit®n. The lower

bound solution, however, does not improve until the third iteration. The optimum

network of this example is presented in Figure 5.4.

The other option for the elimination step is cyclic non-exhaugliraination.

Table 5-3 and Table 5-4 show the progress of the solution when the nogo-

exhaustive elimination is applied.

Table 5-2 — Solution progress of the illustrative example.

lteration Lower Upper Relative Ir_1te_rvals
Bound Bound error eliminated
0 52.90 t/h 54.00 t/h 2.02% NA
1 52.90 t/h 54.00 t/h 2.02% 4
2 52.90 t/h 54.00 t/h 2.02% 4
3 53.65 t/h 54.00 t/h 0.65% 4
—A ] UNIT 1 i 5
=
~
14 th vl unm2 222 »

Figure 5.4 — Optimum network of example 1.

Table 5-3 — Solution progress of the illustrative example — using cyclic nonstxiga

elimination.
. Lower Upper Relative| Number of o
Iteration Eliminations
Bound Bound error cycles
0 52.90 t/h 54.00 t/h 2.02% NA NA
1 52.90 t/h 54.00 t/h 2.02% 4 10
2 53.67 t/h 54.00 t/h 0.629 5 8
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Table 5-4 — Number of elimination in each cycle — using cyclic non-exhaustive

elimination.
Iteration| Cyclel | Cycle2| Cycle3 Cycle4 Cycle5
1 4 3 2 1 NA
2 1 3 2 1 1

Despite the fact that this procedure takes a smaller numbeerafions, the
overall running time for this example was higher (2.26 s against Usid@ the one-pass
elimination). This is expected because this is a small prohblemyhich the lower
bounding (step 2) is not computationally expensive. Thus, unnecessary tim{naore
than the needed to achieve the given tolerance gap) may otieerla@wer bound is not
often verified.

The solution using one-pass exhaustive elimination is also investigedble 5-5
shows the progress of the iterations and Table 5-6 shows whielbleahiad its bounds

contracted and how many eliminations existed in each iteratlua.strategy took 1.30

seconds.

Table 5-5 — Solution progress of the illustrative example — using one-pass esxhausti

elimination.

: Lower Upper Relative| —. . ..
Iteration Bound Bound error Eliminations
0 52.89 t/h 54.00 t/h 2.02% NA
1 52.89 t/h 54.00 t/h 2.02% 10
2 53.67 t/h 54.00 t/h 0.62% 6

Table 5-6 — Exhaustive eliminations progress of the illustrative examplag-arse-

pass exhaustive elimination.

Cout
Iteration Unit 1 Unit 1 Unit 2 Unit 2
Contaminant A| Contaminant B| Contaminant A| Contaminant B
1 4 2 1 3
2 - 1 3 2
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Effect of the Number of Intervals:

The number of initial intervals has also influence on the perforenaficthe
proposed methodology. Since it is known that a continuous variable can beigdby
discrete values when the number of discrete values goes to infinitgxpested that less
iterations are needed when more discrete intervals are addeithe @ther hand, this
generates a higher number of integer variables (what meageraMdLP model), and
might make the problem computationally very expensive (increasavttrall time to run
it).

This influence is analyzed only for the cases of one-pass non-exbaust
elimination, which have presented the best option when only 2 intereatoasidered.
Additionally, the influence of th&xtended interval forbiddingption is also verified.
This option represents two main advantages: reduce the number of bindng
elimination step; and, facilitate eliminations. On the other handnwhb one interval is
forbidden and an elimination takes place, the discharged portion of tlableas lager
then if theExtended interval forbiddingption was used and the stopping criteria is when
the tolerance is satisfied. The results are shown in Figuren8.bigure 5.6. The number

of intervals is increased until twenty two intervals are reached.
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Figure 5.5 — Influence of the number of initial intervals and the uEstehded interval
forbiddingoption — CPU time.

For the One-pass with one forbidden interval eliminatioption, the quickest
solution (0.07s) is found when the procedure is initialized with 7 ingerVis is the
point in which the solution is first found at the root node. ForBk&ended interval
forbidding case, very similar CPU times are found for the casesichwhe solution is
found at the root node (7, 9, 11 and 13 to 18 intervals), that is, computatioealdim

approximately 0.15 s.
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Figure 5.6 — Influence of the number of initial intervals and the uEstehded interval
forbiddingoption - Iterations.

One of the decisions that have to be made is regarding the variidbé bilinear
term that is being discretized. This decision strongly depends gmdhkem that is being
approached. The bilinear terms generated by the splitterfoamed by the following
variables: Outlet concentration of the processes (water-using and regeneration
processes); and, flowrates. The choice of discretizing outlet coatens of processes,
the flowrates or both represents trade-offs among the tightrigbe lower bound, the
increase in number of binaries due to discretizations/linearizagiothighe efficiency of
the MILP formulation. Table 5-7 show a comparison of the number of vasidivht need
to be discretized in each case, comparing discretization ofdtegusingMcCormick

envelopesand discretization of concentrations usingdhiect discretizatiormethod.
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Table 5-7 — Comparison of number of discretized variables.

Number of units [Flows C°*"* (number of contaminants)

1/2(3|4| 5|6 |7 |89 10
2 4 |2(4|6(8|10(12|14 |16 |18 | 20
3 9 316(9(12|15|18 |21 |24 |27 |30
4 16 |48 (12|16 20| 24 | 28 | 32 | 36 | 40
5 25 | 5|10(15(20| 25|30 |35 |40 |45 | 50
6 36 |6(12(18(24|/ 30|36 |42 |48 | 54 | 60
7 49 |7 |(14|21(28/ 35 (4249 |56 |63 |70
8 64 |8|16(24(32|1 40|48 |56 |64 |72 |80
9 81 |9(18|27(36/45 |54 |63 |72|81]|90
10 100 |10{20(30{40| 50 | 60 | 70 | 80 | 90 |100
11 121 |11{22|33|44| 55 |66 | 77 | 88 | 99 |110
12 144 |12(24/36|48| 60 | 72 | 84 | 96 |108|120
13 169 |13(26(39|52| 65 | 78 | 91 |104|117|130
14 196 |14(28|42|56| 70 | 84 | 98 |112|126|140
15 225 |15|30{45|60| 75 | 90 |105|120|135|150
16 256 |16|32(48|64| 80 | 96 |112|128|144|160
17 289 |17|34(51|68| 85 |102|119|136|153(170
18 324 (18|36|54(72| 90 |108(126(144(162|180
19 361 (19|38|57(76| 95 |114(133|152({171|190
20 400 |20(40|60(80({100{120|140|160|180|200

Note that the number of flowrate variables is usually higher theamumber of
outlet concentrations variables (only the highlighted ones are not), dépsnding on
the problem one can applied more discretization in the concentratiablearand obtain
the same number of integers. For example, consider the problén2®itinits and 5
contaminants, which has 400 flow variables and 100 outlet concentratiables. If the
flowrates are discretized in two intervals, we would need 800 iesaln this case,
keeping the same problem size, one can discretize the concenthati@hatervals
instead of 2. A recursive formula to calculate the amount of bsaige
NintervaldNunitstN regeneration)’ when flowrates are discretized anMinervais

Ncontaminanthunits'l'Nregeneration} When Concentratlons are dISCI'etIZGd
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Although the increase of number of binaries can suggest how the mroble
increases, the efficiency of the MILP formulations may show tthe discretization of
one of the variable is not a good option. This analysis can only be wilose both
formulations are investigated and compared.

Another characteristic of the suggested discrete method comparetie
McCormick envelopes is its generality for monotonic functions andspetific for
bilinear terms.

To evaluate the efficiency of the method several examplespresented.
Examples 2, 3 and 4 are multicomponent refinery examples; theaficsthe second
without regeneration processes and the third with regenerationalhitgee solving for
minimum freshwater. All these three examples do not requireel@mynation procedure
because they find the solution at the first LB. Example 5 iscdadoecompare the
performance of the proposed method with that of Karuppiah and Grosg2G08). In
this case, the elimination procedure requires more than ondoiterab it is used to
illustrate the performance of different options. Examples 6 t@ &dded to illustrate the
performance of the method when cost is minimized. Example 9 sthewdesign of a
complex wastewater treatment system, in which treatment ggeseshould be selected
among several options. Finally, example 10 presents an attemptiofsalchallenging
total water systenproblem, which considers several other aspects not consider in the
previous examples.

Example 2: A Refinery Example

Example 2 is the classical small refinery example preddmgdNang and Smith

(1994). The objective is to minimize the freshwater consumption ofter wgstem with
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three water-using units, three contaminants and one regenerati@srdte limiting

data of the water-using units used in this example is presenfeable 5-8. Note that

these water-using units do not have fixed flowrate pre-defined by the problem.

Table 5-8 — Limiting data of example 2.

Process | Contaminait Mass Load (Kg/h) ™™ (ppm) | C"™ (ppm)
1- HC 0.675 0 15
Distillation |— 2> 18 0 400
Salts 1.575 0 35
HC 3.4 20 120
2 - HDS H.S 414.8 300 12,500
Salts 4.59 45 180
3. HC 5.6 120 220
Desalter H.S 1.4 20 45
Salts 520.8 200 9,500

The available freshwater source is free of contaminants andavh#able
regeneration process is a foul water stripper with a rate of removal of 0.99g5for H

Wang and Smith (1994) used a graphical approach to obtain the solutiue of t
problem (55.5 t/h). Here concentrations are discretized concentratimhsseveral
different numbers of intervals are used, from 1 interval, to maore.mn addition both
types of discretization methods are appli@irect discretizationand McCormick’s
envelopes The three different linearization procedures to linearize graduct of
continuous and binary variables of both lower bound models are attempteellas w
Finally, discretized flowrates cases are run as well. Althefse alternatives find the
global optimum solution (55.47 t/h) at the root node.

In the case of 1 interval and direct discretization of flowratgag procedure 2

(DDP2) the model has 32 binary variables and 264 continuous variableger€ely, in

the case of 1 interval and direct discretization of concentratimg (XDP2, the model
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has 13 binary variables and 145 original continuous variables. Betterseare no
lower and upper bounds for the flows in this problem, the above counts do nidiecons
the binaries corresponding to equations (4-11) through (4-26). The nofrdmertinuous
variables is increased from the original value to a larger oc&ube of the linearization
procedure, which is different depending of which one is used.

Applying the suggested methodology using one interval, the optimumaosolut
(55.47 t/h) is found in 0.10 s and 0.16 s, for discretized concentrations andiztscre
flowrates using DDP2, respectively. As stated above, in all these exangtady report
the running time, not including the model pre-processing/generatien which is about
1.6 sec and the solution reporting time, which is about 0.7 secdigiglydarger for
larger problems). The solution is actually obtained at the root rodeedower bound
renders an objective function equal to the global minimum. In other wibvelg is no
need for an interval elimination procedure. Although the solution Valusd is nearly

the same (ours is slightly lower), the network is different. Figure 5.7compakes bot

45 th DISTILLATION 19.5 t/h

FW (UNIT 1)

85 th N HDS MUh

W (UNIT 2) REGENERATION

53.5th
2th v,| DESALTER 555th
FW o (UNIT 3) g
(a)
45 th DISTILLATION
FW (UNIT 1) ]
10.47 th ¥, HDS 60.11 th .| DESALTER 5547 th
W 1 (UNIT 2) REGENERATION » (UNIT 3) = »
464 th
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(b)
Figure 5.7 — Optimum network of example 2. (&) Wang and Smith’s (1994) solution and
(b) Discretization Method.

Example 3: Multicontaminant Water-using System without Regeneratiogshvrater

minimization

This example is the refinery case presented by Koppol é&Qfl3). This example
has four key contaminants (salts, H2S, Organics and ammonia) andteixusing units.
The limiting data of the water-using units are shown in Talfe Bdis network without
reuse consumes 144.8 t/h of freshwater and the objective is to menineshwater
consumption. The flowrate through the water-using units are not pre-defined amdnhey
vary from the limiting low flowrate to a maximum allowed fl@tg. The minimum
freshwater consumption found by Koppol et al. (2003) is 119.33 t/h, which they did not
solve to guaranteed global optimality.

In this problem, the same options of number of intervals, discretizatahods
and discretized variables as in example 2 were tried. A gogdehum solution (119.33
t/h) is found in 0.14 s. The lower bound gives the optimum solution and thus it is found at
the root node whenMcCormick's envelopesand when Direct discretization of
concentrations are used. A LB that is different from the optirsahation is obtained
when Direct discretizationof flowrates are applied for less than 10 intervals. The
minimum freshwater consumption is the same as that of Koppadl €083), but the
network obtained is different, which indicates that this problem ierd@gte. Both
networks are presented in Figure 5.8. The same comments reghelinge reported as

in example 2 hold.
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Table 5-9 — Limiting data of example 3.

Cln,ma) Cout,ma}
Process ContaminantMass Load (kg/h
(ppm) (ppm)
Salts 0.18 300 500
. . Organics 1.2 50 500
1 - Caustic Treating —— > 0.75 5000 11000
Ammonia 0.1 1500 3000
Salts 3.61 10 200
o Organics 100 1 4000
2 - Distillation H2S 025 0 500
Ammonia 0.8 0 1000
Salts 0.6 10 1000
, .| Organics 30 1 3500
3 — Amine Sweetening H2S 15 0 5000
Ammonia 1 0 3500
Salts 2 100 400
4 - Merox-I Organics 60 200 6000
Sweetening H2S 0.8 50 2000
Ammonia 1 1000 3500
Salts 3.8 85 350
. Organics 45 200 1800
5 - Hydrotreating H2S 11 300 6500
Ammonia 2 200 1000
Salts 120 1000 9500
. Organics 480 1000 6500
6 - Desalting H2S 15 150 450
Ammonia 0 200 400
Lwt\/;h. Dis(tﬂjlg:ion .
8388 t/h i:_
2 >
2.F4 V{:‘h CaUSti(% :;eating = 1.645 thy, M(ed?)cl | .
8 EoPT [—*
24455 /h Sy .| Hydrotreating | ._. °
Fw __ws) HE -
55F7JV th_,| Amine (SL\j\getening N:l ﬁ& De(sSEI;t)ing >
50.518 t/h

FW
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===ty »
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W
I\ 10.35 ton/hr »» EoPT »
25 th Distillation 052th 5 | Merox |
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=
~
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(b)
Figure 5.8 — Optimum network of example 3. (a) Koppol et a. (2003) and (b)
Discretization Method.

Example 4: Multicontaminant Water using System with Regeneratioshwager

minimization

In this example the network presented in example 3 is solvedveitaddition of
potential regeneration processes that are modeled as procesesixed outlet
concentrations. Three regeneration processes are available:s&®eamnosis, which
reduces salts to 20 ppm; API separator followed by ACA, whichcesdarganics to 50
ppm; and, Chevron wastewater treatment, which redug8sdi5 ppm and ammonia to
30 ppm. The optimum solution obtained by Koppol et al. (2003) reaches auminim
freshwater consumption of 33.571 t/h. As in the previous case, they did met sol
guaranteeing global optimality.

Different options of number of intervals, discretization methods ascrelized
variables were tried. In all cases in which concentratiomslizcretized or flowrates are
discretized usingicCormick’s envelopeghe same result was obtained: a lower bound

solution of 33.571 t/h at the root node with only one interval. This solutionspomes
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to the global optimum solution of this problem. The best solutioreasne) is found in
approximately 0.56 s using MCP2 with discrete concentrations. The onmineshwater
consumption is the same as that of Kopgiadl (2003).

Although the minimum freshwater consumption is obtained, the found network
presents very small flowrates such as 0.06 t/h. To avoid thesefewadites a minimum
allowed flowrates of 1 t/h for the connections (equations 4-11 to 4-18adaed. In this
case a lower bound equal to the global solution is also found at theadet but the
original model (upper bound model) does not find a feasible solution abaheode.
Thus, the method has to keep looking for a solution and eliminating pahs fefasible
region until the upper bound model finds the global optimum solution. Thugltlims
is found in 75.71 s using the standard elimination procedureagithe upper bounding
discretizing concentrations (2 intervals) through MCP2.

The networks obtained by Koppol et al. (2003) and ours are presented ia Figur

5.9. The same comments regarding the time reported as in example 3 hold.
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Figure 5.9 — Optimum network of example 4. (a) Koppol et al. (2003) and (b)
Discretization method.
When flowrates are discretized usiDgect discretizationthe lower bound is no
longer equal to the global optimum solution and interval eliminatioreexded. In fact,
the lower bound generated by this option is equal to zero. Howevéowtbeebound can

be further improved when a pre-processing step includes forbidden donsetttat

cannot exist. In the WAP the following rule is used:

FUUS=0  if C["™<C™ (5-43)
FRUM=0 if G™<q™ (5-44)
where C™ is the minimum concentration of contaminantn the system, which is
defined by:

CI'™ = Min{ Min, {C2™}, Min, { CR¥™} , Min,{ CW, | (5-45)

Now, adding the forbidden connections, thé&ect discretizationdiscretizing

flowrates is tighter but still not as tight as the options thsdretize flowrates or when
flowrates are discretized using thleCormick’s envelopesVithout a required minimum

flowrates through the connections these lower bounds keep constant (1@) I86up

to 10 intervals.
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Example 5: Multicontaminant Water using System without Regenerationhwaies +

Regeneration flowrate Minimization

This example was proposed by Karuppiah and Grossmann (2006). It isaknet
involving two water using units, two treatment processes and two coatais Unlike
the previous examples, in this case the water-using units hawk fiowrates, the
treatment processes are modeled having a fixed efficiency lendljective is to
minimize the summation of freshwater flowrate and the flownagated by the
regeneration processes. The rationale for such an objective, agctodhe authors, is
that the integrated system is being solved and a network withmommifreshwater
consumption would have a higher combined freshwater and treated flownate. is a
maximum discharge of the effluents to the sink (10ppm for both contan#nand B).
Tables Figure 5.10 and Figure 5.11 show the data of this example.

The global optimal solution (117.05 t/h) is found by Karuppiah and Grossmann
(2006) in 37.72 s. In our case, the solution is not always found at the root node.

Table 5-10 — Water using units limiting data of example 5.

Process| Contaminant Mass Load (Kgfh) ™" (ppm) F (t/h)
A 1 0
1 B 15 0 40
A 1 50
2 B 1 50 >0

Table 5-11 — Regeneration processes data of example 5.

Process| Contaminant Removal ratio (%)
1 A 95
B 0
A 0
2 B 95
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Both lower bound modelsDfrect discretizationand McCormick’s envelopgs
were analyzed discretizing concentrations and flowrates.oMmer lbound objectives as a
function of the number of intervals used are presented in Figure 5.1€.wbrth
reminding here that the type of linearization used to represempirddect of continuous
and discrete variables does not alter the objective function.

Note that the lower bound models for discrete concentrations algragsthe
same solution independent of whether one Udiesct discretizationor McCormick’s
envelopes Moreover, discretizing concentrations generates a tighter loaend than
discretizing flowrates for the same number of intervals. Whamréites are discretized,
the choice of usin@irect discretizationor McCormick’s envelopesakes a difference.
This behavior was already observed in examples 3 and 4.

Additionally, as previously showed the lower bounds can be further imgprove
when the pre-processing step includes forbidden connections that carstoFgure
5.11 shows the lower bound obtained when the pre-exclusion of infeasibleomne
are added to the pre-processing step. Note that the lower boundsteety the models
that discretize concentration atite McCormick’s envelopesith discrete flowrates are
slightly improved, and thédirect discretizationof flowrates keeps constant up to a
certain level of discretization (7 intervals) before it staot fell the influence of number

of intervals.
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Figure 5.10 — Lower bound models objective function values as a function of the number
of intervals.
In addition to the tightness of the lower bounds, the running time irm@ortant
issue to investigate. In this case it is not only the fat¢tviieaneed to compare tigrect
discretizationmodel andMcCormick’s envelopesodel (both for discrete concentration
and discrete flowrates), but also the procedure used to lindlaeizgoduct of the binary
and continuous variables. Figure 5.12 and Figure 5.13 show the running times when

forbidden connections are used or not, respectively.
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Figure 5.11 — Lower bound models objective function values as a function of the number
of intervals — using pre-exclusion of infeasible connection.

The running times presented in Figure 5.12 and Figure 5.13 also reveal
information about the different linearization procedures for the productoofary and a
continuous variable. Procedure DDP1-C presents much higher runninghtamehe
others. This procedure is no longer used in the rest of the papehnefadifterent
comparisons. Note that MCP3 is also less efficient when thexpheseon of connections
is not applied (Figure 5.12).

In comparing procedures DDP2 and DDP3 in Figure 5.13, procedure DDP3 gives
better results for this problem, but not significantly different. Thus, the use addune 2
is still considered in the following discussions.

Figure 5.14 shows the number of binary variables. The number of binary variables
needed to discretize flowrate in this problem is always hidtaar the number of binary

variables needed to discretize concentrations using the samemamibtervals. This is
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a problem dependent characteristic as discussed above (Effdoe of the Number of

Intervalssection).

250

_

200

150

TIME (s)

100

50

DDP2-C, DDP3-C, MCP2-C
DDP2-F, DDP3-F

Figure 5.12 — Lower bound models computation time - no pre-exclusion of infeasible
connection.
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Figure 5.13 — Lower bound models computation time - using pre-exclusion of infeasible
connection.
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Figure 5.14 — Lower bound models analysis — Number of binary variables.

Because this is the first example that does not find the ardlee root node, the
use of different elimination procedures is analyZ@idect discretizationof flowrates is
not used here because the lower bounds generated by these mod&siticandy
poorer than thevicCormick's envelopesf flowrates (Figure 5.10 and Figure 5.11)
although they have compatible computational time (Figure 5.12).

The problem is run using tlene-passnon-exhaustivenoactive upper bounding
and using theextended interval forbidding=igure 5.15 shows the running time vs. the
number of initial intervals chosen when the pre-exclusion of thasiik connections
are not used and when they are used. Note in Figure 5.15 that folofribst initial
number of intervals, the pre-exclusion of infeasible connections imptbeecefficiency
of the method. However, when the procedure starts with 10 intemvéltha solution is
found at the root node, the pre-exclusion of the infeasible connectionsatdesor the

speed of the solution.
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Figure 5.15 — GO procedure analysis — Running time — Discrete concentrations. a)
Without pre-exclusion of infeasible connections; b) with pre-exclusion of infeasibl
connections.
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Table 5-12 presents the solution of this problem using the different loovend
models when outlet concentrations are discretized. These soluteotieeaones that give

the lowest computational time.

Table 5-12 — Summary of results for discrete concentration of example 5.

LB Model Dlscr_et|zed First LB Imtlal # of Linearization lterations|  Time
Variable intervals procedure
Direct 116.31
Discrete Conc. th 10 P2 0 1.59 s
McCormick Conc. 116.31 10 P2 0 157s
envelopes t/h

The solution discretizing flowrates in 2 intervals and usMgCormick’s
envelopegook 11,795 s and 35 iterations when the standard procedure was used. The
option of split the problem in sub-problems (branch-and-bound) aftdmainaion pass
does not perform any elimination is now investigated. If one brarmihesncentrations
(the non-discretized variables), the solution is found in 23.73 s, whichigates 4 sub-
problems. Figure 5.17 shows an illustration of the procedure: At thenoolet an upper
bound of 117.453 t/h is obtained and 3 eliminations iterations are perfottmeeldwer
bound is improved from 97.582 t/h to 100.027 t/h. In the first iteration 7 elimisatre
performed and in the second 1 elimination takes place. As the thiedion does not
make any elimination, the problem is divided in two sub-problems thajenerated by
splitting the outlet concentration of contaminant 1 in regeneration process 2:

Sub-problem 1 performs 6 elimination iterations and brings the lowedifoom
108.133 t/h to 114.997 t/h. At this node the upper bound is still 117.453 t/h. Sub-problem
2 starts with a lower bound of 104.672 t/h and finds a better upper bound (117.053 t/h )
After 4 iterations it reaches 116.316 t/h, which is less than 1% Itveer the current

upper bound. Thus, this node is no longer active.
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The only active node (sub-problem 1) is further split in two otherpsablems
through a bisection rule of the outlet concentration of contaminant 2geheeation
process 1. As a result, sub-problem 3 is infeasible and sub-prdbte® a lower bound
value of 115.225 t/h, which is increased to 116.061 t/h after one iteration that performs 10
eliminations. This value is 0.85% lower than the current upper bound, whisiesahe
given tolerance (1%) and consequently deactivated this node. A&satlegeno more active
nodes, the procedure stops and the global solution is equal to the appentbound

(117.053 t/h).

ROOT NODE —97.582 t/h
lteration 1: 7 eliminations — 100.027 t/h
lteration 2: 1 eliminations — 100.027 t/h
Iteration 3: 0 eliminations — 100.027 t/h

(CRE:-].-M _ CRE@;:.\J:'}! ]
2

CRE:’.’:‘“ = CR:;:H”W + [‘CR::::.\M' _ CR;:;.{'.ﬁn )

5

CR;:m]de _ CR:,-\-.M

SUB-PROBLEM 2 —104.672 t/h
lteration 1: 5 eliminations — 107.832 t/h

SUB-PROBLEM 1 —108.133 t/h
Iteration 1: 13 eliminations —112.018 t/h

Iteration 2: 10 eliminations — 113.518 t/h
Iteration 3: 7 eliminations — 114.178 t/h
Iteration 4: 4 eliminations — 114.527 t/h

lteration 2: 12 eliminations — 114.453 t/h
lteration 2: 11 eliminations — 114.712 t/h
Iteration 4: 15 eliminations — 116.316 t/h

Iteration 5: 3 eliminations — 114.997 t/h
Iteration 6: 0 eliminations — 114.997 t/h

{ ot My ot Min
(CRES™™ —CRES™)

2

(CR;....::.ua _ CR{RT:" fin ]

3

CR;-:\M =CR::\M - CRE:‘..-;;G: - CR}:—::.H-" .

SUB-PROBLEM 4 —115.225 t/h
Iteration 1: 10 eliminations — 116.061 t/h

SUB-PROBLEM 3 — INFEASIBLE

Figure 5.17 — illustration of the branch-and-bound procedure.

When the procedure branches on flowrates, it also investigates 4ahlibnrps,
but it takes 40.93 s. Table 5-13 presents the solution of this problemtlusidgferent

branching variable when flowrates are discretized. The optimuworeis presented in

Figure 5.18.
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Table 5-13 — Summary of results for discrete flowrates of example 5.

Branching Variable Investigated sub-| Linearization Time
problems procedure
Outlet 4 MCP2 | 23.73s
Concentrations
Flowrates 4 MCP2 40.93 s
10 t/h
42\,? U1 l, U2 aresavn g o - —
=
3
3684 t/h ‘I': RG2
4632 th v )
»| Disposal

Figure 5.18 — Optimum network of example 5.

Example 6: Multicontaminant Water using System with Regeneration- Cost minimization

This example is a two contaminants, three water-using units hree t
regeneration processes problem proposed and solved by Karuppiah ancha@ross
(2006). This problem minimizes total annual cost and assumes fixedhfis through
the water-using units and regeneration processes with fixedtraemoval. Maximum
concentration at the disposal is 10 ppm for both contaminants. The dafaruseample
6 is presented in Table 5-14 and Table 5-15. The cost of freshwater is $1/t, tHezednua
factor is 0.1 and the plant runs 8000 h/year. The authors found the global optimal solution
($381,751.35/year) in 13.21 s. Later, Bergamini et al. (2008) solved the samenproble

proven global optimality in 3.75 s.
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Table 5-14 — Water using units limiting data of example 6.

Process| Contaminanit Mass Load (Kg/h) ™"€ (ppm) F (t/h)
: 5 15 0 0
‘ : : % 50
3 : : % 60

Table 5-15 — Regeneration processes data of example 6.

Process| Contaminant Removalratio (90) QPN VRC,
1 g 905 1 16,800
2 g g(()) 0.003 | 24,000
3 g 55 0.0067 | 12,600

Here, outlet concentrations of the water using units and flowratesgh the
regeneration processes (due to the concave objective function)aetiziesl 4 intervals,
resulting in a model (MCP2) that has 52 binary variables and 585 continapnables.

With the presented method pre-excluding the infeasible connections, imalcgulution

is found in 0.41 s at the root node. This lower bound model (4 intervalshatEnan
objective function of $378,215.14 per year, which is 0.93% lower than the objective
function and thus complies with the required tolerance (1%). If forbidolingfeasible
connections is not used, the same lower bound model (MCP2 with discrete
concentrations and 4 intervals) generates a value of $168,140.03 per yegtolddie
solution is the same as that of Karuppiah and Grossmann (2006) and Bergaali

(2008). The obtained network is presented in Figure 5.19.
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Figure 5.19 — Optimum network of example 6.

Example 7:

Example 7 is also taken from Karuppiah and Grossman (2006). It invehees t
contaminants and has four water-using units and two regeneration pdeata related
to the water-using units and regeneration processes are pdeisenadle 5-16 and Table

5-17. The same economic data and discharge limits (10 ppm) aredafgpliehis

problem.
Table 5-16 — Water using units limiting data of example 7.
Process| Contaminanit Mass Load (Kg/h) ™"€ (ppm) F (t/h)
: : 15 0 0
: : . % 50
i — . % 50
i — : % 50
Table 5-17 — Regeneration processes data of example 7.
Process| Contaminant Removal ratio (%) QPPN VRC,
1 g 9(;5 1 16,800
2 . > 0.0067 12,600
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Concentrations and flowrates through the regeneration processdseretized
as in example 6 using 2 intervals. All the models (DDP2, DDP3, M&td MCP3) that
discretize concentrations in 2 intervals have a lower bound of $871,572.&2 igvi
0.28% lower than the global solution) and thus find the optimal solution
($874,057.37/year) in approximately 0.25 s at the root node. The resulting mo@dl has
binary variables and 408 continuous variables (DDP2 and MCP2) or 254 continuous

variables (DDP3 and MCP3). The solution is presented in Figure 5.20.

10.342 t/h

12.095 th
¥ 4 5 RG2 » RG1 H
:
Rj = 2032t/ 36.571 th
2.381th
20th 17782th ] 1397 th vy A vl
—w " U7 2 U2 Disposal
_T 2 s
3 o
§ ‘ v 14936th
10.124 th v U3
60 th
Figure 5.20 — Optimum network of example 7.
Example 8

This example is a large system presented by Karuppiah andh@msg$2006). It
involves three contaminants and has five water-using units with flmedates and three
regeneration processes. The data for this example is preseinerb-18 and Table 5-
19. Additionally, the discharge limit of all the contaminants is 10 ppm.

Again, concentrations and flowrates through the regeneration processes a
discretized and the interval elimination procedure is active for both setgaiflea. Note

that even without applying the reduction procedure in the flowratesughr the
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connection, of their bounds may be influenced by the contraction of theeratgd

flowrate’s bounds due to the bounds arithmetic.

Table 5-18 — Water using units limiting data of example 8.

Process| Contaminant Mass Load (Kg/h) ™" (ppm) '@ (t/h)
A 1 0
1 B 1.5 0 40
C 1 0
A 1 50
2 B 1 50 50
C 1 50
A 1 50
3 B 1 50 50
C 1 50
A 2 50
4 B 2 50 50
C 2 50
A 1 25
5 B 1 25 25
C 0 25
Table 5-19 — Regeneration processes data of example 8.
Process| Contaminant Removal ratio (%) OPN VRC,
A 95
1 B 0 1 16,800
C 0
A 0
2 B 0 0.04 9,500
C 95
A 0
3 B 95 0.0067 12,600
C 0

Instead of using the standard procedure, the one-pass, extended interval
forbidding, exhaustive elimination with active upper bounding is used in this example.
Karuppiah and Grossmann (2006) found the minimum TAC (global solution) of

this of $1,033,810.95/year. Here, the same network was found in 30.15 s insthe fi
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iteration using thévicCormick’s envelopesiodel. This lower bound model (2 intervals)
has 48 binary variables and 919 continuous variables. This network alsoshaeall a
flowrate (0.04 t/h). Thus, the problem is solved using the MINLP dtation, which
requires a minimum flowrate of 1 t/h through the connection. Withrtéwg constraint

the found minimum TAC is $1,033,859.85, which is achieved in 73.79s after the firs
iteration. The network corresponding to this solution is presented gare=i5.21.
Although the small flowrates were eliminated, this network costanany recycles,
which form the practical point of view could be rejected as too complewever, if one

also wants to avoid the complexity of networks, one could look fomalige solution,

which could be degenerated or sub-optimum.
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Figure 5.21 — Optimum network of example 8.

Example 9: Complex Wastewater Treatment Network

Example 9 is a complex wastewater treatment subsystem iprotblat was

originally presented by Meyer and Floudas (2006) as a g gemeeradooling problem.
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The input data for this problem is slightly different from the goresented so far, but it
can also be solved using the model presented in chapter 4. A statemtiig problem
can be given by:

Given a set of wastewater sources w contaminated by diffeoetéminants c
that need to be removed, a set of regeneration processesgiweithrate of removal for

each contaminant, and a set of disposal sinks s with maximwwedll disposal

concentration, one wants to minimize the cost of the wastewater system.

The data for this problem is presented in Table 5-20 to Table 5-22.

Table 5-20 — Sources data - example 9.

w1 W2 W3 W4 W5 W6 W7
Flow 20 50 47.5 28 100 30 25
CWy.c1 100 800 400 1200 500 50 1040
CW,y.cz 500 1750 80 1000 700 100 50
CWyycz 500 2000 100 400 250 50 150

Table 5-21 — Data of Regeneration processes - example 9.

R1 R2 R3 R4 R5 R6 R7 R8 R9 R1d
[ 90 87.5 99 0 90 0 0 99.5 10 70
c2 95 50 90 75 90 0 87 0 99 20
C3 0 50 95 75 20 95 90 0 0 30

FRG | 48901 | 36,676 13,972 48,901 48,901 48901 36,676,678 | 13,972 13,97

VRC, | 3,860.3| 2,895.4 1,102p 3,860.3 3,860.3 3,860.89%2| 2,895.2 1,102.H 1,102/9

Table 5-22 — Distances matrix for example 9.

d; | RL] R2 | R3| R4 | RS [ R6 | R7|] R8] R9| RI0 S1
Wi | 40 65 75| 100] 1200 110 150 210 280 245 150
w2 | 15 40 55| 75 90 90| 125 18p 26p 215 135
W3 | 40 35 30| 65| 1000 85 115 170 24p 230 100
W4 | 85 80 55| 100] 1400 120 140 180 245 245 90
W5 | 95 70 55| 45 75 45 40 79 150 15D 4D
W6 | 80 70 40| 90| 125 100 120 150 230 230 70
w7 | 70 45 30 | 40 75 50 60, 10D 175 165 45
R1 - 20 40 | 50 70 70/ 100 16p 23p 190 120
R2 | 20 - 30| 30 60 50 80| 14p 215 18D 3
R3 | 40 30 - 40 80 60 80| 14p 210 190 75
R4 | 50 30 40 - 40 15 50 11p 180 150 8b
R5 | 70 60 80| 40 - 25 50 11p 180 120 120
R6 | 70 50 60| 15 25 - 300 10p 170 13D 9p
R7 | 100 | 80 80| 50 50 30 - 60 130  10p 8p
R8 | 160 | 140 | 140 110 110 10b 60 1 70 100 95
RO | 230 | 215| 210 180 180 17b 130 7o ! 110 1p0
R10 | 190 | 180| 190 1590 120 13p 1d0 1po  1}0 I 190

205



The discharge limits of this system are 5 ppm, 5 ppm and 10 ppGilfaL2 and
C3 respectively. Table 5-22 shows the distances among processes.

Thus, the piping costs assuming a velocity of 1 m/s are given by:

FIOC, =124.6d;, Vie{WU,R 6 j{W,URS$ (5-46)
VG =1.001d; Vie{W,UR , Eg{W,URS$ (5-47)

The best known solution for was given by Meyer and Floudas as $1.08643 x 10
They found a lower bound solution, which has a 1.2% gap from this givetkrimsh
solution in 285,449 CPUs. Using the global optimization solver Baron, thewpt
solutions is not found after 120 hours. The best solution found by BARON was

$1,107,905.
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Figure 5.22 — Optimum network of example 9.

Minimizing the total cost using the presented method, the netwedepted in

Figure 5.22, which has a total cost of $1,086,187 was found in 16,336 CPUs. Pable 5-
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shows the different procedures that were attempted. The lowesthanthe solution was

obtained is 16,336 CPUSs.

Table 5-23 — Summary of the options tried in example 9.
Variable Variablesfor

) ) LB : Variables | Time | Analyzed sub-
Discretized Model Bound. BC settings for B&B (CPUS) problems
(Intervals) Contraction

Concentrationg Guided . 1.6
Conc (2 intervals) One pass Connections (Optlmum
. : MCP2 ; Reg. Flows | 16,336 | solution found
(2 intervals) Reg. Flows Exhaustive in the £
(2 intervals) | UB updating subproblem)
. 34
Conc Concentrations &lgde:ss Connections (Optimum
) : MCP2 . 7 pa Reg. Flows | 25,722 | solution found
(2 intervals) (2 intervals) Exhaustive in the &
UB updating subproblem)
Concentrationg Guided . 1.6
conc 2 intervals) 71 One pass | Connections (Optimum
. ' MCP2 Exhaustive | Reg. Flows | 21,420 | solution found
(2 intervals) Reg. Flows dati in the 2
(2 intervals) UB up ating in the
LB updating subproblem)
Guided 34
Conc Concentrations One pass | Connections (Optimum
2 intervéls) MCP2 (2 intervals) 7 Exhaustive | Reg. Flows| 28,590 | solution found
UB updating in the 9"
LB updating subproblem)
Connections Guided 28
Flows flowrates One pass Connections (Optimum
. MCP2 (2 intervals) pa; Reg. Flows | 28,930 | solution found
(2 intervals) Exhaustive
Reg. Flows UB updatin at the root
(2 intervals) b 9 node)

Example 10: Refinery example

This problem was presented by Kuo and Smith (1997), which was solveg us
graphical approach for the design of effluent system and theecaktation considered
freshwater cost and regeneration costs. Later, Gunaratnam(22@G8) and Alva-Argaez
et al. (2007) introduced piping costs and solved the problem using métema
programming and minimizing the total annual cost considering freshwast, operating
cost of regeneration processes and capital cost of regeneratioasgpoead piping. The

data is shown in Table 5-24 to Table 5-26.
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Table 5-24 — Water using units limiting data of example 10.
] Cln,ma> Coul,ma>
Process Contaminant | Mass Load (Kg/h) (ppm) (ppm)
1) HC 0.75 0 15
_— H,S 20 0 400
Steam stripping ss 175 0 35
2 HC 3.4 20 120
HDS-1 H,S 414.8 300 12500
SS 4.59 45 180
3) HC 5.6 120 220
Desalter H,S 1.4 20 45
SS 520.8 200 9500
(@) HC 0.16 0 20
VDU H,S 0.48 0 60
SS 0.16 0 20
(5) HC 0.8 50 150
HDS-2 H,S 60.8 400 8000
SS 0.48 60 120

Table 5-25 — Regeneration processes data of example 10.

Process Contaminant | Removal ratio (%) | OPN VRG
1) HC 0
Steam stripping H2S 99.9 1 16,800
SS 0
2) e 70
Biological treatment HzS 90 0.0067 | 12,600
SS 08
HC 95
AP| s(egz)arator HzS 0 0 4,800
SS 50

The discharge limits of this system are 20 ppm for HC, 5 ppniiBrand 100

The best solution for this problem minimizing TAC presented in teeature is
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the piping costs are calculated as in equations (5-46) and (5-47).

ppm for SS. The freshwater cost is $0.2/t and the system ap86418 hours per year. A

10% rate of discount is assumed. Table 5-26 shows the distances pnooegses. Thus,

$616,824 (Alva-Argaez et al., 2007). This problem is included becaussénpseseveral

challenges: fixed and variable cost for connection and minimuowed flowrates




through the connections, which makes it a MINLP problem; water-usimig with
variable flowrates; and, competing regeneration processes (morenthamocess is able
to treat the same contaminant). The minimum allowed flowrate ghreconnection and

units is considered to be 5 t/h and the maximum 200 t/h.

Table 5-26 — Distances matrix for example 10.

di; WUl | WU2 WU3 | WU4 | WUS5S RG 1 RG 2 RG 3| Discharge

FW 30 25 70 50 90 200 500 600 2000
WU 1 0 30 80 150 400 90 150 200 1200
WU 2 30 0 60 100 165 100 150 150 1000
WU 3 80 60 0 50 75 120 90 350 800
wu 4 150 100 50 0 150 250 170 40( 650
WU 5 400 165 75 150 0 300 120 20( 300
RG 1 90 100 120 250 300 0 125 80 250
RG 2 150 150 90 170 120 125 0 35 100
RG 3 200 150 350 400 200 80 35 0 100

This problem can be solved to global optimality (1% gap) using BARON i
hours. The minimum TAC obtained id $574,155.

Using the GO method with elimination on discretized variableeptesl in this
section, the lowest time achieved to guarantee the 1% tolerand®rsavas 25,293
CPUs. This procedure used MCP2 with 5 interval on concentrations and 2 on
regeneration flows. Although the presented method takes longer AROIB to find the

GO solution, it finds it at the root node. The optimum network found has @ GiA

$578,183.

5.2.1. Summary of the results obtained by the discretization method

The results obtained above are summarized in Table 5-27 and Table &RS8. T
5-27 summarizes the results of different option tried in each gramNote that among

the solutions obtained using different options, most of the examplegh&rvasmallest
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CUP time when the number of intervals is increased and the glolloébn is obtained at

the root node.

Next, in Table 5-28, the solutions obtained with the discretizatiethod are

compared to previous work as well the iterations needed and the best time.

Table 5-27 — Summary of the options tried in each example using the disagtizati

method
Variable LB Variables for variab | o o
Example | Discretized . Strategy les for
Model | Bound Contraction (CPUSs)
(Intervals) B&B
Concent. One-pass Not
2 intervals DDP3 Concent. Non-exhaustive| needed 06
Concent. Cyclic Not
2 intervals DDP3 Concent. Non-exhaustive| needed 2.26
Concent. One-pass Not
2 interval DDP3 Concent. Exhaustive needed 1.30
1 One-pass
C_oncent. DDP3 Concent. Non-exhaustlve Not 0.07
7 intervals One. inter. needed
Forbid
Concent. Nono—gi-hgissstive Not
(9,11,13,18)| DDP3 Concent. ; 0.15
. Ext. inter. needed
intervals .
Forbid.
Concent. Not needed Not
1 interval DDP2 Solved at root node Not needed needed 0.10
2 Flowrate Not needed Not
1 interval DDP2 Solved at root node Not needed needed 0.16
Flowrates Not needed One-pass Not
2 intervals DDP2 Solved at root nod¢ Non-exhaustive| needed 10.67
Flowrates Not needed Not
3 1 intervals MCP2 Solved at root node Not needed needed 0.19
Concent. Not needed Not
1 interval DDP2 Solved at root node Not needed needed 0.17
Concent. Not needed Not
1 interval MCP2 Solved at root node Not needed needed 0.14
Flowrates One-pass Not
. DDP2 Flowrates pass Neede
2 intervals Non-exhaustive d
Flowrates Not needed Not
4 1 intervals MCP2 Solved at root node Not needed needed 0.53
NLP Concent Not needed Not
1 interval DDP2 Solved at root node Not needed needed 0.57
Concent. Not needed Not
1 interval MCP2 Solved at root node Not needed needed 0.56
4 Concent One-pass Not
. ) MCP2 Concent. Non-exhaustive| Neede | 75.71
MINLP 2 intervals f
Active UB d
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Not

C(_)ncent. MCP2 Concent. Not needed | Neede 1.57
10 intervals d
Concent Not
; ’ DDP2 Concent. Not needed | Neede 1.59
10 intervals d
One-pass Not
FI_owrates MCP?2 Flowrates Non-exhaustlve Neede| 11,795
5 2 intervals One inter. d
Forbid
One-pass
FI_owrates MCP2 Flowrates Non-exhausnve Conc. 23.73
2 intervals One inter.
Forbid
One-pass
FI_owrates MCP2 Flowrates Non—exhausuve Flows 40.93
2 intervals One inter.
Forbid
Concent Concent. Not
6 s " | MCP2 Regeneration Not needed | Neede| 0.41
4 intervals
flowrates d
DDP2
Concent. DDP3 Not
7 2 intervals | MCP2 Concent. Not needed Nedede 0.25
MCP3
One-pass
Concent Concent. Ext. inter. Not
8 . | MCP2 Regeneration Forbid Neede | 30.15
2 intervals .
flowrates Exhaustive d
Active UB
One-pass
8 Concent Concent. Ext. inter. Not
g | MCP2 Regeneration Forbid Neede | 73.79
MINLP 2 intervals .
flowrates Exhaustive d
Active UB
One-pass
Concent. Concent. One inter.
5 intervals Reg. Flows Forbid
10 Reg. Flow MCP2 WU Flow Exhaustive Flows | 25,293
2 intervals Active UB
Active LB
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Table 5-28 — Summary of the best results for the water networks.

Example Original Solution Our Global lterations Timé”
Solution
1 — Wang and Smith (1994 54.00 t/h 54.00 t/h 0 78.0
2 — Wang and Smith (1994 55.50 t/h 55.47 t/h 0 s0.1
3 — Koppol et al. (2003) 119.33 t/h 119.33 t/h 0 140s
4~ Koppo etal (2003) -1 3357 yn 33.57 th 0 0.56 s
4 — Koppol et al. (2003) - )
MINLP 33.57 t/hh 33.57 t/h 1 75.71 9
5 — Karuppiah and 117.5t/h
Grossmann (2006)* (37.72 s) 117.05t/h 0 157s
6 — Karuppiah and $381,751.35
Grossmann (2006)* (13.21 5/3.7579) $381,751.35 0 04ls
7 — Karuppiah and $874,057.37
Grossmann (2006)* (0.9 5) $874,057.37 0 0.25s
8 — Karuppiah and $1,033,810.95 d
Grossmann (2006)* (231.37 s) $1,033,810.95 ! 30.15 5
8 — Karuppiah and
Grossmann (2006) - MINLP N/A $1,033,859.85 1 73.79 9
9 — Meyer and Floudas | $1.08643x10 16
(2006) (285,449 g)**+** $1,086,187 subproblems 16,336 s
10 — Alva-Argaez et. al 62
(2007) $616,824 $578,183 subproblems 25,293 s

" Problem originally solved for global optimality.
The second time reported corresponds to Bergamini et al. (2008).
We show the Execution time only.

**** The solution was not found in the procedure, but compared to a lower bound that
gives 1.2% gap from their best known solution.

In conclusion, it seems that using the larger number of intervaldbpossduces
the number of iterations when the problems are relatively snfalthwnany times don’t
need any iteration because the solution can be found at the root nodeb3Jdrigation is
not necessarily related to the size of the problem, but the tightidbe lower bound
model. Note that example 8 and 9 have the same size, howevetethshiawed to be
much more difficult to solve for global optimality. The main eifnce can be attributed
to the poor lower bound generated for the latter case.

Additionally, in some problems we observed that when concentration is
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discretized, the LB of thBirect discretizationis as tight as thmcCormick’s envelopes
and discretization of concentrations normally generates tighteerldwunds than

discretization of flowrates.

5.3. GO Method Using Interval Elimination on Non-Discretized
Variables

An alternative method to obtain the global optimum solution of MINLP prable
containing bilinearities is proposed here. The method can use a spaiation to
generate lower bounds or one of the relaxation previously discusseahalindifference
of this method is related to the elimination procedure (bound cowninacivhich does not
rely on discretization of any variable. Once the bound contractmeegure is finished,
that is, no bounds can be contracted anymore, the method also followseviwupr
procedure of split the problem in subproblems using a branch and bound sclezie at

node.

5.3.1. Relaxation Methodology

Considerzto be the product of two continuous variabtesdy:
z=xYy Vi=L.,nvj=1..n (5-48)
where bothx; andy; are subject to certain bounds:

X <x<X Vi=l..n (5-49)
yi<y<y vi=lL..,m (5-50)

Then, equation (5-48) is replaced by the following two equations:
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z 2%y Vi=l..,n¥vj=1..m (5-51)
z <Xy Vi=lL.,nVj=1..r (5-52)
where updated bounds are used Xo(X"and X" ). Note that (5-50) is still

included in the problem.

Because equation (5-48) is replaced by the relaxation equation¥ §b¢b(5-52),
the proposed problem is MILP and is also a lower bound of the origioblepn. The
method updates the bounds of one variable at a time.

For reasons that will become clear later, reference vartemtroduced. These

values are calculated after a lower bound is obtained using #xedahodel. Leg;, and

% be the results of running the lower bound problem. Then, reference valuxe6x® )
that represent the most likely valuexpfre obtained as follows:

)gref _ fx(i)(zl, Lo 2 Y Y ) YV E L (5-53)

The functionf ¢ (e) can have different forms, which are:

2 4

f (2 7 2 Y Y T VL (5-54)
Gy Gpses s Yo Yo M z g
j=1,..m
AT G S 25 VA e ):MaJli_} VoE L., (5-55)
j
£9(20 Zoreee T Y Yo N FMIH{?’—} Vo L (5-56)
j

Distances to the bounds, called lower and upper departure, are alseddasi

follows:
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d-=x"-x%" Vi=1,..,n (5-57)

R Yi=1,...,n (5-58)

5.3.2. Bound Contraction Procedure

The methodology is based on updating the bousfdand X” for each variable

one at a time. First, the Auxiliary Linear model AtBs defined as the one where the
original bilinear constraint (5-48) for all variables is replabgaquations (5-51) and (5-
52), with the exception of equation (5-48) fgr, which is replaced by equation (5-52) as
above and a modified equation (5-51) as follows:

In turn, o is given by:

& =% +S4 (5-59)

wheres can vary from 0 to 0.99.

ref

The variable to be analyzeds defined by lowest departure ds , that is, X is
closer tox" than tox~ .

Thus, problem ALB is run for different incremental increasing values ¢f\s)

until one reaches a point where the problem is infeasible otother bound is higher

than the current upper bound for a cerais . This is illustrated in Figure 5.23.

Excluded interval . L _ ref > U
ar - Xr +S q
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Figure 5.23 — Interval exclusion for bound contraction

Several different strategies can be implemented to detesnit@ne could start
with s=0 and keep increasing s unsil is identified or s is equal a pre-defingtf*

However, this strategy may take too many steps, especialénwAs is small. One

ref

alternative is to start with some valuespfay se and x® equal tof®. The reason for

this is that f @ is the best estimate of the largest reference valug ford therefore the

excluded interval may contain all the possible solutionsifohlternatively one can set

ref

x® equal tof™ or f? but in this case some of the relaxed terms may have values on
the non forbidden portion of. Quite clearly, there is a compromise between the size of

ref

As ,or the chosenx®™ and the strategy to use. In the latter case the valug'of

may be too low and too many steps may be needed until an interval cimtraktion is
performed. However, if and contraction happens earlier, the procedoraves quickly
because of the procedure is more efficient. In the former casehdhees of eliminations
in earlier iterations are higher, but the improvement of the boundaction is slower

due to eliminations of smaller portions of tke The simple case of starting with the
suggested value of® = ¥, starting withs=¢ , and march forward if needed is chosen
here. Note thak™ must never be smaller thaif® .

Thus, at this point one can say that with all the current bounds in folaed

variables, one can be certain that the solution of the problem doesmainca value of
x1 in the interval K + s d, X’ ] and therefore that portion of the feasible space can be

eliminated. In other words one should update the upper bound as follows:
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X'« X" +sd.

ref

v —U oL
When the lowest departure % , that is, ™ is closer t&" than to X , we

U
define the Auxiliary Linear model ALB, where instead of modifying equation (5-52)

for i=r, we modify equation (5-52) as follows:
z,<a’y Vij=1..m (5-60)
Where o =x* —s d" is used to improve the lower bound»f(X"). Again, in
this equatiorsis a value between 0 and 1, adfis the distance paramenter previously

defined. Thus, running ALB repeatedly until the problem is either infeasible of has a
solution higher than the current upper bound for cersaione identifies new lower

bound as followg" < x* — s d". In this case, one could start withO or with a value
ref L (2)
of ssuch thatx®™ —s d- < f,7.

The algorithm then can proceed with this bound contraction until uppeowaed |
bounds are close within a tolerance. If no further contraction camade, the procedure
needs to use a decomposition strategy of some sort where sub-@raéenoreated. One

such procedure could be a branch and bound scheme.

5.3.3. Global Optimization Algorithm

The bound contraction algorithm for contraction on one of the variabléseof
bilinear term is the following:

Assume thax" =% , X’ =%’

Run the LB model to get, , X and ¥, . Calculatex™ and y”

Use z , X and §, as initial values to calculate the UB by running the origina
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MINLP. Alternatively, if this gives an infeasible answene can try some problem

specific ad-hoc upper bound versions of the problem.

Calculate all the distanced" and d” . Determine the variable that has the
smallest distance. " < d” go to step 5. Otherwise, go to step 6.

Run problem ALB for different values of until it is infeasible or it has an

objective larger than the current upper bound of the problem. et X" +s d .
Goto step 7.

Run problem ALE for different values of until it is infeasible or it has an

objective larger than the current upper bound of the problem. et~ X" —s d .
Go to step 7.

If X" —X" <& (the tolerance) for ALLi el or (UB-LB)/UB<tolerance, then
stop. Otherwise go to step 8.

If no variable was contracted in the previous pass, split the prolesub-

problems and repeat 1 to 7 for each sub-problem.

5.3.4. Extended Bound Contraction Procedure

The above bound contraction algorithm can also be run when both vaaables
involved in the procedure. We present now this extended bound contraction notion. In
this case, for the lower bound, equation (5-48) is substituted by equdiiéa¥ &nd (5-

52) as shown above plus the following two constraints.

z 2xy Vi=l..n¥vj=1..p (5-61)

z<xy Vi=lL..nvj=1..r (5-62)
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where we use updated bounds yip¢y;and ¥'). Now, because both and y;
are part of the model, we add the following constraints:
yr <y <Y vj=1..m (5-63)
X" <x <% Vi=l..,n (5-64)
Once this LB model is solved we define reference values; fgx® ) as above,

and we also define distances $( y;ef ) as follows:

ref N

Ve = 10 T 7 X K )V Lt (5-65)

With the same options fdi(e), namely:

™M

f9(Z0 2o 77X %0 0 X) :':1"'”;(. YV EL..r
(5-66)

[aN

5720 200 ;A>f,“>§,---fa<)=\ﬂ_l\l{!3>{%} VELor (5-67)

The same distances and bounds updates are applied here and the algatithm
exactly as described above, except that all variables of linedsiterms are considered
for contraction. In addition, the presence of both variables as candidatmntraction

may prompt the addition of some ad-hoc problem specific.

5.3.5. Results using interval elimination on non discretized variables

This method was applied to some of the problem presented eatliés chapter.
Problem that were solved at the root node were not test here.
The MINLP version of Koppol et al. (2003), which is example 4 from the

previous section, was solved using the method of interval eliminatioommliscretized
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variables. The solving time for this problem was reduced from 75 CPUs to 32 CPUs.
The solving time of example 8 (NLP case) could be reduced fromPRG @ 7
CPUs. For that, the relaxed lower bound model presented in sectionrm3rzggers)
was used and bound contraction (elimination procedure) was performedrorihye
flowrates through the regeneration processes and it was egsaminitials equal 0.1,

and As=0.45. The procedure finds the solution after the first iteration, which

significantly contracts the regeneration flowrates bounds andsbtimeglower bound of
this problem from $1,016,955 to $1,023,546, which has a 0.99% gap from the optimum
solution. The same network with small flowrates was with this method.

As previously discussed, these flowrates (0.042 t/h) are unptadiiEasolution
for the MINLP version of this problem was reduced from 73 CPU3%t&€CPUs. This
solution used the relaxed model without discretization bound contrak@ritptvrates of
regeneration processes ussigqual 0.1 without increments option. The minimum TAC
was found in the first iteration as being $1,033,870, which is slidhiglier than the

solution found using the method of elimination on discretized variables.

5.4. GO Method Using Subspace Analysis

The global optimization strategy using subspace analysis ésl lmasthe partition
of the feasible region in boxed sub-spaces defined by the paditigpecific variables
into intervals. Using any valid lower bound model, a master proldecreated. This
master problem determines several sub-spaces where the gpibbaUm may exist,
disregarding the others. Each sub-space is then explored usingother global

optimization methodology (one of the bound interval elimination methoegiqusly
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presented, spatial B&B, among others).

5.4.1. Methodology
Consider the following MINLP problem:

Min f (X, y, K)
XY, Y

(5-68)

s.t
g(x ¥, K)<0 (5-69)
x<x <¥ Vi (5-70)
yr<y <y Vi (5-71)
(xy)ei? Ke{o,3" (5-72)

In this problem the continuous variables are separated in two Isetset of
“space partitioning variablesX ={x} and the rest of the variables-{ y}

The patrtitions variables X need to be divided following a given idére they

are divided irD*-1 identical intervals defined as follows:

(% -%)

D' -1

x>

=X (- VxeXd=1.0

(5-73)
Using the partition, the solution of the master problem need to bketrao

identify in which box the solution is located. Thus, a set of rginariables ¢ . )

associated to each partition is needed together with the following equations:

D1

D1
X Agn SX< ; Xpuhye VXEX (5-74)

d¥=1

221



D1
dxz_lﬂ"'df =1 Vx eX (5-75)

Consider now that a lower bound model of the original problem is coresdruct
Such a model is usually an MILP model obtained by performing certairatielag of the
different terms in the objective function and constraints. When cortst{&-74) and (5-
75) are added to this LB model, the problenf isBcreated.

Assume now that LBis solved and a certain solutioxt,y°, K°1°)) is
obtained. Thus, the first subspa@®’ was identified. This subspace is then associated to

a certain box defined byzi(‘;)_x = 2° .. If one wants to identify another lower bound and its

associated subspacg” different from Q@ the following integer cut is added:
2 Q04 < ( > Qf?&}—l (5-76)
ixeX ixeX
In turn, the addition of this integer cut creates the master pnolfleB-
MASTER®Y). Generalizing, the LB-MASTER is defined as the optimization problem

defined by LB and the following constraints:

(r) (r) _ .
D QA . < { > Qi'dxj—l Vr=12,.t-
i eX ixeX

(5-77)

where Q) is a vector of optimal values df , for the I" problem.

Thus, if LB-MASTER" is run recursively one can construct a sequence of

different subspaces of the partition variables, namely
0) 0 @) @ t) t) i
{(ledf"”’gry,d!yj ’(Qmﬁv ""er,dri) ,...(ley ,..QM)}. This sequence stops at

iteration t, when the gap between the LB and any known UB becoegzsgive (that is,
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LB>UB).
Consider a very simple problem of two partition variables. Figure $h2dvs 4

boxes corresponding to the partition variables.

BOX 1 BOX 2

0.5

X2

BOX 3 BOX 4

[}
0 0.5 1

X1
Figure 5.24 — Sub-space of the partition variable.

Assume, now that the lower bound model is run, and box 2 is identified as
optimal. Assume further that box 3 is identified as the second lbaend. Finally
assume that the third problem gives a solution with negative gap. Thystveml
subspaces have been identifies as potentially containing the giptiadum. This is

shown in Figure 5.25.

BOX2

0.5

X2

BOX 3

0

0 0.5 1

X1
Figure 5.25 — Illustration of surviving sub-spaces
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Suppose now that after running this problem, instead of box 2 and 3, onlyZboxes
and 4 are identified. This means that boxes 1 and 3 fathom and one cam @eldound
contraction on variablex This procedure is named “bound contraction through sub-
space fathoming”.

Therefore, several variants of this procedure can be proposed:

Sub-space enumeration firdti this procedure, all boxes are identified, one after
another. The procedure is the following:

Step 1 - (Optional) Run a bound contraction procedure using the solution as

starting point for the original model.

Step 2 - Set r=0

Step 3 - Run the LB-MASTERmodel.

Step 4 - If the LB is higher than the current global UB, go to step 10.

Step 5 - Use the solution of the LB model as a starting poititeofipper bound

model, thus (eventually) obtaining a new updated global UB.

Step 6 - Run the LB model again confining the partition varsatdethe current

selected box. We call this LBIf LB, is larger than the current global UB, fathom

the present box. Likewise, fathom all previous boxes for whichd Brger than

the current updated global upper bound.

Step 7 - (Optional) Run the UB model confining all variables tdothefound. At

this point one can use the box for partition variables only, or everhadibk for

the discretized variables. The aim here is to obtain a better bpped when step

4 failed to produce a feasible solution. If the UB model is too toresuming,

one can omit this step, if step 4 produced a feasible point.
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Step 8 - Add an integer cut to remove the current sub-space fromnderation.

Go to step 2.

Step 9 - Fathom all boxes for which LB higher than the new UB. Go to step.
Perform bound contraction through sub-space fathoming. If bound contraction is
possible, update the bounds, partition the space again, set r=r+1 andtgp 8.
Otherwise go to step 10.

Step 10 - Pick the box with the smallest,LBttempt global optimization inside

this box, considering the current global UB when the UB is updatedsddreh
should stop when the local LB is higher that the global UB.

Step 11 - If no new box is available, stop. The the Global Optimum was found

Global Optimization inside each Sub-space first:this procedure, boxes are
identified and the global optimum (or infeasibility for the curref)Uh each box is
found before proceed to the next box. The procedure is:

Step 1 - (Optional) Run bound contraction procedure using the solutitartasgs

point for the original model.

Step 2 - Set r=0

Step 3 - Run the LB-MASTERmodel.

Step 4 - If the LB is higher than the current global UB, Stop.

Step 5 - Use the solution of the LB model as a starting poititeofipper bound

model, thus (eventually) obtaining a new updated global UB.

Step 6 - Obtain the global optimum inside the current box. Updaigidbhal UB

if needed. In this step, any global optimization method can be used wsthalh
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variant. Any update of the UB should consider the current global UB.

Step 7 - Set r=r+1 and go to step 3.

The choice of what variable should be partitioned is related to gh@wement of
the objective function of the LB-MASTERwhen sub-spaces are forbidden. This can be

heuristically done choosing different alternatives and analyzing the ie1pent.

5.4.2. The special Case of Bilinear MINLP Problems
This section addresses in more detail how to apply the above methoel case

of bilinear MINLP problems. For completeness, let us define th¥ as a union of three
sets: XUY=VUWU ZJ F. HereV ={v,|, W={w]} , Z={z,},and R={1}. Thus, all

variables participating in bilinear terms are included in Vamd Z, and the rest, in R.
Thus,
Z, =V W Vijk (5-78)

The use of discrete models to generate valid lower bounds is a comautiogor
in global optimization. In the previous sections, different discrétizatnethods were
discussed and bound contraction procedures were presented. Thus imisrcpractice
to discretize one of the variables, say m turn, the lower bound model PBan be
constructed partitioning X and discretizing V.

It is important to notice that X and V do not need to have an emjgrsection.
In fact, all variants for X can be chosen as completely sepé@m Y. As presented

above, that isXNY =, or X=R or a subset of R, X=V or a subset of V, X=W or a

subset of W or any combination thereof.
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Some variations of this method were investigated for the tworlgngdlems
solved in section 5.2.

Table 5-29 shows the results obtained for the wastewater subsystem proiohem fr
Meyer and Floudas (2006), which is the example 9 in section 5.2. iidikem was run
by picking the concentrations of the pools as discretization vasialolé the flow of the
pools as partition variables using the following options: guided, one ihtenkedden
exhaustive elimination and active upper bound updating. The solving time loeuld
reduced from 16,336 CPUs to 14,498 CPUs. Only one option was tried for AdeaA
et al. (2007) problem. The solution was presented in Table 5-30. Tim®dnaid not
show improvement in the solving time found using the elimination procedure

discretized variables.

Table 5-29 — Summary of the options tried for the generalized pooling probleyer(Me
and Floudas, 2006).

LB Boxes Variables for VI; 21?1?}? z:]%r Time”~
Model variables | Bound Contraction Bound (CPUs)
MCP2-C
Concentrations Concentrations
(2 intervals) (F;eigieli\llc;vlvss) Reg. Flow All Flowrates 14,498
Reg. Flows
(2 intervals)
MCP2-C
Concentrations Red. Flows Concentrations Concentrations
(2 intervals) 2 igfervals) Reg. Flow 22,224
Reg. Flows
(2 intervals)
MCP2-C
Concentrations Concentrations
(2 intervals) (F;eigieli\llc;vlvss) Reg. Flow All Flowrates 17,071
Reg. Flows
(2 intervals)
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Table 5-30 — Summary of the options tried for the generalized pooling probleaz (Al
Argaez et al., 2007).

Variables for

LB Boxes Bound Variables for Time~
Model variables . Branch and Bound| (©PY®
Contraction
MCP2-C )
Concentrations Concentrations
. Reg. Flows WU Flow All Flowrates
(5 intervals) : 36,394
(2 intervals) Reg. Flow
Reg. Flows
(2 intervals)
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6. DEGENERACY OF WATER ALLOCATION PROBLEMS

Degeneracy is an important issue to be analyzed in optimization problems
for several reasons. From the modeling point of view they can be caused
by the lack of details addressed in the model, and thus some solutions can
be in reality unpractical. On the other side, degeneracy generates
alternative solutions in which opportunities related to other objectives or
constraints may be sought allowing a better evaluation of different

options.

6.1. Overview

Putra and Amminudin (2008) approached the existence of what theyglaah of
good solutions”. These solutions are different design options that firghithe optimum
(or near optimum solutions), but show different perspectives concecoisigy layout
(complexity) or efficiency of the regeneration processes. Timelythe “class of good
solutions” by fixing the maximum number of connection to an operatioxisteace of
regeneration-recycling, and then minimizing the freshwater cooisom They find four
“good solutions” and compare them with three others found by previouss Wi§uo,
1996; Alva-Argaéz, 1999; Gunaratnam, 2003).

As in Putra and Amminudin (2008), several other methodologies forniegig
water systems in process plants are based on minimizing fresheeasumption. The
objective makes sense, even on its own because in several situasitanssearcity

suggests minimizing water regarding of costs. In other casshwater consumption is
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used as a substitute for the cost function in the belief that wasts overwhelm other
fixed capital costs. Some of these methods are graphical and algorithmis;athbased
on mathematical programming. Among the first, there is the popufanch
Technology’-based procedure, whose early proponents and contemporaratasivoc

consider and defend as a good method to provide “insights” into the right answer.

6.2. Degeneracy and Sub-Optimal Solutions

With the exception of Putra and Amminudin (2008), who present an appmach
generate what they call “class of good solutions”, no other workphesented a
methodology to find degenerate and sub-optimum solutions of water allopeatidems.
Putra and Amminudin (2008) proposed a two-step approach to find the multiple
solutions. In the first step the structure of the network is defined asm MILP model,
and then a NLP model is used to find the conditions for the found seudtioey claim
this strategy renders a global optimum, but they offer no prodfi®bssertion. Because
of the two step strategy proposed, we doubt it is. The “claseanf golutions” is found
fixing the piping connections, which can be related to the numbertef wause streams,
maximum number of connection to an operation or existence of regenaexycling,
and minimizing the freshwater consumption. Even if degeneracy and suohiopti
solutions can be found using this procedure, there can still exist alieenative
solutions for the same piping network.

To ameliorate the above problems, an automatic method to find dicsighi
higher number of options, if not all of them, is proposed. The searchltéynative

solutions is done in a matter in which a new network configuratiom@mions among
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freshwater source, water using units, regeneration processesn&inds successively
found with respect to a certain objective function. At each newlsélae previous found
network are excluded from the feasible solution. In a problem wgfih tegeneracy, the
optimum solution (objective function value) will be repeated for ynahthe found
structures and the alternative solutions provide a more flexilopesm the decision
making process. On the other hand, when the problem is not highly degdndat
alternative solutions can provide non optimum solutions in which present other
advantages such as much lower investment costs, easier operatulityihe alternative

solutions are found as follows:

Step 1: Run the model presented in section 3.
Step 2: Forbid the networks previously found.

Step 3: Go back to Step 1.

To forbid the networks, the following constraint is added to the model:

Y NYIL, Y, +(1- NV, )(1- YI9)S CARD NYRL V a1 .,
G o

(6-79)
wheren corresponds to the™ network previously foundioungis the number of
networks previously found andllYlJ,;; are the values of the binary variables obtained in
run n, which define the configuration of each network. In tU@WARD(NY1J)is the
cardinality of the set of binary variabldsYIlJd Thus, the network exclusion constraints

forbid combinations of possible connections found all previous iterafidresleft hand

side of the equation is used to account for existing (first teang non-existing
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connections (second term) in th8 solution. In other words, all the previously found
combinations will have the summation equalGARD(NYIJ)and therefore cannot be
repeated. Thus, to generate a new network, at least one of the comeeteds to be

included or excluded.

6.3. Results

Results have showed that for some problems present a significaniier of
degenerate solutions regarding minimum freshwater consumption. On thehatiter
there are problems in which degeneracy is not present or issweall. A single

contaminant case is analyzed first and then multiple contaminant casesywedana

6.3.1. Example 1

This example corresponds to thater-using subsystemxample presented by
Wang and Smith (1994), which has four water-using units. The dathi$oproblem is

shown in Table 6-1.

Table 6-1 — Limiting data of example 1.

Process| Mass Load (kg/h) "€® (ppm) | C"™ (ppm)
1 2 0 100
2 5 25 75
3 30 80 240
4 40 30 90

The problem minimizing freshwater consumption is solved to global olgiyria
find the 100 first networks. A minimum flowrate of 1 t/h is requit@dall connections.
Here, the minimum flowrate is not only related to practicalies, but also to avoid the

existence of combinations of networks that, in reality, have #ewrate through the
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connections. To solve this problem, the global optimization approach presessation
5.2 with a 1% tolerance was used.

Figure 6.1 illustrates the freshwater consumption and the numbenoéctions
for the first 100 solutions, the first 96 featuring the minimum consomf 90 t/h and
the last four exhibiting a slightly higher value. All solutionsrevebtained minimizing
freshwater adding the corresponding connections exclusion congd@iniNote that all
the 100 solutions were found using an Intel Xeon 2.67 GHz and 2.5 GB of RAM

hour (wall clock time).
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Figure 6.1 — Hundred first solutions for minimum freshwater consumption of the wate
using subsystem single contaminant example from Wang and Smith (1994).
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To determine what the right network is, one needs to add cost. arhisecdone
by:
e Making an assessment of the cost of each network after teefoand, a
strategy that may work well if the number of networks is small.
e Solving the problem again, fixing the flowrate to its minimum and nimng

capital cost, or cost of regeneration, or both.

Note that only in the case where the effluent from the end-oftmaément is not
recycled and totally disposed of, the cost of regeneration is prapalrtio the cost of
freshwater and therefore treatment costs cannot be usedeasreomical objective (see
Faria and Bagajewicz, 2009).

These results show that pinch-technology-based methods as wealthas
graphical and algorithmic procedures are in principle incapablerfdrming the above
proposed sorting and therefore they fail to provide proper insights beyonitdyidg the
value of minimum consumption, something that mathematical programmmglsa

easily determine.

6.3.2. Example 2

This is the case alvater-using subsystewptimization presented by Wang and
Smith (1994), which involves two water-using units and two contaminantsgunizes
freshwater.

Table 6-2 presents the limiting data of this problem. The mininmeshwater

consumption of this network without reuse is 63.33 ton/h.
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Table 6-2 — Limiting data of example 1.

Process| Contaminarit Mass Load (Kg/h) ™™ (ppm) | C"*™ (ppm)
1 A 4 0 100
B 2 25 75
5 A 5.6 80 240
B 2.1 30 90

As no regeneration process is used in this example, only two cases arecanalyze

e No recycle of the end-of-pipe treatment (optimization ofater-using
subsystem

e The effluent stream from the end-of-pipe treatment can be deogethe

water-using unitstétal water systein

For the end-of-pipe treatment, it is assumed that an outlet concentration of 10 ppm
for both contaminants, which are in agreement with the maximum allowed to disposal.

In the first case (no recycle of end-of-pipe treatment athwthe minimum
freshwater consumption can be reduced to 54 t/h, which is approximagélyess than
the current consumption obtained when no water reuse is considered. \(é¢neatist
solutions are investigated, it indicates the existence of a us@ugon (no-degeneracy)
at 54 t/h, that is, no degeneracy. The next possible solution idéntifien the first is
excluded features 63.33 t/h, which is the network without reuse and is genedate
either.

If for some reason (cost for example, as it was explored preclmasters) one
would want to explore higher consumptions, 3 possible networks consuming 66.67 ton/h
are found. Note that if one wants to minimize number of connectionpgtisnum

network is network 5, which is a network in series and has the laxgestmption. All
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these networks are presented in Table 6-3.

Table 6-3 — Alternative network configurations for tixgter-using subsysteat the
multiple contaminants example from Wang and Smith (1994).

Unit 1 Unit 2 EOP
Network 1 Freshwater 40 14 t/h -
54 ton/h Unit 1 - 21 t/h 19 th
Unit 2 - - 35t/h
Freshwater 40 t/h 23.33 t/h -
Network 2 ;
63.33 ton/h | oMt L - - 40 th
Unit 2 - - 23.33t/h
Network 3 Freshwater 57.143th 9.524 t/h -
66.67 ton/h |— oMt L - 57.143 t/h .
Unit 2 - - 66.667 t/h
Network 4 Freshwater 66.667 t/h - -
66.67 ton/h Unit 1 - 44.094 t/h 22.572 t/h
Unit 2 - - 44.094 t/h
Network 5 Freshwater 66.667 t/h - R
66.67 ton/h | — oMt L - 66.667 t/h :
Unit 2 - - 66.667 t/h

*A minimum flowrate of 1 t/h was used.

Next, the case in which the recycle of the effluent stream fthe end-of-pipe
treatment is allowed is analyzed. In such case, the minifragiwater consumption can
be further reduced to 40 ton/h freshwater consumption network. This isaRé86 than
the previous case (and 36.8% lower than the consumption without reuse).

Eleven feasible alternative networks were found in this casehichvihe first
three solutions obtained consume 40 t/h of freshwater and the nexté4thi#e. The
eleven feasible solutions are summarized in Figure 6.2. The 3 solutionmieum
consumption and the subsequent 3 slightly higher are presented in Tableufied. Q
clearly, in this case, the networks use a very small flovinaseme connections and will
not be even considered. Others, like network 3, exhibit independent oybles, are

usually avoided.
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Figure 6.2 — Feasible networks for tioéal water systeronf the multiple contaminants
from Wang and Smith (1994).

At the risk of stating the obvious, the inability or difficulty of im@ds other than
mathematical programming to solve for cost is reiterated.t pginah technology is not
designed to look for cost, and moreover, has large difficulties handlifigcomponent
cases, is known, but we also want to mention that this class of meimaist perform

the above exercise either.
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Table 6-4 — Alternative solutions at minimum consumptions fotdta water systerof
the multiple contaminants from Wang and Smith (1994).

Unit 1 Unit 2 EOP
Freshwater 40 t/h - -
Network 1 Unit 1 - 40 t/h -
40 ton/h Unit 2 - - 85 t/h
EOP - 45 t/h -
Freshwater 40 t/h - -
Network 2 Unit 1 - 18.56 t/h 21.44 t/h
40 ton/h Unit 2 - - 38.56 t/h
EOP - 20 t/h -
Freshwater 40 t/h - -
Network 3 Unit 1 - - 40 t/h
40 ton/h Unit 2 - - 46.33 t/h
EOP - 46.33 t/h -
Freshwater 40 t/h 1t/h -
Network 4 Unit 1 - 39 t/h 1t/h
41 ton/h Unit 2 - - 99 t/h
EOP - 59 t/h -
Freshwater 40 t/h 1t/h -
Network 5 Unit 1 - - 40 t/h
41 ton/h Unit 2 - - 26.418 t/h
EOP - 25.418 t/h -
Freshwater 40 t/h 1t/h -
Network 6 Unit 1 - 40 t/h 40 t/h
41 ton/h Unit 2 - - 100 t/h
EOP - 59 t/h -

*A minimum flowrate of 1 ton/h was used.

6.3.3. Example 3

This example discuses larger degeneracy and cost issuesarample analyzed
by Putra and Amminudin (2008). This example is a larger refipsylglem, which was
originally presented by Kuo and Smith (1996, 1998) and later also iratestidy
Gunaratman et al. (2003, 2005) and Alva-Argaez et al. (1998, 1999, 2007). Ttosais a
water system problerthat has five water-using units, three regeneration procesdes a

considers three contaminants. Putra and Amminudin (2008) showed four séernat
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solutions for this problem and compared them with the results previobthned by
others. Guanaratman et al. (2006) and Alva-Argaez et al. (2007) solvetbtébr
annualized cost, including piping cost. Table 6-5 to Table 6-7 shodatleused in this
example. The discharge limits of this system are 20 ppm @&r3+Hppm for HS and 100
ppm for suspended solids (SS). The freshwater cost is $0.2/t and then ©yerates
8600 hours per year. A 10% rate of discount is assumed. The minimuratécallowed

through the connection is 5 t/h and a maximum through the connection andsesoises

200 t/h.
Table 6-5 — Water using units limiting data of example 3.
: . cnma Coui,ma) (ppm)
Water units Contamlnan|t Mass Load (Kg/h) (opm)
HC 0.75 0 15
Stear(nUéLt)ripping HaS 20 0 400
SS 1.75 0 35
U2) HC 3.4 20 120
HDS-1 H2S 414.8 300 12500
SS 4.59 45 180
HC 5.6 120 220
Dgézl)ter H2S 1.4 20 45
SS 520.8 200 9500
HC 0.16 0 20
\(/LE;B H2S 0.48 0 60
SS 0.16 0 20
(US) HC 0.8 50 150
HDS-2 H2S 60.8 400 8000
SS 0.48 60 120
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Table 6-6 — Regeneration processes data of example 3.

Regeneration ProcessContaminant| Removal ratio (%9) OPN VRG
HC 0

Stear(nRslt)ri in HoS 99.9 1 | 16,800
ppINg SS 0
HC 70

Biologié::lzt)reatment HaS 90 0.0067| 12,600
SS 98
HC 95

API (szgzarator H2S 0 0 4,800
P SS 50

Table 6-7 — Distances for example 3.

g, |wu1 V\;U V\;U wua |WU5| RG1| RG2| RG3 D;chaJr

FW 30 25 70 50 90 200  50( 600 200D
wui| o 30 80 150 | 400 90 150 200 1200
WuU2/| 30 0 60 100| 165| 100,  15( 150 1000
WU 3| 80 60 0 50 75 120 90 35( 800
WuU4| 150 | 100| 50 0 150/ 250 170 40D 650
WUS5| 400 | 165| 75 150 0 300 12 20D 300

RG1| 90 | 100| 120 250  30C 0 125 80 250
RG2| 150 | 150/ 90 170,  12€ 125 0 35 100
RG3| 200 | 150/ 350 400 20( 80 35 Q 100

Using the distances given in Table 6-7 and assuming a velocitynofs, the
piping costs are given by:

FIUC, =1246d, Vie{WU,R , j{W,UR$ (6-1)
VIJG, =1.001d, Vie{W,U,R, E{W,URS (6-2)

The best known solution for this problem minimizing TAC is $616,824 (Alva-
Argaez et al., 2007). In the suggested procedure, the minimum consuny&ith)(is
identifiefd by solving the problem without costs. The minimum total ancwstl (without
fixing the freshwater flowrate) was also found to global opiiyalsing Baron and

specifying 1% tolerance. The run took 7 hours and 5 minutes and rerdeetaiork
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featuring a minimum total annual cost of $574,155, which happens to fdhtire
previously identified minimum consumption of 58 t/h.

To analyze the degeneracy of this problem at the minimum consumtie
consumption is fixed at its minimum (58 t/h) and 100 feasible solutiehsorks were
sought. This was done by using a minimum cost objective function, 88ébagap for
the global method presented in chapter 5. This is different fromt wias done in
Example 1 and 2. Here we are having the explicit purpose ofgsesmputational time.
Indeed, if one runs minimizing freshwater and forbids previously foetsivorks, the
computational time is higher. Finally, one could try to run only onaeder to identify
the network with lowest cost. Such a run takes much longer thamprésented
alternative (7 hours vs. 1 hour and 40 minutes to find100 feasible netwdiks$® that
the minimum cost network that one would identify if one runs to 0% egtoifes a set of
connections that is eventually identified later, as long asleglenerate solutions are
explored and one does not stop earlier. That said, one can ba teataihe optimum
network is found, but not necessarily the optimum flows.

This method does not guarante that the global solution featuring mincostnis
obtained when a maximum number of network is previously set. The maitiobjhere
is simply obtain alternative networks featuring the same freshwateuroptisn.

The results for the netwoks identified in example 3 are presaemtEigure 6.3.
They are presenetd in a increasing cost order of total annuaaztd which is not
necessarily the order they are found. In addition, operating cost, lizedueapital cost
and number of connections are shown for completeness. The overall rtimm@angf this

method to find the hundred degenerate solutions is 2,525 CPUs. It is wartingpout
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that the first 20 are fast and then, because of the network exclasnstraints, the
running time per run increases for some of them.

Note that the lowest TAC found among these 100 solutions is $572,767, which is
lower than the one found by BARON using 1% global optimality toleza This best
solution, which was found among the 100 options, was thaefwork to be found,
which took 76 CPUs. The flows through the water-using units and regiemeprocesses
corresponding to these solutions are presented in Figure 6.4 and Figure 6 fbvedgpec

Even is the procedure does not guarantee global optimality &, costentifies
good solutions when we compare to the ONLY solution one can find usgigbal

optimization approach.
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Figure 6.3 — Hundred minimum consumption (58 t/h) alternative network configurations
of refinery example from Kuo and Smith (1994).
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Figure 6.4 — Water-using unit flowrates - Hundred alternative network coatfiguos at
minimum consumption (58 t/h) for the refinery example from Kuo and Smith (1994).
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Smith (1994).
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Additionally, if one wants to look at different criteria (alwagperating at
minimum consumption), one can chose the network with minimum TAC, onmuimi
operating cost, minimum capital cost or smaller complexitye(hdentified as the
number of connections). Table 6-8 compares these options (the bold nhumbers are the ones
corresponding to the minimum value of the optimization). Note that ttveorie with
minimum TAC has also the minimum operating cost. However, amuand @0 found
solutions there are other 14 networks that have the same operatingFegsre 6.6 to

Figure 6.8 show the three networks presented in Table 6-8.

Table 6-8 — Networks with best criteria.

Criteria TAC Operating Capital | Number of
($lyear) cost ($/year)| cost ($) | connections
TAC 572,767 472,073 1,006,944 14
Operating cost 572,767 472,073 1,006,944 14
Capital cost 1,062,126 962,963 991,626 14
Number of connections 1,141,479 1,012,617 1,288,623 13
50 th Steam Stripping HDS-2 gth |  API
W (U1) (U5) (R3) —l
25392 th HDS-1 34uh J Steam Stripping |
1 (U2) (R1)
8608 th
16.608 tih e 20N AN
SF'W \(ﬁ):)l . Diz?sl;er 134.259 th =Bi0\ogica(llR'£;eatment 58 Uh Discharge
126259 th

Figure 6.6 — Network with minimum TAC (and minimum operating cost).
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Figure 6.8 — Network with minimum number of connections.

The results presented so far do not considered structural constraprigctical

considerations other than the ones given by the input data. Putfaranchudin (2008)

discuss some of these issues. Their concerns were regardirgidienty two practical

issues:

The API separator should be placed in the upstream of biologicahéeia

due to increase in performance (higher inlet concentration) andatargee

that oil is not sent to the biological treatment;

Regeneration recycling shouldn’t be allowed to avoid accumulationriaiirce
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contaminants. In other words, the regeneration process cannot sated tre

water back to the units that sent wastewater to it.

Applying these criteria, they eliminate 2 of the 4 alternaswkitions found by
their procedure. Here, these issues are included in the model. Fdirsthene, a
maximum inlet concentration of 66 ppm of HC is added to the biologeatiment. This
value corresponds to the maximum value that makes the biologieaihé&met able to
bring the concentration down to the HC environmental limit (20 ppm). Fosd¢lsond
issue, a constraint to forbid all direct recycles, reusechegyand regeneration recycling
is added. This constraint is presented next:

Y13, + Y|, <1 (i, j)e{(uw),(un,(ru),(rr) (6-3)

The minimum freshwater consumption obtained using this modified problem is
also 58 t/h. As before, the consumption is fixed and the first 10Maitee solutions are
found. The costs are presented in Figure 6.9 and the minimum TAC found #radiy)
solution is $592,573. This optimum network is presented in Figure 6.10.

Note that incorporating this constraint forced the network to avoiceatdicycle
to the same regeneration process, but it found a recycle through amaithén reality
additional constraints should be added to avoid any kind of recycle. Ahttbiggmight
be unwanted due to possible accumulation, it is not necessarilyothectcway to
approach this issue. To keep the design under desired operatingacendite can add
more contaminants and stricter inlet limitations, not only for whés but also to

regeneration processes.
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Figure 6.9 — Hundred minimum consumption (58 t/h) alternative network configurations
of refinery example from Kuo and Smith (1994) including the practical issues pointed out
by Putra and Amminudin (2008).
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Figure 6.10 — Network with minimum TAC of Example 3 considering practical issues
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6.3.4. Example 4
In this example we want to find the first 50 solutions minimizZlgC without

fixing the freshwater consumption at its minimum. The exampteeitotal water system
presented as example 4 by Karuppiah and Grossmann (2006), whichrevasusly
presented in chapter 5 as example 8. The data for this exengpésented in Table 5-18
and Table 5-19.

Karuppiah and Grossmann (2006) solved the problem as an NLP problem.
However, setting aside the fact that the NLP model for this probémders a solution
with unpractical small flowrates, to consistently forbid networls need to impose a
minimum allowed flowrate through the connection so the connection ordigs efthere
is a flowrate different than zero. Thus, our problem becomes an MINLP.

The optimum solution (within 1% tolerance) of this MINLP problemswa
presented in chapter 4 and it features a cost of $1,033,859.85 when the minimum flowrate
through connections is set as 1 ton/h. In turn, Baron found a minimum ofAC
$1,036,384 in 287 s using a 1% tolerance. The lowest TAC found using the proposed
procedure is $1,033,832, which is also slightly lower than both 1% tolerdoioal g
solution found here and Baron. The reason for this is that the netwdrKTW(E of
$1,033,832 is not the first network found with 1% tolerance. In realisyfdund in after
forbidden the 4 first networks found for 1% tolerance. At this ec@sttthere are other 7
alternatives and the B0argest TAC is $1,035,288. Note that this high degeneracy in
TAC can be attributed to the absence of connection costs. In thisem@rdbe only
variables that account for the TAC are the freshwater consumgtd flowrates through
regeneration processes.

Figure 6.11 and Figure 6.12 show the costs and regeneration floveratkee 50
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lowest TAC solution obtained for this problem. Because this procecasedone to find
the global solutions every time a network is forbidden, it takes muayet than the
previous one (20 hrs). However, when this problem is run with 99% gap witluthese
of only find feasible networks, identify 500 networks are identified irhd2rs and 30

min. Note that the first 50 alternative networks were found in 25 minutes.
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X X X X XX - 25
OOVOOVVVOOVVVOVVOVOVVVVOVVVOVCVOVOOVOVOOVOVVOOOOVOOOOO "
$1,000,000 2
3KOK K KKK K 3K KKK KKK K KK KK K KKK K K KKK K KKK K KK KK KKK KKK XK K XK X o
-
8}
X X X XX X X XXX XX XX XX X XX X - 24 ;
~ $800,000 z
7 o
o [}
[T
© S
X X X X X X XX X X %23 &
$600,000 o0
=
=}
2
$400,000 % X X Xr 22
$200,000 XX XXX - 21
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
S0 T 20
0 10 20 NETWORK 30 40 50

Figure 6.11 — Costs - Fifty alternative network configurations at minif@ for the
modified example 4 from Karuppiah and Grossmann (2006).
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Figure 6.12 — Regeneration processes flowrates - Fifty alternativerkeconfigurations
at minimum TAC for the modified example 4 from Karuppiah and Grossmann (2006).

6.4. Conclusions

This chapter points out the fact that minimum freshwater solutionsabér
management problems in process plants sometimes exhibit a laygeedEcy. These
results confirm that even for single contaminant cases, pautintlogy based methods
as well as other algorithmic ones cannot provide the insightscthimy they can provide
and are unable to deal effectively with the identification othedl degenerate solutions,
not even show whether the degeneracy is small or large.l#oislaown that degeneracy
happens not only on minimum freshwater consumption problems, but alseswvdaesre
cost is minimized.

Finally, it seems that these degeneracies are closeddétamodeling assumption

and should disappear with more detailed modeling. For example, ticeerefy of
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regeneration processes are considers the same independent of evhhie anlet
conditions. If more detailed relations are imposed to the model, sbthese alternative

solutions will become infeasible.
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7.PLANNING MODEL FOR INDUSTRIAL WATER SYSTEMS

Planning models for industrial water systems are needed to address future
environmental regulations, increasing costs of freshwater, variability on
the quality of the available freshwater source, bottlenecks caused by
expansion of the capacity plant, etc. This chapter presents the case of
retrofit to address increase in plant capacity associated to new water-
using units planned to be added through time and/or an increase on the
mass load of existing water-using units. The model can be used for both

grassroots designs and retrofits.

7.1. Overview

Retrofit designs in water systems become important to be address
systematically in many situations, such as: adjusting teemsyto new environmental
regulation, increased costs of freshwater, variability and/or eésaog the quality of the
available freshwater source, bottlenecks caused by expansion afpihetg plant, etc.
Because these plants many times have already a watemsiystalled, a model to find
the best retrofit solution should consider its operability and econa@pexts as well. In
addition, a timeline that takes into account when new constraints quideraents will
take place needs to be considered, so that one can consider and decidetiopsrihat
anticipate to those, or simply actions that respond to these changes.

Although many methodologies dealing with grassroots of wateersgshave
been proposed (see Bagajewicz, 2000 for articles up to 2000; SavelskigajdvBez,

2001; Koppol et al., 2003; Gunaratnam et al., 2005; Karuppiah and Grossmann, 2006;
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Alva-Argaez et al.,, 2007; among others), only few presented a methgdimoghe
retrofit design of existing water networks (Fraser andatgll2000; Bagajewicz et al.,
2000; Jodicke et al.,2001; Nourai et al.,2001; Tan and Manan, 2006; Dvarioniene and
Stasiskiene, 2007; Tan et al.,2008; Faria and Bagajewicz, 2006, 2009).

Here only the case of retrofit due to an increase in plant ¢gpagpresented.
Specifically, the installation of new water-using units and/oritlteease on the mass
load of existing water-using units is addressed, which is uscaliyed by modifications
of process conditions for economic reasons, different production plans arafieges in
raw materials processed. However, the presented model doessdslgenerality and

can be easily extended to the other cases.

7.2. Problem Statement
The planning model is concerned with future expansions and environmental
regulations.

This problem can be stated as follo@ven a system with different situations
in time, it is desired to determine where, when and what capacitynoections are
needed; which, when and what capacity of treatment processes (if anyloneéed
installed to obtain an optimum network.

The planning model is based on the water allocation problem model pikgent
chapter 4, but it includes the time dimension. For different poinisniy bne may have
different instances that can be caused by an increase inoadssa planned addition of
water-using units in the future, a future reduction of dischargés|imtc. Certainly this
problem could be solved without the need of a planning model, but the optimurarsolut

could be missed. Without a planning model, one could solve the prolgniofi the
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current needs and then solve a retrofit problem for the next poiime. Another option
would be to solve the problem with consideration of this specific fidgitmation (worst
case scenario). In both cases, better solutions may be found iffdrerdifinstances are

simultaneously solved.

7.3. Mathematical Model

Water balance at the water-using unitse water balance through the units has to

be done for every analyzed period of time.

D> FWU,,, + > FUU, , +> FRU, =

> FUS,,+Y, FUU,, +> FUR,  VUy!
) v f (7-4)

In this balanceFWU,, ., is the flowrate from water soureeto water-using unit

w,u,t

u for period t; FUU is the flowrate from water-using unitto water-using uniti* at

u,u* t

timet; FRU_ . is the flowrate from regeneration process water-using unit at time

ru_t

t; FUS,,, is the flowrate from water-using unitto wastewater dischargeat timet;

and, FUR,, , is the flowrate from water-using unitto regeneration processt timet.

Water balance at the regeneration processd® water balance through the

regeneration processes for every time is also needed:

> FWR,,,+> FUR, +> FRR,, =

> FRU,, +> FRR,. +> FRS,+ FL vor
u r* s (7-5)

In this balance,FWR,,, is the flowrate from water sourag to regeneration
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process for periodt and FL, ; are the water losses in regeneration

Contaminant balance at the water-using units:

> (CW,, FWU,, )+ Z ZUUMMJFZ ZRU . +A M,.,

_ZZUUUU*M+ZZUSMSN+Z ZUR,., VYuc 76)

Here, CW,, . is concentration of contaminaatin water sourcav, ZUU IS

u,u*, ¢t
the mass flow of contaminantfrom water-using uniti to water-using unit* at timet;

ZRU is the mass flow of contaminaatfrom regeneration processo water-using

ru.c,t
unit u at timet; ZUS, , ., is the mass flow of contaminaatfrom water-using uniti to

wastewater dischargeat timet; and, ZUR, , ., is the mass flow of contaminaotirom

water-using uniti to regeneration procesgor periodt.

Maximum inlet concentration at the water-using unfside from driving force

restrictions, this constraint is also used to limit the totakifate through the unit to be

larger than a certain minimum.

> (cw,,. Fwy,,, )+ Z Zuu, W+Z ZRU, .,

w

(7-7)
<CL”CT“(Z FUW,,, .+ FUU, , + FRUNJ VUG

Here C"™js the maximum allowed inlet concentration of contaminarh

u,c,t

water-using uniti for periodt.
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Maximum outlet concentration at the water-using unitkis is established by

mass transfer driving force considerations.

> (CW,, FWU,, )+ ZUU, .+ ZRU, . +A M

ugt
! (7-8)
sc;{gf;m“[z FUU, . +> FUR, +> FUU_, +> FUSUSJ Yuyc:

Here C{+;"is the maximum allowed outlet concentration of contamiraint

water-using uniti for periodt.

Treated flowrate and capacity of the regeneration proceshesflowrate treated

by the regeneration processes is computed using equation (7-6) a@hdof7every
period. Equation (7-8) gives the capacity of the installed regenenatamess, which
consequently constraints the flowrates of every time after égeneration process is
installed. Equation (7-9) gives the time in which the regenerptimeess is installed and

equation (7-10) controls the maximum allowed number of regeneration protede

installed.

FR} ZZFV\R,M"'Z FUB,VI+Z FRE, V.r

(7-9)
FRY=D FRY,,+> FRR,+> FRS, V.r
u r* S (7-10)
FR} <> RegCap.+ ECap V,r (7-11)
<t
RegCap < RegCay* YR Vv, (7-12)
D YR, < MaxYR V
: (7-13)

In these equationsFR", and FR®" are respectively the inlet and outlet flowrate
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through regeneration procesdor period t, RegCap, is the capacity of regeneration
processr installed for periodt, RegCapg®*is the maximum capacity of regeneration
process at every installationECap is the existing capacity of regeneratioifretrofit
case); YR, is the binary variable related to the existence and installatming of

regeneration process and MaxYRis maximum number of expansion of regeneration

process.

Contaminant balance at the regeneration processes miXdre mass flows of

contaminants feeding the regeneration LZTKTM are computed in equation (7-11) using
also contaminants mass flows from other ungZ&R, , .,) and from other regeneration
processes4{RR., ., ). These contaminant mass flows are defined later. In turn, equati

(12) also establishes a balance between the flow of contaminanhgcamt of the

regeneration unitZR’;,) and the mass flows to unitZRU, ,.,), the mass flows to

ru,c

other regeneration unitZRR .., ) and the discharged wateZRS . ).

Z ier,t :Z(FWR\/,M C\M,C)+Z ZUB,I’,C,'[+Z ZRTR,T,C,t v ’r’C

w

(7-14)

Z °,Lc“,t=z ZRUr,u,c,HFZ ZRR,r*,c,I—i_Z ZR3.c. vorce
- = s (7-15)

Performance of the regeneration processese include two classes of

regeneration processes: Those that have defined (and fixed) cari#ntration and

those that are based on a removal efficiency. Equation (7-13) and @f€ldised to
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represent both cases by introducing a binary variab¥CR that defines when

regeneration process has its performance defined by a fixed outlet concentration (

XCR . =1) or by efficiency XCR . =0).
t
CR) pt ¢rcl( XCR _l)+ CRE XCB v ' 1h C (7-16)
0o =f(CRL, FR) VGt (7-17)
In equation (7-13)CR’:, is the outlet concentration of regeneration process
periodt, CR"., is the inlet concentration of regeneration procefss periodt, and ¢, .,

is the efficiency of regeneration procesfor periodt. In equation (13)f (CR'”M, FR’})

defines the efficiency. In some cases, this efficiencylmdefined as a constant, which

is the option used in this paper.

Maximum allowed discharge concentration:

S 208+ Y ZRS. . < czsiﬁ[z FUS, ¢ Y FR§J v

(7-18)
Here, CS{{is the maximum discharge concentration of dispsaaltimet.
Minimum and maximum flowrates:
Min (w, u), (wg 1), (U, 1), (u 1), )
Jijy 2 FIY ;wat {(u,8)1(r’u),(r’r*)1(r’s) }t (7-19)
(w, u), (w, 1), (u,u), (u 1),
Jiis _Z;CapquJt +ECapFlJ V(e {(u’S),(r,u)'(r’r*),(r’s) } t (7-20)

Where ECapFlJ ; is the existing capacity of the connection between prdcess
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and procesg; and CapFlJ ;,. is the capacity of the connection between protessd

procesg to be installed in time

Capacity of connections:

CapFI, < FI™ YIJ,, (| j)e{(w’ (961, 0, 7, (0 r)},qt

u,9),(r,u),(r,r*,(r,s) (7-21)
Contaminant mass loads:
213, =FIJ, *Cout;, Vie{UR, je{URS, ¢ (7-22)
ZR" .= FR} CR, Vg (7-23)
ZR’!, = FRY'CRY, Vi (7-24)

Objective functionswe have 4 different objective functions. Equation (7-22)

represents freshwater consumption, equation (7-23) represents raqpe@dt, equation

(7-24) computes capital costs and equation (7-25) computes net present cost.

FW =22 FWU,

(7-25)
OpCos;=(ZaW FW,+Y. OPN,* FRJ
w r (7-26)
FCI, = > YIJ;, FCG, + CapFlJ,, VCC
Do) (7-27)
+Y YR, FCRP+ VCRP( RegGap) '
NPC=>" DF*( OpCost+ FG)
t (7-28)
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7.4. Results

To illustrate the methodology the refinery example from Wang amith§1994)
with the addition of the pre-treatment system is used. Tablprésknts the limiting data

for the base case, which represents the first period of time analyzed.

Table 7-1 — Limiting data — Planning problem.

Process Contaminant Mass load Cin Cou
(ppm) (ppm)
HC 0.675 kg/h 0 15
1 - Distillation H,S 180 kg/h 0 400
Salts 1.575 kg/h 0 35
HC 4.08 kg/hr 20 120
2 - HDS H,S 425 kg/hr 300 12500
Salts 6.12 kg/h 45 180
HC 12.32 kg/hr 120 220
3 - Desalter H,S 2.52 kg/hr 20 45
Salts 532 kg/hr 200 9500

One external freshwater source with 200 ppm of HC, 3 ppm®fadd 150 ppm
is considered to feed this system. Besides the regeneratiorspridoelwater stripper)
and end-of-pipe treatment included by Wang and Smith, there aldabévawo water
pre-treatment units. The end-of-pipe treatment is able to bringotieentration down to
environmental limits (10 ppm for all contaminant) and is allowe@d¢yale. The data for
these regeneration processes are presented in Table 7-2.

The system operates 8600 hours/year and we assume an interestL@&e The

cost of connection afeCGC;;=$125 and/CG;=$1/t.
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Table 7-2 — Regeneration processes data — Planning problem.

n,max
Process Contaminal1t;RF§gp(r(;3) z)pm) ((JSE;,BJ‘ VCRR($/t*)
HC 10 ppm 500
WPT 1 H,S NA 200 0.30 8,500
Salts NA 200
HC 0 ppm 20
WPT 2 H.S 0 ppm 200 0.50 10,500
Salts 0 ppm 200
Regenerative HC 0% NA
foulwater H,S 0.999 % NA 1.00 16,800
stripper Salts 0% NA
HC 10 NA
EOPT H,S 10 NA 1.0067 34,200
Salts 10 NA

7.4.1. Increasing in mass load of existing units

In this first case it is considered that due to future chainga®duction planning,
the mass loads of hydrocarbon will increase in every watagusiits as shown in Table
7-3.

Table 7-3 — Increasing in the mass load of hydrocarbons.

Process 1 - Distillation 2 - HDS 3 - Desalter
Mass load 1.467 kg/h 10.08 kg/h 18.32 kg/h

It is considered that the changes will happen after 5 years andvamt to
determine which regeneration processes should be installed and whewolVE this
problem one could use alternatives other than building a planning model:

Solve the problem for the “worst case”, that is, the one withlaigest mass
loads, or;

Solve the problem for the first period and the retrofit the plant after 5 ydaich) w

is, solve for the first period, fix the decided connections and setdbsiras zero, and
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then run for the latter case.

To compare the advantages of the planning model, both alternativesobeed.
The first one gives a total cost of $3,777,798, which can be split as $1,644 ©&gdital
cost and $2,132,859 of operating cost. This solution is presented in Figued/wlas
found to global optimality in 1.5 CPUs. Note that assuming the desigg tee worst
case, one would consider that this found network would be build at the begairiing
operation. Thus, in addition to this cost, we still need to compute thatimgecost of the
periods before the changes. Minimizing this operating cost considbgrgjven design,
we found it to be $1,162,048. This solution was found to global optimality in 1&.CP

Thus, adding up the cost to calculate the net present cost, we found a NPC of $4,129,360.
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2 sHd 4
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54.304

Figure 7.1 — Solution using the first alternative procedure — design using theas®st

In the second alternative the problem minimizing total costhieffirst periods is
solved first. This network is presented in Figure 7.2 and has a ¢stabc$2,251,176 in

which is $1,072,004 of capital cost and $1,179,173 of operating cost. This solution was
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found to global optimality in 39.3 CPUs.
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Figure 7.2 — Solution using the second alternative procedure — before expansion.

However, due to the future increase in mass load, this network el teebe
retrofitted in 5 years. Thus, the retrofit model is run. The cosekisting connection and
regeneration processes are set to zero. In addition to the twabdegitocesses that were
not used at the beginning of the operations, the existing regenerationspeogese also
allowed to be expanded. The minimum total cost found for the retcbfigéwork is $
2,748,213, which is $622,409 of capital cost and $ 2,125,804 of operating cost. Summing
up these costs, a net present cost of $3,955,068 is found. Note that tegehérand 3
were added and regeneration 2 had an expansion of 24.914 t/h. The remefitterk is
presented in Figure 7.3. The ticker lines are connection that alesasted. However,

they may have been expanded when needed.
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Figure 7.3 — Solution using the second alternative procedure — retrofitted network.

Finally the problem is solved using the planning model. The best foundosolut
has a NPC of $3,939,928. The planning model chooses to install regenetations
(capacity of 97.8 t/h) and 4 (capacity of 100 t/h) at the beginnirapefation. After 5
years the plant is expanded and regenerations 1 (capacity of 76.403 t/h) and 3 (chpacity
74.696 t/h) are installed together with few new connections. In Figuretitedbcker
lines represent connections that already existed and the dotteadineections that are

no longer used. The other lines are connection installed during the expansion.
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Figure 7.4 — Solution using the planning model — a) First period. b) Future Expansion.

Y

7.5. Conclusions

The planning model showed the importance of considering expeuotade f
changes in the system before it is design, even if changewaimplemented when the
plant starts operations. A wrong decision at the beginning of operadoy generate a

significant cost when changes have to be made.
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8.CONCLUSIONSAND FUTURE WORK

This work discussed and presented several intricacies of optiimniz# process
plants water networks using mathematical programming.

First, assumptions that could eventually make these models lessegamgblve
were investigated. In turn, it was showed that those assumptiondimm#etions and
therefore cannot be used to general cases of WAP.

Also, the objective function choices were analyzed and a methodoloigydto
most profitable solutions was presented in chapter 3. Besidenttimsic value of the
presented method, few conclusions could be made from the results:

¢ Minimum freshwater consumption is not always the best target

e Different measurements of profitability may lead to differegtimum

networks

e It is extremely important to also look at alternative solutionsa costs-

benefits type of analysis

Next, conceptual changes on the definition of WAP were proposed armhicam
with the existing definitions. These changes are based on the amchfsihe water pre-
treatment subsystem, which has been left out of the WAP defirfdtoalmost three
decades. With the new WAP definition, it was shown that severalogi®n targets
were in reality overestimated and, including the water prénterat, these targets can
actually achieve zero-liquid discharge cycles.

Several optimization methods to solve WAP were presented in ch&pte
Although the main objective of all of them was to find a robust metihgdlve the WAP

to global optimality, the wanted robustness was not achieved. Howieeemethods
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showed good results for all examples of WAP solved to global optymial the
literature. Additionally, they were able to find better solution tiia® best solution
presented in the literature within the first iterations.

Alternatively, a method to find several alternative solutions m&sented in
chapter 6. The method showed that it is not only able to find the wptisolution (and
sometimes a better one found for 1% global optimality tolerance)alsatto given
innumerous suboptimum options. Some of the conclusions made from these casult
be highlighted:

e Graphical methods cannot handle this amount of information and so

mathematical programming is definitely the right route to solve the WAP,;

e The minimum consumption WAP can be extremely degenerate aingla s
solution may not capture some interesting alternatives given bgr ot
solutions;

e Depending on how the minimum cost WAP is approached, it can alserype v
degenerate;

e Problems in which are difficult to find the global solution presented
degenerate solutions (or sub-optimum solutions) for many differenatopger
conditions. This issue is directly related to the bound contractipno$t&O
methods.

e More details need to be used to narrow down the amount of these degenera
solutions.

Using the optimization methods presented, a planning model could be solved.

The results showed the importance of considering expected futurgeshen the system
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before it is design, even if changes are not implemented whenatfitespdrts operations.
A wrong decision at the beginning of operation many generaigndicant cost when

changes have to be made.

Although the WAP has being studied for three decades and it considered
completely solved by many authors, the biggest challenges at thenpraoment are
related to a robust global optimization method, the simplified assoimpsed for the
water-using units and regeneration processes and analysis of flexitiityhaertainty.

As in the conceptual analysis of the WAP definition presented iptehd, the
simplified modeling assumption of water-using units and regenarptiocess in current
WAP models may be putting in risk the reliability of these sohdi In turn, the two last
issues, flexibility and uncertainty, are very important analysibe performed in any
design of process plants. However, they should be sought after thegemdelels are

included in WAP.
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APPENDIX — Summary of the optimality conditions

(Savelski and Bagajewicz, 2000)

Definitions:

Head Processes: Water-using units that receive only freshwater.

Intermediate Processes: Water-using units that receive water previously used by
other(s) water-using unit(s) and also sent their used water to other(s) water-using
unit(s)

Terminal Processes: Water-using units that receive water previously used by
other(s) water-using unit(s) and also sent their used water to only to treatment

Partial Wastewater Provider: Water-using units that send part or their used water
to other(s) water-using unit(s) and another part to treatment.

Theorem 1: (Necessary condition of concentration monotonicity). If a solution to
the WAP is optimal, then at every Partial Wastewater Provider, the outlet
concentrations are not lower than the concentration of the combined wastewater
stream coming from all the precursors.

Theorem 2 (Necessary condition of maximum concentration for head processes).
If a solution of the WAP problem is optimal, then the outlet concentration of a
Head Process is equal to its maximum or an equivalent solution with the same
overall freshwater consumption exists in which the concentration is at its
maximum.

Theorem 3 (Necessary condition of maximum concentration for intermediate
processes). If the solution of the WAP problem is optimal then the outlet
concentration of an Intermediate Process reaches its maximum or an equivalent
solution with the same overall freshwater consumption exists where the
concentration is at its maximum.

Theorem 4 (Necessary condition of maximum concentration for terminal
processes). If the solution of the WAP problem is optimal then the outlet
concentration of a Terminal Fresh Water User Process reaches its possible
maximum or an equivalent solution with the same overall freshwater
consumption exists.
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