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Abstract 

 

Free-space optical (FSO) mesh networks are emerging as broadband 

communication networks because of their high bandwidth (up to Gbps), low 

cost, and easy installation. However, there are two existing problems in the 

deployment of FSO networks: the physical topology design problem, and the 

routing problem. This dissertation presents an algorithm for the physical 

topology design of FSO mesh networks in order to enhance network reliability 

under defined degree constraint of each FSO node. The methodology 

presented enlarges the minimum angle between adjacent links at each node. 

Simulation results show that, compared to other methods, the proposed 

algorithm not only provides higher connectivity and lower delay for FSO 

networks, but also makes the FSO networks so constructed more tolerant in a 

dynamically changing environment. Further, this algorithm is enhanced to 

include the 3-dimensional (3-D) space, where the heights of the FSO nodes 

are not identical. This enhancement will apply to FSO nodes in difficult terrains 

where it is not feasible or desirable to have the FSO transceivers on a plane.  

 

This dissertation also addresses the routing problem in degree-constrained 

free-space optical (FSO) mesh networks. To solve the routing problem, four 

different routing algorithms are proposed.  Their performances are evaluated 



 

 xii

through extensive simulations for a number of FSO mesh networks with 

different topologies and nodal degrees. The performance parameter against 

which these algorithms are evaluated is the mean end-to-end delay. The 

proposed least cost path (LCP) routing algorithm, which is based on 

minimizing the end-to-end delay, is considered as the bench mark. The 

performance of each of the other three algorithms is evaluated against the 

bench mark.  The proposed minimum hop count with load-balancing (MHLB) 

routing algorithm is based on the number of hops between the source and the 

destination node to route the traffic. Simulation shows that the MHLB routing 

algorithm performs best in most cases compared with the other two. It results 

in minimum average delay and least blocked traffic. 



 

1 

 

Chapter 1 

Introduction 

 

Abstract: This chapter first introduces free-space optical technology for 

communication. Then it explains how the choices of different optical 

wavelengths affect the performance of optical communication when free space 

is the medium of transmission. Advances in the design of optical transmitters 

and receivers are presented. Several issues in the deployment of FSO 

networks are discussed.  

 

Free-space optics (FSO) is a technology that enables communication through 

the air using light signals. FSO is not a new technology or invention. It has 

been used primarily in secure military communications for several decades. 

Now, it has found commercial viability driven by the following factors [1, 2]: 

cost effectiveness, high-bandwidth, easy deployment and redeployment. The 

market for FSO will increase significantly as more FSO systems are deployed 

and carriers become comfortable with and convinced about the reliability of 

FSO [3].  
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This chapter first introduces the design of transmitters and receivers that 

enable the FSO technology. FSO networks and issues in FSO networks are 

then addressed. Further the motivation to research topology design issues and 

routing problems for FSO networks is discussed. 

 

1.1. FSO Technology 

The idea of transmitting messages through the air using light signals is not new. 

The history of wireless optical communications can be found in [2]. Even 

though the idea remains relatively the same, advances in optical technology 

have led to a new concept called free-space optical communications. 

Reference [1] provides a comprehensive, unified tutorial for the readers to 

understand the fundamental techniques of free-space optical communications.  

      

Free-space optical communications are emerging to meet the need of the 

market place because of their low cost, high bandwidth, and easy installation. 

An FSO communication system consists of a transmitter that transmits the 

modulated light signal, and a receiver at a distance that receives the signal. 

Figure 1.1 shows a simple FSO communication system. Reference [4] uses 

animations to illustrate how an FSO system works. Reference [5] presents a 

simulation package that allows the user to model a complete FSO system 

covering both the free-space propagation model and transceiver equipment 
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models. Reference [6] presents the authors' research on modeling of 

terrestrial FSO channels, modulation, and channel coding to improve the 

performance of FSO systems.  

 

 

Figure 1.1 A simple FSO system 

 

For free-space optical (FSO) communications, a narrow beam of light, which 

carries the information, is transmitted at a transmitting station, goes through the 

air, and is received at the receiving station. In-depth information can be found 

in reference [7] on how the laser beam propagates through the air, and how it 

is affected during its propagation.  For most FSO systems, on-off keying (OOK) 

is used to modulate the light signal, where data are transmitted in a digital 

format with light “ON” representing a “1”, and light “OFF” representing a “0” [8]. 

The Pulse Position Modulation (PPM) technique is usually used in FSO 

systems to achieve better performance. Interested readers are referred to 

references [9-12] for in-depth information about this technique. 
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Three main factors determine the performance of an FSO system: the 

modulated light source from the transmitter, the detector sensitivity at the 

receiver, and the environment. 

 

The modulated light source which provides the transmitted optical signal is 

typically a laser or light-emitting diode (LED). Transmission characteristics of 

an FSO communication system are partly determined by the optical 

wavelength chosen for the light source. Generally, all currently available FSO 

systems operate in the near-IR wavelength range roughly between 750 and 

1600 nm, with one or two systems being developed to operate at the IR 

wavelength of 10,000 nm [8]. The reason for those choices of the operating 

wavelength range is that, even though the atmosphere is considered to be 

highly transparent in the visible and near-IR wavelength, certain wavelengths 

(or wavelength bands) suffer severe absorption when they go through the air. 

Figure 1.2, reproduced from reference [8], shows the absorption of the 

atmosphere for different wavelengths in the near-IR spectral range under clear 

weather conditions. 
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Figure 1.2 Atmospheric attenuation for different wavelengths under clear 

weather conditions [8] 

It shows that several transmission windows are nearly transparent within the 

700 to 1600 nm wavelength range, and the majority of FSO systems are 

designed to operate in the windows of 780-850nm and 1520-1600nm. In 

addition, for telecommunication purposes, lasers that are capable of being 

modulated at 20 Mbit/s to 2.5 Gbit/s generally can meet demands of the free- 

space optical communication. Lasers in the 780-925nm and 1525-1580nm 

spectral bands meet the frequency requirements and are available currently. 

To meet these requirements, Vertical Cavity Surface Emitting Lasers (VCSELs) 

are generally chosen for operation in the short-IR wavelength range and 

Fabry-Perot (FP) or distributed-feedback (DFB) lasers for operation in the 

longer-IR wavelength range. 
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The detector sensitivity also plays an important role in the overall FSO system 

performance. Compared with transmitters, receiver choices are much more 

limited. The most common material used for FSO detectors is based on silicon 

(Si) or indium gallium arsenide (InGaAs) technology. Germanium is another 

material system that covers the operating wavelength range of commercially 

available FSO systems. However, because of the high dark current values of 

this material, it is not used very often. All these materials have a broad 

spectral response in wavelength, and, unlike lasers, they are not tuned toward 

a specific wavelength; therefore, external wavelength filters must be 

incorporated into the receiver design in order to detect a specific wavelength. 

Detectors based on Si have a spectral response with maximum sensitivity 

around 850nm. Therefore Si detectors are ideal for use in conjunction with 

short-wavelength VCSELs operating at 850nm. Lower bandwidth (1-Gbit/s) Si 

PIN (Si-PIN) and Si APD (Si-APD) detectors are widely available. Typical 

sensitivity values for a Si-PIN diode are around -34dBm at 155Mbit/s. Si-APDs 

are far more sensitive, due to an internal amplification (avalanche) process. 

Therefore, Si-APD detectors are highly useful for detection in FSO systems [8]. 

For longer wavelength detectors, InGaAs is the most commonly used material. 

Commercially, most InGaAs detectors are optimized for operation at either 

1310 or 1550nm. InGaAs detectors are not used in the 850nm wavelength 
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range because of the drastic decrease in sensitivity toward the shorter 

wavelength range. The majority of InGaAs receivers are based on PIN or APD 

technology. As with Si, InGaAs APDs are far more sensitive because of an 

internal amplification (avalanche) process. Sensitivity values for higher 

bandwidth applications can be as low as -46dBm at 155Mbit/s, or -36dBm at 

1.25 Gbit/s [8]. 

 

Since both transmitter output power and receiver sensitivity are limited, 

reasonable power budget is important for the deployment of FSO systems. For 

the deployment of an FSO system, not only transmitter output power and 

receiver sensitivity have to be considered, but also the FSO link length 

because of the atmospheric attenuation and turbulence suffered when light 

goes through the air. The farther the light goes through the air, the more 

attenuation it suffers. For FSO link budget, it is also necessary to provide 

some system margin to compensate for product aging, misalignment, and 

some other factors. A survey on link budget for FSO systems can be found in 

[13]. Reference [14] presents the research on FSO system link budget under 

atmospheric turbulence. 

 

In the current marketplace, many FSO transceiver manufacturers are 

competing for better quality products. FSO transceivers are being made with 
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smaller size, lower cost, higher reliability, easier packaging, higher efficiency, 

and higher bandwidth.  The websites of several major FSO transceiver 

manufacturers can be found in [15-19]. The typical FSO transceiver 

specifications can also be found at these websites.  

 

Above all, in the design of an FSO system, selecting the appropriate 

transmitter-receiver combination can compensate for potential shortcomings 

due to the use of a lower-power transmission source, and thus improve the 

performance of the system. Besides that, the environment also plays an 

important role in the performance of FSO systems. The basic requirement for 

an FSO system to work is Line of Sight (LOS) because light signals are 

directional point-to-point laser beams. Potential blockage such as buildings or 

trees that might block the transmission of the light signal has to be considered 

before the deployment of an FSO communication system. Other 

environmental factors that affect the performance of FSO systems include 

atmospheric effects, which come from the transmission media the light travels 

through, window attenuation, alignment or building motion, etc.  

 

Research on mobile FSO systems is also going on. Reference [20] proposes a 

tracking control method for an active FSO system that enables a mobile 

terminal to be tracked with short range coverage. Reference [21] discusses 
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critical technology, architecture gaps, as well as potential approaches for the 

implementation of mobile FSO networks.  

 

1.2. FSO Networks 

In an FSO system, a light source is used to transmit the modulated light signal, 

and a detector at a distance is used to receive the signal. The design of 

transmitter and receiver as a matched pair makes an effective FSO system. 

The combination of a transmitter and a receiver is called a transceiver. A 

simplified  FSO transceiver architecture can be found in reference [22]. 

 

An FSO node can support only a limited number of transceivers due to power, 

size, and weight issues. It also carries a switch or a router. Even though the 

pair of the transmitter and the receiver in an FSO node have separate 

mechanisms to transmit and receive laser beams, the transmitting and 

receiving can be done at the same time; therefore, an FSO transceiver is 

considered to work in full duplex mode. An FSO node can be easily mounted 

on the roof of buildings, houses, or any solid foundations. 

 

FSO networks are emerging as broadband communication networks because 

of their high bandwidth (up to Gbps), low cost, and easy installation. An FSO 

network consists of a set of geographically distributed FSO nodes and FSO 
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links interconnecting the nodes. The following Figure 1.3, reproduced from 

reference [23], shows an FSO network deployed in a metropolitan area. 

 

Figure 1.3 An illustration of an FSO network deployed in metropolitan area [23] 

Both FSO and fiber optic transmission systems use similar infrared (IR) 

wavelengths of light and have similar transmission bandwidth capabilities; 

however, compared with fiber optical networks, FSO networks have the 

following advantages: 

• Easy installation: the installation of an FSO node only takes less 

than an hour, but the deployment of fiber requires digging into the 

ground, which is far more time consuming and complicated. Most 

importantly, FSO deployment does not have any mandated 

licensing requirement. 
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• Inexpensive: the deployment of the FSO node itself is cheaper 

compared with the deployment of fiber because of the cost of 

fiber itself, the cost of digging the ground, as well as the cost of 

buying the necessary right of way. 

• Flexibility: an FSO link can be built up or rebuilt in a different 

direction easily based on demands; however when a fiber is 

deployed, it is laid underground, and is therefore, fixed. 

• Mobility: an FSO node may be moved easily based on demands; 

however when a fiber optic node is deployed, it has no mobility. 

       

Therefore, FSO networks provide an attractive alternative to fiber optic 

networks as broadband communication networks. FSO is often referred to as 

“fibreless optics” or “optical wireless” transmission. Compared with wireless 

networks using radio frequency technology, FSO networks provide not only 

high capacities but also secure point-to-point transmissions. In addition, unlike 

RF wireless networks, FSO links are immune to electromagnetic interferences. 

       

1.3. Issues in FSO Networks 

The performance of FSO networks may be affected by various factors 

including environmental factors, equipment reliability, and redundancy. In this 

work, FSO networks with mesh architectures are dealt with.  Mesh 
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architectures provide a high level of redundancy to match the high reliability 

needs of telecommunication networks. 

        

The environmental factors affecting the performance of FSO networks include 

atmospheric attenuation, scintillation, window attenuation, alignment, solar 

interference, and line-of-sight obstructions [8]. Atmospheric attenuation is 

primarily dominated by fog, but can also be affected by rain, snow, dust, and 

various combinations of each. Atmospheric attenuations are due to absorption 

and scattering of atmospheric molecules and aerosols as the light beam 

propagates through the air. Absorption occurs when suspended water 

molecules and aerosols in the atmosphere extinguish photons. It leads to 

decreased optical power of the light signal at the receiving station, and thus 

the degraded performance of FSO systems. Scattering happens when the 

energy of the optical signal is redirected by particles along the propagation 

path of the light beam. Scintillation is defined as the changing of light 

intensities in time and space at the plane of a receiver that is detecting a 

signal from a transmitter located at a distance [8]. The received signal at the 

detector fluctuates as a result of the thermally induced changes in the index of 

refraction of the air along the transmission path. Thus, scintillation causes 

degraded performance and sometimes even results in FSO link failure. 

Window attenuation happens when the transmission goes through windows; 
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however, in many cases, window attenuation has a lesser effect on overall link 

availability. 

        

Transceiver alignment is one of the key issues with FSO systems. FSO 

transceivers transmit highly directional narrow light beams that must impinge 

upon the receiver aperture of the transceiver at the opposite end of the link. 

The challenge is the fact that FSO receivers have a limited field of view (FOV), 

which can be thought of as the receiver’s “cone of acceptance”, and it’s similar 

to the cone of light projected by the transmitter. For an FSO link to function, it 

is very important that both the transmitted beam of light and the receiver FOV 

cone encompass the receiver at the opposite end of the link. 

         

Since a highly sensitive receiver in combination with a large-aperture lens is 

used in each transceiver for FSO signal reception, natural background light 

can potentially interfere with FSO signal reception. When the background 

radiation is associated with intense sunlight, it is called solar interference. 

Sometimes a FSO link fails for periods of several minutes when the sun is 

within the receiver’s FOV [8]. Line-of sight obstructions are caused when a 

cloud, or a building happen to be on the propagation path of the light beam. 

 

1.4. Motivations        



 

 14

Because of above mentioned issues in FSO networks, network reliability and 

availability are very important in the deployment of FSO networks. Availability 

of 99.9% or better can be achieved for well-designed FSO systems at 500m to 

1km ranges. With availability of 99.5%, FSO links can go up to 2km and 

beyond [8].  The availability of FSO systems depends on a variety of factors, 

including atmospheric effects, equipment reliability, and network design (such 

as redundancy).  

 

Various atmospheric effects on FSO networks have been studied in the 

literature and there is continuing research to improve the performance of FSO-

based communication systems. Some of the research focuses on the 

reconfigurations of FSO networks in order to enhance the performance of FSO 

networks in a dynamic environment where the transmission characteristics of 

the free-space vary dynamically. For example, the transmitting environment 

changes when adverse weather conditions such as fog, heavy rain, snow, 

and/or heavy wind, happen. Even a portion of a cloud or a flock of flying birds 

may block the transmission path (or FSO link), and therefore degrade the 

performance of FSO networks. 

Since practical algorithms for designing the physical topology of FSO networks 

are lacking, the focus of this dissertation is the study and development of 

algorithms suitable for FSO networks, which should have following properties: 
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• More tolerant in a dynamically changing environment and mitigating 

atmospheric effects as much as possible. 

• No physical layer transceiver movement should be involved for 

network layer topology control and routing; therefore the design 

should have the ability to quickly cope with the changing network 

states. 

• Achieve high path diversity, which leads to high reliability of FSO 

networks. 

• Achieve low average delay through routing. 

 

1.5. Problem Statement 

The following two issues will be addressed in this dissertation: 

 

Topology Design: The design of physical topologies for FSO networks deals 

with the problem of building the connectivity among geographically fixed FSO 

nodes, with a limited number of transceiver resources at each node, such that 

the availability of communication between any two nodes is maximized. This 

dissertation proposes a network topology design algorithm for building FSO 

mesh networks that improves their reliability. 

Network Layer Routing: Based on physical layer topology and network states, 

network layer routing deals with the problem of finding an optimal path for 
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traffic between each pair of source and destination nodes that minimizes the 

average delay of all packets over the network. This dissertation proposes four 

different routing algorithms, and compares their performance with each other 

through extensive simulations.  

 

1.6 Organization of this dissertation 

This dissertation is organized as follows. Chapter 2 gives the background on 

communication network topology and routing. The proposed 2-dimentional (2-D) 

network topology design (NTD) algorithm and simulations are presented in 

Chapter 3 for physical layer topology design of FSO mesh networks. Chapter 4 

presents the 3-dimensional (3-D) NTD algorithm in order to avoid errors 

caused by the 2D-approximation of a 3-D terrain. Chapter 5 deals with the 

routing problem of degree-constrained FSO mesh networks. Four different 

routing algorithms are proposed in order to minimize the average delay. 

Chapter 6 concludes the work, and provides suggestions for future work.                 
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Chapter 2 

Background on Network Topology and Routing 

 

Abstract: This chapter introduces network topology and routing in 

communication networks. Different types of topologies are presented. Routing 

as a main function of the network layer is introduced. In particular, two popular 

shortest path algorithms (Dijkastra’s and Bellman-Ford's algorithm) are 

provided. 

 

2.1 Network topology and physical topology design 

A communication network can be represented as a graph. The switches or 

routers are the vertices of the graph, and the communication links are the 

edges of the graph. A network topology is a graph consisting of a set of nodes 

(switches or routers) and a set of links that interconnect those nodes. It 

completely describes the connectivity information of a communication network. 

In fiber-optic communication networks, the links are optical fibers. In wireless 

communication networks, the links are radio frequency waves transmitted from 

one station to another through the air. In free-space optical communication 

networks, the links are narrow directional line-of-sight (LOS) laser beams. 

More links in a communication network typically result in higher redundancy. A 
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higher redundancy in a communication network results in higher reliability for 

the network.  

       

For a communication network, its physical topology involves the physical (real) 

interconnections between nodes; whereas its logical topology involves the 

logical (virtual) interconnections between nodes. There are mainly five basic 

types of physical topologies: Ring, Bus, Star, Tree, and Mesh. Figure 2.1, 

reproduced from [24], shows these topologies.  

 

Figure 2.1 Basic physical topology structures [24] 

As shown in Figure 2.1, a ring topology looks like a ring. In a ring topology, 

each node is connected to exactly two other nodes. At least three nodes can 

make a ring. Ring topologies are often used on token ring networks [25]. In a 

token ring network, each node has access to the token, and has the 

opportunity to transmit. The transmission on a token ring network is in a very 
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orderly fashion. The disadvantage of the ring topology is that one 

dysfunctional node can create problems for the entire network. Research on 

ring topology can be found in [26-33]. This dissertation deals with only FSO 

nodes each carrying at least three transceivers. Thus ring topology is not an 

acceptable choice; however, research on FSO networks with a ring topology 

can be found in reference [34]. 

 

In a bus topology, each node is connected to a central bus (using a cable as 

the common transmission medium). Transmission between any two nodes 

goes through the bus and the information is able to be received by all other 

nodes on the bus. Because of the propagation delay of the signal, the length 

of the cable is limited; therefore, a bus topology is limited in size and speed. 

For FSO networks, the air is the transmission medium, but, obviously it can 

not be used as a central bus. A bus topology is not suitable for FSO networks. 

Research on the bus topology can be found in [35-40]. 

 

In a star topology, each of the nodes in the network is connected to a central 

node with a point-to-point connection. All the data that is transmitted between 

two nodes is transmitted to this central node and the central node retransmits 

all the data to the corresponding destination node. A star topology is often 

used in a cable network. The main disadvantage of a star topology is that the 
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central node is a single point of network failure. It is not suitable for FSO 

networks. Research on the star topology can be found in [41-44]. 

 

A tree topology connects multiple star topologies to other star topologies. In a 

tree topology, there are no closed loops and there is only one path between 

any two nodes. For FSO networks that require high reliability, a tree topology 

is not a good choice because of the low connectivity it provides. Research on 

the tree topology can be found in [45-47]. 

 

Mesh topologies can be divided into two kinds: fully connected mesh 

topologies and partially connected mesh topologies (or simply mesh). In a fully 

connected mesh topology, each node is directly connected to each other node 

in the network with a point-to-point link. In a partially connected mesh topology, 

some of the nodes are directly connected to more than one node with a point-

to-point link. Compared with other topologies, the mesh topology provides 

higher redundancy for communication. A fully connected mesh topology has 

the highest redundancy. However, because of the degree constraint of each 

FSO node (each node can support only a limited number of transceivers); it is 

often not possible to build a fully connected mesh topology. This dissertation is 

focused on building a partially connected FSO mesh network with high 

connectivity using innovative choices in physical topology and routing. 
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Physical layer topology design of a communication network is a blueprint for 

building the network. Physical layer topology design involves specifying the 

locations of the nodes and the interconnections between the nodes through 

communication links such as cables or optical fibers, or wireless links, such as 

FSO and RF. Since this work focuses on FSO networks, only the locations of 

nodes and placement of the number and directionality of optical transceivers 

at each node are the primary consideration in FSO network topology design.       

       

For physical topology design of FSO mesh networks, the FSO link failure 

probability has to be taken into consideration because FSO links are subject to 

the various environmental factors such as fog, rain, scintillation, LOS blockage, 

etc. The work described in this dissertation focuses on improving the reliability 

of FSO mesh networks in a dynamically changing environment. 

 

2.2 Routing algorithms 

In this dissertation, an FSO network consisting of FSO nodes and links 

between the nodes is treated as an autonomous system [48].  

          

In a packet switching network, packets are forwarded from router to router on 

a path from the source node to the destination node. For a router to perform its 
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function, it must have information about the network topology and the best 

route to follow. The routing decision is based on the routing algorithm. The 

routing algorithm is that part of the network layer software responsible for 

deciding the output line to which an incoming packet would be directed [49]. 

The routing algorithm is usually designed based on some form of least-cost 

criterion. The criterion might be based on minimizing the number of hops 

between the source-destination node pairs, minimizing the utilization factor 

associated with links, or some combination of the two. Additionally, 

minimization of end-to-end delay is another important criterion that drives the 

routing algorithm. Maximization of network throughput is another criterion that 

can be the basis for the design of a routing algorithm. 

      

There are two types of routing algorithms: static routing algorithms and 

adaptive routing algorithms. For static routing algorithms, the routing decisions 

are made not based on current traffic and network topology, but calculated in 

advance, off-line, and downloaded to the routers when the network is booted. 

For adaptive algorithms, the routing decisions are made based on changes in 

the network topology, and usually the traffic. Modern communication networks 

generally use adaptive routing algorithms rather than static ones because 

static routing algorithms do not take the current network state into 

consideration. 
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Two adaptive routing algorithms are the most popular: distance vector routing 

and link state routing [48]. Distance vector routing requires that each node 

exchange information with its neighboring nodes. Two nodes are said to be 

neighbors if both of them are directly connected to the same network. Distance 

vector routing operates by maintaining a routing table at each router that 

contains the best known distance to each destination and which link to use to 

get there. These routing tables are updated by exchanging information with 

the neighboring nodes. In the routing table of each router, each entry contains 

information including the preferred outgoing line to get to the destination, and 

an estimated time or distance to that destination. The metric used might be 

number of hops; time delay in milliseconds, total number of packets queued 

along the path, etc.  

       

The other adaptive routing algorithm is called link state routing. Variants of link 

state routing are now widely used. Using link state routing, each router 

operates according to the following five steps [50]: 

1. Discover its neighbors and learn their network addresses. 

2. Measure the delay or cost to each of its neighbors 

3. Construct a packet telling all it has just learned. 

4. Send this packet to all other routers. 
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5. Compute the shortest path to every other router. 

In effect, the complete topology and all delays are experimentally measured 

and distributed to every router. Then, a shortest path algorithm is run to find 

the shortest path to every other router. 

       

Variants of Dijkstra’s [51], [52], or Bellman-Ford’s [53] algorithm are most 

widely used in both static routing and adaptive routing algorithms to find the 

shortest path between a pair of source-destination nodes. If the network 

topology and link cost information are given, Dijkastra’s algorithm can be stated 

as follows: Find the shortest paths from a given source node (or vertex) to each 

other node (or vertex) by developing the path in order of increasing path length. 

The algorithm proceeds in stages [48]. Initially, the source node is put in a set T, 

and all the initial costs from the source node to all neighboring nodes are 

calculated. Then at the first stage, the least cost path from the source node to 

its neighboring node is determined, and the node that is closest to the source 

node is put in the set T. By the kth stage, the shortest paths to the k nodes 

closest to the source node have been found; these nodes are included in the 

set T. At stage k+1, the node not in T that has the shortest path from the 

source node is added to T and its path from the source is also included. 

Dijkstra’s algorithm can also be described in detail as follows. For an N nodes 
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network, to find the shortest paths from a source node s to each of the other 

nodes in the network, first define 

 

T = set of nodes found at different stages by the algorithm 

Tree = spanning tree for the nodes in T that includes links that  

     are on the least-cost paths from s to each node in T  

w(i, j) = link cost (or weight) from node i to node j; if two nodes are  

           directly connected, then w(i, j) ≥  0; otherwise, w(i, j) = ∞. 

L(n) = cost of the least-cost path from node s to node n  

                                     that is found by the algorithm. 

 

The algorithm operates according to the following 3 steps. Steps 2 and 3 are 

repeated until T = N, which means that the shortest paths from node s to each 

of the other nodes are found. 

 

Step 1: T = Tree = [1]; L(n) = w(s, n) for n ≠ s 

Step 2: Suppose j represents all the neighboring nodes not in T, then 

there exists a neighboring node x such that 

For x ∉ T, L(x) = min L (j) 

Step 3:  For all n ∉ T, L(n) = min [ L(n), L(x) + w(x, n) ] 
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The algorithm terminates when all nodes are added to the set T. The spanning 

tree T presents all the least-cost (or shortest) paths from source node s to each 

of the other nodes in the network. 

      

Bellman-Ford’s algorithm [48] uses a different approach to find the shortest 

path from a source node to the destination node. It assumes that the network 

topology and link cost information are given. For an N nodes network, to find all 

the shortest paths from source node s to each of the other nodes in the 

network, it defines, 

 

w(i, j) = link cost (or weight) from node i to node j; if two nodes are  

           directly connected, then w(i, j) ≥  0; otherwise, w(i, j) = ∞. 

h = maximum number of links in a path at the current stage of the algorithm 

Lh (n) = cost of the least-cost path from node s to node n  

      under the constraint of no more than h links 

 

The Bellman-Ford algorithm operates according to the following two steps. 

Step 2 is repeated until none of the costs changes: 

 

Step 1: L0 (n) = ∞, for all n ≠ s 

                    Lh (s) = 0, for all h 
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Step 2: For each successive h ≥  0, and each n ≠ s, compute 

Lh+1 (n) = 
j

min
 [Lh (j) + w (j, n)]      j is the predecessor node of node n  

 

The algorithm first finds the shortest paths from a given source node s under 

the constraint of that the paths contain at most one link. Then it finds the 

shortest paths that contain at most two links. In this way, the algorithm 

progresses until the shortest paths from the source node s to each other node 

have been found, and no changes can be made. 

 

2.3 Summary 

This chapter has given an introduction to the physical topology and routing of a 

communication network. It has presented several basic physical topologies of 

communication networks. It has also reviewed two popular shortest path 

algorithms that are widely used for routing. Based on this knowledge, the 

following four chapters present the basis and outcome of research reported in 

this dissertation. 
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Chapter 3 

Physical Layer Topology Design for FSO Mesh Networks 

 

Abstract: This chapter proposes a method for the physical topology design of 

free-space optical (FSO) mesh networks in order to enhance network reliability 

under defined degree constraint of each FSO node. The methodology 

presented in this chapter enlarges the minimum angle between adjacent links 

at each node. Simulation results show that, compared to other methods, the 

proposed algorithm not only provides higher connectivity and lower delay for 

FSO networks, but also makes the constructed FSO networks more tolerant in 

a dynamically changing environment. 

 

3.1 Introduction 

Free-space optical (FSO) networks are emerging as broadband communication 

networks by providing high data rate (up to Gbps), low cost, and secure 

physical layer point-to-point directional laser beam transmissions. Those 

directional laser beams form communication links among FSO nodes. FSO 

nodes are portable, inexpensive, and easy to install. They can be distributed 

over a large geographical area. An FSO node mainly consists of a switch (or a 

router) and several transceivers. Each transceiver is able to track the incoming 
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photonic signal from a transceiver in another FSO node. An FSO node can 

carry only limited number of transceivers due to size, weight and power issues.  

FSO networks consist of FSO nodes and FSO links interconnecting the nodes. 

In this chapter, it is assumed that all FSO nodes in an FSO network are 

identical, and the FSO node operates in a full-duplex mode. 

       

Physical layer connections (or links) can be built among FSO nodes through 

tracking and acquisition processes. The narrow beam of light (FSO link) has 

small beam divergence that allows for secure and efficient transmission with a 

major fraction of the transmitted power being collected by the receiver. FSO 

receivers have a limited field of view (FOV) of only a few degrees, which can 

be considered as their “cone of acceptance”, similar to the cone of light 

projected by the transmitter. All of these lead to low latency for forming an FSO 

link; therefore building and maintaining an optimal physical layer topology that 

endures a relatively long time are very important for FSO networks. 

 

FSO links may suffer from a high probability of failure because of various 

atmospheric effects and changes in the environment. For example, FSO link 

without redundancy may fail during the whole daytime for several days 

because of atmospheric scintillations. A vivid example is given in [50]. The 

performance of FSO networks may be further degraded because of a high 
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probability of dependency of link failure events when FSO links are 

geographically close to each other. For example, two FSO links that have 

geographic proximity have a high probability of both suffering from link failure 

during the same time due to heavy fog.  

 

To improve the reliability of an FSO mesh network through topology design, it 

is necessary to increase the spatial diversity of FSO links in order to decrease 

the dependency of link failure events. In addition, in order to mitigate the effect 

of FSO link failure on an FSO network, it is also necessary to increase the path 

diversity (or multi-path disjointedness) between a source node and the 

corresponding destination node in the FSO mesh network. Mesh architecture is 

a good choice of network topology for FSO networks in a dynamically changing 

environment by providing high redundancy [54, 55].  

 

In this chapter, the topology design problem for a FSO mesh network is first 

presented. Then previous research on physical topology design is introduced, 

especially the Closest Neighbor (CN) algorithm. At last, the proposed topology 

design algorithm is presented, and compared with the CN algorithm through 

extensive simulation. 

 

3.1.1 Problem statement 
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Consider FSO nodes as a set of points; an FSO link based mesh topology 

consisting of FSO nodes and FSO links interconnecting them is treated as a 

graph G(V, E). FSO nodes are taken as vertices V of the graph. FSO links are 

taken as edges E of the graph. The general problem of physical layer topology 

design for FSO networks is formulated as follows. 

 

Given a set of randomly distributed FSO nodes with a defined degree 

constraint, find a topology design algorithm that provides high connectivity 

(or reliability) for the resulting FSO network. 

   

3.1.2 Previous work 

That the performances of FSO systems can be greatly degraded in a 

dynamically changing environment has been introduced in Chapter 1. The 

primary factors affecting performance include atmospheric attenuation, 

scintillation, window attenuation, alignment or building motion, solar 

interference, and line-of-sight obstruction. All these factors affect both the 

reliability and the availability of FSO systems. 

       

Performance degradation due to atmospheric effects on FSO systems are 

reported in [8, 56-59]. Reference [56] presents authors' research on feasible 

study of FSO links under atmospheric turbulence. Detailed analysis is shown in 
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[7] on absorption and scattering process when laser beam goes through the air. 

The effects of fog on visibility and range at different locations are reported in [8] 

in detail. The bit-error-rate (BER) of an FSO system increases greatly when 

there is atmospheric scintillation. Investigations on the performance of FSO 

systems under atmospheric scintillation have been done in [59]. Solar 

interference may cause an FSO link to fail for several minutes during a normal 

sunny day [8]. The line-of-sight (LOS) obstruction is another problem that 

affects FSO systems. When an FSO link is to be built, the surrounding area 

also needs to be considered. For example, there should not be growing trees 

or buildings in the path of the FSO link, otherwise, the link might be blocked. An 

FSO link may also be temporarily blocked by a piece of passing cloud or a flock 

of flying birds.         

 

The reliability (or availability) of FSO networks is not only affected by the above 

mentioned factors, but also affected by two other factors: equipment reliability 

and network design. Research has been done to improve the reliability of FSO 

networks through different approaches. The reliability of different FSO systems 

under different weather conditions is evaluated through experiments in [57].  

 

To compensate for atmospheric effects on FSO systems, spatial diversity can 

be employed, which is shown in [7]. An adaptive transceiver architecture is 
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proposed in [60] to provide flexibility and agile operation of transceivers in a 

dynamic environment. The proposed adaptive terminal is capable of changing 

rate and modulation format in order to improve overall availability under 

changing link conditions. A simple approach is proposed and experimentally 

demonstrated in [61] for scintillation suppression of FSO channels using 

saturated optical amplifiers. To compensate for the disadvantage of FSO 

systems under changing link conditions, a hybrid RF/FSO architecture is 

proposed in [62] which increases the availability of FSO networks. Through 

error analysis of multi-hop FSO communication systems in [63], the authors 

argue that the reliability of a FSO link is improved by application of specific 

coding schemes.  

  

The improvement of reliability of FSO networks can also be achieved through 

network design. Research in [34] focuses on dynamic reconfiguration of FSO 

networks through topology control to achieve minimum congestion. Their work 

is limited to two transceivers per FSO node. Through topology control, 

reference [64] claims that obscuration in FSO networks can be minimized. 

Reference [65] presents a technique that leads to multi-objective optimization 

in FSO networks through topology control. However, all the above mentioned 

research needs the reconfiguration of FSO networks, which is time-consuming 

because it involves the realignment of transceivers; therefore, these schemes 
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are not practical. Research in [66] proposes a novel topology control algorithm 

(NTC) for packet radio networks to achieve high connectivity and throughput. A 

distributed topology design algorithm is proposed in [67] with the main purpose 

of “fast connectivity” for military applications without considering other 

performance parameters (such as redundancy, system margin) of FSO 

networks. Three topology design algorithms are proposed in [68] focusing on 

increasing the connectivity of FSO networks, which is similar to our approach. 

They are modified Delaunay Triangulation (MDT), Closest Neighbor (CN), and 

farthest neighbor (FN) algorithms. Among them the CN algorithm starting from 

constructing a degree-constrained minimum spanning tree (DCMST) has been 

proven to outperform the others.  

 

To improve the reliability of FSO networks under dynamically varying 

transmission environments, redundant links are necessary. Mesh topology is a 

good choice for FSO network architecture due to the redundancy it can provide. 

However, the number of transceivers at each FSO node (or the maximum 

degree of each node) is limited. Design of a degree-constrained topology is 

NP-complete [68]. Heuristic approaches need to be used to solve the problem. 

 

3.2 Background 
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The proposed topology design method involves a basic data structure in 

computational geometry: Delaunay Triangulation (DT).  An introduction of DT is 

given next. Interested readers are referred to [69] for an in-depth understanding. 

In this section, two different types of algorithms are compared for physical 

topology design of FSO networks: centralized algorithms and distributed 

algorithms.  

 

3.2.1 Delaunay Triangulation 

As observed before, the probability of FSO link failure is very high in a 

dynamically changing environment. A shorter FSO link therefore provides 

better performance. A physical topology with local connections thus provides a 

higher reliability. The proposed algorithm starts with a planar graph that has the 

maximum number of edges.  A planar graph is a graph within which no two 

edges cross each other. A planar graph with maximum number of edges is a 

triangulation, i.e., a graph inside which all bounded regions are triangles [70]. 

There are two reasons for the algorithm starting with building a planar graph of 

triangulation: first, most of the edges in a planar graph of triangulation are local 

connections; therefore, the lengths of most FSO links are relatively short. 

Second, a planar graph of triangulation provides high redundancy, and high 

redundancy leads to high reliability.  
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Figure 3.1 shows a planar graph of triangulation for a 10 point-set.  

 

Figure 3.1 A planar graph of triangulation 

 

Intuitively, it is desirable to have links in all directions at a node in order to have 

a good forward progress for a transit packet [70]. One way to do that is to 

maximize the minimum angle of all triangles in the planar graph of triangulation 

(MAX-MIN criterion). A Delaunay triangulation (DT) over a set of points is the 

result of the MAX-MIN operation. Therefore, Delaunay Triangulation is a 

unique planar graph of triangulation that has the maximum minimum angle 

among the angles of all the triangles [69]. Figure 3.2 shows the DT formed with 

the same 10 point set. 
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Figure 3.2 Delaunay Triangulation 

 

Construction of the DT of a given point set is the first step in the process. There 

are three main reasons for that: 

• DT is a unique planar graph of triangulation that has the maximum 

minimum angle. Since FSO links are subject to atmospheric effects, a 

larger angle among adjacent links will better mitigate degradation 

caused by atmospheric effects. 

• Since DT is a planar graph of triangulation, which has maximum 

number of edges among all planar graphs, it has high redundancy, and 

it is more difficult to disconnect a DT by removing a few edges or nodes. 
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• Since DT is a planar graph of triangulation, most of the edges in a DT 

are connections among nodes close to each other [70]; therefore, most 

edges are likely to be short edges. Compared with FSO links (or edges) 

of longer length, shorter FSO links have a higher system margin, 

leading to better performance. 

      

One way to construct Delaunay Triangulation is through edge switching (or 

flipping) [69]. For a given point set, first find a planar graph of triangulation; 

then for any two adjacent triangles, switch their shared edge if the operation 

can maximize their minimum angle; repeat until the minimum angle in the 

graph is maximized. The final formed graph is a unique DT. For example, 

Figure 3.3 (a) shows two adjacent triangles in a planar graph of triangulation. 

By performing an edge switching on their shared edge, the minimum angle in 

the graph is maximized. Figure 3.3 (b) shows the graph after edge switching. 

 

 

Figure 3.3 Edge switching 
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Besides the Maximum Minimum Angle property, DT has another property 

called the Empty Circle property. The empty circle property states that any 

three vertices that form a triangle in a DT lie on the circumcircle of the triangle, 

no point of a DT lies inside the circumcircle. In a special case, there might be 

four points of two adjacent triangles that lie on the same empty circle. In this 

case, for any two adjacent triangles formed by these four points, the minimum 

angle is the same.  Figure 3.4 shows the case. 

 

 

Figure 3.4 Special case of DT 

 

In this special case, the shared edge is chosen as the one of shorter length 

because FSO links of shorter length have higher system margin. Similarly, 

when there are more than four points that lie on the same circumcircle, the 
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shared edges are added in to the graph of triangulation in ascending order of 

their length. 

 

The following Figure 3.5 illustrates a planar graph of triangulation of 30 points. 

After the edge switching operation, Figure 3.6 illustrates the Delaunay 

Triangulation formed over the same point set. 

 

Figure 3.5 A planar graph of triangulation of 30 points 
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Figure 3.6 DT of the same 30 point set 

Delaunay Triangulation finds applications in different areas such as sensor 

networks, communications, signal processing, multimedia, micromechanics, 

etc, [71-78]. 

 

3.2.2 Centralized algorithms versus. Distributed algorithms  

To form physical layer connections of an FSO network with degree constraint 

at each node, both centralized and distributed topology design algorithms may 

be used. A distributed algorithm is proposed in [67]. Several centralized 

algorithms are proposed in [68]. Comparing a distributed algorithm with a 

centralized algorithm, the distributed algorithm has following disadvantages: 
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• In a distributed algorithm, the decision to form links at each node is 

made locally without global knowledge of the distribution of all FSO 

nodes; therefore, the final formed topology is not optimal which leads to 

poor performance (such as low redundancy) of FSO networks. 

• The execution of the distributed algorithm takes a number of rounds. At 

each round, several transceivers with auto-tracking function 

simultaneously change their respective directions independently to 

establish FSO links with other nodes. Therefore, the total time involved 

is equal to the number of rounds taken to execute the algorithm times 

the time used for the physical movement of a transceiver [67]. The 

movement of a transceiver (only for alignment purposes) takes about 

500 milliseconds. Therefore, the deployment of the distributed algorithm 

is complicated and time consuming.  

• A FSO transceiver transmits a highly directional narrow light beam that 

must impinge upon the receiver aperture of the transceiver at the 

opposite end of the link [8]. Thus FSO link alignment is a big issue in the 

deployment of FSO networks. The farther the distance, the harder the 

link alignment is. The deployment of the distributed algorithm involves 

much more link alignments than for a centralized algorithm. Therefore, 

the distributed algorithm is not practical for physical layer topology 

design of FSO networks.   
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• As stated in [67], the execution of the distributed algorithm requires 

synchronization among FSO nodes. No solution is proposed currently.  

• During the deployment of distributed topology design algorithm, a lot of 

communication and exchange of control information needs to be done 

among FSO nodes. Therefore, communication complexity is increased. 

       

Compared with the distributed algorithm, the deployment of a centralized 

algorithm requires a centralized node or a central network processor to run the 

algorithm assuming that the location of each FSO node is known. All locations 

of FSO nodes can be obtained using GPS (Global Positioning System) devices. 

A mechanism is needed to collect information of all nodal locations and to 

distribute the calculated topology (or graph) to all nodes. However, the 

centralized algorithm has following advantages: 

• It is simple. Only a centralized node or a central network processor is 

involved in the execution of the algorithm. 

• The deployment of a centralized algorithm for the physical layer 

connections of a FSO network requires only one movement for each 

transceiver; it is easy and also time-saving.  

• For the deployment of a centralized algorithm, no communication and 

exchange of control information is needed among FSO nodes; therefore, 

communication complexity is low. 
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• No synchronization among FSO nodes is needed for the execution of a 

centralized algorithm.  

 

Based on the above discussions, in the proposed approach, a centralized 

algorithm is chosen for the topology design of FSO mesh networks.  

 

3.3 Physical layer topology design algorithms 

In this section, a recent study on topology design of FSO mesh networks is 

presented first. Then, the proposed topology design method is provided. 

Through extensive simulation, it is shown that the proposed topology design 

algorithm achieves better performance. 

 

3.3.1 Closest Neighbor (CN) algorithm 

It is known that an FSO node can support only a limited number of 

transceivers; therefore, the number of links formed at that node is limited. The 

degree of an FSO node is equal to the number of FSO links interconnecting it 

with other nodes. In other words, the maximum degree of an FSO node is 

equal to the number of transceivers it carries. To solve the physical topology 

design problem of degree-constrained FSO mesh networks, several 

approaches have been proposed in [68]. Among them, the Closest Neighbor 

(CN) algorithm outperforms the others. In this section, the CN algorithm is 
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briefly introduced. Interested readers are referred to [68] for in-depth 

information. 

       

Given a set of FSO nodes, the CN algorithm starts from constructing a degree-

constrained Minimum Spanning Tree (DCMST). According to [68], the DCMST 

graph is built to guarantee the connectivity of the network, which means that 

between each pair of source-destination nodes, one path is guaranteed to 

exist. The DCMST is constructed according to the algorithm proposed in [79]. 

Then, assuming that the degree constraint of each node is ∆, nodes with 

degree less than ∆ are picked in the increasing order of their current degree δ. 

Starting from the node with minimum δ, each node is connected with its ∆ - δ 

closest neighbors. In this scheme, after forming DCMST, at the next stage, 

shorter links have higher priority of being added to the graph without violating 

the degree constraint. It can be seen from the following example that in the 

final graph, most connections are formed locally. 

       

As an example, 40 FSO nodes which are Poisson-distributed in a 40×40 

square are shown in Figure 3.7. Assuming that the degree constraint ∆ of 

each FSO node is 4, the final topology constructed using the CN algorithm is 

shown in Figure 3.8.  



 

 46

   

 Figure 3.7 40 Poisson-distributed FSO nodes       

       

       Figure 3.8 Network topology constructed with CN 
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It is reasonable to think that the topology (or graph) should be constructed by 

connecting each FSO node to its closest neighboring nodes as in the CN 

algorithm. Besides that, by forming the DCMST as a first step, it is guaranteed 

that there exists at least one path between each source-destination node pair. 

However, to achieve high reliability; the graph should also have the property 

that it should be difficult to disconnect the graph by removing a few edges or 

nodes. Since most links are local connections, as shown in Figure 3.7, the 

graph constructed with the CN is not promising. In addition, in order to mitigate 

atmospheric effects on FSO networks, adjacent FSO links at a node should 

diverge in different directions with as wide an angle between them as possible. 

Since atmospheric effects are often localized, divergence of the angle 

between adjacent links at a node provides a higher probability of having a 

functional redundant link.  

 

Based on above analysis, the following properties for the topological design of 

a mesh FSO network can be specified. 

• FSO links at any node should have high angular divergence, which also 

implies high spatial diversity. 

• It should be difficult to disconnect an FSO network by removing a few 

links or nodes. 
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• Although all links are assumed to be within the allowable transmission 

range, shorter FSO links have higher system margin; therefore, in the 

topology design of FSO networks, nearer nodes should have a higher 

priority of being connected to a given node. 

 

3.3.2 The Proposed NTD algorithm 

The proposed network topology design scheme described in this section is the 

extension of the work of both [66] and [68]. A Delaunay Triangulation (DT) 

graph is used as a starting point in both NTC [66] and MDT [68] algorithms. 

Although NTC may result in good topology for packet radio networks, it is not 

suitable for FSO networks with high probability of link failure. Using the MDT 

algorithm, after forming a DT, edges are removed and added at following steps 

mainly to satisfy the degree constraint of FSO networks. Their simulation 

results show that the MDT is not as good as their proposed CN algorithm. In 

the proposed approach, after forming the Delaunay Triangulation of a given 

point set, edges have to be removed from the DT graph in order to satisfy the 

degree constraint of the network. During the process, the longer edge of two 

adjacent edges that forms the minimum angle at the node violating the given 

degree constraint are removed intentionally. The process is repeated until the 

degree constraint at each node is satisfied. As a result, in the network 

constructed with the proposed algorithm, the minimum angle at each node is 
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enlarged.  This angle enlargement strategy is used to increase the spatial 

diversity of FSO links. Through extensive simulations, it is shown that FSO 

networks constructed with the proposed network topology design (NTD) 

algorithm achieve not only high spatial diversity, but also high reliability. This 

work considers only cases with at least three transceivers per FSO node.   

 

The following assumptions are made first.   

• All FSO nodes’ locations are known. 

• The lengths of all FSO links are within the allowable transmission range. 

• Each FSO node has the same degree constraint ∆.  

• Through a tracking and acquisition process, each node is able to build 

point-to-point optical links in any direction with other nodes.  

Given a set of nodes and the information of their locations, the proposed 

network topology design (NTD) algorithm follows. 

Step 1: Construct the DT of the given set of nodes. 

Step 2: For nodes with degree higher than ∆ in the DT, remove the longer 

edge of two adjacent edges that form the minimum angle. Repeat 

until the degree constraint of each node is met. 

Step 3: For nodes with degree less than ∆, edges are added in ascending 

order of their lengths without violating the degree constraint at any 

node. 



 

 50

 

A pseudo-code of the algorithm is described as follows: 

/ * Pseudo Code for the Proposed NTD Algorithm */ 

/*Input: a set of points (or nodes) with location information */ 

/*Output: a graph (or topology) constructed with NTD algorithm */ 

NTD( ) 

{ 

 /* Step 1: construct Delaunay Triangulation */ 

       Delaunay_Triangulation( ); /* start constructing graph G of Delaunay 

Triangulation of the input point set */ 

 

/* Step 2: edge_deleting */ 

max_deg = find_max_deg( ); /* find the maximum nodal degree in graph G 

*/  

while(max_deg > ∆) { 

          find_min_angle( ); /*Find the minimum angle between adjacent 

edges at nodes whose degree > ∆*/ 

          delete_edge( ); /*remove from graph G the edge of longer length that 

forms the minimum angle*/ 

          Degree_of_EndNode(edge)--; /*degree of both two end nodes of the 

edge decrease by 1 */ 
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          max_deg = find_max_deg( ); 

      }/* end while*/ 

 

/*Step 3: edge_adding */ 

no_node = find_node( ); /* find all nodes with degree less than degree 

constraint, no_node is the number of these nodes */ 

while(no_node >= 2) { 

          find_edge( ); /* find a missing edge formed among these nodes that 

has the shortest length */ 

          add_edge( ); /* add the edge to the graph */ 

          Degree_of_EndNode(edge)++; /*degree of both two end nodes of 

the edge increment by 1 */ 

           no_node = find_node( ); 

          } /* end of while */ 

} 

 

Using the proposed NTD algorithm, for the same set of nodes used previously, 

the constructed Delaunay Triangulation formed at the first step is shown in 

Figure 3.9. After edge-deleting and edge-adding operations, the final topology 

is shown in Figure 3.10. 
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Figure 3.9 Delaunay Triangulation 

 

Figure 3.10 Network topology constructed with NTD 
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Compared with Figure 3.8 constructed with the CN algorithm, FSO links 

appear to be more divergent in different directions and more evenly distributed 

with the proposed NTD algorithm.  

 

Here, another example is presented to show the difference between the 

physical topology constructed with the CN algorithm and the physical topology 

constructed with the proposed NTD algorithm for a given set of points (or 

nodes). First, a set of 70 randomly distributed points (or nodes) is generated, 

as shown in Figure 3.11. Then two different physical topologies of degree 6, 

constructed with the CN algorithm and the NTD algorithm, are shown in Figure 

3.13 and Figure 3.15, respectively. 
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Figure 3.11 70 randomly distributed point-set 

Using the CN algorithm, first form a degree-constraint minimum spanning tree 

shown in the following Figure 3.12. 

 

Figure 3.12 A degree-constrained minimum spanning tree 

Then as many as possible edges are added under nodal degree-constraint 

according to [68]. The final constructed graph (or topology) is shown in the 

following Figure 3.13. 
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Figure 3.13 The constructed physical topology using CN 

 

Using the proposed NTD algorithm, first form the DT of the given point set. It is 

shown in the following Figure 3.14. 
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Figure 3.14 Constructed DT graph 

Then after edge adding and deleting procedure, the final constructed physical 

topology is shown in the following Figure 3.15. 
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Figure 3.15 Constructed graph using NTD algorithm 

Comparing Figure 3.15 with Figure 3.13, it can be easily seen that, links in 

Figure 3.15 are more evenly distributed. Later in this chapter, it will also be 

shown through simulations that, the connectivity of the network is not only 

preserved but also improved for FSO networks constructed with the NTD 

algorithm. 

 

3.3.3 Advantages of the NTD algorithm 

FSO links suffer from a high probability of failure caused by various 

atmospheric effects and changes in the environment. To deal with FSO link 

failure, one approach is to increase spatial diversity. Spatial diversity can be 

achieved through multiple aperture transceiver design [8] to avoid complete 
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blockage, compensate scintillation, and increase redundancy. However, the 

multiple aperture design adds complexity to the light being coupled onto 

receivers effectively. It also adds difficulty for the alignments of multiple 

transmit and/or receive apertures and maintaining the alignment. At last, the 

multiple aperture approach adds more complexity on the design of a tracking 

system, which leads to high overall cost [8].  

       

In the proposed NTD algorithm, an angle enlargement strategy is used to 

increase spatial diversity of FSO networks without incurring any additional cost. 

The following shows the advantages of the NTD algorithm in different 

circumstances. 

       

Under adverse weather conditions such as heavy fog, laser beams (or FSO 

links) suffer significant attenuation when they go through fog, because the fog 

aerosols have a comparable size as the wavelengths of the lasers. FSO links 

may fail because of various atmospheric effects. Generally speaking, most 

atmospheric effects are highly localized. In the proposed method, we enlarge 

the angle between adjacent links at an FSO node so that the adjacent links 

formed at that node travel in diverging directions. In this way, when one link 

fails, the potential of the failure of the adjacent link is greatly reduced. Figure 

3.16 shows the case. 
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Figure 3.16 Advantage of angle enlargement in case of a temporary blockage 

In a similar way, when the laser beam is temporarily blocked by obstructions 

such as a passing cloud, or flying birds, since the adjacent link points to a 

much different direction, the chance of the blockage of both links is also 

reduced. Since a highly sensitive receiver in combination with a large-aperture 

lens is used in each transceiver for FSO signal reception, natural background 

light can potentially interfere with FSO signal reception. When the background 

radiation is associated with intense sunlight, it is called solar interference. 

Sometimes a FSO link fails for periods of several minutes when the sun is 

within the receiver’s field of view (FOV). Since the angle between adjacent links 

at an FSO node is enlarged in the proposed NTD scheme, when one FSO link 

fails because of solar interference, the likelihood that the redundant adjacent 

link suffers from solar interference is greatly lowered. In fact, a 10o enlargement 

of the angle at 70o between two adjacent links could make about 3dB decrease 

of solar power that falls on the redundant receiver surface. 
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The effect of atmospheric scintillation (or heat shimmer) is very important 

when FSO links are formed over longer distances. Atmospheric scintillation is 

defined as the changing of light intensities in time and space at the plane of a 

receiver that is detecting a signal from a transmitter located at a distance. 

During midday when the temperature is highest, link failure happens when 

atmospheric scintillation causes rapid fluctuations of received power. Through 

enlarging the angle between adjacent links at an FSO node, the two adjacent 

receivers at that node face much different directions; therefore the probability 

of both links suffering from atmospheric scintillation during the same period of 

time is greatly reduced. 

       

To evaluate the performance of constructed FSO mesh networks, four main 

measures of performance are defined in the following section.  

 

3.3.4 Measures of  Performance 

 
The performance of FSO mesh networks is evaluated using four parameters: 

connectivity, average minimum angle, average minimum hop count, and 

average link length. 

 A. Connectivity 

It is known that the reliability of an FSO mesh network is very important for 

the overall performance of the network. According to [49], network reliability is 
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defined as the probability of working nodes connected with functioning links. 

There are three main measures of network reliability: connectivity, resilience, 

and performability measures.  According to [80], for the majority of the 

research on network reliability,   connectivity is the common measure of 

network reliability. In this section, connectivity is also used as the measure of 

network reliability.  

 

Connectivity is defined as the minimum number of nodes that must be 

removed to disconnect a network. Another measure of interest is link (or edge) 

connectivity, which is defined as the minimum number of links (or edges) that 

must be removed to disconnect a network. Link connectivity is extremely 

important for FSO networks with high probability of link failure.  However, it is 

discussed in [70] that “these definitions address only the worst case 

concerning the most unfavorable combination of node or edge failures in a 

network. Alternative and perhaps better metrics for reliability are the averages, 

over all pairs of nodes, of the minimum number of nodes or edges required to 

be removed to disconnect them.”   

 

 Menger's Theorem:  The minimal number of edges separating the source 

from the destination is equal to the maximal number of edge-disjoint source-

destination paths. The minimal number of nodes separating the source from 
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the destination is equal to the maximum number of node-disjoint source-

destination paths.   

According to Menger’s theorem [81], between any pair of nodes, two types of 

connectivity are defined: link connectivity and node connectivity. Link 

connectivity between any pair of nodes is defined as the maximum number of 

link-disjoint paths between the pair of nodes, and node connectivity between 

any pair of nodes is defined as the maximum number of node-disjoint paths 

between the pair of nodes. 

       

In this section, the minimum link connectivity of an FSO mesh network is 

defined as the minimum of the maximum number of link-disjoint paths among 

all pairs of nodes, and the minimum node connectivity as the minimum of the 

maximum number of node-disjoint paths among all pairs of nodes in the 

network. They are worst-case measures of network reliability. This section 

also defines average link connectivity as the average of the maximum number 

of edge-disjoint paths among all pairs of nodes, and average node 

connectivity as the average of the maximum number of node-disjoint paths 

among all pairs of nodes. They are the average-case measures of network 

reliability. 

It can be easily shown that both the link connectivity k′ and the node 

connectivity k between a pair of nodes are equal to or less than the pairwise 
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degree δ of the nodes, where the pairwise degree is the smaller degree of the 

pair of nodes being considered. The pairwise degree is thus the upper bound 

of link and node connectivity. The minimum pairwise degree is the upper 

bound of both the minimum link connectivity and the minimum node 

connectivity of an FSO network. The average pairwise degree is the upper 

bound of the average link connectivity and average node connectivity of a 

network. Since node-disjoint paths between any pair of nodes must also be 

link disjointed, and it’s not always true conversely, it is obtained that: k ≤ k′ ≤ δ.  

     

Both link connectivity and node connectivity reflect path diversity of an FSO 

mesh network. Increased path diversity leads to high reliability of FSO mesh 

networks. 

B. Average Minimum Angle 

Average minimum angle is defined as the average of the minimum angles 

between adjacent links at all FSO nodes. For an N node FSO network, the 

average minimum angle can be expressed as 

 

)(
1
∑
=

=
N

i
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Where avgθ is the average minimum angle, iθ  is the minimum angle formed at 

node i. 
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Average minimum angle is used as a parameter to measure the dependency 

of link failure events of FSO networks in a dynamic environment. The larger 

the angle between any two adjacent links, the lower the probability of the 

failure of both links. 

C. Average minimum hop count     

The average minimum hop count is defined as the average of the minimum 

number of hops among all pairs of nodes in an FSO network. For an N node 

FSO network, it can be expressed as 

 

HC avg = ( ),(
1

1 1
min tsHC

N

s

N

st
∑∑
−

= +=

) / (
2

)1( −× NN
) 

 

Where HC avg  denotes the average minimum hop count, ),(min tsHC denotes the 

minimum hop count between node s and node t. 
2

)1( −× NN
 is the total 

number of node pairs in an N node network. 

         

In FSO networks, the propagation delay of light signals can be ignored 

because of the high speed of light and the fact that link lengths are short; 

however, the delay per hop can not be neglected. As an example, for 

OmniNode (an FSO node), the average delay per hop is about 0.1ms 
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excluding queuing delay [82].  The total delay between a pair of nodes (source 

node and destination node) equals the delay per hop times the minimum hop 

count between them.  

       

Since the total delay between a pair of nodes is proportional to the minimum 

hop count between them, the average minimum hop count is used as the 

measure of average delay performance of FSO networks. The maximum of 

the minimum hop counts corresponds to the maximum delay. It is used as the 

worst-case delay performance of FSO networks. A lower average minimum 

hop count also enhances the reliability of an FSO network. 

D. Average link length     

Average link length is defined as the average length of all FSO links in an FSO 

network. For an FSO network with L links, it can be expressed as 

 

avgLength = (∑
=

L

i
iLength

1

) / L 

 

Where avgLength  is the average link length. iLength  is the length of link i.  L is 

the total number of links in the network.  
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Because of atmospheric attenuation, shorter FSO links have higher system 

margins. Thus, the shorter the average link length, the higher the average 

system margin, and therefore better performance of FSO links can be 

achieved. 

      

Simulations have been done to evaluate the performance of FSO mesh 

networks constructed with different topology design algorithms. In the next 

section, the simulation results are shown and analyzed.  

 

3.3.5 Simulation results and analysis 

Performance measures defined in the last section are calculated based on 

topologies constructed with the CN algorithm and the NTD algorithm. The 

results for each are compared. 

A. Connectivity 

(1). Deterministic Connectivity 

To compare the NTD algorithm with the CN algorithm, 50 Poisson-distributed 

point sets each with 40 nodes are generated with random seeds from 1 to 50. 

All 40 nodes are located in a 40×40 square. Each node has 4 transceivers that 

can be used to build links with other nodes. 
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The connectivity of a static FSO network is evaluated. The minimum 

connectivity and the average connectivity are calculated. There are 40*(40-

1)/2 = 780 possible pairs of nodes in a 40-node topology.  

Table 3.1 Comparison of connectivity between CN and NTD 

 CN NTD 

mini. δ 3.88 3.52 

mini. k′ 2.28 3.36 

mini. k 1.46 2.0 

avg. δ 3.99 3.986 

avg.  k′ 3.548 3.96 

avg. k 2.7 3.51 

      

Table 3.1 shows the results averaged over 50 different topologies.   mini. is 

short for minimum. avg. is short for average. δ denotes pairwise degree. k′ 

denotes link connectivity. k denotes node connectivity.  

       

The simulation results show that even though NTD forms smaller minimum 

pairwise degree, it outperforms the CN model by 47.4% on the minimum link 

connectivity, and 37% on the minimum node connectivity. Similarly, the NTD 

has smaller average pairwise degree; however, it outperforms the CN by 

11.6% on the average link connectivity, and 30% on the average node 
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connectivity. The increase of link connectivity and node connectivity for NTD 

over CN comes mainly from a more even distribution of FSO links.  

      

Since the minimum pairwise degree and average pairwise degree are the 

upper bounds of minimum connectivity and average connectivity, it is 

observed that the connectivity of a topology constructed with NTD is very 

close to the maximum connectivity. 

(2). Link Connectivity under Failures 

Since link failure usually happens in a dynamic environment for FSO networks, 

it should be taken into consideration in the network reliability measure. Link 

connectivity under failures reflects the robustness of FSO networks in a 

dynamic environment. In the simulation, the Monte Carlo model is employed to 

simulate the dynamic feature of FSO networks. Link failures are treated as 

random events and independent events from each other. 

     

To do the simulation, 70 randomly distributed nodes are generated in a 70×70 

square with each node having degree constraint 5.  
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Figure 3.17 Minimum pairwise degree under link failure 

 

     Figure 3.18 Minimum link connectivity under link failure 
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Figure 3.19 Average pairwise degree under link failure 

 

Figure 3.20 Average link connectivity under link failure 
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Figure 3.17 to 3.20 show the simulation results averaged over five different 

topologies. Both the minimum link connectivity and the average link 

connectivity are plotted against link failure probabilities from 0.0 to 0.3. Figure 

3.18 and 3.20 show the minimum link connectivity and average link 

connectivity against link failure probabilities, respectively. Minimum pairwise 

degree and average pairwise degree are plotted against link failure 

probabilities in Figure 3.17 and 3.19, respectively. One can observe clearly 

that even though the resulting minimum pairwise degree and average pairwise 

degree are a bit smaller for NTD over CN, the minimum link connectivity and 

the average link connectivity against link failure probabilities are higher for 

NTD over CN in most cases.  

B. Average Minimum Angle 

To calculate the average minimum angle for different topologies, the 

simulation was performed with 40 Poisson-distributed FSO nodes located in a 

40×40 square. Each FSO node has 4 transceivers. 20 different topologies are 

generated with random seeds from 1 to 20. Simulation results are averaged 

over these 20 different topologies.  

Table 3.2 Average minimum angle comparison between CN and NTD 

  CN NTD 

Avg. min. angle 23.35 33.57 
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Simulation results show that the average minimum angle at any node of the 

topology constructed with the CN algorithm is 23.35o, whereas the average 

minimum angle is 33.57o with the NTD algorithm. There is a 43.77% increase 

of average minimum angle for NTD over CN.  

C. Average Minimum Hop Count 

To compare the NTD algorithm with the CN algorithm, the same 20 sets of 

nodes as those used previously are also used here. Based on them, 20 

different topologies constructed with CN and NTD are formed, respectively, for 

the measurement of minimum hop count. 

Table 3.3 Hop count comparison between CN and NTD 

  CN NTD 

Max. hopc. 7.9 6.8 

Avg. hopc. 3.8633 3.42045 

 

Table 3.3 shows the simulation results averaged over 20 different topologies. 

There is a 16.17% decrease of maximum minimum hop count for NTD over 

CN, and a 12.9% decrease of average minimum hop count for NTD over CN. 

D. Average Link length 

The same 20 different topologies are used for the measurement of average 

link length.  
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Table 3.4 Average link length comparison between CN and NTD 

  CN NTD 

Avg. link length 6.79 7.35 

 

The above simulation results show that the average link length of the topology 

constructed with the CN algorithm is 6.79; the average link length is 7.35 with 

the NTD algorithm. There is only 7.6% decrease of average link length for CN 

over NTD. 

3.4 Summary 

In this chapter, a topology design problem for FSO mesh networks is stated. 

Previous research is reviewed.  A network topology design (NTD) algorithm is 

proposed for the physical layer configuration of FSO mesh networks. An initial 

configuration is created by using Delaunay Triangulation which maximizes the 

minimum angle of the mesh topology. The proposed algorithm then creates 

higher path diversity by deleting and adding edges in the configuration such 

that the degree constraint of the network is met while at the same time 

minimum angles at all applicable nodes are enlarged. Improvement in the 

performance of FSO networks designed using the proposed NTD algorithm is 

verified through extensive simulations. Compared to the CN algorithm, the 

proposed NTD algorithm results in higher link connectivity and node 

connectivity, larger average minimum angle, and lower minimum hop count.  
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Chapter 4 
 

The NTD Algorithm in 3-dimensional Space 

 

Abstract: This chapter discusses errors caused in the NTD algorithm 

proposed in Chapter 3 because of the 2 dimensional (2-D) approximations of 3 

dimensional (3-D) FSO node locations. A 3-D NTD algorithm is therefore 

proposed and analyzed that can not only avoid all the errors, but also achieve 

high spatial diversity and low average link length. 

   

4.1 Introduction 

One of the major advantages of FSO networks is the ease with each FSO 

network can be deployed in any environment, including when the terrain is 

difficult and the heights of all FSO nodes are not identical. An equally 

compelling case is for downtown FSO deployment where the heights of all the 

buildings are not identical. The topology design algorithm presented in 

Chapter 3 is based on 2-D Delaunay Triangulation where the given set of 

points in 3-D space is treated as lying in the plane z=0. Obviously, if the 

heights of the FSO nodes are not identical, this condition does not hold.  
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This chapter develops a means by which the physical topology design problem 

in a 3-D environment can be effectively addressed. 

 

4.2 Review of the properties of an optimal physical topology for FSO 

mesh networks 

Based on the analysis made in Chapter 3, an optimal physical topology of an 

FSO mesh network should have the following properties. 

• FSO links at any node should have high angular divergence, which 

implies high spatial diversity, in order to make the thus formed FSO 

network more tolerant in a dynamically changing environment.   

• It should be difficult to disconnect an FSO network by removing a few 

links or nodes, which implies high redundancy. 

• Although all links are assumed to be within the allowable transmission 

range, shorter FSO links have higher system margin; therefore in the 

topology design of FSO networks, nearer nodes should have a higher 

priority of being connected to a given node. 

 

4.3 Errors caused by the 2D-approximation of a 3D terrain 

The previously proposed NTD algorithm is reviewed first. Given the location 

information of all FSO nodes, based on the assumptions made in Chapter 3, 

the NTD algorithm operates as follows. 
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Step 1: Construct the DT of the given set of nodes. 

Step 2: For nodes with degree higher than ∆ in the DT, remove the longer 

edge of two adjacent edges that form the minimum angle. Repeat 

until the degree constraint of each node is met. 

Step 3: For nodes with degree less than ∆, edges are added in ascending 

order of their lengths without violating the degree constraint at any 

node. 

 

Taking a 2-D projection of a 3D-based location as in step 1, 2, and 3 will result 

in the following errors. 

 

First, Step 1 starts with building a 2-D DT graph that has not only high 

redundancy, but also high spatial diversity.  The DT is constructed by 

operating on a set of points lying in the 2-D plane, z=0. Even though the 2-D 

DT maximizes the minimum angle of all triangles in the 2-D plane, the 

minimum angle in a 2-D plane is not necessarily to be the same as in the 

corresponding 3-D graph of triangulation. Therefore, it results in error when 

applied to 3-D space.  We prove this by a counterexample which follows. 

 

The coordinates of four points considered in the X, Y, Z co-ordinates are as 

follows:  
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                                                 A = 0, 0, 0 

                                                 B = 1.5, 0, 0 

                                                 C = 1, 2, 0 

                                                 D = 0, 1.5, 2 

The four points, under consideration, A, B, C, and D are shown in Figure 4.1. 

Points A, B, and C lie on the X-Y plane while D does not. D' is the projection of 

D on the X-Y plane. 

X

Y

Z

A

B C

D

D’

 

Figure 4.1 Comparison between 2D minimum angle and 3D minimum angle 

After geometric computations, the following results are obtained. The minimum 

angle ∠CAD’ in the 2-D plane (containing points A, B, C, and D') is equal to 

26.57o. The minimum angle in the 3-D space (containing points A, B, C, and D) 

is ∠ADB, which is equal to 30.96o. Since the minimum angles in the 2-D and 

3-D configurations are different, the maximization of the minimum angle will 
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have to adopt a different process. In this particular case, in the 2-D plane, the 

shared edge of two adjacent triangles has to be BD in order to maximize the 2-

D minimum angle; whereas in 3-D space, the shared edge has to be AC in 

order to maximize the 3-D minimum angle. This angle maximization is still 

done using edge flipping technique. Figure 4.1 illustrates the case. It can be 

observed that the likelihood of this situation arising will increase as the 

difference between the heights of the nodes increases. 

 

Step 2 deletes edges in order to satisfy the nodal degree constraint, as well as 

further increasing spatial diversity among FSO links at all applicable nodes. 

Step 2 also may cause error when the minimum angle found is not minimal in 

3-D space. Figure 4.2 shows the case. 

X

Y

Z

 

Figure 4.2 Relationship between a 3-D angle and its corresponding 2-D angle 
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Step 3 adds edges to the graph in the ascending order of their length. The 

length of each edge is actually calculated based only on their 2-D coordinates; 

therefore Step 3 may also cause error when the length of an edge in the 3-D 

space is not the same as the length of its projection on the 2-D plane.  Based 

on the above analysis, the proposed NTD algorithm is not optimal when the 

heights of FSO nodes are not identical in a 3-D terrain. 

 

To avoid the errors caused in the 2-D NTD algorithm, the algorithm needs to 

be extended to operate on a given node set in the 3-D space. In the proposed 

heuristic approach, the 3-D graph of triangulation, formed by mapping a 2-D 

planar graph of triangulation to the 3-D node set, is used as a starting point, 

instead of starting with a 3-D DT.  There are two reasons for that. 

• The computational complexity of a 3-D DT is considerably higher than 

a 2-D DT. For a point set of n points, the worst-case time complexity 

for a 2-D DT is O(n log n) [83], whereas for a 3-D DT it is O(n2) [84].  

• In a 3-D DT of a point set of n points, the number of tetrahedra is O(n2) 

[83], thus leading to a much higher storage requirement. 

 

4.4 The 3D NTD algorithm 

Based on the above constraints, a heuristic 3-D NTD algorithm is stated as 

follows. 



 

 80

Step 1: Construct a planar graph of triangulation of a given set of nodes in 

3-D space lying in the 2-D plane (z=0). 

Step 2:  Map the connectivity information of the 2-D graph on to the given 

3-D node set, forming a 3-D graph of triangulation. 

Step 3:  For any two adjacent triangles of the 3-D graph of triangulation, flip 

their shared edge, based on the evaluation of all the angles formed, 

in order to maximize the minimum angle.  

Step 4: Among nodes with degree higher than degree constraint in the 3-D 

topology, find the node with the minimum angle formed by its two 

adjacent links; remove the longer edge of two adjacent edges that 

form the minimum angle at that node. Repeat until the degree 

constraint of each node is met. 

Step 5: In 3-D space, for nodes with degree less than degree constraint, 

add edges in the ascending order of their lengths without violating 

the degree constraint at any node. 

 

It can be observed that the proposed 3-D algorithm will result in a physical 

topology with larger minimum angles and shorter average link lengths 

compared to the case if the 2-D NTD algorithm were executed on a planar 

projection of the 3-D node set, and the resulting topology simply extended in 

the 3-D space. The larger minimum angle results from the fact that the 
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extended 3-D NTD algorithm deletes edges based on the actual 3-D minimum 

angle. During edge adding procedure, the 3-D NTD adds edges in the 

ascending order of their actual 3-D edge length; therefore, the 3-D NTD results 

in shorter average link length.  We conclude that the 3-D NTD algorithm 

effectively results in a configuration that is well suited to the actual 3-D space. 

The 3-D NTD algorithm is expected to achieve higher spatial diversity as well 

as shorter average link length when applied to a 3-D terrain.  
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Chapter 5 

Routing in FSO Mesh Networks 

 

Abstract: This chapter addresses the routing problem in degree-constrained 

FSO mesh networks. In this chapter, four different routing algorithms are 

proposed. Their performances are evaluated through simulations for a number 

of FSO mesh networks with different topologies and nodal degrees. The 

performance parameter against which these algorithms are evaluated is the 

mean end-to-end delay. The proposed Least Cost Path (LCP) routing 

algorithm, which is based on minimizing the end-to-end delay, is considered 

as the bench mark. The performances of each of the three other proposed 

algorithms are evaluated against the bench mark.  The proposed Minimum 

Hop Count with Load Balancing (MHLB) routing algorithm is based on the 

number of hops between the source and the destination node to route the 

traffic. Simulation shows that the MHLB routing algorithm performs best in 

most cases compared to the other two. It results in minimum average delay 

and least blocked traffic.  

 

5.1  Introduction 
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Network topology and routing are the two critical factors that affect the 

performance of FSO networks. Traditionally, for wired communication 

networks such as fiber-optic networks, a fixed physical layer topology is 

formed based on external traffic flow requirements, and performance 

considerations. Routing is the task of finding optimal logical connections that 

can be mapped on to the physical layer topology in order to achieve low delay, 

high throughput, or reduced congestion.  

 

5.1.1 Previous works 

 Research in [85] presents a delay-constrained minimum hop (DCMH) 

distributed routing algorithm for real time communication applications.   An 

optimal diverse routing algorithm is proposed in [86] to find the shortest pair of 

physically-disjoint paths in order to improve the reliability of fiber optical 

networks. Reference [87] presents an algorithm that computes the shortest 

path from a given source to a destination for any number of hops for QoS 

routing. Research in [88] extends the work in [87], and proposes an All Hops 

Shortest Paths (AHSP) algorithm to compute the shortest path with hop count 

limitation in order to find a feasible path. An algorithm is proposed in [89] to 

measure the average delay of a packet in packet switched networks under 

conditions of random failure and specific priority routing discipline. For multi-

path packet switching communication networks, traffic splitting is necessary to 
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spread traffic along multiple paths. However none of the above mentioned 

investigations considers splitting the traffic so that desired performance 

benchmarks might be realized. 

 

To achieve an equitable traffic load distribution, reference [90] proposes a 

framework for packet-based load sharing in multi-path communication 

networks.  The same authors also propose in [91] a framework for flow-based 

traffic splitting in multi-path communication networks. Although their proposed 

schemes result in low mean squared workload deviation, the end-to-end path 

delay is not considered in their work. Reference [92] proposes an algorithm to 

distribute packets to a set of active paths in a round robin fashion. A load-

balanced routing scheme is proposed in [93] to randomly distribute the traffic 

load over all available paths to the destination for real time applications. 

However with different multiple paths, using the proposed algorithms in [92, 93] 

to spread traffic along those paths may not lead to the minimized end-to-end 

path delay.  A survey is presented in [94] that introduces several approaches 

to solve multi-constrained paths problem for QoS routing.  

 

All of the above mentioned routing approaches assume a given physical layer 

topology. However, for FSO networks, current approaches [67], [95] have 

combined both topology design and routing problems into one making use of 
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the auto-tracking function of FSO nodes. In these approaches, logical 

topologies are first calculated at upper layer. Physical layer topologies are 

then gradually formed based on the calculated logical topologies. Since the 

mapping of physical layer topology to logical topology involves a number of 

rounds of mechanical movements of transceivers in FSO nodes, and each 

movement of a transceiver takes about 500ms for alignment purpose only [67]; 

these approaches are, in general, not practical for FSO communication 

networks.   

      

5.1.2 The proposed framework for routing  

In this chapter, the routing problem is addressed using an approach that is 

similar to the wired networks. In Chapter 3, a topology design algorithm has 

been presented to construct a highly reliable physical layer topology for an 

FSO mesh network [96]. Now, based on a given physical layer topology, and 

external traffic demands, the objective here is finding an optimal logical 

topology that can be mapped on to the physical layer topology in order to 

achieve low average packet delay. Four different routing algorithms, including 

the benchmark routing algorithm, are proposed in this chapter. Through 

extensive simulations, it is shown that the proposed minimum hop count with 

load balancing (MHLB) routing algorithm leads to the best overall performance. 

The MHLB routing algorithm has computational simplicity while at the same 
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time matching the performance level achieved by the benchmark routing 

algorithm.  

This chapter is arranged as follows. Section 5.2 presents the problem that 

needs to be solved. A queuing system model is introduced in Section 5.3. 

Section 5.4 presents the mathematical background. The four proposed routing 

algorithms are presented in Section 5.5. Section 5.6 shows the simulation 

results. Section 5.7 concludes this chapter. 

 

5.2  Problem statement  

Three factors can affect the delay performance of FSO networks: physical 

layer topology, external traffic demands, and routing strategy. It is assumed 

that the physical layer topology and external traffic demands are given. To 

simplify the problem, all link capacities are assumed to be the same. This is 

generally the case for FSO networks. The problem addressed in this chapter 

can be stated as follows: find an optimal routing strategy that minimizes the 

average end-to-end delay T. It can be easily observed that the routing problem 

is a flow assignment (FA) problem [97]. The FA problem can be stated as 

follows. 

Given: network topology and external traffic flows 

Minimize: T 

With respect to:  {λi}, i =1, 2, …, L 
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λi is the traffic load on link i. The lambdas are determined by the specific 

routing strategy deployed. 

 

5.3  System model 

In this chapter, a communication network is modeled as a network of queues. 

It is analyzed based on Jackson's theorem. The theorem is based on three 

assumptions [48]: First, each node in the queuing network provides an 

independent exponential service. Second, external traffic arrives at any node 

with a Poisson rate. Third, traffic departs from a node with a fixed probability. 

To illustrate a queuing network, given the physical layer topology of a five-

node network shown in Figure 5.1, the network can be modeled as a network 

of queues shown in Figure 5.2.  

 

Figure 5.1 A five-node network 
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Figure 5.2 A network of queues 

 

According to Jackson's theorem, each node may be analyzed separately from 

others as an independent M/M/1 or M/M/N model [48]. It is assumed that the 

traffic arrival rate is Poisson, and the service time distribution is negative 

exponential. For a Poisson arrival process, the following equation applies. 

 
Where: 

• t is used to define the interval 0 to t  

• n is the total number of arrivals in the interval 0 to t.  

• lambda is the total average arrival rate in arrivals/sec. 

By substituting n with 0, the following equation is obtained: 

 
 

It shows that the probability that no arrival takes place during an interval from 

0 to t is negative exponentially related to the length of the interval. Similarly, 

the service times for customers are also negative exponentially distributed (i.e. 

generated by a Poisson process). 

 

For packet switching networks, it looks like that this approach of treating each 

node as an independent M/M/1 or M/M/N model has a flaw. The reason is that 
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since the length of a packet is the same at each transmission link, and the 

arrival process to each queue is correlated to the service process, the service 

time distribution is not independent.  However, it is discussed in [98] that, for 

external traffic entering the network, this assumption is quite accurate. The 

reason is that the collective interarrival times and lengths of messages 

generated by the entire population of subscribers exhibit an independence, 

since the length of a message generated by any particular subscriber is 

completely independent of the arrival times generated by the other subscribers. 

It is similar to the internal traffic of packet switching networks. In general, there 

is more than one channel delivering messages into any particular node (in 

addition to those messages arriving from the external source feeding this 

node), and more than one channel transmitting messages out of this node. 

Because of this effect of entry and exit of traffic, it has been demonstrated in 

[98] that the arrival process at each node can be approximated by the Poisson 

process. 

 

5.4  Mathematical background:  

A degree-constrained FSO mesh network is treated as a graph G(N,L) with N 

representing the set of nodes and L representing the set of links. The following 

notations are used. 
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A=[γjk] denotes the N x N traffic matrix, where 

γjk : external traffic flow entering node j, and destined to node k 

B=[ stρ ] denotes the N x N link utilization matrix, where 

stρ : utilization of link between node s and node t.  

µ : departure rate of any link 

λi : traffic load on link i 

λ:  total internal traffic load 

γ:  total external traffic demand 

T:  average delay for all packets traveling through the network 

 

Assume that the external traffic flow requirement from a source node j to a 

destination node k is γ jk, then the total external traffic flow γ  (in packets per 

second) that is offered to the network can be expressed as 

 

 γ  = ∑∑
= =

N

j

N

k1 1

γ jk                      (1)   

         

Since a packet may travel multiple hops from the source to the destination, the 

total internal traffic flow λ  in the network will be higher than the external 

offered traffic. The total internal traffic load in the network is therefore given as 
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    λ = ∑
=

L

i
i

1

λ                          (2) 

         

It can be seen that the total internal traffic flow depends on not only the 

external offered traffic, but also the actual paths taken by packets through the 

network. The total traffic load on each individual link is determined by both the 

offered traffic flows, and the routing algorithm. 

         

Since each FSO link is actually a directional light beam, an FSO light signal 

propagates at light speed. With limited FSO link length (up to 4 km), the 

propagation delay can be neglected; therefore when a packet travels along its 

multi-hop path, it is served at a node, and then considered to go directly to the 

next node on its path. According to Little's formula, for link i in the network, the 

average number of packets ir  waiting and being served for that link is given by 

 

ir  = iλ riT           i = 1, 2, ... , L 

 

Where riT  denotes the average residence time for packets waiting and being 

served for that link. Then the average total number of packets resident in the 
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whole network is given by∑
=

L

i
i

1

λ riT  . Since the total number of packets in the 

network can also be expressed as γ T; the average delay T is given by 

 

   T = 
γ

1
∑
=

L

i
i

1

λ riT                  (3) 

 

By applying the M/M/1 model, 

 

T = 
γ

1
∑
= −

L

i i

i

1 λµ

λ
= 
γ

1
∑
= −

L

i i

i

1 )(1 µλ

µλ
=
γ

1
∑
= −

L

i i

i

1 1 ρ

ρ
         (4) 

 

Because of the separatibility [97] of each component at the right hand side of 

equation (4), the sensitivity of the average delay T to the utilization of link i can 

be expressed as 

  

=
∂

∂

i

T

ρ
 

2)1(
1

iργ −
 ,      i = 1, 2, … , L           (5) 

 

Further, 

2

2

i

T

ρ∂

∂
 =

3)1(
2

iργ −
,    i =1, 2, … , L          (6) 
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Since the utilization of link i, iρ = µλi , always satisfies that 0 ≤  iρ  < 1 to keep 

the network in a stable state; therefore, 2

2

i

T

ρ∂

∂
 > 0 for all i under the link 

utilization constraint. It can be concluded that T is a convex function of link 

utilization. It shows that with the increase of link utilization iρ , the growth of T 

becomes faster. Therefore, an optimal routing strategy should keep link 

utilization of each link minimal in order to minimize the average delay T. The 

total internal traffic flow in the network also affects the average delay T; 

therefore, given external traffic flow requirements and physical layer topology 

of a network, an optimal routing algorithm should be able to minimize the total 

internal traffic flow of the network in order to minimize the average delay T. 

         

Based on above analysis, the properties of an optimal routing algorithm are 

specified as: 

• For all links in the network, the link utilization constraint has to be 

satisfied, i.e., 0 ≤ iρ < 1, i =1, 2, …, L . 

• The link utilization of each link has to be kept as low as possible, 

which means that links with low utilization should have higher 

priority of being chosen to route a given traffic flow demand. 
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• Given physical layer topology and external traffic flow requirements, 

the total internal traffic should be kept as low as possible through 

routing in order to decrease the average delay. 

 

5.5  Proposed routing algorithms 

The traffic matrix is constructed first. Each entry of the traffic matrix consists of 

source node j, destination node k, and required traffic flow jkγ , where j = 1, 

2, … , N, k = 1, 2, … , N. If j = k, then jkγ =0. The link utilization matrix is 

constructed as follows. Each entry of the link utilization matrix consists of node 

s, node t, and link utilization stρ , where s = 1, 2, … , N, t = 1, 2, … , N. If there 

is no direct link between node s and node t, or s = t, then set stρ = 1. 

Otherwise, it sets to 0. For practical reasons and for simplification, the 

maximum link utilization maxρ  of each link is set as 0.8 (to keep delay within 

bounds). Because of this link utilization constraint, all traffic that can not be 

routed is regarded as blocked traffic. Four different routing algorithms are 

proposed as follows. 

 

5.5.1 Least Cost Path routing algorithm (LCP) 
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Assume that the existing traffic load on link i is *
iλ , or the existing link utilization 

of link i is
µ

λ
ρ

*
* i

i = . Using equation (5), we compute the cost (the increment of 

average delay) of routing traffic flow jkγ  through link i as 

Cost(i) = 
µ

γ

ρ
ρρ

jk

i
ii

T
×

∂

∂

=
*

 = 
µ

γ

ργ

jk

i

×
− 2*)1(

1
            (7) 

Therefore, the total cost of routing traffic jkγ through a path of m links 

is∑
=

m

i

iCost
1

)( . 

      

In order to minimize the average delay T, each traffic demand is routed 

through the least cost path. The proposed least cost path routing algorithm is 

as follows. 

 

1. Set maxρ =0.8. Route all one hop count traffics under the constraint 

that iρ  ≤ maxρ . Update traffic matrix and link utilization matrix. 

2. Arrange all traffic demands in the decreasing order. If the maximum 

traffic demand is 0, then stop. 

3. Starting from the heaviest traffic demand, find the least cost path to 

route the traffic under the constraint that iρ  < maxρ  for any link i on the 

path. Because of the upper bound of link utilization, the part of traffic 
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that can't be routed through the path remains unrouted. Update traffic 

matrix and link utilization matrix. If no such path exists, consider next 

traffic demand. Repeat Step 3 until all traffic demands are considered. 

Go to Step 2. 

 

In the proposed LCP routing algorithm, Dijkastra's algorithm is used to find the 

least cost path at step 3 in order to route a given external traffic demand. Link 

cost is computed according to equation (7). Dijkastra's algorithm has been 

introduced in Chapter 2. 

        

Given network topology and link cost information, an example is given here on 

how to find the least cost path to route a given traffic at step 3. For a six nodes 

network of degree three shown in Figure 5.3, assume all link costs (the delay 

computed in advance) are as shown in the figure. To route a given traffic from 

source node A to destination node F, the algorithm proceeds according to the 

Dijkstra’s algorithm but under the link utilization constraint. It operates as 

follows. 
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Figure 5.3 Least cost path routing 
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First the source node A and its edges (AB, AC, AE) are included in a Tree. 

Then since the path A-C has the least cost, node C and its edge CD is 

included in the Tree. At the next step, since path A-E has the least cost, node 

E and its edge EF are included in the Tree. Among path A-B, A-C-D, and path 

A-E-F, the algorithm finds that the path A-C-D has the least cost; therefore it 

includes node D and its edge DF in the Tree. At last, comparing path A-E-F 

with path A-C-D-F, the least cost path from source node A to destination node 

F is found as A-C-D-F. Then the traffic is routed through path A-C-D-F. The 

algorithm continues to proceed to the next traffic demand. 

 

5.5.2  Minimum Hop Count Path Routing Algorithm (MHP) 

The proposed minimum hop count path routing algorithm is used to route each 

traffic demand through the corresponding minimum hop count path in order to 

minimize the total internal traffic load on the network. In this way, it is expected 

to achieve low average packet delay. The proposed minimum hop count path 

routing algorithm is presented as: 

 

1. Set maxρ =0.8. Route all one hop count traffics under the constraint 

that iρ  ≤ maxρ . Update traffic matrix and link utilization matrix. 

2. Arrange all traffic demands in the decreasing order. If the maximum 

traffic demand is 0, then stop. 
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3. Starting from the heaviest traffic demand, find the minimum hop count 

path to route the traffic under the constraint that iρ  < maxρ  for any link i 

on the path. If more than one minimum hop count path exists, choose 

the one with the minimum maximum link utilization. Because of the 

upper bound of link utilization, the part of traffic that can't be routed 

through the path remains unrouted. Update traffic matrix and link 

utilization matrix. If no such path exists, consider next traffic demand. 

Repeat Step 3 until all traffic demands are considered. Go to Step 2. 

 

At step 3, For a path with m links, the maximum link utilization of the path is 

defined as: max { iρ , i =1, 2, … , m}. This concept is also used in the following 

two routing algorithms. By setting the cost of each link to be 1, a modified 

Dijkastra’s algorithm is used to find the minimum hop count path for a given 

traffic under link utilization constraint. From source node to any intermediate 

node or the destination node, if two or more minimum hop count paths are 

found, the algorithm chooses the path with minimum maximum link utilization. 

       

Given network topology and link utilization, here an example is given on how 

to find the minimum hop count path to route a given traffic. For a six nodes 

network of degree three shown in Figure 5.4, assume the cost of each link is 1. 

The current link utilizations are shown in the figure. To route a given traffic 
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from source node A to destination node F, the modified Dijkastra’s algorithm is 

used to find the minimum hop count path. It operates as follows. 

 

Figure 5.4 Minimum hop count path routing 
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First the source node A and its edges (AB, AC, AE) are included in a Tree. 

Since AB, AC, and AE are all one hop count path, the algorithm picks node B 

and its edges (BD, BF), and includes them in the Tree. At the next step, since 

both path A-C, and A-E have only one hop compared with path A-B-D, and A-

B-F of two hops, the algorithm picks node C, and includes it and its edges (CD, 

CE) in the Tree. From node A to node D, the algorithm compares path A-C-D 

with path A-B-D. It keeps path A-B-D as the minimum hop count path from A 

to D. From node A to B, since path A-B has only one hop count, but path A-C-

B has two hop counts, path A-B remains. From node A to E, since path A-E 

has one hop, path A-C-E has two hops, path A-E is kept as the minimum hop 

count path from node A to node E. The algorithm continues to pick up node E 

and its edges (EC, EF), and includes them in the Tree. Then it compares path 

A-C with path A-E-C, and keeps path A-C. It compares path A-B-F with path 

A-E-F. Both paths have the same cost (or two hop counts), but path A-B-F has 

the minimum maximum link utilization, therefore path A-B-F is chosen as the 

minimum hop count path from node A to node F. The traffic is thus routed 

through this path, and the algorithm continues to proceed to the next traffic 

demand. 
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5.5.3 Minimum Hop Count with Load Balancing Routing Algorithm 

(MHLB) 

The MHLB routing algorithm is used to route all traffic based on the hop count 

of the paths. All one hop count traffic is routed first, then two hop count traffic, 

next three hop count traffic, and so on. The maximum link utilization of a link is 

set at 0.6 first, which is increased up to 0.8 in the subsequent rounds. The 

steps are as follows. 

 

1. Set maxρ =0.6. Route all one hop count traffics under the constraint 

that iρ  ≤ maxρ . Update traffic matrix and link utilization matrix. Set 

counter = 1. 

2. Arrange all traffic demands in the decreasing order. If the maximum 

traffic demand is 0, then stop. Otherwise increase counter by 1 (or 

counter++), let maxρ = maxρ +α , 0 ≤<α 0.2 (the actual value of α selected 

is determined by searching the optimal value from a small set). If maxρ > 

0.8, then set maxρ =0.8. 

3. Starting from the heaviest traffic demand, find the path with total hop 

count less or equal to counter to route the traffic under the constraint 

that iρ  < maxρ  for any link i on the path. If more than one such path 

exists, choose the one with the minimum maximum link utilization. 
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Update traffic matrix and link utilization matrix. If no such path exists, 

consider next traffic demand. Repeat Step 3 until all traffic demands are 

considered. Go to Step 2. 

      

At step 3, a modified Bellman-Ford algorithm is used to find the path with total 

hop count less or equal to counter to route a given traffic. Traffic load 

balancing is achieved through increasing the upper bound of link utilization 

from 0.6 to 0.8 step by step. The MHLB is expected to achieve low average 

delay, low total internal traffic, and least blocked traffic.  

 

At step 3, the hop count constraint is set as equal to counter, and the upper 

bound of link utilization equals to maxρ . For an n node network, to route a given 

traffic from source node s to destination node t, the modified Bellman-Ford 

algorithm is stated as follows. First it defines, 

w(i, j) = link cost (or weight) from node i to node j; if i = j, w(i, j)= 0; if two 

            nodes are directly connected, and ρ(i, j) < maxρ , then w(i, j) = 1; 

            otherwise, w(i, j) = ∞. 

h = maximum number of links in a path at the current stage of the 

      algorithm, h ≤  counter. 

Lh (n) = cost (equals to hop count from node s to n) of the least-cost path 

             From node s to node n under the constraint of no more than h 
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             links,  Lh (n) ≤   counter. 

ρ h (n) =  the maximum link utilization of the least-cost path from node  

              s to node n. 

The modified Bellman-Ford algorithm operates according to the following two 

steps. Step 2 is repeated until none of the costs changes: 

 

Step 1: L0 (n) = ∞, for all n ≠ s 

        Lh (s) = 0, for all h 

Step 2: For each successive h ≥  0, and each n ≠ s, compute 

Lh+1 (n) = 
j

min
 [Lh (j) + w (j, n)];   j is the predecessor node of node n 

If ρ h+1 (n) ≤  ρ h (n), then the previous path remains; otherwise, the 

newly find path is kept, and the old one is removed. 

If h = counter, and n = t, stop; otherwise, repeat step 2. 

       

Given network topology and link utilization information, here an example is 

given to show how the algorithm operates to find the path to route a given 

traffic. For a six nodes network of degree three shown in Figure 5.5, assume 

the cost of each link is 1. The current link utilization information is shown in the 

Figure 5.5(a). Now, suppose the amount of a given traffic from source node A 

to destination node F will result in an increase of link utilization by 0.6 on any 

link if the whole traffic is routed through that link.  To route the given traffic 



 

 105

from source node A to destination node F, the modified Bellman-Ford 

algorithm operates as follows to find the path. 

 

 

Figure 5.5 MHLB routing 
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Suppose at current stage, the upper bound of link utilization maxρ  = 0.7 and the 

counter equals 3, which means that the maximum hop count of the path from 

node A to node F shouldn’t exceed 3. The algorithm first picks up source node 

A and one hop count path A-B, A-C, and A-E; then proceeds to two hop count 

paths. The algorithm picks up node B, and its edges BD and BF, and finds two 

hop count paths A-B-D, and A-B-F. Then it picks up node C, and its edges CD 

and CE, and compare path A-C-D with path A-B-D. These two paths all have 

two hop counts, and the same maximum link utilization, the algorithm picks 

path A-B-D, path A-C-D is removed. The algorithm also compares path A-C-E 

with path A-E. Even though both paths have the same maximum link utilization, 

path A-E has only one hop count, therefore path A-E remains.  The algorithm 

continues to proceeds to pick up node E, and its edges EC and EF. It 

compares path A-E-C with path A-C, then it chooses path A-C. It then 

compares path A-E-F with path A-B-F. It chooses path A-E-F since path A-E-F 

has lower maximum link utilization. The algorithm proceeds to three hop count 

path. It picks node D and its edge DF. It compares path A-B-D-F with path A-

B-F, path A-B-D-F is kept because it has lower maximum link utilization. It 

continues to compare path A-B-D-F with path A-E-F, then path A-E-F remains 

since path A-E-F has lower maximum link utilization. The algorithm stops since 

h = counter, and the path is found. At last, part of the traffic is routed through 

path A-E-F to make its maximum link utilization increase to 0.7 because 0.7 is 



 

 107

the current link utilization constraint. The rest of the traffic remains unrouted 

until next round. In this way, traffic is not only routed through paths of lower 

hop count, which should lead to less total internal traffic, but also distributed 

more evenly. 

 

5.5.4  Minimum Hop Count Routing Algorithm (MH) 

Proposed MH routing algorithm is used to route all traffic demands based on 

the hop count of the paths similar to MHLB. All one hop count traffic are routed 

first, then two hop count traffic, next three hop count traffic, and so on. 

However for MH algorithm, the upper bound of link utilization always remains 

as 0.8 during the whole process.  

 

1. Set maxρ =0.8. Route all one hop count traffic under the constraint 

that iρ  ≤ maxρ . Update traffic matrix and link utilization matrix. Set 

counter = 1. 

2. Arrange all traffic demands in the decreasing order. If the maximum 

traffic demand is 0, then stop. Otherwise increase counter by 1 (or 

counter++). 

3. Starting from the heaviest traffic demand, find the minimum hop count 

path with total hop count less or equal to counter to route the traffic 

under the constraint that iρ  < maxρ  for any link i on the path. If more than 
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one such path exists, choose the one with the minimum maximum link 

utilization. Update traffic matrix and link utilization matrix. If no such 

path exists, consider next traffic demand. Repeat Step 3 until all traffic 

demands are considered. Go to Step 2. 

 

At step 3, the previous modified Bellman-Ford algorithm is used to find the 

minimum hop count path with total hop count less or equal to counter to route 

a given traffic demand. Through MH routing the total internal traffic is expected 

to be the least. However, since the upper bound of link utilization is not 

increased step by step as MHLB, with MH routing, traffic is not so evenly 

distributed as the MHLB. 

 

5.6 Simulations and analysis 

Case1:  

Assume a physical layer network topology of degree 3 with 10 nodes and 15 

links. The departure rate µ is set as 130 units. 

 

(a) Light external traffic demands:  

For a 10-node network, there are 10×9 distinct source-destination node pairs. 

Therefore 90 external traffic demands are generated randomly from 0 to 9 

units corresponding to the 90 different source-destination node pairs. 
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Simulations are done over 10 different topologies with proposed four different 

routing algorithms to route the traffic.  Under light external traffic demands, the 

total blocked traffic is 0. The average delay is shown in Table 5.1.1.  

 

Table 5.1.1 Average delay (ms) 

Topology LCP MHP MHLB MH 

1 18.64 18.62 18.62 18.62 

2 21.73 21.87 21.69 21.69 

3 18.66 18.64 18.61 18.61 

4 19.13 19.14 19.17 19.17 

5 22.76 22.79 22.8 22.8 

6 22.29 22.48 22.66 22.66 

7 18.6 18.58 18.61 18.61 

8 18.28 18.28 18.45 18.45 

9 23.19 23.19 23.19 23.19 

10 21.24 21.11 21.06 21.06 

 

(b) Heavy traffic demands:  

90 external traffic demands are generated randomly from 0 to 19 units 

corresponding to the 90 different source-destination node pairs. Simulations 

are done over the same 10 different topologies with proposed four different 
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routing algorithms to route the traffic. The average delay under heavy traffic 

load is shown in Table 5.1.1. The total blocked traffic in different scenarios is 

shown in Table 5.1.2. 

 

Table 5.1.2 Average delay (ms) 

Topology LCP MHP MHLB MH 

1 28.17 28.24 27.55 27.59 

2 40.85 42.26 39.95 39.95 

3 27.42 27.65 27.1 27.21 

4 30.39 30.81 29.89 30.28 

5 42.88 43.23 40.88 40.88 

6 39.44 38.45 37.86 37.92 

7 27.69 27.83 27.87 28.02 

8 27.16 27.28 27.39 27.42 

9 51.87 49.45 47.65 48.03 

10 42.48 40.77 39.22 39.24 
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Table 5.1.3 Total blocked traffic (units) 

Topology LCP MHP MHLB MH 

1 0 0 0 0 

2 25 25 25 25 

3 0 0 0 0 

4 0 0 0 0 

5 35 35 35 35 

6 32 32 32 32 

7 0 0 0 0 

8 0 0 0 0 

9 35 35 35 35 

10 14 14 14 14 

 

Case 2: 

Assume a physical layer network topology of degree 4 with 30 nodes and 60 

links. The departure rate µ is set as 280 units.  

 

(a) Light external traffic demands: 

For a 30-node network, there are 30×29 distinct source-destination node pairs. 

Therefore 870 external traffic demands are generated randomly from 0 to 9 

units corresponding to the 870 different source-destination node pairs. 
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Simulations are done over 10 different topologies with proposed four different 

routing algorithms to route the traffic.  In all different scenarios, the total 

blocked traffic is 0. The average delay is shown in Table 5.2.1. 

 

Table 5.2.1 Average delay (ms) 

Topology LCP MHP MHLB MH 

1 16.0 16.20 16.07 16.07 

2 23.91 25.13 24.53 24.59 

3 20.01 20.84 20.98 20.99 

4 22.78 24.46 23.94 24.35 

5 20.46 21.37 21.44 21.49 

6 23.51 26.66 24.81 25.85 

7 22.48 24.11 23.71 23.99 

8 19.02 19.40 19.62 19.63 

9 22.12 24.0 23.0 23.35 

10 18.32 18.92 18.58 18.84 

 

 

(b) Heavy external traffic demands: 

870 external traffic demands are generated randomly from 0 to 10 units 

corresponding to the 870 different source-destination node pairs. Simulations 
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are done over the 10 different topologies with proposed four different routing 

algorithms to route the traffic.  The average delay is shown in Table 5.2.2. The 

total blocked traffic in different scenarios is shown in Table 5.2.3. 

 

Table 5.2.2 Average delay (ms) 

Topology LCP MHP MHLB MH 

1 17.35 17.61 17.37 17.37 

2 24.40 25.67 24.21 24.21 

3 22.86 24.10 24.08 24.31 

4 26.88 29.9 28.37 28.99 

5 23.44 25.05 24.86 25.12 

6 27.04 33.40 29.56 31.15 

7 25.48 26.87 27.50 27.02 

8 21.44 22.17 22.19 22.32 

9 25.88 28.08 27.06 27.65 

10 20.19 21.04 20.58 21.02 
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Table 5.2.3 Total blocked traffic (units) 

Topology LCP MHP MHLB MH 

1 0 0 0 0 

2 154 154 154 154 

3 0 0 0 0 

4 0 0 0 0 

5 0 0 0 0 

6 0 0 0 0 

7 44 83 14 49 

8 0 0 0 0 

9 0 0 0 0 

10 0 0 0 0 

 

 

The proposed three new routing algorithms are compared against the LCP 

algorithm, which is based on routing that mathematically minimizes the end-to-

end delay. The LCP algorithm routes as much as possible traffic through the 

least cost path until the maximum link utilization 0.8 is reached.  Because of 

this reason, LCP does not, under heavy traffic load, distribute traffic evenly 

over all available paths. Since the proposed MHLB algorithm does distribute 
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the traffic more evenly by setting at first a link utilization limit of 0.6, and then 

increasing it up to 0.8 if necessary, MHLB is expected to result in better 

performance than LCP in most cases. Note also that while LCP determines 

the route after a computationally intensive process, MHLB doesn't require the 

computation of link cost prior to determining the route. It simply routes the 

traffic based on the hop count of the path, subject to, the limits on link 

utilization. Further, for the LCP algorithm, the link cost depends on the traffic, 

and the traffic in turn depends on the routes chosen. Because of the existence 

of this feedback condition, instabilities may result. 

       

Simulation results show that for the small sized FSO networks, under light 

traffic demands, the performance of the three proposed algorithms are similar 

to each other; under heavy traffic load, the proposed MHLB routing algorithm 

results in minimum average delay. For large sized FSO networks, simulation 

results show that, under light traffic demands, MHLB results in minimum 

average delay in most cases; under heavy traffic load, it results in minimum 

average delay and least blocked traffic in most cases. Compared with LCP, 

MHLB performs better for small sized FSO networks. For large sized FSO 

networks, even though LCP results in less average delay than MHLB, MHLB is 

expected to outperform LCP with the increase of the nodal degree because of 

its traffic load balancing feature. 
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5.7  Summary 

This chapter has proposed and analyzed four routing algorithms for degree-

constrained FSO mesh networks of different sizes under varying traffic 

demands. In each case, the cost is characterized by average delay. The 

maximum link utilization is set as 0.8. Traffic that exceeds this constraint is 

regarded as blocked traffic. Simulation results show that for small sized FSO 

networks, under light traffic demands, the performance of the three proposed 

algorithms are similar to each other; under heavy traffic load, the proposed 

MHLB routing algorithm outperforms the others in most cases. For large sized 

FSO networks, simulation results show that MHLB performs best in most case.  
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Chapter 6 

Conclusions 

 

Abstract: This dissertation has considered the physical topology design and 

routing problems in degree constrained free-space optical mesh networks. It 

has devised and presented a physical topology design scheme that improves 

the reliability of FSO networks such that the atmospheric effects and other 

environmental effects on FSO networks could be mitigated. Further, it has 

researched and presented four different routing algorithms that address the 

routing issues specific to packet switched FSO mesh networks. Based on the 

parameters of performance, the dissertation has recommended a specific 

routing algorithm that minimizes the mean delay while distributing the traffic 

load more evenly in the network. The results are based on extensive 

simulations involving a large number of topologies, varying degrees of the 

FSO nodes, and varying traffic loads.  

 

6.1 Achievements  

It has been shown through research conducted by various researchers that 

the performance of an FSO system can be affected by various factors, 

especially environmental factors. Chapter 3 has proposed an angle 
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enlargement scheme between adjacent FSO links at an FSO node in order to 

mitigate the environmental effects. This work involved using the properties of a 

basic structure in computational geometry called Delaunay Triangulation. In 

this approach, first the Delaunay Triangulation of a given point (or FSO node) 

set is formed, and then edges (or FSO links) are removed from the DT graph 

in order to satisfy the degree constraint of the FSO network. This dissertation 

has augmented the process for the specific case of FSO mesh networks. As a 

result, in a network constructed with the use of the proposed NTD algorithm, 

the minimum angle at each node is enlarged leading to enhanced reliability of 

the FSO network.  Simulations show that FSO networks constructed with the 

NTD algorithm achieve not only high spatial diversity, but also high reliability. 

Further, the proposed NTD algorithm also results in higher link connectivity, 

node connectivity, and lower minimum hop count between the source and 

destination nodes. Chapter 4 extends the NTD algorithm to the 3-dimensional 

space, thus increasing the application space of the algorithm. 

 

To solve the routing problem in packet switching FSO mesh networks, four 

different routing algorithms have been proposed and their performances 

evaluated through simulations for a number of FSO mesh networks with 

different topologies, nodal degrees, and varying intensities of traffic. The 

proposed least cost path (LCP) routing algorithm, which is based on 
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minimizing the end-to-end delay, has been considered as the bench mark. The 

performance of each of the other three proposed algorithms was evaluated 

against the bench mark.  The proposed minimum hop count with load-

balancing (MHLB) routing algorithm, while being computationally tractable, has 

been recommended as the algorithm of choice because it performs best in 

most cases compared with the other two. It results in the minimum average 

delay; least blocked traffic, and balanced load distribution. 

 

6.2 Future work 

Based on what have been presented in this dissertation, future work may focus 

on two areas: security in FSO networks, and mobile FSO networks.  

 

Previous research on the security of fiber optical networks, especially security 

in Ethernet passive optical networks (EPON), has been published in [99]. 

However, FSO networks bring a different set of challenges as far as their 

security is concerned. This topic has not been explored at this point. 

Compared with RF wireless technology, FSO is a much more secure wireless 

technology. First, since FSO laser beams are immune to electromagnetic 

interference, they are hard to detect, and hard to jam. Second, since FSO links 

are directional point-to-point laser beams, it can't be intercepted easily. 

However, it states in [100] that "in certain circumstances unauthorized access 
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is still possible, due to the fact, that part of the communication beam radiation 

is reflected and/or scattered by solid objects within the beam, dust and/or 

water droplets on window panes, and particles of atmospheric aerosol. If the 

wavelength is known a priory, and if specially designed equipment is used, 

detection and eavesdropping may be implemented under some specific 

conditions at distances up to several hundred meters." Future work in FSO 

network security will likely focus in this area. 

 

Currently, mobile FSO technology is still in its infancy [101]. Few publications 

can be found on mobile FSO networks. Reference [101] discusses critical 

technology, integration, and network architecture gaps as well as the potential 

approaches for implementing mobile FSO networks. Reference [102] presents 

a brief overview of several demonstrations of mobile FSO systems, and 

discusses error correction and retransmission techniques for mobile FSO 

transmission. Reference [103] investigates the challenge caused by beam 

divergence and optical power level in mobile FSO communications, and 

presents an analytical model of the receiver beam profile of a mobile FSO link.  

More works need to be done in the area of mobile FSO networks. This will be 

specifically in the area of alignment and tracking while in a state of mobility. 

Battlefield applications of this technology will further require a robust secure 

framework. 
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