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## CHAPTER I

## INTRODUCTION

## 1-1 The History of Diamond

As long as about three thousand years ago, man picked up a glistening pebble and by some chance found it to be different from other stones. It was extreme hardness. From that time, diamond began to acquire magical powers. The nature of the diamond had puzzled scientists for hundreds of years. The first well-documented experiment on a diamond was carried out by two Italian academicians, G. Averani and C. A. Targioni, in 1694 at the Accademio del Cimento in Florence [1]. They set up a large magnifying glass, focused a beam of light on a small diamond and saw it "crack, coruscate and finally disappear," leaving a minute quantity of blue ash. Some years later, the French physicist Babinet, along with eminent colleagues like the great French chemist Antoine-Laurent Lavoisier, proved beyond reasonable doubt that diamond was carbon in exceptionally pure form. One of Lavoisier's most celebrated experiments (in 1772 [2]) was, to place a diamond in a bell jar filled with oxygen which rested in a basin containing mercury. The rays of the sun were then focused on the diamond by means of a large magnifying glass. After the diamond had been consumed, the bell jar was found to contain great quantities of carbonic acid, indicating to Lavoisier that the diamond was composed principally of carbon.

Diamond was shown to consist only of carbon by the English chemist Smithson Tennant in 1797 [3], when he burned some carefully weighed diamonds in oxygen enclosed in a vessel made of gold. The weight of the carbon in the carbon dioxide that resulted corresponded very closely to the weight of the original diamond [4]. Today we can make chemical measurements with vastly higher precision.

We now know that any gem quality diamond is at least $99.5 \%$ pure carbon. The remainder is mainly nitrogen plus some hydrogen and oxygen.

By the beginning of the nineteenth century it was reasonably well established that diamond and graphite are both made of the same chemical element, carbon [5]. But just how were the particles aggregated? What is the difference in the way the carbon atoms are bonded that determines whether they make a crystal of diamond or a lump of charcoal? In 1913, William Henry Bragg and his elder son William Lawrence Bragg used x-ray diffraction on diamond to determine how the carbon atoms were arranged. According to their publication [6], the arrangement is illustrated in Fig. 1. The Bragg model showed how every atom is at the center of a tetrahedron of four other atoms. Their model was completely consistent with the x-ray data and it gave the correct density for diamond. The model is still completely accepted today.

A few years later, in 1924, J. D. Bernal, working with Bragg at the Royal Institution in London, published his results for the structure of graphite [7]. Fig. 2 shows his model, in which the atoms are linked closely in a two-dimensional net, each mesh of the net being a hexagon. The separation of the neighboring atoms in the hexagons is smaller than the carbon-carbon spacing in diamond ( $1.42 \AA$ against $1.54 \AA$ ), and the bonding is very strong, so that graphite exhibits in the plane of the cleavage sheets considerable hardness. The planes, separated by about $3.4 \AA$, are too far apart for the atoms to bond together strongly. The weak bonding between the planes, combined with the strong bonding within the planes, enables them to slide over each other while remaining intact. This property is exploited when graphite is used as a lubricant.

## 1-2 Physical and Chemical Properties of Diamond

Diamond, the hardest of all materials, has many unique properties besides hardness such as high thermal conductivity, high chemical resistance, low friction and wear, optical transparency.

(a)

(b)

Figure 1. Two views of the atomic model of diamond, made by W. H. and W. L. Bragg [6]: (a) sideview, (b) top view. The black balls represent carbon atoms and the rods show the chemical bonds between nearest neighbor atoms.


Figure 2. Crystallographic structure of graphite, as found by J. D. Bernal [7]. One carbon atom is located at the apex of each hexagon. In the common form of graphite (shown here) the crystal structure repeats after one intermediate plane (sequence AA'A on the vertical line).

As we described in the previous section, carbon atoms in diamond are bonded together by covalent bonds in a tetrahedral coordination pattern. Carbon atoms are relatively small atoms, and the smaller interatomic distance between atoms, the stronger are the covalent bonds. This property of diamond determines its hardness. For example, carbon is the smallest atom in the fourth group of the periodic table of elements. The next element of the fourth group is silicon. Semiconducting silicon has the same crystal structure as diamond. However, silicon atoms are larger than carbon atoms. The distance between neighbors in silicon is $2.34 \AA$ compared with $1.54 \AA$ in diamond. It has been comfirmed that the large spacing of the silicon lattice makes it less strongly bonded than the compact diamond crystal. In the electronics industry, silicon ingots are cut to the required size by diamond. In the construction industry, diamond saws and drills cut concrete reinforced with steel. In the oil business, diamonds stud tough rock-drilling bits.

Because the atoms in diamond are both light and strongly bonded, they can vibrate at unusually high frequencies. The maximum frequency is about $40 \times$ $10^{12} H_{Z}$, compared with $16 \times 10^{12} H_{Z}$ in silicon and $6 \times 10^{12} H_{Z}$ in common salt [5]. The high vibrational frequencies give diamond several important properties. The first is the high thermal conductivity. From the quantum physics point of view, if the thermal energy ( kT ) is comparable with, or larger than, the quantum energy of a vibration (h $\nu$ ), the vibration is very likely to be set off. In the case of diamond, the frequencies are unusually high. The quantum energies required to create vibrations are therefore also large and so, compared with any other crystal, at room temperature there are relatively few vibrations present in a diamond. The diamond lattice is relatively static and ordered, and heat waves can easily move through it. The connection between heat and atomic vibration is simply that the atoms in a hot crystal vibrate more than in a cold crystal. When we warm part of a crystal, the atoms in that part are made to vibrate more than usual. These vibrations spread out in the cooler parts of the crystal, conducting the heat outwards. For a crystal to be a good conductor of heat, the vibrational waves must be able to spread out easily. Waves can move most easily through a perfectly
ordered crystal (an imperfect region of the crystal may scatter the waves). At room temperature, a diamond conducts heat six times better than copper does, five times better than silver does [8]. Thus it can make a heat sink with far better performance than any other material. Diamond is also a semiconductor, with a high frequency limit 32 times better than silicon. Moreover, a high-power, high-voltage diamond transistor will be smaller than its silicon or gallium arsenide counterparts of the same rating. The shorter dimensions of the diamond device mean that charge carriers have less distance to travel and are simultaneously subject to a more intense electric field. This advantage lets it operate 40-100 times faster than a silicon or gallium arsenide device [9].

The second important property is the high transparency to most infared radiation. Vibrations of the atoms in a crystal can also be created by infrared radiation. One of the conditions is that the frequencies of the radiation and the vibration must be equal so that the two waves may resonate together. The frequencies absorbed by pure diamond are about $6 \times 10^{13} \mathrm{~Hz}$ corresponding to wavelengths of about $5 \mu \mathrm{~m}$, ten times shorter than the wavelength for common salt [5]. Diamond windows are transparent at the wavelengths absorbed by almost any other materials. For example, Carbon dioxide lasers are capable of delivering tens of kilowatts of power at their lasing wavelength of $10.6 \mu \mathrm{~m}$ which is absorbed by most materials. However, a pure diamond window, 0.1 mm thick, absorbs less than a ten-thousandth of the $10.6 \mu \mathrm{~m}$ radiation passing through it. The excellent thermal conductivity of diamond ensures that even the small fraction of the energy absorbed by the window is rapidly conducted away.

Because the carbon atoms in a diamond are already strongly bonded to each other, diamond is nearly chemically inert. Diamond windows can therefore be used for optical measurements on highly reactive chemicals in materials research. Diamond windows are very strong, chemically inert, and transparent to a wide range of wavelengths. Their high thermal conductivity protects them against local heating. They are also used in space research because they remain transparent under withstanding extreme mechanical force, unpleasant atmosphere and high
temperature. For example, a diamond window, with the size of 18.2 mm diameter and 2.8 mm thick, and weight of 2.5 gram, was used in the Pioneer space probe to Venus which was launched in 1978.

The surfaces of diamonds are all water-repelling at room temperature, and diamond is also hard enough to take a highly-finished cutting edge which is straight to a few tens of atomic spacings and which is extremely sharp, with a radius of curvature of only a few tens of atomic spacings. These properties are exploited when diamond knives are used to cut biological tissue. As the knife cuts through water-containing tissue, the tissue is repelled, on the atomic scale, from the diamond. This is especially important when thin sections of tissue are being cut (as thin as $10 \mu \mathrm{~m}$ ). Diamond surfaces also have the useful property of having a low coefficient of friction. It is the best material used as a stylus in record players or as bearings in mechanical industry.

Since diamond has such extraordinary physical and chemical properties, scientists have attempted to synthesize diamond for many years. The next two sections will briefly describe experimental and theoretical, more specifically computer simulation, research in diamond synthesis.

## 1-3 Experimental Research on CVD Diamond Synthesis

The earliest attempts to make diamond took place in the early nineteenth century. In 1828 , J. N. Gannal tried to crystallise diamonds out of a solution rich in carbon [10]. Around 1850, in Paris, C. Despretz studied the electric arc between a platinum electrode and a graphite electrode to make diamond [11]. In 1866, a further attempt to use electricity in diamond synthesis was made by E. Lionnet by decomposing carbon disulphide using the voltages created between a gold leaf and a ribbon of tin. At that time, although the scientific reasons were not yet understood, the South African mines gave the clue: diamonds formed within the earth were certainly created in an environment of very high pressure and very high temperature, so the road to diamond synthesis lay along the path of high pressures and high temperatures. In the late 1870s, J. B. Hannay, an English chemist, heated
a closed tube to get the highest static pressures, in Hannay's time, to synthesize diamond [12]. Unfortunately, the temperatures used by Hannay (he quotes a dull red heat') and the pressures attainable by the gases inside the tubes were both far too low to have synthesized diamonds. During the next few decades, other great scientists had developed the technologies of high temperatures and high pressures to attempt to make diamond. H. Moissan, a French chemist, awarded Nobel prize in chemistry for his achievements with fluorine and for introducing the electric arc to high-temperature chemistry, used his electric furnace to obtain temperatures as high as $3000{ }^{\circ} \mathrm{C}$ during his diamond synthesis experiments in 1904 [13]. In 1907, C. A. Parsons reported the results of about a hundred experiments involving heating charcoal under 16,000 atmospheres to make diamonds [14] and by 1920, he had completed thousands of experiments [15]. The final results were still negative [16].

The main reason why the early synthesisers' attempts to make diamonds failed was that they had very little scientific guidance as to how to crystallise diamond. It was not until the first decade of this century that scientific theories relevant to synthesising diamond were consolidated. From that time to mid-1955, scientists have concentrated on the problem of making diamond on how to transform graphite into diamond. Thermodynamic theory has been applied to seek the conditions of pressure-temperature phase diagram in which carbon is more stable as diamond structure than as graphite structure [17-23].

In 1955, General Electric Research Laboratory in Schenectady, New York, USA, announced that diamonds had been synthesised, and that a reliable, repeatable processes had been developed [24]. By mid-1955 over one hundred successful runs had been achieved, and diamond crystals of up to 1 mm in size were displayed by General Electric. The success of General Electric resulted primarily from (1) the conditions for synthesising diamonds based on thermodynamic calculations was established; (2) a solvent-catalyst was used to make the diamond synthesis proceed quickly; (3) a new high pressure system designed by Hall being used. Fig. 3 shows the results of the General Electric work [5]. At atmospheric pressure, pure nickel, as a solvent-catalyst, melts at about 1700 K , but when it is in contact with carbon


Figure 3. The pressure-temperature phase diagram for carbon, with nickel catalyst, from the results of the General Electric team [5]. The near vertical lines show the melting curves for nickel. Molten nickel lies to the right of the lines. Diamond production requires molten nickel plus a pressure high enough to make diamond more stable than graphite. Diamond production therefore occurs in the top right part of the diagram.
the melting temperature is reduced, and the nickel melts at about 1600 K . The melting point is slightly dependent on the pressure. Successful synthesis occurred at high pressure ( $\geq 50,000$ atmospheres, high enough to be inside the diamondstable growth region of the phase diagram) and high temperature ( $\geq 1700 \mathrm{~K}$, high enough to melt the nickel-graphite mixture) (called HP-HT).

The possibility of synthesis of diamond at low pressure in the graphite-stable region where diamond is metastable (LP-HT) was investigated in the late 1950s. This is done by depositing, at a very low rate, carbon atoms on the surface of the diamond. Because the carbon atoms arrived individually, each could bond to the existing lattice, forming part of a new layer of diamond. The first patent on this method was taken out in 1958 in the USA and in 1961 in Canada, separately, by W. G. Eversole of the Union Carbide Corporation [25,26]. Eversole obtained carbon by decomposition of methane. Since then, many scientists were interested in the method. Angus, Will and Stanko [27], Deryagin and Fedoseev [28], successfully synthesized diamond using a similar method. Two factors which limit the usefulness of this method are: (1) there is always a tendency for graphite to form on the surface of the seed, since graphite is the stable form of carbon at these low pressures. Eversole found that he had to stop the growth and clean the graphite from the surface every hour; (2) the growth rates were extremely low (about $10^{-3} \mu \mathrm{~m}$ $\left.h^{-1}\right)$.

In the mid-1970s Russian researchers, Deryagin, Spitsyn and their coworkers, made a key contribution by showing that atomic hydrogen rapidly etches graphite preferentially, leaving diamond intact [29] [30,31]. With this contribution the modern era of diamond synthesis under low-pressure metastable conditions began by refocusing attention on the method of chemical vapor deposition (CVD) based on hydrocarbon and hydrogen reactants [32-34]. In 1982, Japanese researchers, Matsumoto et al. [35], used tungsten filaments and microwave-assisted CVD methods to produce diamond films at growth rates of the order of $1 \mu \mathrm{~m} h^{-1}$. Since then, several activated CVD processes involving thermal (hot filament) or
plasma (direct-current, radio-frequency, microwave) activation, electron-enhanced or ion beam deposition, and laser ablation have been developed [36-38].

In 1988 Japanese researchers Hirose, Amanoma, Okada and Komaki announced the synthesis of diamond using a combustion flame at atmospheric pressure with growth rates of about $30 \mu \mathrm{~m} h^{-1}$ [39]. Many researchers including those from the U.S.A. Naval Research Laboratory [40], Pennsylvania State University [41], Auburn University [42] and Oklahoma State University [43] in the U.S.A., and many others around the world have used this technique which is simple and consists of using an oxy/acetylene welding torch with a slightly fuel-rich mixture. Growth rates with this method have been reported up to $150 \mu \mathrm{~m} h^{-1}$.

Recently, diamond growth rates in excess of $300 \mu \mathrm{~m} h^{-1}$ or deposition areas of $\geq 200 \mathrm{~cm}^{2}$ have been demonstrated by using atmospheric-pressure combustion torches or plasma jets. In spite of the above experimental advances, the elementary growth mechanisms of diamond synthesis by CVD are still not clear and research progress has been slow. In the following section theoretical research and computer simulation of diamond CVD will be described.

## 1-4 Theoretical Research on CVD Diamond Synthesis

As with any CVD technique, diamond CVD involves a many component gas phase and surface reactions and interactions. Our understanding of the deposition mechanism involves several aspects such as gas-phase activation, diamond crystal nucleation on the substrate, diamond growth, adsorption and desorption processes, and diffusion along the growing surface. A schematic of the diamond CVD process is shown in Fig. 4. The aspects mentioned above in the theoretical researches of diamond CVD will be discussed below.

## Diamond Surfaces

The crystal structure of diamond [44] is shown in Fig. 5. The space lattice of diamond is $f c c$. The primitive basis has two identical atoms at 000 and $\frac{1}{4} \frac{1}{4}$.


Figure 4. A schematic picture of the diamond CVD process. Various reactive and transport processes are shown in the gas-phase and surface. Chemical desorption and adsorption through a boundary layer (dashed line), diffusion along the surface (S), and into the crystal bulk (B), may also occur.

(a)

(b)

Figure 5. Diamond structure. (a) Atomic positions in the cubic cell of the diamond structure projected on a cube face; fractions denote the height above the base in units of a cube edge. (b) Crystal structure of diamond showing the tetrahedral bond arrangement.

In Fig. 5 (a), the points at 0 and $\frac{1}{2}$ are on the $f c c$ lattice; those at $\frac{1}{4}$ and $\frac{3}{4}$ are a similar lattice displaced along the body diagonal by one-fourth of its length. Thus the conventional unit cube contains eight atoms. The tetrahedral bonding characteristic of the diamond structure is shown in (b). Each atom has 4 nearest neighbors and 12 next nearest neighbors.

Under conditions of chemical vapor deposition, heated diamond surfaces are exposed to atomic and molecular hydrogen, as well as various hydrocarbon species. The diamond (111) surface has attracted a lot of interest because of its technological importance in the growth of thin films. Pate [45] provided an excellent summary of the atomic and electronic structure of the (111) surface. Experiments show that the cleaved and polished diamond (111) surface is terminated with $C-H$ bonds and retains the bulk structure [45] [46-48], called 1X1 LEED (low energy electron diffraction) pattern or $\mathrm{C}(111)-(1 \mathrm{X} 1)$, repeat structure of one unit cell by one unit cell, shown in Fig. 6.

The (100) diamond surface has been studied in a number of experiments [50-52]. The cleaved and polished diamond (100) surface is dihydride-terminated bulk structure, diamond C(100)-(1X1), shown in Fig. 7(a). Annealing above 1300 K in vacuum produces a diamond $\mathrm{C}(100)$-(2X1) monohydride structure (Fig. 7(b)) [50], or a diamond $\mathrm{C}(100)-(2 \mathrm{X} 1) \pi$ bonded structure (Fig. 7(c)) [53].

The (110) diamond surface is the least-studied of low index planes. The as-polished surface exhibits a 1X1 LEED pattern consistent with the structure of the truncated bulk [53]. Unlike the (111) and (100) surfaces, no reconstruction is observed after annealing to over $1300 \mathrm{~K}[54]$.

## Diamond CVD Gas-Phase

The gas-phase in diamond acetylene-based CVD systems has been characterized, through many experiments [55-68]. It consists of important reactive species, such as atomic hydrogen $H$, and the diamond "growth species", such as molecules


Figure 6. Structure of diamond (111) surface: The cleaved and polished diamond (111) surface is terminated with $C-H$ bonds and retains the bulk structure, called C(111)-(1X1).


Figure 7. Structure of diamond (100) surface: (a) The cleaved and polished diamond (100) surface is a dihydride-terminated bulk structure, called $\mathrm{C}(100)-(1 \mathrm{X} 1)$. (b) Annealing above 1300 K in vacuum produces a diamond $\mathrm{C}(100)-(2 \mathrm{X} 1)$ monohydride structure, or (c) a diamond $\mathrm{C}(100)-(2 \mathrm{X} 1) \pi$ bonded structure.
$\mathrm{CH}_{4}, \mathrm{C}_{2} \mathrm{H}_{2}$, radicals $\mathrm{CH}_{3}, \mathrm{C}_{2} \mathrm{H}$. The concentration of gas-phase species dependents on several variables like specific activated CVD processes, gas-phase temperature and the ratio of gaseous mixtures. Fig. 8 shows high concentrations of $\mathrm{CH}_{4}$, $\mathrm{C}_{2} \mathrm{H}_{2}, \mathrm{C}_{2} \mathrm{H}$ and H , as well as lower densities of $\mathrm{CH}_{3}$ and $\mathrm{C}_{2} \mathrm{H}_{4}$, which were detected during diamond growth from $\mathrm{CH}_{4} / \mathrm{H}_{2}$ mixtures in the filament-assisted diamond CVD growth [57]. Mitsuda et al [66] have reported that abundant $\mathrm{C}_{2} \mathrm{H}_{2}$ and $\mathrm{CH}_{4}$ signals were observed by using mass spectrometry from $\operatorname{Ar}$ (Argon) $/ \mathrm{H}_{2} / \mathrm{CH}_{4}$ and $\mathrm{Ar} / \mathrm{H}_{2} / \mathrm{C}_{2} \mathrm{H}_{2}$ microwave plasma jets. Matsui et al have measured the composition of oxy/acetylene combustion flames as a function of the $\mathrm{C}_{2} \mathrm{H}_{2} / \mathrm{O}_{2}$ using laser-excited fluorescence(LEF) and sampling mass spectrometry [63]. In the range $1.0 \leq \mathrm{C}_{2} \mathrm{H}_{2} / \mathrm{O}_{2} \leq 1.2$, the mole fraction of unburned acetylene remaining in the flame is nearly identical to that for the ethynyl radical $C_{2} H$, but for $\mathrm{C}_{2} \mathrm{H}_{2} / \mathrm{O}_{2}=1.5$, the mole fraction of acetylene exceeds that for $\mathrm{C}_{2} \mathrm{H}$.

Based on the composition measurements of diamond CVD gas-phase and energy calculations, theoretical researchers assumed that the primary growth species could include acetylene $\left(\mathrm{C}_{2} \mathrm{H}_{2}\right)$ [69-72]; $\mathrm{C}_{2} \mathrm{H}_{2}$ and ethynyl radical $\left(\mathrm{C}_{2} \mathrm{H}\right)$ [73,74]; methyle $\left(\mathrm{CH}_{3}\right)$ [75,76]. More detailed discussions about various models of primary growth species will be given in later sections.

## Diamond Crystal Nucleation Substrates

There has been much work directed toward understanding the diamond nucleation phenomenon, especially nucleation on nondiamond substrates including $\mathrm{Hf}, \mathrm{Ta}, \mathrm{W}, \mathrm{Ti}, \mathrm{Nb}, \mathrm{Mo}[77-81]$ and $\mathrm{Si}, \mathrm{Ni}, \mathrm{Pt}[59]$ [82-87]. Nucleation is most commonly assisted by abrasion or seeding [88] with diamond powder. Diamond abrasion reduces the induction time for nucleation and increases the nucleation density [89] [90].

Belton and coworkers have performed x-ray photoelectron spectroscopy (XPS), electron energy loss spectroscopy (EELS), and low energy electron diffraction (LEED) of filament-assisted diamond deposition on $S i, N i$ and $P t[82,83]$ [59]. Based on the experimental results, they proposed a model for nucleation


Figure 8. Concentrations of gas-phase species for a $0.5 \% \mathrm{CH}_{4} / \mathrm{H}_{2}$ mixture at thermal equilibrium in the filament-assisted diamond CVD growth process [57].
on scratched platinum and nickel substrates [84]. They concluded that diamond nucleates on platinum and nickel by pre-deposition of graphitic carbon precursors. Defect sites in these graphite deposits contain the nucleation sites for diamond. These nucleation sites are sensitive to the presence of gas phase oxygen species. Addition of oxygen to the gas phase suppresses diamond nucleation by elimination of the nucleation sites but does not suppress growth of existing diamond. Their model is shown in Fig. 9: (a) high oxygen concentrations clean (etch) the platinum surface of all graphitic deposits; (b) graphitic carbon precursors pre-deposit by decreasing oxygen; (c) formation of diamond nucleation sites occur on the graphite; (d) diamond nucleation occurs with low oxygen feed gases; (e) growth continues under the high oxygen conditions which did not nucleate graphite.

The interface studies have been quite important for insight into surface species present during growth, but it has not been possible to establish theoretical calculations to answer the questions such as: were the graphitic islands present during growth on the platinum surface necessary nucleation sites for diamond, or simply a competitive carbon deposition channel? Do the carbide layers detected on various surfaces play an active role in the nucleation step?

## Diamond Growth Models

Based on the fact that acetylene is the most stable gaseous product in a flame capable of producing diamond film at high temperature, Frenklach and Spear have proposed an elementary-reaction mechanism as a model of diamond growth on the $C(111)$ diamond surface. According to their model, the main monomer growth species is acetylene ( $\mathrm{C}_{2} \mathrm{H}_{2}$ ) and the reaction mechanism consists of two alternating steps: surface activation by $H$-atom abstraction and subsequent adsorption of an acetylene molecule [69]. The adsorbed acetylene is attached to the diamond substrate by a single $C-C$ bond. A subsequent hydrogen-atom transfer forms a radical site at which a second $\mathrm{C}_{2} \mathrm{H}_{2}$ can attach. Huang, Frenklach, and Maroncelli (HFM) applied molecular orbital calculations on a 9-carbon model compound to


Figure 9. Belton et al's nucleation model [84] on the scratched platinum substrate. (a) high oxygen concentrations clean (etch) the platinum surface of all graphitic deposits; (b) graphitic carbon precursors pre-deposit by decreasing oxygen; (c) formation of diamond nucleation sites occur on the graphite; (d) diamond nucleation occurs with low oxygen feed gases; (e) growth continues under the high oxygen conditions which did not nucleate diamond.
verify that their model was energetically favorable [71]. Frenklach has recently added methyl radical, $\mathrm{CH}_{3}$, in the vapor phase [91] (see later section).

Harris and Belton have suggested on the basis of thermochemical analysis that the mechanism of Frenklach and Spear may not lead to diamond film formation because the desorption of the second acetylene may occur at a rate which is similar to the adsorption rate [92]. They propose as an alternative that acetylene binds to the substrate via the formation of two $C-C$ bonds simultaneously. Harris has also proposed a diamond growth model based on methyl radical $\mathrm{CH}_{3}$ addition to the $C(100)$ surface [93].

Raff and coworkers have found that the ethynyl radical $C_{2} H$ is capable of forming any bonds that acetylene might theoretically form; the reaction probabilities for an ethynyl radical are significantly greater than those for the corresponding reactions of acetylene. Consequently, $\mathrm{C}_{2} \mathrm{H}$ may be a more important diamond growth species than acetylene [73]. They conclude that the HFM mechanism [69] [71] with $\mathrm{C}_{2} \mathrm{H}$ as the principal growth species may play a significant role in diamond film growth.

## 1-5 Numerical Simulations

Modern computer technology provides us with a powerful tool to model and simulate the processes of diamond CVD growth. Much of the current theoretical modeling work is based upon assumed reaction rates which are at best only poorly understood under the physical conditions present during diamond film growth. Efforts to better understand these conditions and their effect on reaction rates can come from computational simulations. Numerical simulations, including molecular dynamics simulation (MD) and Monte Carlo simulation (MC), have considerably enhanced our understanding of the diamond CVD process.

## Molecular Dynamics Simulations

Molecular dynamics simulations (MD) compute the motions of individual molecules, which describe how positions, velocities, and orientations change with time. In effect, molecular dynamics constitutes a motion picture that follows molecules, in certain potential-energy environment, as they dart to and fro, twisting, turning, colliding with one another. MD has been extensively applied to the theoretical studies of chemical reactions occurring on solid surfaces [108-110,99101].

Frenklach and coworkers [115] used quantum mechanically derived forces, a semiempirical AM1 [101] potential from the MOPAC quantum-chemistry program package [116], to calculate classical atomic trajectories for reactions on hydrogenated diamond $C(111)$ surfaces. The initial configuration of their model was two layers diamond structure formed by 16 carbons labeled from $1 \rightarrow 16$, and 4 hydrogen atoms labeled from $17 \rightarrow 20$. Then, they let one acetylene molecule deposit on the surface to form a "chair" conformation of the $C_{3} H_{5}$ diamond structure. They found the existence of a trapped, physisorption state for an acetylene molecule colliding with a diamond surface at 1200 K , a temperature typical of diamond CVD.

Peploski, Chang, Thompson and Raff employed the empirical hydrocarbon potentials \#1 [117] and \#2 [73] developed by Brenner [118] to perform molecular dynamics simulations of elementary surface reactions of H -abstraction, and $\mathrm{C}_{2} \mathrm{H}_{2}$ and $C_{2} H$ deposition in diamond CVD studies. Trajectories were computed by solution of the classical Hamiltonian equations of motion. Their results indicated the following [73]: (1) The sticking coefficients for acetylene on a clean $C(111)$ surface lie in the range $0.25-0.33$ for incident translational energies between $1.5-2.0 \mathrm{eV}$ with surface temperatures in the range 1000-1500 K. (2) Chemisorption of acetylene most frequently involves the formation of two $C_{S}-C$ single bonds to adjacent adsorption sites on the $C(111)$ surface. (3) Chemisorption of acetylene via the formation of one $C_{S}-C$ single bond to yield an ethenyl radical is observed and the
subsequent desorption of this species does not appear to be a high probability process on the clean $C(111)$ surface. (4) The addition of a second acetylene molecule is a very low probability process for all surface structures investigated except the clean $C(111)$ surface. When such chemisorption does occur, the probability of suibsequent desorption of the acetylene molecule is large unless the ethenyl radical is able to subsequently form a second $C-C$ bond. (5) Addition of a $\dot{C} \equiv C H$ radical to a chemisorbed acetylene group proceeds with a much higher probability than is the case for $\mathrm{C}_{2} \mathrm{H}_{2}$. The ethynyl radical is also chemisorbed readily to other surface structures with a low probability of subsequent desorption. It therefore appears to be a more important diamond growth species than acetylene.

An earlier empirical classical many-body potential proposed by Tersoff [119122] has also been applied to the molecular dynamics studies of diamond CVD by Halicioglu [109], and Kaukonen [110] et al. For instance, Kaukonen and Nieminen simulated the growth of diamondlike films and overlayers by the deposition of energetic carbon atoms by molecular dynamics method (MD) in 1991. They used the interatomic many-atom potential suggested by Tersoff to calculate the carboncarbon interactions.

## Monte Carlo Simulations

Monte Carlo simulations (MC) provide a most valuable means for investigating the kinetics of phase transitions $[123,124]$. There are several that model various types of kinetic processes on lattices, including chemical reactions in the gas phase [125], adsorption-desorption at surfaces [126-130], surface diffusion [131,132], thin film nucleation and growth [91] [133-136].

Based on a Poisson process, Fichthorn and Weinberg [126] applied a dynamical Monte Carlo method to $128 \times 128$ square lattices (only for the purpose of theoretical study of dynamical Monte Carlo simulation) with assumed adsorption rate $r_{A}$ and desorption rate $r_{D}$ for investigating lattice gas adsorption-desorption at surfaces. Kang and Weinberg [131] reported that a dynamic Monte Carlo with an energy barrier had been explored to surface diffusion studies. 5000 particles
were initially generated on a $100 \times 100$ lattice with given force constant $k$ for the harmonic wells.

Mak and coworkers [132] reported their Monte Carlo studies of surface diffusion on inhomogeneous surfaces. They have considered two situations on the surface: surface with blocks and surface with traps (without blocks). For the model without blocked sites, they assumed that the transition probability from one site to another was independent of the binding energy of the site to which the particle jumps. For the model with blocks randomly distributed on the lattice, they calculated the collective diffusion coefficient by assuming that the binding energy $\epsilon$ of a site was a random variable governed by a distribution function $p(\epsilon)$. The sizes of their simulations were $40 \times 40$ and $50 \times 50$ square lattices.
"A real time Monte Carlo simulation of thin film nucleation in localized-laser chemical vapor deposition" has been reported by Kotecki and Herman [134]: A three dimensional $(55 \times 55 \times 10)$ grid was defined and a molecule was placed at a random position on the $X-Y$ plane at the lowest position in $Z$, or $\left(x, y, z_{\text {min }}\right)$, with a probability given by a constant surface reaction efficiency $\Theta$. Based on a Van der Waals attraction, the normalized bond strength factors $b s_{1}, b s_{2}$ and $b s_{3}$ were assumed as certain constant numbers. Probabilities for adatom migrations and desorptions were considered as functions of $b s_{1}, b s_{2}$ and $b s_{3}$. They modeled $\mathrm{SiH}_{4}$ gas $(300 \mathrm{~K})$ incident onto surface with the rate of impingement: $R_{S i H_{4}}=$ $2.63 \times 10^{5} P_{S_{i H_{4}}}(\text { atomic site })^{-1}(\text { second })^{-1} . P_{S i H_{4}}$ is the silane pressure in Torr. The maximum number of deposited particles against the real time scale was calculated.

Matsumura et al [135] applied the Kawasaki dynamical Monte Carlo method to the simulation of $L i_{1}(C u P t)$-type ordered structure in a III-V alloy of $A_{0.5} B_{0.5} C$ during the (001) epitaxial growth. The configurational term $E_{c}$ in the internal energy for the surface plane of $A$ and $B$ atoms was assumed to be a function of pairwise interaction parameters $V\left(\vec{r}_{2}-\vec{r}_{1}\right)$. The interactions with the first and second nearest neighboring atoms were calculated in units of $V_{h 1}$, a fixed interaction constant.

For modeling of diamond film growth, Chen [133] has explored the rate equations to solve the gas-phase reactions of $H$ radicals with methane $C H_{4}$, and used the Monte Carlo method to study the surface reactions. The $C H_{n}(n=0 \rightarrow 4)$ species arrived at various diamond lattice sites randomly. He assumed that for all radical species $C H_{n}(n=0 \rightarrow 3)$ the sticking coefficients were equal, while for $\mathrm{CH}_{4}$ the sticking coefficient was negligibly small. He also presented a value for the degree of preference for dangling-bond and CH -bond bonding. He let each deposited radical freely rotate its orientation to facilitate formation of bonds with its four neighbors.

Recently, Frenklach [91] carried out ballistic Monte Carlo simulations of diamond CVD process. As a crystalline seed a $C_{10} H_{16}$ tetrahedral cluster was initialized. Methyl radical $\mathrm{CH}_{3}$ was added in the vapor phase. Constant per-site rate coefficients for hydrogen abstraction and addition, and reaction probabilities for the addition of $\mathrm{CH}_{3}$ or $\mathrm{C}_{2} \mathrm{H}_{2}$ were assumed to determine reaction time increment $\Delta t$. The results of the simulations are that the methyl radicals attach readily to the substrate, and, after hydrogen abstraction, provide additional sites for acetylene adsorption. Frenklach's study did not consider surface diffusion, desorption-adsorption, and orientational relaxation on the diamond surface.

This thesis reports our studies of diamond CVD applying a dynamical Monte Carlo method to a molecular model. A semiempirical potential energy function developed by Brenner [118] has been used to govern all events including hydrogen abstraction and addition, $\mathrm{C}_{2} \mathrm{H}_{2}$ and $\mathrm{C}_{2} \mathrm{H}$ desorption-adsorption from or to surface, surface diffusion, and orientational relaxation on the diamond surface. The next chapter will describe the theoretical basis for our studies, including the dynamical Monte Carlo method, the Brenner semiempirical potential energy function, and the main chemical reactions of our molecular model. In chapter 3, detailed methods of our studies will be given. Finally, results and discussion will be presented in chapter 4.

## CHAPTER II

## THEORY

## 2-1 The Monte Carlo Method in Statistical Physics <br> General Aspects of the Monte Carlo Method

The Monte Carlo method has been used in statistical physics studies to model equilibrium and non-equilibrium thermodynamic systems by stochastic computer simulation [123] [137]. The Monte Carlo method consists of a biased sampling of the phase space of system of many particles, and under certain circumstances it will correctly predict the thermodynamic properties of the system.

Consider a system of $N$ particles in volume $V$ at temperature $T$ with Hamiltonian $H(q, p)$. In the canonical ensemble, the thermodynamic average of any observable quantity $A(q, p)$ has the form

$$
\begin{equation*}
\langle A\rangle=\frac{\int_{\Omega} A(q, p) e^{-H(q, p) / k_{B} T} d^{3 N} q d^{3 N} p}{\int_{\Omega} e^{-H(q, p) / k_{B} T} d^{3 N} q d^{3 N} p} \tag{1}
\end{equation*}
$$

where $\Omega$ is the phase space of system, $k_{B}$ is the Boltzmann constant.
For the Monte Carlo method, the integral of Eq. (1) is evaluated by sampling points in $\Omega$, selected according to a probability distribution, $P(\mu)$, of state $\mu$ [123]. In this case, the integral Eq. (1) can be approximated by a summation formula [138]

$$
\begin{equation*}
\langle A\rangle=\frac{\sum_{\mu=1}^{M} A(\mu) e^{-H_{\mu} / k_{B} T} / P(\mu)}{\sum_{\mu=1}^{M} e^{-H_{\mu} / k_{B} T} / P(\mu)} \tag{2}
\end{equation*}
$$

At thermal equilibrium

$$
\begin{equation*}
P(\mu)_{e q}=\frac{1}{Z} e^{-H_{\mu} / k_{B} T} \tag{3}
\end{equation*}
$$

where $Z$ is partition function of the system. If we use $P_{e q}$ in Eq. (3), we get

$$
\begin{equation*}
\langle A\rangle=\langle A\rangle_{e q}=\frac{1}{M} \sum_{\mu=1}^{M} A(\mu) \tag{4}
\end{equation*}
$$

where $M$ is the total number of configurations (total number of phase states). $A(\mu)$ could be any observable quantity associated with the system.

The random walk through phase space must be defined so that $\langle A\rangle=\langle A\rangle_{e q}$. This is done in the following manner : Let $W$ be the transition probability per unit time from configuration $\mu$ to configuration $\mu^{\prime}$ in the phase space of the system. The first derivative of $P(\mu)$ with respect to time $t$ can be written as the master equation

$$
\begin{equation*}
\left.\frac{d P(\mu)}{d t}=-\sum_{\mu} W_{\left(\mu \rightarrow \mu^{\prime}\right.} P(\mu)+\sum_{\mu^{\prime}} W_{\left(\mu^{\prime} \rightarrow \mu\right.}\right) P\left(\mu^{\prime}\right) \tag{5}
\end{equation*}
$$

We wish to construct a random walk through phase space via a Markov process, such that $P(\mu)$ tends towards $P_{e q}(\mu)$ as the total number of steps $M$ is sufficiently large [123]. In equilibrium the left hand side of Eq. (5) is zero, so that the detailed balance is achieved

$$
\begin{equation*}
W_{\left(\mu \rightarrow \mu^{\prime}\right)} P(\mu)=W_{\left(\mu^{\prime} \rightarrow \mu\right)} P\left(\mu^{\prime}\right) \tag{6}
\end{equation*}
$$

In equilibrium, we expect $P(\mu)=P_{e q}(\mu) \propto e^{-H_{\mu} / k_{B} T}$, so that

$$
\begin{equation*}
\frac{\left.W_{\left(\mu-\mu^{\prime}\right.}\right)}{\left.W_{\left(\mu^{\prime} \rightarrow \mu\right.}\right)}=\frac{P_{e q}\left(\mu^{\prime}\right)}{P_{e q}(\mu)}=e^{\left.-\left(H_{\mu^{\prime}}\right)-H_{\mu}\right) / k_{B} T}=e^{-\Delta H_{\mu \rightarrow \mu^{\prime}} / k_{B} T} . \tag{7}
\end{equation*}
$$

Now we choose $W_{\mu \rightarrow \mu^{\prime}}$ (this choice is not unique [139]) to satisfy Eq. (7):

$$
W_{\mu \rightarrow \mu^{\prime}} \propto \begin{cases}1 & \Delta H_{\mu \rightarrow \mu^{\prime}} \leq 0  \tag{8}\\ e^{-\Delta H_{\mu-\mu^{\prime}} / k_{B} T} & \Delta H_{\mu \rightarrow \mu^{\prime}}>0\end{cases}
$$

The choice of Eq. (8) is called Metroplis sampling [137]. In terms of a random walk through phase space, the Monte Carlo algorithm can be executed : If $\Delta H_{\mu \rightarrow \mu^{\prime}} \leq 0$, we accept the move. If $\Delta H_{\mu \rightarrow \mu^{\prime}}>0$, according to the probability $W_{\mu \rightarrow \mu^{\prime}}$ in Eq. (8), we accept the move for $e^{-\Delta H_{\mu-\mu^{\prime}} / k_{B} T} \geq x$ or reject the move for $e^{-\Delta H_{\mu \rightarrow \mu^{\prime}} / k_{B} T}<x$, where $x$ is a random number distributed uniformly from 0 to 1 . The transition probability of Metroplis walk, $e^{-\Delta H_{\mu \rightarrow \mu^{\prime}} / k_{B} T}$, as function of $\Delta H$ is plotted in Fig. 10 (a).
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Figure 10. Plots of transition probabilities for (a) Metroplis walk, and (b) Kawasaki dynamics

## Dynamical Monte Carlo Processes

The Monte Carlo method can also be applied to study dynamic behavior [123] [140], including surface diffusion of adsorbate atoms in adsorbed monolayers, nucleation of ordered domains from a disordered phase, kinetics of nucleation and phase separation, kinetics of crystal growth.

One of the theoretical foundations of dynamical Monte Carlo processes is Kawasaki dynamics [141-143]. In 1966 Kawasaki published his studies of the timedependent Ising model. In this model, spin interactions were replaced by certain temperature-dependent transition probabilities ( $W$ ) for spin exchange. Kawasaki proposed a local-equilibrium approximation to satisfy the detailed balance Eq. (6), then, calculated the diffusion constant and transport coefficients for the system described by the master equation Eq. (5).

Based upon the time-dependent Ising model, Kehr and Binder [140] studied self-diffusion and collective diffusion in interacting lattice gases, including systems with order-disorder phase transitions. They exploited the Kawasaki model to chose as transition probability of a particle to jump from site $i$ to a vacant site $f$ in their studying of simulation of diffusion in lattice gases and related kinetic phenomena

$$
\begin{equation*}
W_{i \rightarrow f}=\frac{1}{2}\left[1-\tanh \left(\frac{\Delta E_{i \rightarrow f}}{2 k_{B} T}\right)\right], \tag{9}
\end{equation*}
$$

where $\Delta E_{i \rightarrow f}$ is the energy difference between the final ( $f$ ) and initial ( $i$ ) situations.
In the simulation, a random number $x$ is picked up to compare with the transition probability $W_{i \rightarrow f}$, a function of energy change $\Delta E_{i \rightarrow f}$. Then, according to Monte Carlo criteria:

If $x<W_{i \rightarrow f}$ the jump is performed;
If $x>W_{i \rightarrow f}$ no jump occurs.
Fig. 10 (b) shows the plot of Kawasaki transition probability, Eq. (9). To obtain a diffusion constant with dimensions they suggested converting transition probabilities into transition rates with a "time" unit of one Monte Carlo step (MCS) or "Monte Carlo time" [140] [144].

Matsumura et al [135] also reported applications of Kawasaki dynamical Monte Carlo simulation in their studies of crystal epitaxial growth of III-V semiconductor alloys. This thesis presents an application of the Kawasaki dynamic Monte Carlo simulation method to diamond CVD studies. The next section will describe the Brenner empirical potential surface employed in our simulation.

## 2-2 The Brenner Potential Energy Surface

Based on the Abell-Tersoff bonding formalism [119-122,145,146], Brenner [118] has developed an empirical many-body potential energy surface, with additional terms that correct for an inherent overbinding of radicals and including nonlocal effects. The Brenner energy function captures many of the essential features of chemical bonding in hydrocarbons such as producing the intramolecular energetics and bonding in solid diamond and graphite as well as large number of hydrocarbon molecules, and including buckminsterfullerene [147]. The mathematical expression of the Brenner empirical potential energy for hydrocarbons [118] is described in the following paragraphs.

The binding energy for the hydrocarbon potential is given as a sum over bonds in the form

$$
\begin{equation*}
E_{b}=\sum_{i} \sum_{j(>i)}\left[V_{R}\left(r_{i j}\right)-\bar{B}_{i j} V_{A}\left(r_{i j}\right)\right] . \tag{10}
\end{equation*}
$$

In Eq. (10), the sum is over all pairs of atoms $i$ and $j$ within a cut-off radius determined by a function $f_{i j}(r)$ to be described later. $V_{R}\left(r_{i j}\right)$ and $V_{A}\left(r_{i j}\right)$ are pair-additive repulsive and attractive interactions, respectively,

$$
\begin{equation*}
V_{R}\left(r_{i j}\right)=\frac{f_{i j}\left(r_{i j}\right) D_{e_{i j}}}{S_{i j}-1} e^{-\sqrt{2 S_{i j}} \beta_{i j}\left(r-R_{e_{i j}}\right)} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{A}\left(r_{i j}\right)=\frac{f_{i j}\left(r_{i j}\right) D_{e_{i j}} S_{i j}}{S_{i j}-1} e^{-\sqrt{\frac{2}{S_{i j}}} \beta_{i j}\left(r-R_{e_{i j}}\right)} \tag{12}
\end{equation*}
$$

$\bar{B}_{i j}$ is an empirical bond-order function to be described later.
The values of the well depth $D_{e_{i j}}$, the equilibrium distance $R_{e_{i j}}$, and the parameters $\beta_{i j}$ and $S_{i j}$ depend upon the type of bond between atoms $i$ and $j$, i.e. $C-C, C=C, C \equiv C, C-H$ or $H-H$.

The cut-off function $f_{i j}(r)$ is defined as

$$
f_{i j}(r)=\left\{\begin{array}{lr}
1 & r<R 1_{i j}  \tag{13}\\
\frac{1}{2}\left[1+\cos \left(\frac{\pi\left(r-R 1_{i j}\right)}{R 2_{i j}-R 1_{i j}}\right)\right] & R 1_{i j}<r<R 2_{i j} \\
0 & r>R 2_{i j}
\end{array}\right.
$$

Fig. 11 (a) shows a plot of the cut-off function $f_{i j}(r)$ which smoothly cuts off the interaction between atoms $i$ and $j$ when their distance is greater than $R 1_{i j}$. The cut-off ranges $R 1_{i j}$ and $R 2_{i j}$ are also determined by type of bond between atoms $i$ and $j$.

The empirical bond-order function $\bar{B}_{i j}$ is given by the average of many-body couplings $B_{i j}$ and $B_{j i}$, and a term associated with a correction for a bond belonging to a conjugated system (If any neighbors are carbon atoms that have a coordination of less than four ( $N_{t_{i}}<4$ ), the bond is defined as being part of a conjugated system.):

$$
\begin{equation*}
\bar{B}_{i j}=\frac{B_{i j}+B_{j i}}{2}+\frac{F_{i j}\left(N_{t_{i}}, N_{t_{j}}, N_{c o n j_{i j}}\right)}{2} \tag{14}
\end{equation*}
$$

where $B_{i j}$ and $B_{j i}$ are many-body coupling terms between the bonds $i-j$ and $i-k$, as well as $j-i$ and $j-k$ where $k$ represents many-body contribution due to other neighboring carbons (see Fig. 12 (a) and Eq. (15) below). The second term of Eq. (14), $F_{i j}\left(N_{t_{i}}, N_{t_{j}}, N_{c o n j_{i j}}\right)$, the correction for a conjugated system, is used for carbon-carbon bonds only (both $i$ and $j$ are carbons). Otherwise, $F_{C H}\left(N_{t_{i}}, N_{t_{j}}, N_{c o n j_{i j}}\right)=F_{H C}\left(N_{t_{i}}, N_{t_{j}}, N_{\text {con } j_{i j}}\right)=F_{H H}\left(N_{t_{i}}, N_{t_{j}}, N_{c o n j_{i j}}\right)=0$. The arguments $N_{t_{i}}$ and $N_{t_{j}}$ are the total numbers of neighboring atoms for carbon atoms $i$ and $j$, respectively. The argument $N_{\text {con } j_{i j}}$ is the total number of neighboring carbon atoms for both $i$ and $j$ atoms. The method of counting these neighbors will be given later.

The quantities of $B_{i j}$ and $B_{j i}$ are given as

$$
\begin{equation*}
B_{i j}=\left[1+\sum_{k(\neq i, j)} G_{i}\left(\theta_{i j k}\right) f_{i k}\left(r_{i k}\right) e^{\alpha_{i j k}\left[\left(r_{i j}-R_{e_{i j}}\right)-\left(r_{i k}-R_{e_{i k}}\right)\right]}+H_{i j}\left(N_{h_{i}} N_{c_{i}}\right)\right]^{-\delta_{i}} \tag{15}
\end{equation*}
$$

and,

$$
\begin{equation*}
B_{j i}=\left[1+\sum_{k(\neq j, i)} G_{j}\left(\theta_{j i k}\right) f_{j k}\left(r_{j k}\right) e^{\alpha_{j i k}\left[\left(r_{j i}-R_{e_{j j}}\right)-\left(r_{j k}-R_{e_{j k}}\right)\right]}+H_{j i}\left(N_{h_{j}} N_{c_{j}}\right)\right]^{-\delta_{j}} \tag{16}
\end{equation*}
$$



Figure 11. Plots of (a) the cut-off function $f_{i j}(r)$, and (b) $G_{C}(\theta)$ as a function of $\theta$ used by the Brenner empirical potential energy function.
where $G_{i}$ and $G_{j}$ are the functions of angles to be defined below.
Fig. 12 (a) shows that for a carbon atom $i$ and its nearest neighbor atoms $j$ and $k$ ( $j$ and $k$ could be either carbon or hydrogen), the angle $\theta_{i j k}$ is defined between bonds $i-j$ and $i-k$ (Fig. 12 (a)). For carbon atom $j$ and its nearest neighbor atoms $i$ and $k$ ( $i$ and $k$ could be either carbon or hydrogen), the angle $\theta_{j i k}$ is defined between bonds $j-i$ and $j-k$ (Fig. $12(\mathrm{a}))$. Both $\theta_{i j k}$ and $\theta_{j i k}$ could be either $\theta_{C C C}, \theta_{C C H}, \theta_{C H C}$ or $\theta_{C H H}$. The functions $G_{i}\left(\theta_{i j k}\right)$ and $G_{j}\left(\theta_{j i k}\right)$ are defined by

$$
\begin{equation*}
G_{C}\left(\theta_{i j k}\right)=a_{o}\left[1+\frac{c_{o}^{2}}{d_{o}^{2}}-\frac{c_{o}^{2}}{\left(d_{o}^{2}+\left(1+\cos \left(\theta_{i j k}\right)\right)^{2}\right.}\right] \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{C}\left(\theta_{j i k}\right)=a_{o}\left[1+\frac{c_{o}^{2}}{d_{o}^{2}}-\frac{c_{o}^{2}}{\left(d_{o}^{2}+\left(1+\cos \left(\theta_{j i k}\right)\right)^{2}\right.}\right] \tag{18}
\end{equation*}
$$

where the values of parameters $c_{o}$ and $d_{o}$ vary with different sets of potentials. $G_{C}(\theta)$ as a function of $\theta$ is plotted in Fig. 11 (b). If atom $i$ is hydrogen, the function $G_{i}\left(\theta_{i j k}\right)$ is zero. Similarly, if $j$ is a hydrogen atom $G_{j}\left(\theta_{j i k}\right)$ is equal to zero.

For counting neighboring hydrogen bonds $N_{h_{i}}$ and neighboring carbon bonds $N_{c_{i}}$ of atom $i$, the bond $i-j$ should not be included when we count all possible neighboring-bonds of $i$. The neighboring bonds are determined by cut-off functions $f_{i m}\left(r_{i m}\right)$ and $f_{i n}\left(r_{i n}\right)$ given by Eq. (13). Here, $m$ runs over all neighboring hydrogen bonds, and $n$ runs over all neighboring carbon bonds. The quantities $N_{h_{i}}, N_{c_{i}}$ and total number of neighboring bonds $N_{t_{i}}$ of atom $i$ are given, respectively, by

$$
\begin{align*}
N_{h_{i}} & =\sum_{\text {hydrogen }(m \neq i, j)} f_{i m}\left(r_{i m}\right),  \tag{19}\\
N_{c_{i}} & =\sum_{\text {carbon }(n \neq i, j)} f_{i n}\left(r_{i n}\right), \tag{20}
\end{align*}
$$

and

$$
\begin{equation*}
N_{t_{i}}=N_{h_{i}}+N_{c_{i}} . \tag{21}
\end{equation*}
$$

Fig. 12 (b) shows a pictorial description of method used to count neighboring bonds for atom $i$ except bond $i-j$. Similar methods are used to determine $N_{h_{j}}, N_{c_{j}}$ in Eq. (16), and $N_{t_{j}}$ in Eq. (14).


Figure 12. Pictorial description of terms which contribute to the Brenner energy function (a) definition of angles $\theta_{i j k}$ between bonds $i-j$ and $i-k$ and $\theta_{j i k}$ between bonds $j-i$ and $j-k$, respectively. Atoms $i, j$ and $k$ could be either carbon or hydrogen; (b) atoms $m$ are neighbor-ing-bonds of atom $i$, excluding bond $i-j$; (c) a conjugated system

If any neighbors are carbon atoms that have a coordination of less than four $\left(N_{t_{i}}<4\right)$, the bond is defined as being part of a conjugated system. The value of $N_{c o n j_{i j}}$ is determined by

$$
\begin{equation*}
N_{c o n j_{i j}}=1+\sum_{\operatorname{carbon}\left(k \neq C_{i}, C_{j}\right)} f_{i k}\left(r_{i k}\right) F F\left(x x_{i k}\right)+\sum_{\operatorname{carbon}\left(l \neq C_{i}, C_{j}\right)} f_{j l}\left(r_{j l}\right) F F\left(x x_{j l}\right) . \tag{22}
\end{equation*}
$$

where the sum over $k$ runs over all possible neighboring carbon bonds of carbon $i$ except bond $i-j$, whereas the sum over $l$ runs over all possible neighboring carbon bonds of carbon $j$ except bond $j-i$; The quantities $x x_{i k}$ represent the number of possible neighboring carbon bonds of carbons $k$ except bond $i-k$. Fig. 12 (c) illustrates the situations discussed above. The quantity $x x_{i k}$ is defined by

$$
\begin{equation*}
x x_{i k}=N_{t_{k}}-f_{i k}\left(r_{i k}\right) \tag{23}
\end{equation*}
$$

The values of functions $F F\left(x x_{i k}\right)$ and $F F\left(x x_{j l}\right)$ are given, respectively,

$$
\begin{align*}
& F F\left(x x_{i k}\right)=\left\{\begin{array}{lr}
1 & x x_{i k} \leq 2 \\
\frac{1}{2}\left[1+\cos \left(\pi\left(x x_{i k}-2\right)\right)\right] & 2<x x_{i k}<3 \\
0 & x x_{i k} \geq 3
\end{array}\right.  \tag{24}\\
& F F\left(x x_{j l}\right)=\left\{\begin{array}{lr}
1 & x x_{j l} \leq 2 \\
\frac{1}{2}\left[1+\cos \left(\pi\left(x x_{j l}-2\right)\right)\right] & 2<x x_{j l}<3 \\
0 & x x_{j l} \geq 3
\end{array}\right. \tag{25}
\end{align*}
$$

Two sets of parameters, potential \#1 and potential \#2, respectively, were constructed by Brenner and tested extensively against known energies of atomization for hydrocarbons [118]. We have used Brenner potential \#2 (TABLE I and II) to simulate the interaction of hydrogen, $\mathrm{C}_{2} \mathrm{H}_{2}$ and $\mathrm{C}_{2} \mathrm{H}$ with a $\mathrm{C}(111)$ substrate. All parameters not listed in the Tables are set equal to zero. For instance, $F(2,1,3)=0$ since it is not listed in TABLE I and II. According to Brenner potential $\# 2$, the lengths of bonds are given as: $b_{\text {singlebond }}=1.55 \AA, b_{\text {doublebond }}=1.38 \AA$, and $b_{\text {triplebond }}=1.29 \AA$.

In our simulation studies, the Brenner energy calculation subroutine was written as an external file, $E_{\_} B r e n n()$. E_Brenn() can work independently for

TABLE I.
PARAMETERS FOR BRENNER POTENTIAL \#2
(PART 1)[118]

| Atoms (i,j) | Parameter | Value |
| :--- | :---: | :---: |
| Carbons | $R 1_{C C}$ | $1.7 \AA$ |
|  | $R 2_{C C}$ | $2.0 \AA$ |
|  | $R_{e_{C C}}$ | $1.39 \AA$ |
| $D_{e_{C C}}$ | 6.0 eV |  |
|  | $\beta_{C C}$ | $2.1 \AA \AA^{-1}$ |
|  | $S_{C C}$ | 1.22 |
|  | $\delta_{C C}$ | 0.5 |
|  | $\alpha_{C C C}$ | 0.0 |
| Hydrogen | $a_{o}$ | 0.000208 |
|  | $c_{0}$ | 330 |
|  | $d_{o}$ | 3.5 |
|  | $R 1_{H H}$ | $1.1 \AA$ |
|  | $R 2_{H H}$ | $1.7 \AA$ |
|  | $R_{e_{H H}}$ | $0.7414 \AA$ |
|  | $D_{e_{H H}}$ | 4.7509 eV |
|  | $\beta_{H H}$ | $1.9436 \AA \AA^{-1}$ |
| Hydrocarbons | $S_{H H}$ | 2.3432 |
|  | $\delta_{H H}$ | 0.5 |
|  | $\alpha_{H H H}$ | $4.0 \AA \AA^{-1}$ |
|  | $R 1_{C H}$ |  |
|  | $R 2_{C H}$ | $1.3 \AA$ |
|  | $R_{e_{C H}}$ | $1.8 \AA$ |
|  | $D_{e_{C H}}$ | $1.1199 \AA$ |
|  | $\beta_{C H}$ | $1.6422 \mathrm{eV}^{\circ}$ |
|  | $S_{C H}$ | $1.9583 \AA \AA^{-1}$ |
|  | $\delta_{C H}$ | 0907 |
|  | $\alpha_{C H H}, \alpha_{H C H}, \alpha_{H H C}$ | $4.0 \AA \AA^{-1}$ |
|  | $\alpha_{C C H}, \alpha_{C H C}, \alpha_{H C C}$ | $4.0 \AA \AA^{-1}$ |

TABLE II.
PARAMETERS FOR BRENNER POTENTIAL \#2 (PART 2)[118]

| Atoms (i, $\mathrm{j}^{\text {) }}$ | Parameter | Value |
| :---: | :---: | :---: |
| Carbons | $H_{C C}(1,1)$ | -0.0226 |
|  | $H_{C C}(2,0)$ | -0.0061 |
|  | $H_{C C}(3,0)$ | 0.0173 |
|  | $H_{C C}(1,2)$ | 0.0149 |
|  | $H_{C C}(2,1)$ | 0.0160 |
| Hydrocarbons | $H_{C H}(1,0)$ | -0.0984 |
|  | $H_{C H}(2,0)$ | -0.2878 |
|  | $H_{C H}(3,0)$ | -0.4507 |
|  | $H_{C H}(0,1)$ | -0.2479 |
|  | $H_{C H}(0,2)$ | -0.3221 |
|  | $H_{C H}(0,3)$ | -0.4460 |
|  | $H_{C H}(1,1)$ | -0.3344 |
|  | $H_{C H}(2,1)$ | -0.4438 |
|  | $H_{C H}(1,2)$ | -0.4449 |
| Carbons | $\mathrm{F}(2,3,1)$ | -0.0363 |
|  | $\mathrm{F}(3,2,1)$ | -0.0363 |
|  | $\mathrm{F}(2,3,2)$ | -0.0363 |
|  | $\mathrm{F}(3,2,2)$ | -0.0363 |
|  | F(1,2,2) | -0.0243 |
|  | F(2,1,2) | -0.0243 |
|  | F(1,3,1) | -0.0903 |
|  | $\mathrm{F}(3,1,1)$ | -0.0903 |
|  | F(1,3,2) | -0.0903 |
|  | $F(3,1,2)$ | -0.0903 |
|  | $\mathrm{F}(0,3,1)$ | -0.0904 |
|  | $\mathrm{F}(3,0,1)$ | -0.0904 |
|  | $\mathrm{F}(0,3,2)$ | -0.0904 |
|  | $\mathrm{F}(3,0,2)$ | -0.0904 |
|  | $\mathrm{F}(1,1,1)$ | 0.1264 |
|  | $\mathrm{F}(2,2,1)$ | 0.0605 |
|  | $\mathrm{F}(1,2,1)$ | 0.0120 |
|  | $\mathrm{F}(2,1,1)$ | 0.0120 |
|  | F(0,2,2) | -0.0269 |
|  | F(2,0,2) | -0.0269 |
|  | F(0,2,1) | 0.0427 |
|  | F(2,0,1) | 0.0427 |
|  | $\mathrm{F}(0,1,1)$ | 0.0996 |
|  | $\mathrm{F}(1,0,1)$ | 0.0996 |

any hydrocarbon molecule (or structure). For example, we can calculate the binding energy of a carbon $C(i)$ with any hydrocarbon structure, shown in Fig. 13, by calling subroutine $E \_B r e n n()$ for given three dimensional coordinates. As soon as $E_{\_} B r e n n()$ receives the coordinates of $C(i)$, all neighbors are counted (in subroutine More_neighb()), and bond types are identified. Then, depending on the bond type, subroutine $E_{-} i j_{-} C C()$ or $E_{-} i j_{-} H H()$ (inside $\left.E_{-} B r e n n()\right)$ is used to find angles between all bonds (using subroutine Thetaijk()), and to count $N_{h_{i}}, N_{c_{i}}, N_{t_{i}}, N_{t_{j}}, N_{t_{k x}}, N_{t_{t_{y}}}, x x_{i k}$, and $x x_{j l}$ (using subroutine More_neighb()). For a conjugated system, $N_{\text {conjij }}$ is calculated in subroutine Conj_sum(). The second terms of Eq. (15) and Eq. (16) are calculated in subroutines Sumijk_ccc(), Sumijk_cch(), Sumijk_chc(), and Sumijk_chh(). Because the angle function $G_{H}(\theta)$ equals zero (see the paragraph about Eq. (17) or Eq. (18)), Sumijk_hcc(), Sumijk_hch(), Sumijk_hhc(), and Sumijk_hhh() are zero. For the calculation of $B_{j i}$, the same subroutines are used, exchanging arguments $C j$ with Ci . Further, for given $C(i)$, each repulsive and attractive pair $(i, j)$, shown in Eq. (11) and Eq. (12), are calculated in subroutines E_Bren_ijcc() and E_Bren_ijch(). Finally, summing over $C(i)-C$ and $C(i)-H$ bonds gives the binding energy of $C(i)$ with other hydrocarbons.

We have computed some single hydrocarbon molecules and radicals using subroutine $\operatorname{E\_ Brenn()}$ in attempt to ensure that our energy calculation in our model is correct. Our results are compared to Brenner's published calculations and to experiment in TABLE III.

## 2-3 Major Chemical Reactions included in Molecular Modeling

As mentioned in Chapter I, Huang, Frenklach and Maroncelli (HFM) [71] [69] have proposed that the main monomer growth species is acetylene $C_{2} H_{2}$, and the reaction mechanism consists of two alternating steps: (1) surface activation by $H$ atom abstraction of a surface carbon, and (2) the addition of one or more acetylene molecules. Peploski, Thompson and Raff [73] also suggested that addition of a ethynyl radical $\mathrm{C}_{2} \mathrm{H}$ to a chemisorbed acetylene group proceeds with a much higher


Figure 13. Pictorial description of terms which contribution to the Brenner energy calculation, in subroutine $E_{-} B r e n n()$. Binding energy of $C(i)$ with any hydrocarbon radicals R can be calculated by E_Brenn()

TABLE III.

## ENERGY CALCULATION COMPARISON OF OUR RESULTS WITH BRENNER'S RESULTS AND WITH EXPERIMENTAL DATA

| Hydrocarbons | Energy $(\mathrm{eV})$ |  |  |
| :---: | :---: | :---: | :---: |
|  | Our results | Brenner's calculation | Experimental results |
| acetylene $\left(\mathrm{C}_{2} \mathrm{H}_{2}\right)$ | 17.135 | 17.1 | 17.1 |
| methane $\left(\mathrm{CH}_{4}\right)$ | 17.540 | 17.6 | 17.6 |
| ethylene $\left(\mathrm{C}_{2} \mathrm{H}_{4}\right)$ | 23.605 | 23.6 | 23.6 |
| methyl $\left(\mathrm{CH}_{3}\right)$ | 12.704 | 12.7 | 12.7 |

probability than is the case for $C_{2} H_{2}$. Based on this result, we have considered both $\mathrm{C}_{2} \mathrm{H}_{2}$ and $\mathrm{C}_{2} \mathrm{H}$ as reactants which can deposit on the diamond surface. The main chemical reactions in our simulation are:

- Atomic Hydrogen Reactions: Atomic hydrogen $H$ can activate or deactivate or reactivate the diamond surface.

1. Activation: An atomic hydrogen $(H)$ activates the surface by abstracting an $H$ atom from surface species $C_{s}-R$, and produces a radical site.

$$
\begin{gather*}
C_{s} H+H \longrightarrow \dot{C}_{s}+H_{2}  \tag{26}\\
C_{s}-C H=C H_{2}+H \longrightarrow C_{s}-C H=\dot{C} H+H_{2}  \tag{27}\\
C_{s}-C \equiv C H+H \longrightarrow C_{s}-C H=\dot{C} H \tag{28}
\end{gather*}
$$

2. Deactivation: An atomic hydrogen ( $H$ ) deactivates the surface by adding an $H$ atom to surface species $C_{s}-R$ (or by changing the bond type), and obliterating a radical site.

$$
\begin{gather*}
\dot{C}_{s}+H \longrightarrow C_{s} H  \tag{29}\\
C_{s}-C H=\dot{C} H+H \longrightarrow C_{s}-C H=C H_{2}  \tag{30}\\
C_{s}-C H=\dot{C} H+H \longrightarrow C_{s}-C \equiv C H+H_{2}  \tag{31}\\
C_{s}-C H=\dot{C} H \longrightarrow C_{s}-C \equiv C H+H \tag{32}
\end{gather*}
$$

3. Reactivation: An atomic hydrogen $(H)$ reactivates the surface by creating a radical site at a carbon bonded to the surface.

$$
\begin{gather*}
C_{s}-C \equiv C H+H \longrightarrow C_{s}-\dot{C}=C H_{2}  \tag{33}\\
C_{s}-C H=C H_{2}+H \longrightarrow C_{s}-\dot{C} H-C H_{3}  \tag{34}\\
C_{s}-C H=C H_{2}+H \longrightarrow C_{s}-\dot{C}=C H_{2}+H_{2} \tag{35}
\end{gather*}
$$

- Chemisorption and desorption of $C_{2} H_{2}$ and $C_{2} H$ on the diamond surface.

1. Chemisorption of $C_{2} H_{2}$ and $C_{2} H$ to the $C(111)$ surface.

$$
\begin{gather*}
\dot{C}_{s}+C H \equiv C H \longrightarrow C_{s}-C H=\dot{C} H  \tag{36}\\
C_{s}-C H=\dot{C} H+C H \equiv C H \longrightarrow C_{s}-C H=C H-C H=\dot{C} H  \tag{37}\\
C_{s}-\dot{C}=C H_{2}+C H \equiv C H \longrightarrow C_{s}-C(C H=\dot{C} H) H=C H_{2}  \tag{38}\\
\dot{C}_{s}+\dot{C} \equiv C H \longrightarrow C_{s}-\dot{C}=\dot{C} H  \tag{39}\\
C_{s}-C H=\dot{C} H+\dot{C} \equiv C H \longrightarrow C_{s}-C H=C H-\dot{C}=\dot{C} H  \tag{40}\\
C_{s}-\dot{C}=C H_{2}+\dot{C} \equiv C H \longrightarrow C_{s}-C(\dot{C}=\dot{C} H)=C H_{2} \tag{41}
\end{gather*}
$$

2. Desorption of $C H=\dot{C} H$ from the $C(111)$ surface.

$$
\begin{gather*}
C_{s}-C H=\dot{C} H \longrightarrow \dot{C}_{s}+C H \equiv C H  \tag{42}\\
C_{s}-C H=C H-C H=\dot{C} H \longrightarrow C_{s}-C H=\dot{C} H+C H \equiv C H  \tag{43}\\
C_{s}-C(C H=\dot{C} H) H=C H_{2} \longrightarrow C_{s}-\dot{C}=C H_{2}+C H \equiv C H  \tag{44}\\
C_{s}-\dot{C}=\dot{C} H \longrightarrow \dot{C}_{s}+\dot{C} \equiv C H  \tag{45}\\
C_{s}-C H=C H-\dot{C}=\dot{C} H \longrightarrow C_{s}-C H=\dot{C} H+\dot{C} \equiv C H  \tag{46}\\
C_{s}-C(\dot{C}=\dot{C} H) H=C H_{2} \longrightarrow C_{s}-\dot{C}=C H_{2}+\dot{C} \equiv C H \tag{47}
\end{gather*}
$$

- Formation of tetrahedrons at the $C(111)$ surface from following situations.

1. For one $(-C=C-)$ dimer

$$
\begin{equation*}
C_{s_{1}}-\dot{C}=C H_{2}+\dot{C}_{s_{2}} \longrightarrow C_{s_{1}}-\dot{C}\left(C_{s_{2}}\right)-\dot{C} H_{2} \tag{48}
\end{equation*}
$$

2. For two ( $-C=C-$ ) dimers in parallel (see the definition and explanation in detail in chapter III)

$$
\begin{equation*}
C_{s_{1}}-C H=\dot{C} H+C_{s_{2}}-\dot{C}=C H_{2} \longrightarrow C_{s_{1}}-\dot{C} H-\dot{C} H-\dot{C}\left(C_{s_{2}}\right)-\dot{C} H_{2} \tag{49}
\end{equation*}
$$

3. For two ( $-C=C-$ ) dimers in series (see the definition and explanation in detail in chapter III)

$$
\begin{equation*}
C_{s_{1}}-C H=\dot{C}-C H=H_{2}+\dot{C}_{s_{2}} \longrightarrow C_{s_{1}}-\dot{C} H-\dot{C}\left(C_{s_{2}}\right) H-\dot{C} H-\dot{C} H_{2} \tag{50}
\end{equation*}
$$

The main chemical reactions used in our simulation for diamond film growth from a $C(111)$ surface by chemical vapor deposition of an oxy/acetylene flame have been listed above. The probability of each reaction, governed by Brenner energy difference, within the Kawasaki dynamical Monte Carlo algorithm produced the results to be described in the next chapter.

## CHAPTER III

## METHODS

This research is a simulation of 3 -dimensional diamond film growth by chemical vapor deposition on a $C(111)$ diamond surface with two different sizes of substrates ( 200 carbons and 512 carbons, respectively). In this chapter the numerical methods used in the simulation will be described. First, in section 3-1 the computer code flowchart will be given. Second, some special notation used in the simulation will be presented in section 3-2. Then, each step in the simulation will be described in detail in sections 3-3 - sections 3-10. Finally, computer run procedures will be summarized in section 3-11.

## 3-1 Computer Code Flowchart

The flowchart of the computer program, which includes four external files, is shown in Fig. 14. The four external subprograms and their structures are shown in the following figures: (1) Fig. 15 shows the subprogram fdepos.c that was used for hydrogen abstraction and addition, and acetylene deposition on $C(111)$ diamond surface; (2) Fig. 16 shows the subprogram ftetra.c that was used for tetrahedron formation at the $C(111)$ diamond surface; (3) Fig. 17 shows the subprogram frelax.c that was used for surface relaxation, desorption and adsorption from and to the $C$ (111) diamond surface; and (4) Fig. 18 shows the subprogram fenerg.c that was used for Brenner energy calculations applied to each Monte Carlo move.

A main program contains code for initializing the system, for the Monte Carlo loops, and for input/output. The first three subprograms were inside the Monte Carlo loops and were called directly by the main program, whereas, fenerg.c


Figure 14. Computer simulation flowchart for diamond film growth by chemical vapor deposition (cvd).


Figure 15. Subprogram fdepos.c was applied to the simulation of hydrogen abstraction and addition, and acetylene deposition on $C(111)$ diamond surface.


Figure 16. Subprogram ftetra.c was applied to the simulation of tetrahedron formation at the $C(111)$ diamond surface.


Figure 17. Subprogram frelax.c was applied to the simulation of surface relaxation, desorption and adsorption from and to the $C(111)$ diamond surface.


Figure 18. Subprogram fenerg.c carried out all Brenner energy calculations.
was called by each of the three subprograms, individually, for each Monte Carlo move. The computer code, including 53 subroutines and about 7,000 lines of code, were written in the $C$ computing language. The various steps, shown from Fig. 14 through Fig. 18, will now be described in detail.

## 3-2 Special Notations in the Simulation

Because Monte Carlo moves are totally random, hydrogen activation, deactivation and reactivation, acetylene deposition, desorption and adsorption, and surface relaxation could occur at any where on or near the surface. For this reason, when we randomly pick any carbon or bond, we need information about its location, number of neighbors, the types of bonds, and direction cosines of each bond. Thus, we have introduced special notations in our simulation.

- Position of carbon: array has been used to locate carbon $i$, i.e. $C P[x, y, z][i]$.
- Type of bond: Since there are at most four possible bonds for each carbon, we use an array $C$ _bonds $[1,2,3,4][i]$, to denote four bond-indices of carbon $i$. There are four bond types between carbon $i$ and its neighbors, including carbon-carbon single bonds $(C-C)$, carbon-carbon double bonds $(C=$ $C)$, carbon-carbon triple bonds $(C \equiv C)$, and carbon-hydrogen bonds $(C-$ $H)$. A fifth possibility case is the carbon radical $\left(\dot{C}_{i}\right)$, i.e. a carbon atom with "dangling" bond. Finally, for double and triple carbon bonds, $C=C$ and $C \equiv C$, each carbon may only bind to two other atoms or one atom, respectively. The array $C \_$bonds $[1,2,3,4][i]$ was defined so that the number and type of bond associated with each neighbor can be read. For instance,

1. for $C_{i} \stackrel{k}{-} C_{n}$ bond, $C_{-}$bonds $[k][i]=n$ means the carbon $i(i=0 \rightarrow$ 19999) bonds to the carbon $n(n=0 \rightarrow 19999)$ via the kth bond-index ( $\mathrm{k}=1,2,3,4$ ) of carbon $i$.
2. for $C_{i} \stackrel{k}{=} C_{n}$ bond, $C_{-}$bonds $[k][i]=n+20000$.
3. for $C_{i} \stackrel{k}{=} C_{n}$ bond, $C_{-}$bonds $[k][i]=n+30000$.
4. for $C_{i} \stackrel{k}{-} H$ bond, C_bonds $[k][i]=50000$.
5. for $\dot{C}_{i}, C_{-} b o n d s[k][i]=i$, which means the kth bond of the carbon $i$ is unpaired.
6. for the case of no bond, $C_{-}$bonds $[k][i]=-1$, which means the kth bond of the carbon $i$ does not exist, and the carbon $i$ is not tetrahedrally coordinated.

- Bond vectors: the $V$ _bond $[x, y, z][1,2,3,4][i]$ is used to define the lengths and directions of four bond vectors of carbon $i$.


## 3-3 Initialization of Substrate and Gas Phase

As shown in the flowchart (Fig. 14), We first initialized both substrate and gas phase. Two different sizes of substrates were tested in this research. For brevity, only one of them will be described in detail.

A substrate consisting of 512 carbons ( 16 carbons $\times 16$ carbons $\times 2$ ) in a diamond (111) lattice geometry was generated. Fig. 19 shows part of the lattice from (a) a top view, and (b) a sideview. All carbons in the substrate were tetrahedrally coordinated with a bond length of $1.55 \AA$ for $C-C$, and $1.09 \AA$ for $C-H$. The angle between any two bonds was $109^{\circ} 28^{\prime}$. The position of each carbon and their bond vectors are described in the Cartesian coordinates. A clean surface was created with the top dangling bonds of $C$ (111) diamond surface (pointing in the $Z$ direction).

In the gas phase, six acetylenes and six atomic hydrogens were initially generated at the height of $50 \AA$ over the substrate. This height was adjusted upward as the diamond surface grow. Fig. 20 illustrates the positions of the gaseous species. (a) From a top view, the gaseous species were arranged hexagonally. The only reason for this is to ensure that initial gaseous species did not overlap each other. (b) From a sideview, the gaseous species were above the diamond surface at the height of $S I Z E Z$. The reason for his is to let new gaseous species always come from the same height.


(b)

Figure 19. Initialization of substrate in (a) a top view, and (b) a sideview.


Figure 20. Initialization of gaseous species including six acetylenes and six atomic hydrogens. (a) From a top view, the gaseous species were placed in hexagon where ' A ' is acetylene. (b) From a sideview, the gaseous species were about $50 \AA$ over diamond surface.

The system was initialized for the first step. For subsequent steps, configurational data were read at the beginning of each subsequent run. It needs to be emphasized that the total number of carbon will increase continuously, and various chemical species will be created or removed through the chemical reactions described in Eqs. (26) $\rightarrow$ (48).

## 3-4 Boundary Conditions

Three types of boundary conditions, periodic boundary, fixed boundary and deposition boundary, have been used in this research. Fig. 21 shows those boundaries from either top-view or sideview. In Fig. 21 (a), from top-view, periodic boundary condition (PBC) were used in both $X$ and $Y$ directions. PBC means that the atom which moved out from a boundary of the lattices in $X$ and $Y$ directions is considered to move into the lattices at the opposite boundary. Let $\Delta x$, $\Delta y$ and $\Delta z$ be the distances between a carbon $i$ and another carbon $j(\neq i)$. PBC in the $X$ and $Y$ directions means that

$$
\begin{align*}
& \Delta x= \begin{cases}\Delta x & \text { if } \Delta x \leq S I Z E X-\Delta x \\
S I Z E X-\Delta x & \text { otherwise }\end{cases}  \tag{51}\\
& \Delta y= \begin{cases}\Delta y & \text { if } \Delta y \leq S I Z E Y-\Delta y \\
S I Z E Y-\Delta y & \text { otherwise }\end{cases} \tag{52}
\end{align*}
$$

where SIZEX and SIZEY were the sizes of substrate in $X$ and $Y$ directions separately in the simulation.

In Fig. 21 (b), from a sideview, we see that fixed boundaries were considered at both top (the highest position of gaseous species) and bottom (the bottom of substrate) of the system in the $Z$ direction. A deposition boundary was defined at the diamond surface where diamond film was growing.

## 3-5 Neighbor-Spheres

A neighbor list algorithm was used for energy calculation, for surface diffusion, and for relaxation moves. To save computer time two neighbor-spheres were

(a)

(b)

Figure 21. Boundary conditions. (a) a top-view, periodic boundary conditions (PBC) were used in both $X$ and $Y$ directions. (b) a sideview, fixed boundaries were imposed at both top (the highest position of gaseous species) and bottom (the bottom of substrate) of system in $Z$ direction.
defined, with radii of $6 \AA$ and $9 \AA$, respectively, to contain all nearest neighbors (NN), next nearest neighbors (NNN) or even farther neighbors (FNNN) of any carbon. The choice of the cut off range (the radii of the spheres) was based on both the ranges of Brenner potential energy and the distance of surface diffusion. Because the range of Brenner potential is very short ( $2 \AA$ for carbon-carbon interaction, $1.8 \AA$ for carbon-hydrogen interaction, and $1.7 \AA$ for hydrogen-hydrogen interaction), the actual cut off range was determined by the distance of surface diffusion. The smaller neighbor-sphere (with radius of $6 \AA$ ) was used in calculations of energy and for surface diffusion moves. The larger neighbor-sphere (with radius of $9 \AA$ ) was used to supply (or receive) additional neighbors to (or from) the smaller neighbor-sphere when atoms moved in (or out) of the the smaller neighbor-sphere.

Let $d i s$ be the distance between carbon $i$ and any other carbon $j(\neq i)$,

$$
\begin{equation*}
\text { dis }=(\Delta x)^{2}+(\Delta y)^{2}+(\Delta z)^{2} . \tag{53}
\end{equation*}
$$

All neighbors, contained in a neighbor-sphere, of carbon $i$ were given by a two dimensional neighbor matrix neighb[k][i],

$$
\begin{equation*}
n e i g h b[k][i]=j \text { if dis }<C U T_{-} R A N G E . \tag{54}
\end{equation*}
$$

Eq. 54 means that the carbon $j$ is the $k t h$ neighbor of carbon $i$ if the distance between $i$ and $j$ is less than the cut off range. Generally, the neighbor matrix was updated every 25 Monte Carlo steps.

## 3-6 H-abstraction or addition

Starting from the initial position, gas phase acetylene and hydrogen were moved in a directed random walk towards the diamond surface. When vapor and surface molecules approached to within the Brenner potential cutoff distances, appropriate reactions were considered.

Initially, the $C(111)$ surface was clean (no hydrogen atoms). Therefore hydrogen addition and acetylene deposition occurred more often than hydrogen abstraction. As more and more hydrogen atoms bound to the surface, the number of
hydrogen abstraction events increased. For hydrogen and hydrocarbons the cutoff distances are $1.7 \AA$ and $1.8 \AA$, respectively, (see TABLE I). Within those ranges, hydrogen abstraction or addition could occur (see the reactions of Eqs. (26) $\rightarrow$ (35)). Fig. 22 illustrates various examples of hydrogen abstraction or addition with different orientations.

## 3-7 $\mathrm{C}_{2} \mathrm{H}_{2}$ or $\mathrm{C}_{2} \mathrm{H}$ Deposition

This research is a simulation of diamond film growth by oxy/acetylene flamebased deposition. As a main component of the flame, acetylene $\left(\mathrm{C}_{2} \mathrm{H}_{2}\right)$ was continuously supplied to the system. At the same time, various chemical reactions occurred in the gas phase and at the diamond surface to produce chemical species such as ethynyl $\left(\mathrm{C}_{2} \mathrm{H}\right)$ and methyl $\left(\mathrm{CH}_{3}\right)$, etc. Consequently, $\mathrm{C}_{2} \mathrm{H}_{2}, \mathrm{C}_{2} \mathrm{H}$ and $\mathrm{CH} \mathrm{H}_{3}$ should also be considered as growth species. In this research, diamond film growth based upon only $\mathrm{C}_{2} \mathrm{H}_{2}$ and $\mathrm{C}_{2} H$ deposition has been tested (see the reactions of Eqs. (36) $\rightarrow$ (41)).

In the simulation, when a $\mathrm{C}_{2} \mathrm{H}_{2}$ or $\mathrm{C}_{2} H$ approached the diamond surface within a distance of $2.0 \AA$, chemisorption was considered. Let $C_{a}$ and $C_{b}$ be any two carbons bound each other with double or triple bond, and $C_{s}$ be a surface carbon with tetrahedral structure. Chemisorption consisted of breaking the $C_{a} \equiv C_{b}$ bond to produce a $C_{a}=C_{b}$ bond, and a new $C_{s}-C_{a}$ bond along the direction of the unpaired bond of the surface carbon $C_{s}$. Consequently, a species of $C_{s}-C_{a} H=$ $\dot{C}_{b} H$ or $C_{s}-\dot{C}_{a} H=\dot{C}_{b} H$ appeared at the surface (see the reactions of Eqs. (36) $\rightarrow(41))$. However, before any configuration changes were accepted, a total old energy $E_{\text {old }}$ was calculated as a sum of the energies of $C_{s}\left(E_{\text {old_Cs }}\right)$ and $C_{2} H_{2}$ or $C_{2} H\left(E_{C_{2} \mathrm{H}_{2} o r \mathrm{C}_{2} H}\right)$

$$
\begin{equation*}
E_{\text {old }}=E_{\text {old_Cs }}+E_{C_{2} H_{2} o r C_{2} H} \tag{55}
\end{equation*}
$$

Then, the configuration changed from old to new. Fig. 23 illustrates those changes for different $C_{s}$ and various orientations, and a new energy, $E_{\text {new }}$, was calculated. Move were accepted or rejected via the Kawasaki algorithm described in Chapter II.


Figure 22. Hydrogen abstraction (a), and addition (b) with different orientations.


Figure 23. $\mathrm{C}_{2} \mathrm{H}_{2}$ or $\mathrm{C}_{2} \mathrm{H}$ deposition on the surface at carbon $C_{s}$ with various orientations, $C_{s}$ tetrahedrally co-ordinated (a)-(c), $C_{s}$ has a double bond, (d) and (e).

Practically, subroutines Rot_matr_y, Rot_matr $r_{z}$, Rotation, Verti_depos and Tilt_depos (see Fig. 15) were used to process the configuration change including angle calculations, bond rotation and bond formation. If the $C_{s}-C_{a}$ bond vector $\vec{r}_{s}$ is perpendicular to the $C(111)$ surface (Fig. 23 (a) and (d)) the position of the dimer species $C_{a}=C_{b}$ can be directly given by Verti_depos (Fig. 24 (a)). Otherwise, if $\vec{r}_{s}$ was tilted to $C(111)$ surface with any angle (Fig. 23 (b), (c) and (e)), the following procedure was followed to calculate the coordinates of the adsorbed dimer.

Let $\theta$ be the angle between $\vec{r}_{s}$ and $Z$ axis, and $\phi$ be the angle between the projection of $\vec{r}_{s}$ on the $X-Y$ plane and $X$ axis. $\theta$ and $\phi$ were computed by

$$
\begin{equation*}
\theta=\arccos \left(\frac{z_{s}}{\left|\overrightarrow{r_{s}}\right|}\right) \tag{56}
\end{equation*}
$$

where $0 \leq \theta \leq \pi$, and

$$
\begin{equation*}
\phi=\arccos \left(\frac{x_{s}}{\sqrt{x_{s}^{2}+y_{s}^{2}}}\right) \tag{57}
\end{equation*}
$$

where $0 \leq \phi \leq \pi$. If $y_{s}<0, \phi=-\phi$.
Two rotation operators Rot_matr_y and Rot_matr_z were used to process bond rotation around $Y$ and $Z$ axes, respectively,

$$
\text { Rot_matr }_{-} y=\left(\begin{array}{ccc}
\cos \theta & 0 & \sin \theta  \tag{58}\\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{array}\right)
$$

and

$$
\text { Rot_matr_z }=\left(\begin{array}{ccc}
\cos \phi & -\sin \phi & 0  \tag{59}\\
\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Fig. 24 (b) illustrates the rotation procedure. Starting from a vertical position, the bond $C_{s} \rightarrow C_{a}$ rotates around the $Y$ axis by an angle $\theta$, and, then, rotates around the $Z$ axis by an angle $\phi$ to overlap the vector $\vec{r}_{s}$. Consequently, the dimer species $C_{a}=C_{b}$ becomes bound to the surface carbon $C_{s}$ along the direction of unpaired bond of $C_{s}$.

(b)
$\sqrt{6}$ rotate $(\theta)$ around $y$-axis


Figure 24. Pictorial description of bond rotation when the $C_{s}-C_{a}$ bond is (a) perpendicular to $C(111)$ surface, and (b) tilted to $C(111)$ surface with any angle.

## 3-8 Surface Diffusion to Form Tetrahedrons

As we mentioned in previous sections, hydrogen abstraction or addition, and $\mathrm{C}_{2} \mathrm{H}_{2}$ or $\mathrm{C}_{2} \mathrm{H}$ deposition occur during a program run. As a result, surface activation or deactivation could occur any local area, and a new dimer $C_{a}=C_{b}$ could be added anywhere on the surface bonded with a surface carbon $C_{s}$ along any possible direction. A snapshot of this surface growth might be shown in Fig. 25(a) which looks like some sparse, unstable trees. In point of fact, there always exists surface diffusion, local reorientation, hopping, or migration, on the surface during local thermal equilibration, and then should tend to form tetrahedral configurations that are closely packed and more stable (see Fig. 25(b)).

The method of the surface diffusion in our simulation was based on the principal of a random walk. First, a surface carbon called $C_{a}\left(C_{a}\right.$ and $C_{b}$ had already deposited on the surface) was randomly picked. Two possible cases for $C_{a}$ were considered:

1. $C_{a}$ was connected to $C_{b}$ with a double bond, $C_{a}=C_{b}$. Then, three additional possible situations were considered:

- The $C_{a}=C_{b}$ dimer had a tetrahedron as nearest neighbor but was not connected to it. This configuration was called one dimer and one tetrahedron in parallel (see Fig. 26).
- Two $C_{a}=C_{b}$ dimers were adjacent but not connected to each other. This configuration was called two dimers in parallel (see Fig. 27).
- Two $C_{a}=C_{b}$ dimers connected to each other. This configuration was called two dimers in series (see Fig. 28).

2. $C_{a}$ was a tetrahedron. Then, two additional possible situations were considered:

- $C_{a}$ had a $C_{a_{2}}=C_{b_{2}}$ dimer as nearest neighbor and connected to each other, called one tetrahedron and one dimer in series (see Fig. 29).


Figure 25. Surface growth configurations (a) without surface diffusion, (b) with surface diffusion.

(c)


Figure 26. One dimer and One Tetrahedron in Parallel: $C_{a}=C_{b}$ dimer, which had a tetrahedron $C_{t}$ as nearest neighbor but not connected to each other, connected to an surface carbon $C_{s}$ with a bond vector $\vec{r}_{s a}$ when (a) $\vec{r}_{s a}$ was perpendicular to $C(111)$ surface, (b) $\vec{r}_{s a}$ was tilted up, as well as (c) $\vec{r}_{s a}$ was tilted down.




$\stackrel{(\mathrm{b})}{\rightleftharpoons}$


$\stackrel{(c)}{\Rightarrow}$


Figure 27. Two $C=C$ dimers are parallel each other. Three possible situations of bond vector $\vec{r}_{a 1 s 1}$ were considered: (a) $\vec{r}_{a 1 s 1}$ was perpendicular to $C(111))$ surface. (b) $\vec{r}_{a 1 s 1}$ was tilted up. (c) $\vec{r}_{a 1 s 1}$ was tilted down.



$\stackrel{(\mathrm{b})}{\square}$







Figure 28. Two $C=C$ dimers configured in series. Dimer 1 and dimer 2 are connected to each other via bond (a) $C_{a 1}-C_{a 2}$, (b) $\rightarrow$ (d) dimer 1 and dimer 2 are connected via bond $C_{b 1}-C_{a 2}$. (a) $\rightarrow$ (c) shows tree-like connectivity; (d) shows ring-like connectivity.



Figure 29. A tetrahedron and a dimer configured in series. Bond vector $\vec{r}_{a 1 a 2}$ is (a) tilted with respective to; (b) perpendicular to the $C(111)$ surface.

- Two $C_{a}$ tetrahedrons were adjacent but not connected to each other, called two tetrahedrons in parallel (see Fig. 30).

In all cases, the old energy configuration was computed. Then, configuration changes from old to new were made through surface diffusion, local regroup, hop or migration, as well as bond rotation and formation. Finally, the new energy associated with the new configuration was computed to compare with the old energy. The procedure for each situation listed above will be described in detail below.

## One Dimer and One Tetrahedron in Parallel

Fig. 26 shows a $C_{a}=C_{b}$ dimer connected to a surface carbon $C_{s}$ with a single bond $C_{s}-C_{a}$, called $\vec{r}_{s a}$. There are three possible directions of bond vector $\vec{r}_{s a}$ : (a) $\vec{r}_{s a}$ perpendicular to the $C(111)$ surface, (b) $\vec{r}_{s a}$ tilted up, (c) $\vec{r}_{s a}$ tilted down. The $C_{a}=C_{b}$ dimer is also adjacent to an unpaired bond of tetrahedron $C_{t}$, but not connected. The distance along the unpaired bond between $C_{a}$ and $C_{t}$ is so close (about $1.55 \AA$ ) that it is easy for them to form a $C_{a}-C_{t}$ single bond with the the change of the $C_{a}=C_{b}$ double bond to a $C_{a}-C_{b}$ single bond. Consequently, two new tetrahedrons $C_{a}$ and $C_{b}$ form. We found that this situation frequently occurred at the edge of a local tetrahedron-island. The area of tetrahedron-island thereby gradually expanded to form a diamond layer.

Because of the random process of hydrogen abstraction, the bond-index of the unpaired bond of $C_{t}$ could be any one of four bond-indices, and this will determine the direction of bond $C_{a}-C_{t}$. For a 3 -dimensional configuration of a tetrahedron, each angle between any two bonds is $109^{\circ} 28^{\prime}$. Practically, we need to use some given fixed bonds to locate others. For instance, given fixed bonds might be $C_{a} \perp C_{t}$ and $C_{s}-C_{a}$. However, there still are many possible orientations of the other bonds of $C_{a}$ and $C_{b}$. For most purposes, a four tetrahedron cluster was considered. Fig. 31 shows from a top view that tetrahedral carbon atoms $a, b, c$ and $d$ connect to each other in series. Assuming one bond of each atom is perpendicular to the $C(111)$





Figure 30. Two adjacent tetrahedrons with unpaired bonds in the direction of the dotted line. The direction of the dotted line is (a) perpendicular to $C$ (111) surface; (b) tilted up; (c) tilted down.


Figure 31. Bond connections of diamond structure (from a top view of the $C(111)$ surface) for tetrahedral carbons $a, b, c$ and $d$.
surface, we view them along this bond. As we can see, carbon $a$ has three possible connections with $b$. carbon $b$ has another two possible connections with $c$. Further along, carbon $c$ has two additional connections with $d$. Furthermore, for each of $d$ there are two free bonds to connect to either hydrogens or other carbons. Thus, the total number of possible connections for a four tetrahedrons cluster illustrated in Fig. 31 is $3 \times 2 \times 2 \times 2=24$. Practically, there is other helpful information such as: (1) given bond vectors, (2) volume repulsion of other atoms, (3) requirement of lower energy configuration. With the help of those conditions, we can determine directions of all bonds.

## Two dimers in Parallel

Let $C_{s 1}-C_{a 1}=C_{b 1}$ denote dimer 1 growing from $C_{s 1}$, and let $C_{s 2}-C_{a 2}=C_{b 2}$ denote dimer 2 growing from $C_{s 2}$. Dimer 1 and dimer 2 are not directly connected to each other. Three possible situations for bond vector $\vec{r}_{a 1 s 1}$ are illustrated in Fig. 27. Case (a) shows that both $\vec{r}_{a 1 s 1}$ of bond $C_{s 1}-C_{a 1}$ and $\vec{r}_{a 2 s 2}$ of bond $C_{s 2}-C_{a 2}$ are perpendicular to $C(111)$ ) surface. However, the orientation of each planar dimer could be different. When the distance between carbons $C_{b 1}$ and $C_{a 2}$ is close enough to form a new $C_{b 1}-C_{a 2}$ bond, the two dimers break their $C=C$ double bonds to become tetrahedrons. The configuration change is done numerically using the fixed bond vectors $\vec{r}_{a 1 s 1}$ and $\vec{r}_{a 2 s 2}$. Because the angle between any two bonds for a tetrahedron is $109^{\circ} 28^{\prime}$, all orientations of the bonds can be determined given the orientations of any two bonds, or can be optionally determined for given the orientation of an any bond (the other three bonds can rotate around the given bond).

Case (b) shows $\vec{r}_{a 1 s 1}$ tilted up. Dimer 1 and dimer 2 may change to four tetrahedral carbons by forming a new bond $C_{a 1}-C_{b 2}$ when the distance between carbons $C_{a 1}$ and $C_{b 2}$ is close enough. Case (c) shows $\vec{r}_{a 1 s 1}$ tilted down. A new bond could be formed between $C_{b 1}$ and $C_{a 2}$. Four new tetrahedral carbons may form as a different configuration from those in the cases (a) and (b).

## Two dimers in Series

Four possible cases of two dimers in series have been considered, and are illustrated in Fig. 28. Cases (a) $\rightarrow$ (c) show tree-like structures. In fact, these tree-like structures were not stable. The dimers on the branch may either be desorbed from surface or form a new bond with a surface carbon $C_{s 2}$. The case of desorption will be discussed in a later section. The formation of a new bond between dimers and the surface carbon $C_{s 2}$ will be discussed here.

First, $C_{s 2}$ must satisfy two conditions: (1) it must be a nearest neighbor of the dimer tree; (2) it must have an unpaired bond oriented towards the tree. Then, for the different cases we considered here, tetrahedral structure could form. In case (a), carbon $C_{a 2}$ of dimer 2 is connected to carbon $C_{a 1}$ of dimer 1. A new $s p^{3}$ bond formation occurs between the carbon $C_{b 2}$ and the surface carbon $C_{s 2}$. In case (b), carbon $C_{a 2}$ is connected to carbon $C_{b 1}$. The new $s p^{3}$ bond forms between $C_{a 2}$ and $C_{s 2}$. In case (c), Carbons $C_{b 1}$ and $C_{s 2}$ connect to each other to form a new $s p^{3}$ bond.

Unlike cases (a), (b) and (c), case (d) shows ring-like structure. Two surface carbon ( $C_{s 2}$ and $C_{s 1}$ ) and two dimers are connected to form a six carbon chain. Rotations may occur about any carbon-carbon single bond. When the tail of the chain, carbon $C_{b 2}$, moves close to the head of chain, $C_{s 2}$, along the direction of unpaired bond of $C_{s 2}$, a new $s p^{3}$ bond can form between $C_{b 2}$ and $C_{s 2}$. Thus, a closed tetrahedral hex-ring is created.

## One Tetrahedron and One dimer in Series

Fig. 29 shows a dimer ( $C_{a 2}$ and $C_{b 2}$ ) connected to a tetrahedron ( $C_{a 1}$ ) forming a short chain structure. Two additional situations were considered: the direction of bond vector $\vec{r}_{a 1 a 2}$ is (a) tilted; (b) perpendicular to $C(111)$ surface. Again, another surface carbon $C_{s 2}$ must be a nearest neighbor of the short chain, and must have an unpaired bond oriented towards the chain. Then, a new $s p^{3}$ bond may formed between $C_{s 2}-C_{b 2}$ for case (a), and $C_{s 2}-C_{a 2}$ for case (b), respectively.

## Two Adjacent Tetrahedrons

Considering two adjacent tetrahedrons, when the distance between them was about $1.55 \AA$, and both of them had unpaired bonds in the direction of their connecting line shown in Fig. 30, there were three additional possible situations: vector $\vec{r}_{a b}$ is (a) perpendicular to $C(111)$ surface; (b) tilted up; (c) tilted down. Practically, they formed a bond $C_{a}-C_{b}$ to connect each other very easily.

## Common Subroutines for Surface Transitions

Many common subroutines were used in surface transitions. We will describe them below.

According to the general Monte Carlo algorithm, the old configuration should be saved before moving to a new configuration. Subroutine Save_old() was used to save old configuration. If a Monte Carlo move failed, subroutine Back_old was used to let system go back to the old configuration.

When carbon chains are connected to the carbon that will be moved, the first thing we need to do is to find the coordinates of each carbon on the chain and all bond vectors. This was done by subroutine Tree(). Subroutine Tail_save() was used to save the old configuration of chains. Fig. 32 (a) shows an old configuration of a dimer $C_{a}=C_{b}$ and its tail chain with components of $C_{1}, C_{2}, C_{3}$ and $C_{4}$.

Next, we need to move chains associated with the above dimer changing to two tetrahedrons (see Fig. 32 (b)). This was done by subroutines Tail_newc(), Tilt_ran_rot() and Connect(). From Fig. 32, the entire chain needs to rotated an angle $\Omega$ that is the angle between new bond vector $\vec{r}^{\prime}{ }_{a c 1}$ and old bond vector $\vec{r}_{a c 1}$. Thus, all bonds of chain have to be rotated through the angle $\Omega$. The way thus was done is illustrated in Fig. 33. With the help of three dimensional components of bond vectors, it is easy to find the angles including:
$\theta_{1}$, the angle between $\vec{r}_{a c}$ and $Z$ axis,
$\phi_{1}$, the angle between the projection of $\vec{r}_{a c}$ on $X-Y$ plane and $X$ axis, $\theta_{2}$, the angle between $\overrightarrow{r^{\prime}}{ }_{a c}$ and $Z$ axis,

(a)
(b)

Figure 32. Pictorial description of a possible chain transition. (a) initial configuration of a dimer $C_{a}=C_{b}$ and its tail chain with components of $C_{1}, C_{2}, C_{3}$ and $C_{4}$. (b) After carbon $C_{a}$ and $C_{b}$ become tetrahedral, the chain moves accordingly.


Figure 33. General procedure for bond rotation from $\vec{r}_{a c}$ to $\vec{r}_{a c}$. (a) $\vec{r}_{a c}$ has an angle $\theta 1$ with $Z$ axis and its projection on $X-Y$ plane has an angle $\phi_{1}$ with $X$ axis. $\vec{r}_{a c}$ executes a series rotations (b) around $Z$ axis with $\phi_{1},(\mathrm{c})$ around $Y$ axis with $\theta_{1},(\mathrm{~d})$ around $Z$ axis with any small random angle $\delta$, (e) around $Y$ axis with angle $\theta_{2}$ which is the angle between vector $r^{\prime}{ }_{a c}$ and $Z$ axis, ( f ) around $Z$ axis with angle $\phi_{2}$, an angle between the projection of $\vec{r}^{\prime}{ }_{a c}$ on $X-Y$ plane and $X$ axis.
$\phi_{2}$, the angle between the projection of ${\overrightarrow{r^{\prime}}}_{a c}$ on $X-Y$ plane and $X$ axis.
Once the values of the angles were determined, all bonds from carbon $C_{a}$ to the end of tail have to be rotated. For the example of Fig. 33, all bonds on the tail, including $C_{a}-C_{1}, C_{1}=C_{2}, C_{2}-C_{3}$ and $C_{3}=C_{4}$, need to execute a series rotations illustrated in the figure:
(a) $\rightarrow$ (b) around $Z$ axis with $\phi_{1}$,
$(b) \rightarrow(c)$ around $Y$ axis with $\theta_{1}$,
$(\mathrm{c}) \rightarrow(\mathrm{e})$ around $Y$ axis with angle $\theta_{2}$
$(\mathrm{e}) \rightarrow(\mathrm{f})$ around $Z$ axis with angle $\phi_{2}$.

## 3-9 Surface Relaxation

In order to approach a lower energy configuration we utilized bond rotations to achieve surface relaxation. First, we picked up a rotatable bond, such as a carbon-carbon single bond $(C-C)$, randomly. Second, we found all carbons and bonds following the rotatable bond. Then, the same procedure as a chain move (discussed in previous section) was performed (see Fig. 32 and Fig. 33). However, the rotational angles were not the same. The small angle $\delta$, which we picked randomly, was considered for surface relaxation. For instance, here, $\delta \neq 0, \theta_{2} \neq \theta_{1}$, as well as $\phi_{2}=\phi_{1}$. We rotated each bond individually. Finally, we connected those bonds to each other and located new positions of carbons.

## 3-10 Chemical Desorption-Adsorption

As we mentioned in previous section adsorbed molecules may desorb tọ go back to the gas phase. In our simulation, during each KMC pass through the system all adsorbed $C_{a}=C_{b}$ dimers were given opportunities to desorb from surface by breaking the $C_{s}-C_{a}$ bond, resulting in a free $C \equiv C$ gaseous species. desorbed $C \equiv C$ was then allowed to randomily move near the surface to attempt to re-adsorb at a different site. Some $C \equiv C$ species experience several adsorption
and desorption events before becoming part of a tetrahedral (and therefore stable) structure.

## 3-11 Run Procedures

Simulations were run on the Cray Y-MP at the National Center for Supercomputing Applications at the University of Illinois at Urbana-Champaign. Three sets of simulations were run:

1. For a 200 -carbons substrate system, 15 K KMC passes through the system at a temperature of 1300 K .
2. For a 200 -carbons substrate system in which desorption was "turned off" to determine the effect on the structure of the film, and 18 K KMC passes through the system at a temperature of 1300 K .
3. For a 512 -carbons substrate system, 22 K KMC passes through the system at a temperature of 1300 K .

The results of the three sets of runs will be described in next chapter.

## CHAPTER IV

## RESULTS AND DISCUSSION

4-1 The Role of Chemical Desorption in Film Growth

The results show that chemical desorption plays an important role in the process of diamond film growth. Desorption turned out to be less likely if the neighborhood of the adsorbed $C=C$ dimer was locally similar to a clean $\mathrm{C}[111]$ surface. Dynamical calculations [73] show the same result, i.e. desorption from a clean $C[111]$ surface is unlikely but it is highly probable from other surface structures. In other cases (e.g. a $C=C$ adsorbed to an isolated $C_{s}-C$ ) desorption occurs easily, resulting in free $C \equiv C$ molecules. In the simulations, desorbed $C \equiv C$ molecules are allowed to move randomly near the surface until they readsorbed elsewhere. This desorption and surface diffusion led to a layer-by-layer growth of the film in the simulations, as each layer tended to reach close to $50 \%$ coverage before the next layer began to take shape. TABLE IV shows layer-bylayer coverage as a function of the number of KMC steps. It can be seen that layers 1 and 2 reached over $50 \%$ coverage before the next layer exceeded $10 \%$ coverage.

By comparison, when desorption was turned off the film took on a dendritic structure, with poor crystalline order in any layer. TABLE $V$ shows that crystaline film growth is slower in this case. This is because branched dendritic structures form. These structures impede crystal growth by blocking deposition in lower layers. Both TABLE IV and TABLE V were for 200 -carbon substrate systems.

The Tables show that in the former case (with desorption) layers have greater coverage than in the latter case (without desorption), and therefore greater crystalline order. It is established that, in general growth problems, the mechanism of
desorption and surface diffusion is an aid in the improvement of the quality of the resulting crystal [148]. However the effectiveness of this mechanism must depend in each case on the details of the interactions between adsorbed, gas phase, and substrate atoms. Our simulations show the effect of surface interactions under the Brenner potential.

For the case of a simulation with a 512 -carbon substrate Fig. 34 shows the coverage of diamond film growth for each layer as a function of KMC steps. When layer 2 reached $6 \%$ coverage layer 1 had already reached over $55 \%$ coverage. While layer 3 reached $9.8 \%$ coverage layer 1 and layer 2 reached $74.6 \%$ and $41.0 \%$ coverage, respectively. When layer 4 reached $10.9 \%$ coverage layer 1, layer 2 and layer 3 reached $83.8 \%, 69.9 \%$ and $50.6 \%$ coverage, respectively.

## 4-2 The Average Height of the Crystalline Film

Fig. 35 shows the average heights of the crystalline film against the KMC step number for both the 512-carbon substrate simulation, symbolized by (ロ), and 200 -carbon substrate simulations, symbolized by $(+)$ and $(\boldsymbol{\Delta})$. The branched structures are not counted in the average height calculation. Comparison of the results of 512 -carbon substrate and 200 -carbon substrate for the runs in which desorption were allowed, $((\square)$ and $(+))$, show that they have similar average height curves. One can also observe three regions in this figure where the height curves exhibit a reduction in slope, followed by an increase in slope. The periodic leveling off of the growth curve is due to successive filling of layers 1,2 , and 3 respectively. The curves do not become perfectly flat at these "plateaus" because the average height still increases as a layer fills, but the rate of increase is slower than during the initial formation of a new layer.

The simulation with no surface desorption is symbolized by $(\boldsymbol{\Delta})$ in Fig. 35. Comparison of the curves with and without desorption shows that the crystalline film grows more rapidly when desorption occurs. When desorption is not allowed branched structures containing $C=C$ bonds form and impede the crystallization process in the shaded area. The slope of the curves are about 0.24 ( $\AA / 1000 \mathrm{KMC}$


Figure 34. Plot of the coverage of diamond film growth for each layer as a function of KMC steps: (ㅁ) for layer $1,(+)$ for layer $2,(\Delta)$ for layer 3 , and $(\mathbf{X})$ for layer 4.


Figure 35. Plot of the average height of the crystalline film against the KMC step number: ( $\square$ ) for the 512 -carbon substrate system; $(+)$ for the 200 -carbon substrate system; $(\Delta)$ for the 200 -carbon substrate system, when desorption was turned off.
steps) and $0.088(\AA / 1000 \mathrm{KMC}$ steps $)$ for the curves with and without desorption, respectively.

4-3 Transformation from Non-Tetrahedral Carbon to Tetrahedral Carbon

Fig. 36 depicts the extent of the tetrahedral crystallinity of the adsorbed film for the cases of both the 512 -carbon substrate system ( $\square$ ), and 200-carbon substrate system ( + and $\boldsymbol{\Delta}$ ), respectively. All carbons at the surface were counted for testing tetrahedral crystallinity.

Compared with the results of 200 -carbon substrate for the runs in which desorption were allowed ( $\square$ and + ), the ratio of tetrahedrally bonded carbon to deposited acetylene for 512 -carbon substrate was approaching to the curve for the 200 -carbon substrate.

Comparison of the cases of desorption allowed $(+)$ and not allowed ( $\boldsymbol{\Delta}$ ) show that the ratio of tetrahedrally bonded carbon to deposited acetylene is much greater for the former case than for the latter case. The differences of the radios between desorption allowed and not-allowed were about $29 \%$ after 5000 KMC steps, $28 \%$ after 10000 KMC steps, and $36 \%$ after 15000 KMC steps. The reason for this is that when desorption is allowed, it is possible for a $C=C$ dimer to desorb and then to re-form in a tetrahedral geometry elsewhere at the surface. Consequently, the total number of the tetrahedral carbon is greater than that for the case where desorption is not allowed. This is evidence that chemical desorption plays an important role in the process of diamond film growth.

## 4-4 Snapshot of a Simulated Film

Fig. 37 is a snapshot of the configuration of the substrate plus film after $22,000 \mathrm{KMC}$ passes for the 512 -carbon substrate simulation. Five tetrahedrally coordinated layers (the $C(111)$ substrate and four adsorbed layers) can be observed, with a number of adsorbed structures containing $C=C$ bonded pairs (the double lines), as well as $\mathrm{C}_{2} \mathrm{H}_{2}$ and $\mathrm{C}_{2} \mathrm{H}$ vapor phase (the triple lines). There are total


Figure 36. Plot of the ratio of tetrahedrally bonded adsorbed carbon to the total number of deposited carbon atoms: (ロ) for the 512 -carbon substrate system; $(+)$ for the 200 -carbons substrate system; $(\Delta)$ for the 200 -carbon substrate system, and the runs in which desorption was turned off.


Figure 37. Snapshot of the simulated film after 22 K KMC steps. Picture shows the $C(111)$ substrate and up to four adsorbed layers, tilted slightly towards the viewer. Single lines are $C-C$ tetrahedral bonds, short double lines are $C=C$ bonds, and the shortest triple lines are $C \equiv C$ bonds.
of 2108 carbons ( 1638 tetrahedrons and 470 atoms belong to $C=C, C \equiv C$ molecules) shown in the figure after 22,000 KMC steps.

A few of tree-like structures appear in the snapshot even though they are not stable. Some tree-like structures are branched, some are not. They can rotate during surface relaxation, or bend to the surface to form tetrahedrons, or break their branch to desorb from the surface.

An unclosed hex-ring can be seen at the top edge. Whether it will complete the hex-ring by closing the end of carbons or the dimers will desorb by breaking their bonds will depend upon local energetics. The conditions for closing the ring are (1) the tail carbon is close to the head carbon (the chain tail could be any orientation due to the surface relaxing rotation); (2) a bond forms between the tail carbon and the head carbon and is energetically acceptable.

Gaseous acetylene ( $C \equiv C$ ) diffuses near the surface to deposit or be readsorbed to the surface. We found that the concentration of $C \equiv C$ varied with the extent diamond crystallization at the surface. Before a new layer started, one or more tree-like structures appeared at the film interface. Then, most of the branches of these structures desorbed from the surface, resulting in an increased local concentration of $C \equiv C$. This provided a good opportunity for $C \equiv C$ readsorption onto energetically more favorable sites. In this way, more and more readsorbed $C=C$ dimers became tetrahedrons. This progress occurred, periodically, as each layer formed.

## 4-5 Plot of a Simulated Film Surface

Fig. 38 is a surface plot of the top carbon at each lattice site for the configuration of diamond film in Fig. 37. Due to the complexity of the potential surface we used, the simulation cells were necessarily small, and this made it impossible to observe micrometer scale structures in the simulations for direct comparison with experiments. However, it is possible to compare our results shown in Fig. 38 with atomic scale measurements done by atomic force microscopy (AFM).


Figure 38. Surface plot of the top carbon at each lattice site for the configuration of diamond film. Distance on the vertical axis is in angstroms, while the horizontal axes labels are site indices. The horizontal dimensions are $44.6 \AA$ X $33.7 \AA$.

Fig. 38 reveals roughness on the atomic scale with a maximum amplitude of about $5 \AA$. By comparison, AFM micrographs show roughness on an atomic scale with maximum amplitude of about $3 \AA$ [149]. Similar results of surface roughness for the smaller size simulation (200-carbon substrate) were obtained, suggesting that the roughness is not a function of simulation size. The maximum amplitude of about $5 \AA$ is over a two-layers difference (about $2.06 \AA$ height for each layer on the $C(111)$ surface). This occurs at the edge of tetrahedral islands or in the small area between islands. It appears to be hard to fill the lower sites with newly arrived $C=C$ dimers in the small area between islands. A possible solution of the problem of volume effect caused by $C=C$ dimer is to allow the methyl radical $\mathrm{CH}_{3}$, a smaller growth species, to be an additional growth molecule.

## 4-6 Future Work

Our simulations have demonstrated that it is possible to model the atom-by-atom growth of diamond films by kinetic Monte Carlo methods. The potential function of Brenner [118] provides an excellent base for such simulations, and allows for the direct examination of the mechanisms involved in the growth process. However, what should be next step of our research? A plan of study may be considered below.

- As discussed in the Introduction, it is plausible that acetylene dimers are not the only growth species, and perhaps not even the primary one. The dimeric nature of acetylene presents slightly greater excluded volume problems than, say, methyl radical, and this should produce slower growth and rougher surfaces. Future simulations will include the methyl radical $\mathrm{CH}_{3}$ in the vapor phase as a growth species.
- Although we have simulated two different sizes of substrates with 200 -carbons and 512-carbons it seems that the results of two simulations were not distinctly different. This means that the size of the simulation may still not be
large enough to test for a finite size effect. In future, a larger simulation may be run when we can get more computer time to run this.
- What is currently missing is a precise timescale for the simulations. This is only available if the rates for the various reactions are known [126]. Ongoing molecular dynamics calculations of these rates by Raff and coworkers, as well as others, will make this information available in the near future. In future, we will directly apply the rates to KMC simulations. This will save tremendous computer time to simulate huge system with micrometer scale.

Generally, in the future our simulations of atom-by-atom model will provide us with a more realistic system to compare with experimental measurement, and a better understanding of the mechanism of diamond CVD to elucidate the fundamental process in low-pressure diamond synthesis.

TABLE IV.
LAYER-BY-LAYER DIAMOND FILM GROWTH RATE: DESORPTION ALLOWED

| KMCS (x1000) | 0.0 | 2.0 | 4.0 | 6.0 | 8.0 | 10.0 | 12.0 | 14.0 | 15.0 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Layer 1 (\%) | 0.0 | 21.0 | 37.0 | 55.0 | 66.0 | 70.0 | 75.5 | 76.5 | 80.0 |
| Layer 2 (\%) | 0.0 | 2.0 | 8.0 | 18.0 | 38.0 | 52.0 | 60.0 | 61.5 | 64.0 |
| Layer 3 (\%) | 0.0 | 0.0 | 2.0 | 2.0 | 2.0 | 4.0 | 20.0 | 34.0 | 38.0 |
| Layer 4 (\%) | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 6.0 | 14.0 |

## TABLE V.

LAYER-BY-LAYER DIAMOND FILM GROWTH RATE: DESORPTION NOT ALLOWED

| KMCS (x1000) | 0.0 | 2.0 | 4.0 | 6.0 | 8.0 | 10.0 | 12.0 | 14.0 | 16.0 | 18.0 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Layer 1 (\%) | 0.0 | 7.0 | 10.0 | 17.0 | 21.0 | 28.0 | 30.0 | 31.0 | 36.0 | 36.0 |
| Layer 2 (\%) | 0.0 | 0.0 | 2.0 | 2.0 | 2.0 | 2.0 | 4.0 | 6.0 | 6.0 | 13.0 |
| Layer 3 (\%) | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 2.0 |
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