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CHAPTER I 

INTRODUCTION 

Background 

The study of price discovery, including the lead-lag or causal relationships 

among farm level, wholesale and futures prices of a livestock commodity is of 

importance to producers, wholesalers, packers, and retailers. Such a study 

provides information on pricing efficiency to them. The importance has increased 

since livestock and meat contracts have been traded on futures markets, although 

futures market trading in livestock and meat has a short history compared to 

futures trading market in grains. The introduction in 1961 of a pork belly 

contract, which was the first meat complex contract, and in 1966 of a live hog 

contract by the Chicago Mercantile Exchange ( CME) increased the importance of 

price discovery. 

The development of meat futures contracts encountered the difficulty of 

defining a contract, because meat products cannot be easily defined as 

commodities due to the heterogeneity of the animals from which they are made. 

Live hogs cannot be stored, but they can be defined as commodities if their 

production techniques reach some standardized quality such as optimum slaughter 

weight, for slaughter-ready hogs. Another difficulty in defining a contract for live 

hogs was setting delivery terms because the major cash markets are dispersed. 

This problem was resolved but with reservations about physical delivery. 

Increasing uniformity in the age and weight of animals at slaughter increased the 

1 
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possiblility of viewing a range of animals and meat products a.s commodities. 

Pork bellies, the first meat complex contract by the CME, a.re treated a.s a 

commodity with defined quality standards. 

Contracts on live hogs provide hedging opportunity for farmers more than 

contracts on meat products. Futures contracts have been developed because of 

the volatility of commodity prices in the ca.sh or spot market. The volatility 

results from variations in the level of hog production, changes in the corn-hog 

price ratio, inventories, and other factors. 

Despite being related, the futures prices of pork bellies and live hogs are 

determined differently. Hogs are not storable, and so the prices of the various 

months of the live hog futures contract are not related by storage costs. However, 

prices for the various months of the pork belly futures contract a.re related by 

carriage, since pork bellies are stored in refrigerated warehouses. 

Live hogs are slaughter-ready animals. Hence the price of these in the 

spot market is the price paid by abattoirs for live hogs for immediate slaughter. 

But meat pncmg at the wholesale level has been less well understood by 

producers. Wholesale prices are determined in pa.rt by retailers and reflects 

consumers' demand. Since pork bellies, one of several wholesale pork products 

from each hog are the underlying commodity for a futures contract, these 

wholesale pork prices are expected to be affected by futures market prices. 

There are some interesting things about the performance of futures 

markets. It is known that futures markets reduce cash market price volatility. 

Futures markets are also used to forecast cash prices. Ironically, futures trading 

reduces ca.sh market volatility, but futures prices are also highly volatile (Atkin, 

1989). 

In general, futures prices are known to have an effect on pricing efficiency 

(Brorsen, Bailey and Richardson, 1984 ). That is because pricing efficiency 
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involves the availablility of information in markets. According to Fama (1970), 

efficient prices can be divided into three categories with different types of 

available information; weak, semi-strong, and strong efficient prices. Weakly 

efficient prices are formed with the information set consisting of past prices, and 

semi-strong efficient prices reflect all publicly available information. Strongly 

efficient prices includes all relevant information. Accordingly, the study of price 

discovery in hog and pork markets are performed in the weak efficiency sense. 

That is, price discovery is investigated by using past prices. 

There is little research to describe and document the role of live hog 

futures or pork belly futures trading in the pricing of cash slaughter hogs and 

wholesale loins, hams, and bellies. But relatively similar research for cattle has 

been conducted (Oellerman and Farris, 1985; Koontz, Garcia, and Hudson, 1990). 

Previous research uses different approaches and tests the role of futures markets in 

risk transfer and price discovery. Previous livestock futures research on risk 

transfer and price discovery used five methods; cross-spectral analysis, a 

univariate residual cross-correlation approach, simultaneously dynamic analysis, 

vector autoregressive (VAR) analysis, out-of-sample performance and 

cointegration between price series. 

Rausser and Cargill (1970) used spectral analysis to determine whether 

any significant lead-lag relationships exist among the time-series data that 

normally are employed to illustrate cycles in broilers. They found no evidence of 

a meaningful lead-lag pattern among various time series. Barksdale, Hilliard and 

Ahlund (1975) studied beef prices at different market levels. They reported the 

lead-lag relations among beef prices at four different market levels - feeder, live 

cattle, wholesale and retail. Spectral analysis revealed the direction of influence 

an.cl that prices at the feeder, live animal and wholesale levels move together 

without any time lag. 
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Miller 1s two studies are representative of research on price discovery using 

cross-<orrelation analysis in the livestock market. Miller (1979) examined 

alternative price discovery mechanisms for beef. He concluded that farm prices 

lead wholesale prices by about one week, and in. turn, wholesale prices lead retail 

prices by a.bout three weeks. Miller (1980) also applied univariate residual 

cross-<orrelation analysis to pork prices at the retail, wholesale, and farm levels. 

In the pork markets, farm level prices lead wholesale prices by up to 2~ weeks 

and wholesale prices lead retail prices by 2~ weeks. Faminow (1981) also tested 

the evidence of a lead-lag relationship between two wholesale beef price 

quotations using residual cross correlation analysis. 

Results from dynamic analysis on price discovery are usually compared to 

those from other methods. Oellerman and Farris (1985) investigated the lead-lag 

relationship between changes in futures and cash prices for live cattle using 

dynamic analysis. Their results confirm the role of futures markets in that futures 

prices lead cash prices. Garbade and Silber (1983) specified and estimated a 

simultaneous dynamic model which describes the interrelationship between cash 

prices and futures prices for storable commodities. 

Price discovery analyses using VAR are somewhat varied due to the 

application of different test methods. The Sims1 test has been used but some 

drawbacks have been identified (Jacob et al., 1979). Bessler and Brandt (1982), 

and Hudson (1984) used Geweke 1s causality test to analyze lead-lag relationships 

in price discovery. Bessler and Brandt provide specific evidence on leads and lags 

for several variables in the hog and cattle markets. They did not consider futures 

prices but livestock prices and various causal variables to examine the lead-lag 

relationships using related topics of exogeneity and Granger causality. A specific 

feature of their research is that they test causal relationships using the 

out~f-sample forcasting method. 
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The above empirical methods mentioned can be applied to the role of 

futures markets in providing price information. Some are related to the lead-lag 

relationships among prices and markets. Another popular method is tests for 

cointegra.tion among price series in order to identify t"he relationship of futures 

markets to the cash market. Bessler and Covey ( 1991) used cointegra.tion as well 

as out-of-sample causality tests. Schroeder and Goodwin (1991) analyzed the 

price discovery role of live hog ca.sh and futures markets, and examined the 

longer-run stability of live hog futures prices to cash market prices using the 

concept of cointegration. The authors found that causality exists from the futures 

to the ca.sh market, that the two futures price series operate independently, and 

that the long-term basis is nonsta.tiona.ry. 

Problem Statement 

It is important that one knows the conceptura.l nature of the markets, and 

the interrelationship between prices in the different markets. The major part of 

this study includes examining the price discovery process among: live hog and 

pork belly futures prices, cash slaughter hog prices, a.nd wholesale pork prices, for 

loins, ha.ms, and bellies. A schema.tic diagram in Figure 1 shows the important 

roles and interrelationships between each market agent and price series. And 

Figure 2 shows interrelationships among the different prices. In Figure 2, causal 

direction for ea.ch arrow will be determined in this study. 

There exists limited information on the exact nature of the 

interrelationships among each price series in the hog and pork markets. Most 

previous price discovery studies conclude there is strong evidence of the 

relationship between live hog futures and cash slaughter hogs. 
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Due to limited information, a number of problems are suggested. Among 

three markets - cash, wholesale and futures - which market is contributing most 

to price discovery of slaughter hogs? Similarly, which market plays the most 

important role in price discovery of each wholesale pork product? Is it possible to 

observe feedback relationships among the three price series? If futures market 

prices strongly lead cash or wholesale prices, then which futures market - pork 

belly or live hog - is most important for pnce discovery? For the above 

questions, has price discovery changed over time? 

Another question is related to short-run and long-run price relationships 

between daily cash, wholesale and futures prices using cointegration. A discussion 

follows on how cointegration reflects on the economic interrelationships of the 

price discovery process. 

The short or long run relationships between prices need to be investigated 

because a market with leading price quotations must be a more efficient 

mechanism for rational price formation than another market with following price 

quotations. Since an efficient market is defined as one in which the current price 

fully reflects all relevant available information (Stein, 1981), this study will 

provide information in which market prices are more efficient. 

Information is costly. One concern then is which markets have the lowest 

costs for gathering new supply and demand information? Markets which have the 

lowest costs for gathering new market information will be price discovery leaders. 

Newly discovered prices then become public goods because prices are publicly 

reported and are reflected in other markets. So, other markets will be price 

discovery followers. Sometimes, different markets gather different information 

efficiently, which implies feedback. This efficient market theory discussion 

underlies causality testing methods. 
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Based on the literature, this price discovery study could be done by using 

several different methods. When these methods are applied to the above 

questions, which method is best to analyze price discovery? Is it possible to 

determine one preferred method? If each method has independent properties, one 

could argue about the statistical problems and identify advantages and 

disadvantages with each method. 

In addition, there may exist problems due to seasonality in some pnce 

senes. If seasonality exists in futures or cash price series, can we conclude that 

the answers to the above questions are the same as in the absence of seasonality? 

The questions mentioned above can be summarized and categorized into 

two major problems: ( 1) Are futures market prices centers of pricing in caBh and 

wholesale markets, as is generally expected? Are futures market prices more 

efficient than cash hog market prices or wholesale pork prices? And, (2) do 

futures market prices forecast cash or wholesale prices? A broad base of 

information results from answering the above questions,· for hog and pork 

producers, marketing agents, and economists. 

Objectives 

Futures markets are considered to perform two functions: pnce setting 

through speculative activity (Tomek and Gray, 1970), and hedging (Working, 

1962). Any person who owns a commodity automatically assumes risks. Hog 

producers have seen potential profits vanish as market prices decline. A packer 

who has a commitment to supply meat to a wholesaler or retailer for a stipulated 

price may see his potential profits vanish as market prices move up. Hedging in 

the futures market is the transfer of price risk to others, i.e. speculators who are 

willing to assume price risk. Therefore, the documentation and description of the 
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interrelationships between pnces m cash, wholesale, and futures markets are 

important. The overall objective is to analyze the price discovery process and 

determine which markets provide more information to each marketing agent in 

cash hog and pork markets. 

To accomplish the overall objective, specific objectives are: 

(1) to examine the lead-lag relationship between live hog futures market 

prices and cash slaughter hog prices; 

(2) to examine the lead-lag relationship between pork belly futures market 

prices and wholesale pork belly prices; 

(3) to examine the lead-lag relationships between wholesale pork prices -

loins, hams, and pork bellies, and cash slaughter hog prices; 

( 4) to examine the lead-lag relationships between futures market prices -

live hog futures and pork bellies futures market prices, and wholesale pork prices -

loins, hams, and pork bellies; 

(5) to check for long-run equilibrium relationships between pairs of price 

series under consideration; 

(6) to identify the statistical problems of each method; 

(7) to compare results to previous research; 

(8) to draw conclusions from the above research findings. 

Procedure 

This pnce discovery study could find different results when different 

methods are applied to the same time-series price data. 

If two price time series are jointly stationary, the lead or lag structure can 

be determined using the phase diagram drawn from cross-spectral functions. 

Spectral methods do not require specification of the model. The estimation 
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procedure is independent of the form of the model (i.e. a non-parametric 

procedure). However, spectral analysis, initially applied in the physical sciences, 

brings unfamilar concepts to some economists and presents difficulties in 

interpretation. Increasing familarity with time series models such as distributed 

lag and autoregressive integrated moving average ( ARIMA) models ( time domain 

methods) makes it easy to interpret results without the use of complicated 

mathematics. The time domain and the frequency domain (spectral) are two 

different ways of looking at the same model. Thus, spectral analysis will not be 

utilized in this study. 

The application of univariate residual cross-correlation analysis m 

assessing economic lead-lag relationships between 
. . 

pnce senes is not as 

complicated. But the procedure is parametric, that is, it allows us to specify the 

form of the model from two jointly covariance-stationary time series. Then the 

residual cross-correlation of two series is used to assess linear causal or lead-lag 

relationships between two prices series. 

It is exactly comparable to the choice between parametric and 

non-parametric statistical estimation methods. If parameterization is correct, the 

parametric procedure is much more efficient than the non-parametric procedure. 

If not, however, only the non-parametric method will give valid results. 

Another general process of assessing the economic lead-lag relationships 

among multiple time series is a VAR process. In the estimation of the dynamic 

structure of each variable, the lagged dependent or lagged independent variables 

can be included in the regressors. A reduced form of the system of equations is 

called VAR. If the regressor of the parameters cannot be consistently estimated 

with a single regression, the Granger causality test using VAR is used to resolve 

this problem. To estimate the VAR process, the stationarity property of each 

series must be estimated, and an appropriate number of lags of the lagged 



12 

dependent variables which are used as independent variables must be 

pre-determined. Then testing the estimated parameters could denote the direct 

causal relations between variables. However, there are several views on test 

methods and the interpretation of VAR results which will be dissused in later 

chapters. 

The concept of cointegration can be applied to pnce discovery studies. 

Cointegration tests cannot be used to directly analyze price discovery, but they 

provide a basis of forecasting performance and longer-run stability of the 

relationship between two prices senes. In general, two time-series are called 

cointegrated if both series are integrated of order 1, but a linear function of the 

two series is integrated of order O. By using Dickey and Fuller1s unit root test, 

integration of each time series can be tested. Then a cointegrating regression 

function can be estima.ted from both integrated series. Using Engle and Granger 1s 

tests for cointegration or a cointegrating regression function will determine 

whether each market is efficient. Efficient markets for the same asset are 

cointegrated. Evidence of cointegrating relationships between the two price series 

suggest some dependency bet ween senes. Thus a Granger-type causal 

relationship would be induced. As a result of developments in cointegration 

theory, the error correction model was developed, which is a kind of restricted 

vector autoregressive model. 

Cointegration t hoery 1s closely related to the error correction model. 

When pairs of economic time series are cointegrated, they will be integrated as in 

a long run equilibrium state. Cointegration, therefore, relates to the long run 

relationship that potentially exists. The characteristics of the short run dynamics 

which are not expressed through cointegration will be adjusted by the corrected 

error resulting from the cointegrating regression model. When the vector error 

correction term approaches the VAR representation, the model may be an 1error 
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correction model (ECM). 1 Using this model, the causal relationship between pairs 

of series can be determined. 

The VAR representation is a special case of the ECM. It incorporates a 

restriction, sometimes implied by the data. Restrictions, if they are correct, 

increase efficiency and reduce bias in estimated models. However, if pairs of series 

are not cointegrated, the vector error correction term cannot be utilized in an 

ECM. As an alternative, the augmented unrestricted vector autoregressive 

(AUVAR) model can be used. The AUVAR model is based on an augmented or 

higher order verson of vector autoregression in levels which are not restricted to 

satisfy the cointegration constraints (Engle and Granger, 1987). 

The methods of price discovery analysis are varied. With each method, it 

is important to check for stationarity of the data series under consideration. To 

do that, the Dickey-Fuller test or the augmented Dickey-Fuller test will be 

applied (Dickey and Fuller, 1979; Fuller, 1976). These two tests are simply to 

check the nonstationarity of price series using the property of autoregressiveness of 

the data series. 

Hypotheses 

This study is based on several hypotheses, which arise from the problem 

statement and objectives. Each hypothesis is closely related to causality and 

cointegra.tion tests. The specific hypotheses of the dissertation are as follows: 

(1) A statistically significant level of causal influence running from the 

CME futures prices for live hog or pork belly contracts to wholesale pork prices in 

Omaha will exist. 

(2) A statistically significant level of causal influence running from the 

CME futures prices for live hog or pork belly contracts to cash slaughter hog 
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prices in Iowa-Southern Minnesota will exist. 

(3) A statistically significant level of causal influence runnmg from 

wholesale pork pnces in Omaha to cash slaughter hog prices in Iowa-Southern 

Minnesota will exist. 

( 4) A statistically significant level of cointegration between CME futures 

prices for live hog or pork belly contracts and wholesale pork prices in Omaha will 

exist. 

(5) A statistically significant level of cointegration between CME futures 

pnces for live hog or pork belly contracts and cash slaughter hog prices in 

Iowa-Southern Minnesota will exist. 

(6) A statistically significant level of cointegration between wholesale pork 

prices in Omaha and cash slaughter hog· prices in Iowa-Southern Minnesota will 

exist. 

(7) There exists a statistically significant level of co-movement between 

any two of the price series. 

Overview 

The overall structure of the dissertation is as follows. 

In chapter 1, the objectives of the study are specified with a brief 

description of price discovery research, previous research methods and the 

direction of the present study. 

The theory and concept of the relationships betwe3n cash and futures 

pnces, and between price discovery and each price series are developed and 

described in chapter 2. Moreover, the concept of causality is discussed, comparing 

it as an economic term to one of a philosophical principle. The relationships 

between price discovery and causality are also documented in this chapter. 
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In chapter 3, several approaches are explained, providi~g some advantages 

and disadvantages of each method, and providing general step by step procedures. 

In chapter 4, data description, stationarity tests, and test methods are 

carefully demonstrated. Cointegration and error correction models, and also 

out-of-sample causality tests will be applied to several pairs of series. All test 

for Granger-type causality. Findings will be discussed for the whole data period 

and for subperiods. 

Finally, a comparison of the efficiency of each method will be described in 

chapter 5. Conclusions are drawn regarding the objectives pursued at the 

beginning of the study. Findings of the research are summarized and some 

implications will be suggested. 



CHAPTER II 

THEORY AND CONCEPTUAL DEVELOPMENT 

Introduction 

Little can be said about pnce discovery and causality unless there is a 

theoretical connection between them. The purpose of this chapter is to explain 

the theory of price discovery and related concepts, thus providing the rationale for 

this study. 

There are several definitions of pnce discovery in the literature. This 

chapter begins with a comparison among them, and defines price discovery for this 

study. Generally, price discovery deals with relationships between cash and 

futures market prices. In the next section, a rationale for the price discovery 

process will be discussed. Most price discovery studies do not provide the 

theoretical background. Providing the theory will form the ha.sis for this study. 

Price discovery analyses are frequently conducted using Granger's causality 

concept. However, there are some arguments against the concept of Granger-type 

causality and its usage in economics. For the use of causality in economics, the 

philosophical ha.sis must be documented. This will be discussed in the fourth 

section. The fifth part of this chapter describes the relationship between causality 

defined as an economics concept and price discovery. Finally theories and 

developed concepts are summarized. 

16 
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Definition of Price Discovery 

Economics has a long history of arguing the desirability of pnce 

stabilization. And impacts of futures market on efficiency has often been 

described and demonstrated m research for agricultural commodities. Much 

attention has been given to agricultural products because their prices fluctuate 

along with demand and supply. Economic theory also argues for maintaining 

quality differentials. Nonstora.ble agricultural commodities differ from storable 

commodities. Much economics research in livestock has emphasized price stability 

and quality differences. Those economic objectives brought about a change in 

marketing mechanism, introducing trade in futures contracts. 

Livestock futures trading has been the subject of continual debate 

regarding whether or not futures trading can play a role in price stability with 

quality differences. Differences between cash and futures market prices depend in 

part on differences in quality, location, or delivery time of the commodity. Those 

differences a.re usually called 1basis 1• The placing of a hedge against a purchase of 

a cash commodity is one part of a double transaction which is arbitrage both in 

fa.ct as well as in form because it depends on judgements regarding the 

relationship between two prices (Working, 1977). The effectiveness of arbitrage in 

price discovery can be found between two sets of prices determined in a single 

commodity market when both sets of prices are not treated as determined in two 

separate commodity markets. If determined in. separate markets, however, the 

effectiveness of arbitrage must be considered differently from price discovery which 

will be described and demonstrated here, because in such a case, a degree of 

independence of ea.ch market must be implied. 

The major roles of futures markets are their contributions to risk transfer 

and price discovery (Working, 1962 and 1970; Garba.de and Silber, 1983; Evans, 
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1978; Schroeder and Goodwin, 1991). It is widely accepted that futures markets• 

role in risk transfer is closely related to hedgers who are using futures contracts in 

order to transfer price risk to others. Moreover, Working (1948) and Garbade and 

Silber (1983) mentioned that price discovery refers to the use of futures prices for 

pricing ca.sh market transactions. That is, if prices discovered in futures markets 

are used to price cash market transactions, futures markets may improve pricing 

efficiency in the cash commodity marke.ts. According to W a.rd ( 1988), price 

discovery begins with a general price level and concludes with a transaction price. 

The market price which is a price discovery leader has the lowest costs for 

gathering supply and demand information for a commodity. A discovered price 

will have an effect on pricing in other markets for the same commodity. Then 

prices in other markets are said to be followers. Thus, if futures market pnces 

lead wholesale and ca.sh hog _prices, it can be concluded that futures market prices 

have lower transaction costs and more market agents - buyers and sellers, and 

also are more efficient for pricing live hogs and pork products. 

In general, price discovery has the same function as price determination in 

terms of pricing efficiency because both use relevant information to achieve the 

prices which equalize supply and demand for the commodity. However, the latter 

refers to the theory of pricing under the whole range of relevant economic factors 

and market structures whereas the former deals with a process to achieve at any 

satisfactory price for both buyers and sellers. Hudson (1984), in research on the 

cattle markets, distinguishes the differences between them as: 11Price 

determination focuses on the factors whicli affect live cattle prices and the net 

impact of these factors in generating market clearance prices. Price determination 

is largely irrespective of which market is examined. Price discovery, on the other 

hand, is concerned with the relative efficiency of the process in cash, futures, and 

carcass markets in assembling the price related information and arriving at the 
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market clearing prices (p. 13)." Therefore, price discovery is concerned with the 

relative efficiency of the processes in cash, wholesale, and futures markets in 

arriving at the market clearing price using relevant information. 

Price determination includes all information, so the level of price achieved 

1s very important because it depends on whether the price satisfies the market 

clearing condition. But, price discovery does not focus on the clearing condition 

even though it uses all possible relevant information. Price discovery 1s 

concerned with the relative efficiency and the process of generating prices. 

Based on the above price discovery definition, the efficient market 

hypothesis requires that the future spot and current futures prices of a commodity 

are closely related. That means the difference between the current futures price 

and the future spot price must rely only on new unanticipated information because 

price discovery processes are using all relevant information. Then, a futures 

market price is said to be relatively efficient. 

Therefore, if the prices discovered in futures markets are used to determine 

cash market prices, futures markets may contribute to increased efficiency of price 

adjustments in that commodity. Then futures prices will become a set of 

information to increase pricing efficiency in cash markets. 

Most previous price discovery studies analyze the relationship between 

cash spot market prices and futures market pnces for various commodities. 

However, this study is concerned with different pnces; cash slaughter hog prices, 

wholesale pork prices and futures market prices generated in a specific hog and 

hog-related meat market. Therefore, the price discovery process must be defined 

differently than previous studies. Considerations in this study include the 

relationships between cash slaughter hog prices and live hog futures market prices, 

between wholesale pork prices and pork belly futures market prices, and between 

cash hog prices and wholesale pork prices. Because all price series generated in 
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different markets are based on similar information, e.g., similar characteristics of 

the commodities, a price discovery study for hogs must consider prices in all three 

separate markets. According to Brorsen et al. (1984), prices actually discovered in 

one market lead those discovered in the other. Generally, wholesale or the futures 

markets are believed to be the center of price discovery for hog and pork markets. 

Given that three market prices are considered in this study, price 

discovery is defined as the process of finding prices which are generated in a 

specific market based on the available price-related information. Ultimately, 

price discovery focuses on finding the market clearing price with the available 

information set. Then, it is said that any market which discovers price leads 

other markets with regard to the formation of price and subsequent stream of 

pnces. Any market price discovered, of course, cannot be said to be the market 

clearing price because no one can obtain and use all relevant information in the 

price discovery process. The discovered price would be said to be relatively more 

efficient than other price(s) for the commodity. Therefore, price discovery can 

also be defined as the process of finding relevant information in order to reach the 

true price which could exist under market clearing conditions. 

Rationale for Price Leadership by Futures Markets 

Information about the lead and lag relationships among the farm, 

wholesale and retail level prices of a livestock commodity are general factors in 

determining producers', packers I and retailers' margins for that commodity. The 

role of price discovery and risk transfer by futures markets is mathematically 

analyzed here, which will form the rationale for this study. 

It is well-known that uncertainty has a decisive influence on economic 

behavior. However, if all economic agents were not averse to risk, risk resulting 

from uncertainty would have no influence on economic behavior. The futures 
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market is one of the most important institutions that facilitate adaption to risk 

avers10n. The papers by McKinnon (1967), Sandmo (1971), Danthine (1978), 

Feder, Just and Schmitz (1980), Benninga., Eldor and Zilcha (1983) and 

Antonovitz and Roe (1986), etc. examined producers' decision-making under price 

and output uncertainty using futures markets. 

In general, risk in agriculture a.rises from the variability of both prices and 

production. The hog and pork sector considered in this study is no exception. 

First of all, price risk can be classified into three categories: ca.sh slaughter hog 

prices at the farm level, wholesale pork prices at an intermediate level, and finally 

retail prices. All these prices are variable, and related to futures market prices for 

live hogs and pork bellies. 

The following is an example for a producer's decision-making process. It 

will provide evidence that the predetermined futures market prices are more 

important than cash prices formed in the future spot market. Assume that at the 

firm level, a hog producer encounters a band of prices which includes all three 

prices. For convenience, assume no production uncertainty and zero basis. So, 

the desirable output level is determined at the beginning of production by Q. 

Also, a producer should determine the amount to contract or the amount sold 

forward, F, with known futures prices of live hogs denoted by Pf The producer 

does not know the market price of live hogs, say P, at the end of production. 

Based on these assumptions, the profit function of the producer will be: 

II= PQ - C(Q) + F(Pf - P) + II0, (2.3.1) 

where II is profit of the producer, fio is the level of initial wealth which the 

producer has, and C( Q) is total cost of production. Assume that transportation 

cost is not considered, and all input markets are fully informed without 
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uncertainty. Also, assume that interest rates are not considered. 

Actually, a hog producer has numerous uncertain factors, focusing here on 

pnce. If he/she prices all output with the futures market, then he/she can 

eliminate uncertainty for his/her output prices. However, since the producer's 

goal is to achieve maximum profits from production, under the situation that 

prices are random variables, the ultimate goal is to maximize the expected utility 

from production. Therefore, the hog producer1s objective function would be to 

maximize expected utility, E[W], which is a function of choice variables Q and F 

under unknown spot prices in the future, P. That is: 

Z = MAX {E[W(Q,F)]}, 
Q,F p 

(2.3.2) 

where E[.] is the expected value operator conditional on information currently 

available to the decision maker. Then the expected utility function can be 

rewritten as: 

Z = MAX {E[W(II)]}, (2.3.3) 
Q,F p 

because the producer 1s expected utility 1s composed of the profit shown in 

equation (2.3.1). Choosing the optimal amounts of Q and F determine the 

maximum level of the expected utility to the producer. Therefore, substituting 

· equation (2.3.1) into equation (2.3.3), and differentiating Z with regard to Q and 

F, respectively, leaves 

az dW 
--= E[( ){P - C1( Q)}] = 0, 

aQ p dll 
(2.3.4) 
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and 

fJZ dW 
oF = ~[Pf- P] = (dIT)[Pf- E(P)] = 0 (2.3.5) 

These equations (2.3.4) and (2.3.5) are known as first-order conditions1) of the 

objective function Z in order to choose the optimum levels of choice variables, Q 

and F. Solving (2.3.4) and (2.3.5) will generate the optimum amount of Q which 

is the amount determined to be sold in cash markets after production, and F 

which is the amount of future contracts sold at the beginning of production. 

The problem arising out of the first-order condition, equation (2.3.5), 1s 

whether f!Z/ oF is equal to zero or not. This problem can explain the behavior of 

the producer who is willing to hedge. Usually, the amount of output to be 

produced must be positive, but the quantity F may not be greater than zero. 

Thus, the relation between Pf and E(P) yielded from equation (2.3.5) allows the 

following interpretation. If Pf > E(P), then a producer tries to sell products with 

the futures markets, and F can go to positive infinity. If Pf < E(P), then the 

producer will sell his/her products in the future cash market, and then F can be 

negative infinity. In the case that Pf < E(P), he/she will purchase some amount 

of products with the futures market in order to sell them at a future cash market 

price as a speculator. If Pf = E(P), then all the output that a producer produces 

would be fully hedged. That is, all outputs may be sold with the futures markets. 

In this case, profit in equation (2.3.1) is not a random variable anymore because 

1) Remember that W'(IT) > 0 is a property of the utility function. The 
second-order conditions, W 11 (I1) < 0 and C11 ( Q) ~ 0, respectively. If a producer 
is risk-neutral, then W 111(I1) = 0 in equation (2.3.5). 
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price uncertainty has disappeared. This provides proof for the general belief that 

future prices have an effect on production decisions rather than cash prices. 

When the futures and cash market prices for a commodity exist 

simultaneously, production decisions would be made based only on futures market 

prices. That is, one thing can be concluded from the first-order conditions. If 

two first-order conditions are added up, then the new relation would yield 

dW 
~[( dll ){P - C'(Q) + Pf - E(P)}) = O. (2.3.6) 

Equation (2.3.6) can be reformulated as . 

dW 
~( dll )[E(P) - C'(Q) + Pf- E(P)] == O. (2.3.7) 

Equation (2.3. 7) in reduced form is 

Pf - C'(Q) = O. (2.3.8) 

* Therefore, Pf= C'(Q) and solving it with regard to Q, Q = g(Pf), where g(.) is 

notation of some function. That means the level of output which a producer must 

establish will be determined only by the forward or contract price, Pf This is 

important in that when both cash and futures markets exist for a commodity, 

production decisions are determined only by the predetermined futures prices, but 

not future cash price. This is because of the role of hedging in removing price risk 

in the future cash market. 

The result that futures pnce determines production will be extended to 

wholesalers. So far, models presented assume maximization of only a producer's 
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expected utility. If models described above are modified to include a wholesaler 1s 

expected utility maximization, then a wholesaler1s decision on the amount of 

hedging and speculation would also depend only on futures prices because futures 

prices provide a risk-free situation. Therefore, where two market prices exist, a 

future cash market and futures market prices for one commodity, only futures 

pnces play an important role in determining hedging or speculating. That 

provides the theoretical belief that futures prices lead cash prices. 

Another rationale for this study would be to prove that futures prices lead 

cash prices by comparing the expected profits between one who has been informed, 

one who has been partially informed, and one who has not been informed. 

Assume that prices are random variables as before. There are three hog 

production firms, I, II, and III. Without any information on prices, all producers 

assume the output price is the same as the level of expected price, E(P) = P, 

based on experience in the past several. periods. There are assumed to be two 

kinds of information: e.g. 11 0 11 denotes quantifiable price information that futures 

prices cause wholesale meat prices, and 11/J 1 is additional quantifible pnce 

information that futures prices cause cash hog prices. Thus, the output pnce 

function at the end of production which producers consider at the beginning of 

production will be formulated as: 

P = E(P) + a+ /3, (2.3.9) 

where a and /3 are random variables with E( a) = E(/3) = E( a/3) = 0 and E( a + 
/3) = o. 

The first firm I is assumed not to be informed. So, this firm is assumed 

to know only E(P) and the distribution of a+ /3 when the firm tries to determine 

the level of output at the beginning of production. Another firm II has partial 
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information on price. That is, when this firm chooses the production level in the 

first instance, firm II knows the E(P), a, and distribution of /3. Meanwhile, the 

third firm III is assumed to have all relevant information on output prices. This 

firm knows E(P), a and /3 exactly before the optimal level of output is 

determined. Then assume that all three firms have the same profit function, such 

as 

Il= (P + a+ /3)Q - C(Q). (2.3.10) 

Since firms I and II have some distributions on a + /3 or /3, the profit function 

must include expectational notation as 

E(Il) = E [(P + a+ /3)Q - C(Q)]. 
a' /3 

(2.3.11) 

That. is , firms I and II 1s objective is to maximize their expected profit. 

Case A: For the uninformed firm I, the first-order condition on equation 

(2.3.11) is as follows: 

oE ( IT) 
---= P -C 1(Q) = 0, 

oQ 

because E(E(P)] = E(P) = P and E( a + /3) = 0. 

(2.3.12) 

Firm I can determine its 

output level by Q1 = g(P) from equation (2.3.12). Again, note that g(.) indicates 

1some function of1• Then the profit which firm I receives under variation of a and 

f3 would be rr1 in equation (2.3.13), such as: 
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nI = (P + a+ f3) g(P) - C[g(P)). (2.3.13) 

Case B: Now, for the well-informed firm III, the first-order condition 

cannot be derived from equation (2.3.11) because this firm has at least some 

knowledge about a + (3. So, equation (2.3.10) instead of (2.3.11) can be applied 

to determine the optimum level of output of this firm. The first-order condition 

on equation (2.3.10) is somewhat different from equation (2.3.12) because the firm 

knows a + /3. The first-order condition is 

an 
oQ 

= P + a+ /3- C'(Q) = 0. (2.3.14) 

Firm III determines the output decision from equation (2.3.14) as 

QIII = g(P + a+ /3). Thus, the profit level for firm III can be derived as: 

nIII = (P + a+ f3)g( P + a+ /3) - C[g(P + a+ /3)]. (2.3.15) 

Case C: Consider a firm II that has partial information. Taking the 

first-order condition on equation (2.3.11) yields the optimum level of output. 

However, before taking it, the objective function (2.3.11) should be reconsidered 

because even though E(,B) = 0, E( ,Bl a) could not be zero. That is, the objective 

function (2.3.11) can be rewritten as 

E(TI) = MAX E[P + a+ /3)Q - C(Q)] 
Q ,B 

=[P + a+ E(,BI a)]Q - C( Q). 

(2.3.16) 
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Assume that E(/31 a) = 0 which means there is no covariance correlation between 

a and /3. Then the first-order condition for firm II can be derived from equation 

(2.3.11), such as 

oE ( TI) 
--- = (P + a) - C'(Q) = 0, 

aQ 
(2.3.17) 

because E(/3) = 0. Then the desirable level of output can be solved from equation 

(2.3.17) by some function of P and a, denoted by QII = g(P + a). Substituting 

QII into the objective function will generate the maximum level of profit which 

firm II can achieve, 

II - - . -TI = (P + a+ ,B)g(P + a) - C[g(P + a)]. (2.3.18) 

Random variables described so far, a and /3, represent information on 

actual prices which has resulted from previous price discovery. A rationale for 

this price discovery study can be provided by comparing the level of profit for 

each firm. 

Consider the following example. Assume that each firm has the same cost 

function, given by the following quadratic functional form, 

C(Q) = ~Q + (2.3.19) 

where ~ and cp are numeric. Differentiating it with regard to Q will give the 

marginal cost structure of the firms. 
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ac ( Q) 
--= MC( Q) = K + cpQ. (2.3.20) 

aQ 

The marginal cost function, MC(Q), 1s assumed to be linear. Firms' profit 

function is as follows: 

cpQ2 
Il= ( P + a + f3)Q - ,..Q - , or 

2 

cpQ2 
E(Il) = [P + E( a) + E(/3) - ,,;;]Q - ----. 

2 

(2.3.21) 

(2.3.22) 

Based on the same procedures which generated optimum outputs and 

related maximized profits of each firm used above, estimated output levels and 

profits are as follows: 

QI= (P - ,,;;)/cp 

QII=(P+a-,,;;)/cp 

QIII = (P + a + /3 _ ,,;;)/ cp, 

and 

nl = (P + a+ /J)QI _ ~QI)2 
2 

nII = (P + 0 + /3)QII _ ~QII)2 
2 

nIII = (P + a+ /3)QIII _ ~QII1)2 
2 

(2.3.23) 

(2.3.24) 
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From equations in (2.3.24), the price discovery effect is found when the 

magnitude of each firm 1s profit is compared with each other. 

Comparison One: Comparison of profits between the fully-informed firm 

III and the partially-informed firm II: The difference is 

r? 
rrIII _ rrII = -. (2.3.25) 

2 'P 

The sign of the result in equation (2.3.25) depends only on rp, which is the slope of 

the marginal cost curve represented in expression (2.3.20). Thus, when the slope 

of the marginal cost curve is positive, the magnitude of the difference in (2.3.25) 

will always be positive. Since the value of f3 is not known to firm II, equation 

(2.3.25) must be an expectation as in expression (2.3.26). That is, 

(2.3.26) 

When the slope of the marginal cost curve is positive, the value of information 

from the price discovery process would depend positively on the variance of 

random variable, /3. 

Comparison Two: Between the partially-informed firm II and the 

uninformed firm II: The difference is 

I a a 
rrII - rr = --(- + /3), (2.3.27) 

rp 2 

and its expected value is 



2 
E (IIII -III)= l [E(a2) + E(2a,B)] = ua 

a, ,8 2rp 2rp 
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(2.3.28) 

because E( a/3) = 0 was assumed. Thus, the magnitude of. rrII - III depends on 

the signs of a and· /3. If a and /3 have the· same sign, the magnitude will be 

greater than zero. Otherwise, it will be negative. Equation (2.3.28) shows that 

the expected value of the difference depends only on the variance of a if the 

marginal cost curve is positively sloped. Note that the signs of a and /3 depend on 

the accuracy of price discovery. That is, if the price discovery process correctly 

provides some evidence that futures market prices cause cash prices, the sign of a 

is positive, otherwise it will be negative. The magnitude of a and /3 will depend 

on the degree of accuracy. 

Comparison Three: Between the fully-informed firm III and the 

uninformed firm I: The difference is 

( <l' + /3)2 rrIII _ rrI = ___ _ (2.3.29) 
2 'P 

and its expected value is 

(2.3.30) 

Equation (2.3.29) shows that the magnitude of the difference will always be 

positive if and only if the slope of the marginal cost curve is positive. And then 

the expected difference of profits in expression (2.3.30) depends on the variances of 

a and /3. 

In conclusion, for firms having positively sloped supply functions, price 
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discovery provides benefits to the one who has more information. Since the 

marginal cost curve represents the supply curve of each firm, the greater the 

elasticity of supply, the larger the effect price discovery could have. On the 

positively sloped) but not vertically sloped supply curve, the smaller value of tp 

will have a greater effect from price discovery. 

Since newly discovered prices become public goods, producers obtain 

knowledge of a and /3 at no cost. If producers are charged for getting a and /3, 

the above results may be influenced. Impacts from such extra costs can be 

analyzed in another study. 

Also in this section, regarding lead-lag relationships, it was found that 

when both cash market and futures market prices exist for a commodity, futures 

market prices leads cash market prices. 

Causality and Its Janus 

Some portion of economic benefits to be realized in the future may already 

have been determined by plans or commitments by the individual 

decision-making units of the economy. Such plans and commitments will be 

based on factors concerned with the future and the present, as well as the past. 

The relations between the past, the present and the future could be explained or 

defined by the concept of causality. 

Many economists have contributed to defining causality conceptually and 

operationally. Two representative economists are Hicks (1979) who defined it 

conceptually or in principle, and Granger (1969) who defined it for an operational 

purpose to be applied in economics. 

Besides them, Sims (1972) demonstrated his own causality concept, a 

two-sided distributed lag method, which modified Granger's operational definition 

of causality and reached a new conclusion. Sims demonstrated explicitly the 
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existence of an econometric test for exogeneity. Sims concluded that 

Granger-type causality is equivalent to econometric exogeneity so that 

unidirectional causality from the independent to the dependent variable 1s a 

necessary condition for the consistent estimation of distributed lag models 

involving other variables rather than lagged dependent variables. Pierce (1977) 

and Haugh (1976) also suggested a concept close to Granger causality. Geweke 

(1978) developed two tests of exogeneity suggested by Sims and showed that his 

methods are more powedul than Sims' even without stationarity conditions for the 

variables. Caines, Keng and Sethi (1981) and Geweke, Meese, and Dent (1983) 

also proposed similar concepts to Granger causality. As Sargent (1976) formalized 

a one-sided distributed lag approach implied by Granger, these other definitions 

since Sims, differing from Hicks and Granger, were constructed and elaborated for 

testing causality. Therefore, a comparison of causality is made between Hicks and 

Granger. 

Hicks' Causality: Hicks defined causality as the relationship between 

cause and effect, which is thought to be the business of philosophers. Following 

his opinion, though economists often talk a.bout effects and causes, they are 

usually content to leave the question of the meanings of these terms to others. 

Hicks' classification of causality is as follows. He defined causality as 

weak, strong, and sequential causality. Define X as an event occuring at some 

time, tx, and Y as some event occuring at time ty, If X was one of the causes of 

Y, then the relation is defined as "weak causation". Strong causation implies a 

relationship between X and Y when an event X was the sole cause of Y. Again, 

weak causality is divided into two kinds, separable and non-separable causation. 

Separable causation was defined by a statement by a philosopher, Hume (1978), 

that cause has priority in time before the effect. Non-separable causation follows 

the recognition by another philosopher, Kant (1943). 
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Separable causation assumed that there are several events, e.g. X1 and 

X2. If X is to be a separable cause of Y, such a hypothetical situation in which X 

did not happen must be conceived. There are five kinds of separable causation 

defined: (i) additive causes, (ii) sole causes, (iii) overlapping causes, (iv) negative 

causes, and ( v) ultimate causes. Additive causation means that the effect Y will 

not appear unless both causes X1 and X2 are present. Sole causation implies that 

either X1 and X2 causes Y. But in the case that X1 causes Y solely, X2 must be 

assumed not to present, vice versa. Overlapping causation is when Y occurs if 

either X1 or X2 is present. To explain negative causation and ultimate causation 

as separable causations, another cause, say x3, other than X1 or X2 is introduced. 

Assume a case that the effect Y would have happened if neither X1 nor X2 was 

present, but x3 was present, and also happened when Xp X2 and x3 were all 

present. Under this situation, if X1 alone was not present, Y would not have 

happened. Then the X2 is called negative causation or preventive measure. That 

is, if X2 acted alone, it would offset the effect of x3. In this case, x3 is called 

ultimate causation. 

Hicks1 explanation of Hume 1s philosophy that cause precedes effect led to 

the theory of separable causation. On the other hand, he explains non-separable 

causation based on Kant's critique of Hume's principle. Kant did not deny that 

an event X precedes another event Y, and also event Y precedes event X. This 

kind of causal relation is usually called contemporaneous causation or mutual 

causality. In reality, such a contemporaneous causal relationship is found 

frequently. Keynes• explanation of the relation between the money supply and 

interest rate is often interpreted in terms of contemporaneous causality. Also the 

relationship between stocks and flows in the economy is contemporaneous in the 

sense of Keynes. 
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Another important explanation of causality by Hicks is sequential 

causality which means the relationship between lags and reserves. Sometimes it is 

called a causal chain. Sequential causality implies that X was a cause of x1, x1 

was a cause of X2, X2 of x3 and so on, and finally Xn was a cause of Y. 

Economics is concerned with decisions, and decision-makers sometimes must 

decide something in the intermediate stage of such a causality chain. Price 

discovery is closely related to sequential causality. This price discovery study 

may pose an intermediate stage of variously changeable economic circumstances. 

Granger Causality: While the definition of causality by Hicks was 

somewhat of a conceptual or philosophical one, Granger defines it as an 

operational or practical one in an economic time series context. The general time 

series analysis concentrates on the use of alternative lag structures in modeling. 

The process of modeling includes some present and past information, and the 

analysis of predictability of behavior of the economic time series. 

An operational definition of causality which Granger (1969, 1980) derived 

is more practical than Hicks 1 definition, because it is testable with economic time 

senes. Unidirectional causal or feedback relationship between pairs of random 

variables in the economy must be identified before market efficiency is tested, and 

after some spurious regression problems are addressed. Thus, his definition 

provides a rationale for identifying the direction of causality from alternative 

models. And also, the tests following his operational definition will provide 

empirical support for model building and the assertion of lead-lag relationships. 

Granger presents two perspectives to defining causality. One is a 

correlation between a pair of variables (1969), the one is a Bayesian view (1980). 

Causality is generally a difficult concept to model in the analysis of real economic 

time series variables. One way Granger explained it through the use of bivariate 

variables was to consider the statistical interpretation and prediction for the 
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potential implication of causal relationships after removing behavioral properties. 

Let's say X and Y are two random variables in the universe. Granger's view of 

causality by means of the Bayesian principle is that one would change one's initial 

belief or causal relationship using test results when he/she believed X causes Y 

initially. The person's initial belief is the prior probability. However, the 

existence of a correlation between pairs of random variables provides more clear 

causal symptoms because generally the prior density function in a Bayesian 

framework cannot frequently be found. Assume one knows X does not cause Y. 

Since one still has a question about whether Y can cause X, he found that one 

could use an observed significant correlation between two variables in order to 

interpret causal relationships (see Granger and Newbold, 1977, p.224, for more 

discussion). 

Time series analysis usually focuses on the use of different lags in modeling 

the behavior of economic time series variables. For bivariate variables, both have 

their own past and present values to be modeled with each other. Then three 

rules must be assumed when causality is defined: that those variables must result 

from stochastic processes but not deterministic processes; that the variables are 

stationary, and that the future cannot predict the past. With these assumptions, 

one can find one or more of the following four general relationships: (i) X causes 

Y, (ii) Y causes X, (iii) feedback or instantaneous causality exists between X and 

Y, and (iv) no relationship between X and Y exists. Causality is defined such 

that X causes Y, with respect to the information set including at least X and Y, if 

current values of variable Y can be better predicted using past information of 

another variable X, but not vice versa. On the other hand, if current values of X 

can be better predicted using past information of Y, not vice versa, then Y causes 

X. This definition may not be accepted by philosophers like Hume, because cause 

is too strong. When the definition of causality is interpreted as being 'temporally 
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related', the above notions are acceptable for the temporal analysis of economic 

time series. The third relationship is feedback or instantaneous causality. If both 

possibilities of X causing Y and Y causing X are proven, there is evidence of an 

instantaneous causal relationship between X and Y. Finally, if past values of X 

are not useful in the sense of the predictions of current Y and also past values of 

Y are not also useful in the prediction of X, it is said there is no relationship. 

The four definitions are too general to be testable. Also, in the case of the 

third definition about feed back or instantaneous causality, the above rule 

described such that the future cannot cause the past, may not be admitted. Of 

course, instantaneous causality would be differentiated from feedback. More 

accurate definitions proven by Granger (1969) which a.re applicable to test 

causality are as follows: 

Definition 1: Causalitr 

If u2(x I 0) < u2(x IO Y), we say that yt is causing xt, denoted 

by Yt -> Xt. We say that Yt is causing Xt if we are better able 

to predict Xt using all available information than if the 

information apart from Yt had been used. 

Definition 2: Feedback 

2 - 2 7'--u 2 - 2 ~-If u (XIO) < u (Xju-Y), u (YIO) < u (YIO-X), we say that 
feedback is occurring, which is denoted Yt <-> Xt, i.e., feedback 

is said to occur when X is causing Yt and also Yt is causing Xt' 

Definition 3: Instantaneous Causality 
2 -= 2 -

If u (XI 0,Y) < u (XI 0), we say that instantaneous causality 
Yt -> Xt is occurring. In other words, the current value of Xt is 

better predicted if the present value of Y t is included in the 

prediction than if it is not. 

Definition 4: Causality Lag 
If Yt -> Xt, we define the (integer) causality lag m to be the 

least value of k such that u2(X IO - Y(k)) < u2(X I 0-Y(k+l)). 
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Thus, knowing values of Yt, j = 0, 1, 2, ... , m-1, will be of no help 

in improving the prediction of Xt (pp. 428-429), 

where Qt represents all t.he information in the universe at time t, and Qt - Yt is 

all the information apart from Yt. The bar notation above a variable represents 

the set of past values of the variable and the the double bar notation above a 

variable represents the set of past and present values. The lag number, k, in 

parentheses implies the set of all past values having fewer than k of the variable. 

These definitions are more testable on economic time series. The three rules 

described before are still legitimate to the above four definitions. 

Of Granger's definition of causality, feedback and instantaneous causality 

are frequently used as a synthesized notation in practice. The so-called 

11instantaneous feedback11 also implies the mutual causal relationship between two 

variables such as pure feedback. Instantaneous feedback is distinguished 

differently from feedback because most procedures for modeling and testing 

causality use the past and present values of each variable. 

Comparison: Granger and Newbold (1977) said that it is doubtful 

philosophers would completly accept Granger's definition of causality. Also, 

Zellner (1979) and Granger (1980) discussed whether Granger-type causality tests 

are truly causal in nature. Nevertheless, Hicks tried to explain the relationship 

between stocks and flows using lags and reserves, and all .the liquidity preference 

relationships for the Keynesian macro-constructions by using his definition of 

causality, which stemmed from philosophers Hume and Kant. 

definitions are related to one another. 

All three 

Table 1 is constructed by using the definitions of each scholar, and shows 

the relationships among those definitions. Granger's definitions are narrower 

compared to Hicks' definitions. Except for definitions based on Kant 1s principle, 

Granger's definitions of causality seem a subset of Hicks', whereas Hicks' 



Philosopher 

* Hume 

** Kant 

TABLE 1 

CATEGORIES OF CAUSALITY 

Hicks Granger 

1. Weak causation 
i) Separable causation 
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a. Additive Instantaneous Causality 
b. Sole 
c. Negative 
d. Ultimate 
e. Overlapping Causality Lag 

ii) Sequential causation 
2. Strong Causation Causality 

1. Weak Causation 
i) Non-separable causation Feedback 

*: Cause precedes Effect. Cause has priority in time before the effect. 
**: When an event (X) causes another event (Y), it is possible that Y also causes 
X. 

definitions also look like a subset of Hume and Kant in a broad sense. The 

acceptability of Granger-type definitions of causality occurs when it allows testing 

true causality in nature. Since the study of price discovery includes identifying 

the temporal interactions between prices in alternative markets, the Granger-type 

definition of causality is an effective method used in modeling the price discovery 

process for agricultural commodities. 

Therefore, the definition of Granger causality is used as a theoretical basis 

for the analysis of the price discovery process of hog and pork markets. 
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Price Discovery and Causality 

Price discovery, as defined earlier, refers to the process of discovering a 

pnce m a specific market using all· available information for the relevant 

commodity. Also, price discovery was defined as the process of finding relevant 

information to reach the market clearing price. All the relevant information is 

assumed to involve the economic factors that influence the true price. Since 

newly discovered prices include more information, the study of price discovery 

involves efficiency in pricing a commodity. On the other hand, causality, 

especially Granger causality, provides a convenient technique which can be used to 

analyze the lead or lag relationships between any two price series. 

To discuss the relationship between price discovery and causality, several 

possibilities a.re considered. 

The use of Granger causality in analyzing the price discovery process can 

indicate the presence of lead and lag relationships, feedback, or no relationships 

between any two economic time series. First, assuming that hog futures market 

prices lead ca.sh slaughter hog prices by testing for Granger causality, futures 

market prices a.re said to have more relevant information to arrive at a market 

clearing price for live slaughter hog than do cash prices. It means that live hog 

futures market prices are more efficient than ca.sh slaughter hog prices. Second, if 

both pork belly futures prices and wholesale pork belly prices have feedback 

resulting from testing for Granger causality, both prices are sa.id to have relevant 

information influencing the market clearing price of pork bellies. 

In the above first case assumed, cash slaughter hog prices follow live hog 

futures prices with some time lag to reach a market clearing price when the 

lea.ding price, i.e., the futures market price, is assumed to be a market clearing 

price. There is no assurance that live hog futures prices a.re market clearing prices 
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even if they lead cash live hog prices. In the second case, a question arises about 

which market price is more efficient to provide insight in arriving at a market 

clearing price. Only one thing that both market prices have in common is that 

similar information is known. 

Third, let1s assume that wholesale ham prices lead cash slaughter hog 

pnces. Since both ham and live hogs are not exactly the same commodity, in this 

special case it is hard to say that ham prices have more available information to 

. find the market clearing price. The finding of lead/lag relationships between them 

will mean that wholesale ham prices lead cash slaughter hog prices with some 

time lags, whereas cash hog prices follow wholesale ham prices with the same time 

lags. As a result, wholesale ham prices are said to have forecasting power for the 

future spot market price of cash slaughter hogs because they have more 

information on economic factors influencing the market prices for hams and live 

hogs due to tests for Granger causality. 

Fourth) another assumption which may result from Granger causality tests 

between two prices is that there is no specific lead/lag relationships between them. 

This means that neither price has any relevant information to achieve the market 

clearing condition nor that one price leads or follows the other price. It is 

doubtful that both prices in two markets for a commodity do not have any 

information to satisfy the true market price level. That is, price discovery in that 

commodity takes place in some other commodity market or that the price of the 

commodity does not respond to market information. 

Fifth, the existence of no relationship between wholesale pork and cash 

slaughter hog prices or between wholesale pork and live hog futures market prices 

could occur because they are different commodities. 

Finally, consider that cash prices lead futures prices from the tests for 

Granger causality. This case violates one of the basic rules that the future cannot 
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predict the past, and would be difficult to interpret. However, even though it 

violates the rule, it is possible that cash prices contain more information than 

futures prices in order to achieve the market clearing price. That is, cash prices 

would be more efficient in pricing hogs and pork than futures prices. But, it 

violates the theoretical argument that the future leads the past. Compared to the 

theoretical base, it might be thought that the cash spot price in the future was 

formed by persons who are not risk averse but risk loving. Such a conclusion is 

based on the belief that risk averse persons do not prefer risky prices, and that 

they prefer risk-free futures market prices. 

As discussed so far with six different possibilities, identifying the lead and 

lag, feedback, or no relationship between two prices from alternative markets 

using tests of Granger causality can be useful to find the market which discovers 

pnce. That is, Granger causality is a very useful technique to analyze price 

discovery processes in agricultural commodities. 

Summary· 

Price discovery has been defined as the process of tracing the role of 

futures markets for pricing in cash markets. But, when there exist related 

markets for a commodity, e.g., the wholesale meat market in this study, price 

discovery would involve the use of one market price, even if it is not a futures 

market price, for determining other market prices. 

Theoretically, futures market prices have been proven to lead producers• 

decision making. Thus, the existence of futures markets will produce a stream of 

information resulting from the price discovery process. Another finding is that 

pnce discovery provides some profit gain to producers, packers and wholesalers, 

etc .. 

Granger-type causality is often used m pnce discovery studies. Some 
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disagreement exists concernmg the use of Granger-type causality in economics. 

Since the analysis of causation by Hicks permits the establishment of the 

relationship between causal phenomena in economics and philosophical terms, 

Granger causality will be utilized in this study. 



CHAPTER III 

PROCEDURES FOR ANALYZING PRJCE 

DISCOVERY -BIVARIATE 

MODEL APPROACHES-

Introduction 

Various procedures are used in applying Granger-type causality criterion 

to two economic time series. The procedures indicate the progress in developing 

theories a.nd techniques. Economic ca.usa.lity wa.s studied originally by spectral 

analysis. But developing a. univa.ria.te Box-Jenkins type model provides some 

alternatives such a.s univariate residual cross-correlation analysis a.nd vector 

autoregressive model analysis. Both alternatives a.re substitutes for spectral 

analysis if an ARIMA model is well identified. 

The following section discusses the univariate residual cross-correlation 

method, giving a.dva.nta.ges and disa.dva.nta.ges of using it. Then, out-of-sample 

performance using ARJMA techniques developed to test Granger causality is 

discussed. 

The fourth section describes VAR a.ria.lysis used in pnce discovery 

research. Testing for cointegra.tion of the series estimates the long run equilibrium 

relationship between the series. Cointegra.tion with an error correction model, the 

current most popular technique, is discussed in the fifth section. 

Out-of-sample causality testing is discussed a.gain. Out-of-sample 

performance wa.s originally devised for reducing some of the disa.dva.nta.ges with 

the ARIMA technique.. However, the original out-of-sample tests did not 
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consider the properties of autoregressiveness for the data series. Out-of-sample 

performance using the VAR analysis enables causality testing, considering the 

autoregressive J>roperties of the data. 

Univariate Residual Cross-Correlation Analysis 

Univariate residual cross-correlation analysis, Box-Jenkins ( 1976) 

techniques to pre-whiten the original series of interest, is a method to empirically 

assess lea.cl-lag relationships between economic time series. The interrelationships 

existing between two time series were discovered first by system identification, 

and second, by checking the independence of the two series before the univariate 

residual cross-correlation approach was developed. This approach was convenient 

and easy to check for the independence of two time series. Assessing lead-lag 

relationships between two time-ordered variables using univariate residual 

cross-correlation analysis resulted from Granger's causality theory (1969). 

Basically, if the two economic time series are transformed so as to satisfy 

their joint covariance stationarity, then their interrelationships would be 

determined by the cross-correlation function. The analysis is a two-stage 

method proposed for investigating the independence of two covariance-stationary 

time series (Haugh, 1976). A two-step method implies that first when univariate 

models for each series are fitted to their residual series, and second, a 

cross-correlation function for the two residual series is obtained, the independence 

of the two series will be tested with the residual cross-correlations. 

Let a time-ordered variable X be represented by autoregressive and/or 

integrated moving average forms, and also another variable Y be represented by 

autoregressive and/or integrated moving average forms (ARIMA) as 
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H(L)Xt = Vt (3.2.1) 

-> Xt = K(L)vt, and 

M(L)Yt = ut (3.2.2) 

-> Yt = Q(L)ut, respectively, 

where H(L), K(L), M(L) and Q(L) are infinite polynomials, L is a lag operator, ut 

and v t are white noise process at time t with zero mean and constant variances u~ 

and respectively. 

00 

M(L) = t m Lg, Q(L) 
g=O g 

00 .• 

Note that H(L) -:-- t h.L1, K(L) = 
j=O l 

00 • 

= i!o qiL 1• To satisfy the stationarity of Xt and Y t 

processes, H(L) and M(L) in equations (3.2.1) and (3.2.2) must be invertible. 

Then we can express Xt and Yt processes as the above expressions. That is, to 

apply the univariate residual cross-<:orrelation model to two raw time series, each 

series must be stationary and an invertible univariate model as shown in equation 

(3.2.1) and (3.2.2). 

If those two processes, Xt and Yt, are stationary and invertible, so are the 

univariate models, then the cross-<:orrelation between the white noise residual 

processes of the u1s and v1s, would be obtained. The crosS-<:orrelation function at 

some lag k is defined as (Haugh and Box, 1977) 

(3.2.3) 

where E{.} is a general expression of expectation. In practice, a set of 

cross-<:orrela.tion estimates ( r ft ft (k)) are proven to be constant estimators for 
UV 

Pu/k) and to be asymptotically distributed under the reasonable assumptions of 
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joint covanance stationarity and a normal distribution of each series (Hannan, 

1970). The estimated cross-correlation function may be used to describe the 

interrelationship, lead-lag, or causal relationship. Pierce (1977) and Miller (1979) 

defined linear causal relationship implied by various cross-correlations as in Table 

2. 

TABLE 2 

CAUSALITY PATTERNS REPRESENTED BY RESIDUAL 
CROSS-CORRELATIONS 

Lead-Lag 

1. X leads Y 

2. Y leads X 

3. Instantaneous causal relation 

4. Feedback between X and Y 

5. Y does not lead X 

6. X does not lead Y 

Cross-Correl at ions 

at lag k 

Pu/k) f O for some k > 0 

Pu/k) f O for some k < O 

Puv(O) f 0 

Pu/k) f O for some k > 0 and for some k < 0 

Pu/k) = 0 for all k < 0 

Pu/k) = 0 for all k > 0 

7. X leads Y, no feedback from Y to X Pu/k) f O for some k > 0, and 

p (k) = 0 for all k < 0 
UV 

8. Y leads X, no feedback from X to Y Puv(k) :f. 0 for some k < 0, and 

Pu/k) = 0 for all k > 0 

9. X and Y are related instantaneously but in no other way 

10. X and Y are independent 

Pu/k) = 0 for all k f 0, and Puv(O) f 0 

Pu/k) = 0 for all k 
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The advantages of univariate residual cross-correlation to distinguish 

causal relationships between two series are as follows. This method is easier to 

understand and apply than cross-spectral techniques (Miller, 1979). First, there 

is no need to impose a specific lag structure (k) ,( Griliches, 1967, re-quoted from 

Miller, 1979). Second, this approach can prevent spurious regression problems 

(Granger and Newbold, 1974) when the .lead-lag relationships are determined. 

Third, this approach avoids the testing problems encountered when autocorrelated 

time series are cross-correlated. 

On the other hand, some empirical disadvantages have been found. First, 

if time-ordered data series under study have reasonable parameters which might 

be represented by a linear ARIMA representation, and if, the residuals are white 

noise processes, then this approach is plausible to assess lead-lag relationships. 

But if not, a severe problem from the first step, model identification, will occur. 

Second, since this procedure measures the relationship between two time series 

using a separate ARIMA model, .and residuals from each series are pre-verified to 

be white noise series, individual estimated cross-correlations can be misleading 

(Pierce, 1977). For such a problem, Pierce suggested a test statistic based on 

m 2 
Haugh(1976), U = n r [r n n(k)] , which is similarly distributed like the 

k=l UV 

chi-square distribution with degrees of freedom equal to m. However, Sims 

(1977a) points out that the use of the U statistic to conclude causal relationships 

is unwise, because such correlations tend to be biased toward zero due to 

specification erroi) 

1) The following is an example of specification error. Suppose Y causes X under 
a bivariate system. Then an ARIMA model allows the data to indicate the 
relative importance of past X and past Y series in forecasting X. Prewhitened X, 
in this time, uses a misspecified model because past Y should be included. 
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Out-of-Sample Forecasting Performance (1) 

Ashley, Granger and Schmalensee (1980), argued that the use of univariate 

residual cross-correlation techniques to test Granger-type causality of economic 

time series is appropriate. As an alternative, they extended the Pierce procedure 

by using bivariate transfer functions and suggested a test method with 

out-of-sample forecasting performance of models related to the non-prewhitened 

series of interest. 

Define MSE(X) as the population mean-square of the one-step forecast 

error of Xn+l forecasted from a linear structure of Xn-i' i ~ 0. Similarly, 

MSE(X,Y) is defined as the population mean-square of the one-step forecast 

error of Xn+l using the optimum linear forecast based on the information set, 

{X ., Y ., i ~ O}. If MSE(X,Y) < MSE(X), then Y causes X. The reason for 
n-1 n-1 

the use of mean-squared error to detect causality is because causality is basically 

used and defined as a statement about forecasting ability. Thus, finding causality 

from tests on forecasting are appropriate ( Ashley et al.). 

Ashley et al. presented a five-step approach for out-of sample forecasting 

performance to analyze causality between a pair of time series Xt and Y t. The 

first two steps of the approach are analogous to the Box-Jenkins techniques. 

Actually, this procedure requires dividing each series, with two finite data sets of 

X and Y, into two categories. One is so-called within-sample or sample 

observation, which includes around the first 70-90 percent of the senes. The 

remaining observations are retained as the out-of-sample or post-sample 

observations. The within-sample observations a.re used for step (a) to (d), 

whereas the last remaining sample series, out-of-sample, are used to evaluate 

out-of-sample forecasting performance in steps ( e). Step (£) is added to clearly 

distinguish between the above procedures. Below are the five steps (Ashley at al.) 
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and an additional step. 

(a) ARIMA models on each single series are estimated and their residuals, 

say JJx and JJy are pre-whitened. 
t t 

(b) Cross~orrelations between two residual series solved in step (a) are 

analyzed such as in equation ( 3.2.3) at some lag k. 

According to the univariate cross~orrelation technique, every causal 

direction can be indicated after completing these two steps. The next three steps 

are different testing procedures which Ashley et al. presented. 

( c) The third step is to build a bivariate model relating the residuals, and 

to identify, estimate, and diagnostically check the model. If in step (b ), 

one-direction causality between two series is present, then the model, a bivariate 

model on the residuals, is unidirectional and identified directly from the 

cross~orrelogram. If the relationship between the two series represents a 

feedback (bidirectional causality), the bivariate model should use a pair of transfer 

functions on the cross~orrelogram. 

( d) In the fourth step, the corresponding model relating the original series 

1s constructed by combining the bivariate model for residuals with the original 

univariate model. On the fitted models, checking for common factors, estimation, 

and diagnostic checking are also carried out. 

( e) The fifth step of the procedure 1s to generate a set of one-step 

forecasts for an out-of-sample period by using the bivariate model for the 

original series, within-sample observations. That is, this step is used to evaluate 

the post-sample forecasting performance of models fitted to the original series. 

The rationale for this step, and this entire approach, is that a bivariate regression 

model for Yt and Xt improves the forecastability of Yt if there is at least one 

non-zero cros~orrelation of the innovations from lags for Xt leading Yt and 

n~ross correlation from lags for Yt leading Xt (Brandt and Bessler, 1982). 
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. (f) The last step 1s to estimate mean square errors generated from 

univariate forecasts and bivariate forecasts, and to compare MSE(X) and 

MSE(X, Y). If MSE(X) < MSE(X, Y), then it is said that X causes Y. 

Out-of-sample forecasting performance to detect causal relationships 

between two finite economic time series is an alternative method to a univariate 

residual cross-correlation model. It provides tests which have asymptotically 

valid significance levels (Bessler and Brandt, 1982). However, it will not give 

clear causal directions because it applies parameters derived from pre-whitened 

within-sample data to out-of-sample senes, and it does not utilize the 

autoregressive properties in within-sample data processing (Bessler and Kling, 

1984). To rule out these defects with this method, an alternative modification 

will be introduced in the sixth section. 

Vector Autoregressive Analysis 

Price discovery refers to a process of reaching a satisfactory price for both 

buyers and sellers. In cases where relevant information must be recognized in the 

system, a dynamic simultaneous equation model could be used. However, a 

complete dynamic simultaneous equation model requires adequately generating 

economic data series and it cannot be modeled with a single equation. 'Vector' in 

vector autoregressive (VAR) processes implies that all the variables and 

para.meters are represented in vector notation in the simultaneous-type equation 

model including la.gs of variables. A representative of a. VAR process is the 

general process of multiple time-series .. 

The Granger-causal relationship between two or more variables can be 

analyzed in a VAR process framework. Consider the bivariate system with 

variables, x and y in the system to in\vestigate Granger causality. 
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(3.4.1) 

(3.4.2) 

The above two equations are a kind of simultaneous equation model including 

la.gs1) on ea.ch variable. 

From equations (3.4.1) and (3.4.2), the general functional forms could be 

represented as: 

(3.4.3) 

(3.4.4) 

where vlt and v2t a.re two serially uncorrelated white-noise processes. 

The above system can be expressed as the general ordinary least squares 

functional form giving the sense of Granger's own causality test. That is, 

p q 
xt = al + ~ /3,.xt · + ~ 'Y· Yt · + vlt j=l J -J i=l I -I 

q p 
Yt = a2 + ~ P· Yt . + ~ TJ·Xt • + 112t j=l J -J i=l I -1 

(3.4.5) 

(3.4.6) 

1) An appropriate number of lags can be selected by Akaike 1s conce_:et of 
information criterion (AIC) or Schwa.rz1s Bayesian Information Criterion (SIC), 
etc. (for more discussion, see Judge et al., 1985 and the fifth section). 
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If the frs are all significantly different from zero, then it is said that the y 

series causes the x series. 

Writing the bivariate systems, (3.4.3) and (3.4.4), in vector and matrix 

notation while ignoring deterministic components, e.g., constants, trend, etc., gives 

(3.4. 7) 

where Yt = [ ;: ]' 'l\ = [ ~ J~ ]' Vt = [ ~~! l and t = 1, 2, .... , n. 

The above system ( 3.4. 7) can be expressed by the difference equation 

+ c. L3 is an n x n 
J 

matrix with the back-shift operator L, Yt is an n x 1 vector wide-sense 

stationary stochastic process~) and Vt is now an n x 1 vector of white noise with 

means of zero and contemporaneous covariance matrix E(VtVt) = ~V' an n x n 

matrix. 

A system represented by vectors is practical because all the series in the 

system are presumed to be stationary. Using the vector notation system, Sims 

(1972) set forth an alternative test of Granger causality. Sims' more general 

2) The wide-sense stationarity property: A vector stochastic process is called 
wide-sense stationary if (a) Vt in expression (3.4.7) is a zero-mean white noise 

vector, so that E(V t) = 0 and E( Vt V ~) = [ 0 , t f s, ( b) all the random vectors, 
~' t=s 

Yt, have the same mean, E(Yt) = µy for all t, ( c) variances of Yt must be finite, 

Var(Y ht) < oo for all h = x, y and all t, and ( d) the covariance matrices of 

vectors Yt and Yt-k do not depend on t but only on k, Cov(Yt, Yt-k) 

= E[(Yt - µy)(Yt-k µy) = Ok for all t. These conditions imply for practical 

purposes that the time series under consideration must not have trends, fixed 
seasonal patterns, or time-varying variances. 
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expression of the system in practice can be formulated to identify the Granger 

causality testing scheme as follows: 

(3.4.8) 

(3.4.9) 

where C(L), D(L), and E(L) are ploynomials in the lag operator L, and 1\ and 77t 

are white noise processes. From equation (3.4.8), ft = c-1(L)Yt. Substituting '=t 

to equation (3.4.9) yields 

(3.4.10) 

Equation (3.4.10) can be expressed by a scalar notation such as: 

q p 
xt = .E 8,Yt+· + .E ,.,.vt . + vt, 

j=l J J i=O 1 -i 
(3.4.11) 

where vt is white noise process. The null hypothesis that X does not cause Y is 

equivalent to all the coefficients on the future values of Y being equal to zero. 

That is, 8j = 0, j = 1, 2, ... , q. Thus, Sims1 causality test is to estimate a 

two-sided regression model. 

Sims1 version of Granger1s causality test is different from Granger's own 

testing scheme. Sims considers Y series as a distributed lag function of future, 

past and current X1s. Sims proposed the use of a. pre-filter (1-0. 75B)~ and 

claimed that such a. filter would reduce the serial correlation problem in the 

regression residuals. But the problems suggested are that no one knows which 

pre-filter is appropriate and which number of la.gs for q and p a.re best. With 
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weakness of the approach, Sims' test remains doubtful. 

On the other hand, Geweke (1980) suggested a test for Granger-type 

causality with the following specification: 

p 
yt = 0 1 + £ /3.,Yt ' + 11t 

j=l ] -J 

and 

p q 

(3.4.12) 

Yt = a2 + £ 1·Yt · + £ cp,Xt , + wt (3.4.13) 
j=l J -J i=l l -1 

where 77t and wt a.re white noise residua.ls. The null hypothesis for testing 

causality from these equations is that all cp1s a.re zero. Causality from the X to Y 

series is not evident unless cp1s a.re significantly different from zero. 

The test statistic for testing for Granger causality in Geweke1s model 1s 

the well-known F value. The estimated F statistic, * F, is then 

ESS(l) ESS(2) /--E_s_s(_2)_ 
, where ESS(l) is the error sum of squares 

N-p-q-1 

from ordinary lea.st squares regressions in equation (3.4.12), ESS(2) refers to the 

error sum of squares in equation .(3.4.13), and N is the number of observations. 

* And to get the result of X not causing Y, the F estimate, F, must not be large. 

The Geweke test eliminates the arbitrary selection of a filter and the 

possibility of bias in two-sided filtering (Hudson, 1984). Geweke also explains a 

test method for no instantaneous causality between two senes. That is, using 

equation (3.4.13) and adding current values of X, then one can test for no 

instantaneous causa.lit y. 

Severa.I studies point out some problems in Sims' test for causality. 

Nelson and Schwert (1982) a.nd Geweke Meese, and Dent (1983) present evidence 

that Haugh's univariate residual cross-correlation analysis and Sims' VAR 

causality test a.re not as powerful as Granger's causality test using Monte Carlo 
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techniques. The reasons are because (1) the null hypothesis that is tested is 

necessary but not sufficient to imply causality, and (2) any specification error 

renders the causality test results uninterpretable. Therefore, VAR representation 

by Geweke, if needed in the analysis, will be used. 

Geweke-type VAR representation in equation (3.4.13) is similar to the 

augmented unrestricted VAR defined by Engle and Granger (1987). Engle and 

Granger explained several types of VAR processes, providing the test method for 

cointegration from them. Those representations are briefly described as follows. 

In general, 'restricted denoted by R', in time series implies that the error term 

estimated from the regression is re-utilized to a linear regression model as an 

independent variable. And the 'augmented denoted by A' means that given 

variables take into account their lagged variables as independent variables. At 

this time, all the lagged series used should correspond to the characteristics of the 

autoregressive processes of the variables. 

The restricted VAR, RVAR, which means the VAR representation consists 

of a vector correction error, lagged independent and lagged dependent variables. 

Thus the augmented RVAR is the same as RVAR except that a higher order of 

variables is postulated as independent variables. The UV AR is the unrestricted 

VAR which does not include the corrected error term in dependent variables. The 

AUVAR is the same as UV AR except a higher order of variables is assumed (For 

more discussion, see Engle et al. p. 266). 

Cointegration and Error Correction Models 

In the analysis of pnce discovery usmg vector autoregressive 

representations, data differencing could result in a loss of information, which is 

included in the original data series being studied. Engle and Granger ( 1987) 



57 

remark that, 11Here the cointegra.tion is implied by the presence of the levels of 

the variables so a pure VAR in differences will be misspecified if the variables are 

cointegra.ted. Thus vector autoregressions estimated with cointegra.ted data. will 

be misspecified if the data. a.re differenced a.nd will have omitted important 

constraints if the data. a.re used in levels; Of course, these constraints will be 

satisfied asymptotically but efficiency gains ... may be achieved by imposing them 

(p. 259).11 Therefore, a. technique combining a.n error correction model with 

cointegra.tion theory will need to be applied. 

Engle a.nd Granger provide a technique for applying a.n error correction 

model (ECM) based on data characteristics, which is said to be 11cointegrated11• 

The relationship between cointegration a.nd ECMs was considered by Granger 

(1981) after Sargan (1964) explained the short-run adjustment toward long-run 

equilibrium. Phillips (1991), Johansen (1988) and Stock (1987) provide more 

technical developments for the relationship between cointegration a.nd error 

correction models. Engle a.nd Yoo (1987) give some rationale about those 

procedures by presenting the results of simulation experiments. 

According to Granger and Newbold (1974) a.nd Phillips (1986) a.s it wa.s 

described, the ordinary regression is possibly spurious when variables in an 

equation are not stationary. In that case, the correlation coefficient, which is 

usually used to test Granger-type causality, will have no meaning because those 

variables have lost some information. Specific features in spurious regressions are 

that correlated stochastic trends would yield a high R~ but th~ Durbin-Watson 

statistic calculated from nonstationary residuals tends to be low. To prevent the 

danger of spurious regressions, most nonstationa.ry data series a.re first differenced 

to achieve stationarity. However, first-differencing data results in model 

misspecification by neglecting some missing information due to differencing. Most 

earlier time-series approaches ignore this fa.ct including vector autoregressive 
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analysis. 

On the other hand, cointegration provides some evidence to include the 

missing information by recognizing that two variables are of the same order (p) of 

cointegration, and that a linear relation of two variables is cointegrated of order 

p-1. The following are the concepts of integration, cointegration and ECMs 

which will be a part of techniques applied in this study, relying basically on Engle 

and Granger. 

Consider that there are two variables, Xt and Yt. A series is said to be 

1(0) if it is stationary, where 111 implies integration, and value, 0, in parenthesis 

indicates the number of order differenced to obtain a stationary series. Similarly, 

if a series needs to be differenced by p times to become stationary, then the order 

of integration will be denoted by l(p ). For most economic data, the stationarity 

condition could be achieved after first or second differencing. But there is no firm 

explanation for it. So, the first s-tep is to check the stationarity condition of each 

raw data series under consideration. A series can be differenced unless it is 

believed to be stationary. 

The second step is to estimate the lag length for each series proven to be 

nonstationary in the first step. For the Dickey-Fuller and the augmented 

Dickey-Fuller tests, the length of lags for each nonstationary series will be 

selected. This process will be accomplished by using Schwarz1s Bayesian 

Information Criterion (SBC) or the Akaike Information Criterion (AIC). 

Schwarz (1978) derives a method which can be used to choose the optimal 

AR order, say p, such as 

-2 k 1 nT 
SBC(k) = lnuk + , 

T 
(3.5.1) 

where k is the length of lags, T is the total number of observations, and ~~ is the 
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maximum likekihood estimate of the residual variance when an AR(k) is fitted to 
A 

the data series. Then the length of lags, the optimul AR order p is determined 

such that: 

A 

SBC(p) = min {SBC(k) lk = 1, 2, ... , m}, (3.5.2) 

where m is some upper bound for p, that is k $ m. Another criterion to choose 

the optimal AR order p was proposed by Akaike (1974). That is, 

{) 1, 

AIC(k) = ln~~ + "-A , and 
T 

the optimal lags are determined by 

A 

AIC(p) = min {AIC(k}lk = 1, 2, .... , m}, 

with the same conditions that the SBC has. 

(3.5.3) 

(3.5.4) 

In general, the value of the SBC becomes smallest in a few lag lengths, 

whereas AIC tends to be lower whenever the lag length becomes longer. Thus, 

the length of lags are determined by using SBC and/or AIC. If the minimum 

values of SBC and AIC are encountered at the same· order of length, there is no 

question about the order. But if not, one of the methods is used to determine the 

length of lag so that the residuals in the model for the ADF test presented in the 

next step can be white noise. 

The third step is to test for a. unit root by using the DF and/or the ADF. 

The models of a series, Xt, for the DF and the ADF tests are as follows: 

Consider a simple autoregressive model (AR(l)) for the series, Xt' The 

Dickey-Fuller test for the series is accomplished using a first order autoregressive 
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model such as 

(3.5.5) 

where X is denoted for price series of ea.ch. series of ea.ch commodity used in this 

study, and t = 2, 3, .... , 1,272. p is a real number and {Et} is a sequence of 

independent normal random variables with mean zero and variance u~ that is 

{ Et} - NID(O,u2). The time series Xt converges to be a stationary state if 

IPI < 1. If IPI = l, the time series is not stationary a.nd the variance of Xt 1s 

tu2, and it is called a random walk. The null hypothesis that IP I = 1 is of some 

interest in applications because it corresponds to the hypothesis that it is 

appropriate to transform the time series by differencing. The test hypothesis for 

AR(l) representation of equation (3.5.5) is fH0: IPI = 1. And then the estimate 

· lHa: IPI < 1 

of the Dickey-Ful~er statistic ( r µ) would be calculated by the ratio of p to the 

standard error of p. As it represents a kind of pseudo-t statistic, the critical 

values are obtained from the original DF tabled values given in Dickey and Fuller 

(1979). If the estimate is less than the DF tabled value, then the null hypothesis · 

will be rejected. Otherwise, it will not be rejected. A similar DF test is 

performed based on the following equation that the series responds to time 

variables. 

(3.5.6) 

The estimated DF statistic resulting from this equation is known by r T rather 

than rµ. 

Similarly, on the basis of the results of Fuller (1976), assume that any 
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time series is adequately represented by the model [AR(2)) 

(3.5.7) 

where Et's are NID(O,u2) random variables. Equation (3.5.7) can be rewritten as: 

xt - xt-1 = 10 + 11t + (61 + 62 - l)Xt-1 - 62(Xt-1 - xt-2) + Et. 

(3.5.8) 

In equation (3.5.8), the coefficient on Xt-l in the right-hand side 

regress10n equation can be used to test the hypothesis that 61 + o2 = 1. 

Moreover, to extend the results for the first order process with p = 2 to the 

higher order autoregressive process, one could represent the model modified a.s: 

(3.5.9) 

where p is the number of lag. The null hypothesis is that l"l = 0 or 61 + 62 = 1 

by definition, under the condition that 11 = 0, whereas the alternative hypothesis 

is l"l < O. The null hypothesis will be rejected when the ratios of the estimate of 

y?l to its standard error ( test statistic) is negative and above the critical values. 

The test of the null hypothesis is the so-called 'augmented Dickey-Fuller' unit 

root test which was suggested by Engle and Granger (1987). Because the null 

hypothesis is verbally integrated a.s "the series Xt has a unit root, 11 or the mean of 

a time series Xt is a linear function of time, the rejection of the null hypothesis 

implies that the series Xt does not have a unit root but has a fixed mean, and so 

is stationary. Estimate, r 7 , is calculated when the time variable is considered in 

the equation for testing. If, in equations (3.5.7) and (3.5.9), the time (t) variable 
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is not considered, the null hypothesis is simply interpreted such that the series 

does not. have a unit root. The estimated statistic is r µ in this case. If the length 

of lag is selected to be one, then 1p1 in (3.5.9) will be one. For this case, the test 

method will be Dickey-Fuller's unit root, but not the ADF. 

Steps 1 to 3 explain whether a series is nonstationary, and if it is not 

stationary, how to generate a stationary series with first-differencing. An I(O) 

series is quite different from an I(l) series in time series. An I(O) series has 

constant mean, and tends to diverge little from the mean. But an I(l) series may 

have a variable mean, and also lose some information because it is differenced. 

And an I(l) series tends to concentrate on .an earlier value. Therefore an I(l) 

series potentially has long-run variability. If two series, Xt and Yt, are both 

1(1), frequently called 1vector-integrated 1, then any linear combination of Xt + 
AYt will also be I(l) in general. However, if the linear relationship represents 

I(O), both Xt and Yt are said to be cointegrated. 

The fourth step is to generate a corrected error process so as to set up an 

error correction model through the cointegrated relationship. Since both series are 

integrated by the order of one, a cointegrating regression model w.ill be built: 

(3.5.10) 

It is easy to get the estimated residual series, ut, from the above equation. For 

the estimated residuals, the method similar to steps 1 through 3 would be 

re-introduced and applied. That is, the stationarity of ut is checked and, if it is 

not stationary, the length of lags is determined using SBC or AIC. If the length 

of lag is determined to be one, the DF unit root test procedure is used, and if it is 

more than one, the ADF test is utilized. 

Actually, the cointegrating relationship between two series is determined 
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by the DF or the ADF test1) on residuals, ~t' The null hypothesis for those tests 

is that there exists no cointegrating relationship between two series. The DF test 

would have a functional form such as: 

(3.5.11) 

and the null hypothesis is that b = 1 against b < 1. Also, the ADF test would 

have a form of 

p 
.6.ut = a + but 1 + ~ c,.6.ut . + Et' 

- j=l J -J 
(3.5.12) 

with the null hypothesis of b = 0. If the estimated test statistic is negative and 

below the critical value, then both Xt and Yt are said to be cointegrated. 

First-differencing data series results in the loss of information with regard 

to the long-run relationship between pairs of senes. Thus, first-{)rder 

differencing potentially has long run swmgs. Therefore, the notion of 

cointegration is that long-run trends of the series adjust according to an 

equilibrium constraint. That is, if cointegrated, the pairs of series can be expected 

to move together in the long run. Co-movement is closely related to the dynamic 

structure of two variables and so is called 11synchronization11 by Tung (1990). The 

characteristics of the short-run dynamics of both series will be adapted to the 

1) Other methods to verify the cointegrating relationship are to use the 
Durbin-Watson test statistic, the Maximum Likelihood Estimator(MLE), as 
suggested by Johanson (1988), the restricted VAR test, the augmented restricted 
VAR test, the unrestricted VAR test, and the augmented unrestricted VAR test 
etc. (For more discussion on various VAR tests, see Engle and Granger, 1987). 



64 

error correction models. Accordingly, the long-run relationships are integrated as 

an equilibrium state, and if a portion of the disequilibrium moving away from 

such equilibrium exists, it will be adjusted by the corrected error. 

There is no similar alternative method to deal with causal relationships 

between two series which were rejected by the cointegration test except for vector 

autoregressive analysis. For pairs of series that were accepted as 'cointegrated', 

the causal relationship between them can be tested by using the error correction 

model. When cointegration relationships between pairs of series exists, the 
" 

estimated error, ut, from equation (3.5.10) can be applied to the unrestricted VAR 

equation as a vector. If applied, then it is called 'the corrected error'. 

The fifth step is to build the error correction models and test causality 
" 

using the corrected error. The one period lagged correction error, ut-1' will be an 

independent vector variable in the restricted VAR representation equation such as: 

p q 
~Xt = aQ + <l'lUt 1 + ~ /3,~Xt . + ~ 'Y•~ yt • + Et, 

- i=l I -l j=l J -J 
(3.5.13) 

The expression (3.5.13) is called the "error correction model (ECM)", which is a 

kind of restricted VAR model, specifically, the augmented restricted VAR model. 

Similarly, another ECM can be expressed as: 

(3.5.14) 

In both ECMs, (3.5.13) and (3.5.14), ~ implies 'the change' of variables, et and 7/t 

are are jointly white noise residuals, respectively, and at least one of a1 and ~l is 

non~ero. Both are statistically useful to test causal relationships between two 

series because cointegration and error correction models capture proportionally the 
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omitted long-run information as well as the remaining short-run trends from the 

differenced data. 

The null hypotheses for testing causality are as follows: In equation 

(3.5.13), [ H0: a1 = 0, and 'Yj = 0, V j, which means that variable Y does not 

Ha: not H0 

Granger-ca.use variable X. Moreover, in an alternative equation (3.5.14), 

[ 
H0: ¥'l = 0, and '1/;j = 0, V k, which means that X does not Granger-cause Y. 

Ha: not Ho · . 

From analyzing both equations by the ordinary least squares method, the test 

statistic can be obtained as a standard F statistic. The estimated F statistic must 

be bigger than the critical value in the F table in order for the null hypothesis to 

be rejected. 

Cointegra.tion and ECMs discussed in the above five steps will be one of 

the bases for testing causality in this study. If individual economic variables 

under consideration in this study vary extensively over time, meaning they include 

long-run swings by differenced variables, pairs of series a.re not accepted to be 

cointegrated. Then causal relationships between the series would be tested by 

using the unrestricted vector autoregressive model. As discussed in the fourth 

section, the augmented unrestricted VAR representation (AUVAR) is based on a 

vector autoregression which is not restricted in order to satisfy the cointegration 

constraint. The A UV AR is simply represented and modeled by express10ns 

(3.5.13) and (3.5.14) except that there is not a corrected error term. 

Out-of-Sample Forecasting Performance (2) 

In an earlier section, one method of post-sample causality testing was 

discussed. The first two steps of the five-step approach presented by Ashley et 

al. (1980) are analogous to the Box-Jenkins procedure, which means that Ashley 
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et al. 1s method is still using univariate residua.I cross-correlation. Several studies 

have pointed out its defects. 

Bessler and Kling (1984) expand the new approach to causality tests 

developed by Ashley et al. using Sims-type vector autoregressive representation 

on non-stationary economic time series. In reality, estimating a regression 

equation requires a prerequisite that each data series must be stationary. 

However, few data series satisfy the stationarity condition. When data series do 

not meet the stationarity condition, the procedure of differencing provides a 

sufficient condition regarding stationarity. 

Several economic data series have characteristic properties which imply 

nonstationarity. If in univariate residual cross-correlation analysis, those 

nonstationary data are identified as good models without the rectification of 

nonstationarity to stationarity, there is no problem. However, due to data 

properties, e.g., economic time series under consideration have seasonal trends, it 

is somewhat hard to identify well-fitted models for those data, especially daily 

data with trend and seasonal patterns (For more discussion, see the seventh 

section). In such cases, the differencing procedure generates better model results. 

Differencing is necessary because it causes all the data, even non-stationary data, 

to be pre-whitened. 

For example, let 1s look at out-of-sample tests presented by Ashley et al .. 

First, they divide the data series into two categories: within-5ample and 

out-of-5ample. Then the first part of the data series, within-sample, is modeled 

by using ARIMA techniques. At this time, those data could be differenced to 

identify a suitable ARIMA model only if the data are nonstationary. After a few 

steps, parameters estimated by applying ARIMA techniques to differenced data 

would be used on the out-of-5ample data to test for Granger causality or to 

forecast more efficient economic values in the future. The problem arising here is 
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that results from within-sample tests with differenced data would have different 

properties from those derived from undifferenced out-of-sample data. That is, 

Granger causality tests of out-of-sample nondifferenced data cannot be compared 

with the same property of causality that within-sample data have. Therefore, 

when data series are not stationary, differencing data by using the autoregressive 

properties of the series studied would generate more efficient result. 

Out-of-sample performance using vector autoregressive properties of the 

series is as follows: 

( a) Nonstationary series under consideration are differenced and modeled 

as autoregressive representation. Again, as in the vector autoregressive analysis, 

the number of lags are selected by using AIC or SBC, etc.. For instance, consider 

two series, say X and Y. From this step, a model is fitted as 

p 
Xt = a + £ /3.Xt • + Vt. . 1 l -1 

l= 

(3.6.1) 

(b) Now, consider using both variables to set up and estimate a bivariate 

model based on the number of lags for each variable. 

p q 
xt = , + £ TJ·xt . + £ 'P·Yt . + Et. 

i=l l -l j=l J -J 
(3.6.2) 

The second step is to estimate models (3.6.1) and (3.6.2), and mean square errors 

from them as MSE(X) and MSE(X,Y), respectively. Comparisons between 

MSE(X) and MSE(X,Y) evaluated from within-sample data will provide the a 

priori belief that either X or Y causes another series. Of course, a priori beliefs 

can be estimated by comparing F-statistics calculated from (3.6.1) and (3.6.2). 

The use of an F-statistic for obtaining priori beliefs about causal relationships 
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between pairs of series indicates the general procedure of the VAR tests with 

within-sample data. 

( c) The third step is the procedure that all coefficient parameters 

estimated from equations, (3.6.1) and (3.6.2) from within-sample observations 

should apply to the remaining post-sample. observations to produce a linear 

combination of the coefficients and the differenced out-of-sample data with the 

same order as the differenced within-sample data.. From expressions (3.6._l) a.nd 

(3.6.2), all coefficients estimated will be applied to out-of-sample data. The 

estimated coefficients are denoted by a, /3i, 7, 77j, and 'Pj· These estimated 

coefficients will be combined in linear regression models a.s 

- p A-

xt = a + ~ p.xt · (3.6.3) • 1 I -I 
1= 

A p A q A 

Xt = 'Y + ~ 77,Xt · + ~ tp,Yt · + (3.6.4) 
i=l l -l j=l ] -J 

where X a.nd Y indicate differenced out-of sample data. whereas X and Y 

represent the differenced within-sample data.. 

(d) Then, from (3.6.3), out-of-sample mean-squared errors, MSE(X), 

would be derived. Also, mean-squared errors from equation (3.6.4) are derived, 

MSE(X,Y). 

(e) The fifth step in testing performance is to compare the MSE(X) to the 

MSE(X,Y). When MSE(X) is greater than MSE(X,Y), there exists a. ca.usa.l 

relationship running from the Y to X series. Mean-squared errors represent the 

size of individual forecast errors from the actual values. 

(£) The last step is to compare the results of causality tests from 
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within-sample and out-of-sample data. If a priori beliefs about the relationship 

between two series obtained from within-sample data are the same as the results 

of out-of-sample causality tests, it provides evidence about the causal 

relationships. If not, causal relationships are doubtful. 

Thus, causal relationships between variables are explored from the better 

performance test yielding the lower MSE from out-of-sample data to the worse 

performance test from within-sample data. 

More details developed for testing the significance of improvements m 

mean-squared forecasting error (MSE) are as follows. The procedure 1s 

summarized into two steps. First, all relative parameters from pre-whitened 

within-sample observations ( e.g., 1987 through 1990 in this study) are estimated. 

Then the obtained MSEs from within-sample univariate and bivariate models, or 

the estimated F statistics are compared. As a result of the comparison, a priori 

beliefs about causal relationships will be demonstrated. Second, those parameters 

would be applied to retained differenced raw data, out-of-sample observations 

(e.g., 1991 data in this study). Then since parameters were estimated from the 

univariate as well as bivariate models on within-sample observations, two 

different mean square errors according to different models are calculated. If 

mean-squared errors for the univariate model (say, Y t) are greater than that for 

the bivariate model ( say, Xt and Y t), in the sense of out-of-sample forecasting, 

it is said xt causes y t. 

Because the basic definition of causality which is employed to demonstrate 

pnce discovery in this study is a statement about forecasting ability, the 

comparison of mean-squared errors usually used in forecasting to test causality is 

more reasonable. 
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Checking for Seasonality 

Many economic time series contain important seasonal components. Thus 

various models of seasonality which may differ among series could exist. 

Seasonal price trends of hog-related commodities under study are usually 

due to the particular way in which the commodities are produced and/or 

distributed. Even though seasonal price trends are produced by the interaction of 

production and/or consumption factors for a commodity, such patterns are not 

described here. Seasonal pat terns are defined as repeating patterns of prices that 

can be discovered and measured from raw data observations. Figure 3 shows each 

price series. Seasonal pat terns cannot be seen clearly in Figure 3. In sum, for the 

five years under consideration, prices in early summer seemingly show a little 

seasonal trend in each year. For the futures market prices, no seasonal pattern is 

found. Prices follow the random walk hypothesis of futures prices. If futures 

prices are first-order differenced, then the residuals satisfy the requirements to be 

a stationary process. 

The Geweke-type or Granger 1s own testing for causality are performed 

based on the data pre-filtered to remove trend and seasonality. Thus, although 

the data series have a seasonal pattern, it will not be a restriction to applying 

Granger-causality tests. 

Most of the current literature for price discovery using cointegration fail to 

consider the effects of seasonal integration. If price series used in this study 

represent non-seasonal or non-periodic patterns, it would not be necessary to 

consider it. However, most agricultural commodities have seasonal factors m 

either demand or supply, so their price series may also exhibit seasonal patterns. 

Assume that there are two economic time series of interest, X t and Yt. 

The methods to identify and test cointegrating relationships between two series 
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are summarized in the literature as follows. 

First, if both series do not have any seasonal variation, then testing the 

possibility of cointegration can be accomplished as in the previous section. 

Second, if two series a.re seasonally cointegra.ted at zero frequency but not 

seasonal frequencies, then a standard cointegration test can be performed on the 

revised forms of series, Xt = S(L)Xt, Yt = S(L)Yt, which represent removed 

seasonal roots by S(L) = 
(1-15) 

· , where s is an order of seasonal differentiation. 
(1-L) 

Engle et al. (1989) said that if time series under consideration are seasonally 

cointegrated a.t zero frequency but not seasonal frequencies, then the value of 

para.meter ( a) yielded from the static OLS equation Xt = aYt + Et' would not 
- -

generally be consistent. But, using Xt and Yt will generate a consistent 

para.meter ( a). 

Third, consider that both time series Xt and Y t are integrated at some of 

the zero and seasonal frequencies. That is, both series have unit roots at the zero 

frequency ( as in the first case) as well as at some seasonal frequencies. Then, 

seasonal unit roots must be pretested on each series in order to test cointegration 

on both series. If some seasonal unit roots were thought to be present in both 

series, then the seasonal roots must first be removed and then the standard 

cointegration tests can be applied, such as in the second case. The test method 

for this case was introduced by Hylleberg et al. (1990) and is as follows. They 

considered testing seasonal unit roots in quarterly data. 

When the quarterly data are considered and seasonality is assumed to be 

present, the seasonal differencing operator introduced by Box and Jenkins (1976) 

15 

(3.7.1) 



= (1-L) (l+L+L2+L3)Xt 

= (1-L) (l+L) (l+L 2)Xt 

= (1-1) S(1)Xt 
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In the above equation, the polynomial (1-14) in the left-hand side can be solved 

with four unit roots equal to 1, -1, i and -i, where i represents a complex form. 

That is, 

(1-14) = (1-1) (1+1) (1+12) 

= (1-1) (1+1) (1-i1) (l+i1) 

They proved that a general autoregression, '1/{1)Xt = Et can be rewritten as 

where Y 1t = S(1)Xt 

y 2t = -(1-1+12 _13)Xt 

y 3t = -(1-L2)Xt 

y 4t = (1-14)Xt 

(3.7.2) 

(3. 7.3) 

Then seasonality would be tested by the parameters of equation (3. 7.3). 

The hypotheses on the test are i) 1r1 = 0 for a unit root of 1, in equation (3.7.1), 

ii) 1r2 = 0 for -1, iii) 1r3 = 0 for i and -i. If 1r2 and either 1r3 or 1r4 are not equal 

to zero (rejection of ii and iii), then there will not be seasonal unit roots. If the 

series has no unit roots, which means it is stationary, then all 1r, (j=l, 2, 3, 4) 
J 

must not be zeros. 

Price series considered in this study have a seasonal pattern during the 
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early summer period. However, since all data series are daily indices except for 

weekend and national holidays, and the number of yearly observations average 

255, seasonality cannot be tested using current statistical methods. 

Error correction models contain long-run swings against the omitted 

information which results from differencing the series. Therefore, even though 

seasonals are not considered in the process of cointegration, it will be concluded 

that the results from EC Ms are of relatively high quality. 

Bessler and Kling (1984) introduced in-sample and out-of-sample tests 

for Granger causality. Whether or not there is causality from Y to X is defined 

by using the autoregressive property of the data series. That is, the fact that an 

optimal forecasting model for Xt using past values of X and Y performs better 

than one using only past values of X was used in testing for in-sample and 

out-of-sample Granger causality. The data are filtered to remove trend and 

seasonality before those tests are applied to the data series. Therefore, even 

though there seems to be seasonality, it may not be problem due to the process of 

pre-filtering. 

Summary 

Price discovery processes have been analyzed by using various techniques 

based on Granger1s causality. The use of a Box-Jenkins type model is easier to 

identify and to prevent spurious regression problems. This approach, however, 

does not consider the autoregressive properties of the data. 

Meanwhile, the vector autoregressive test method cannot account for the 

long run state even though it responds to the property of autoregressiveness. 

To avoid both defects and generate better results, cointegration and error 

correction models are simultaneously used in the price discovery process. But, if 

all data series do not satisfy suitable conditions, such as stationarity, first-order 
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integration, and m turn, cointegration etc., the results from these methods will 

also be suspect. In this case, an out-of-sample causality test is conducted as an 

independent way to analyze the price series. 

One of the goals in this study was to examine the process of pnce 

discovery in cases where the data series have exhibited seasonal patterns. 

Unfortunately, a seasonal cointegration study cannot be accomplished because 

there are operational problems associated with the daily data. If the data series 

have problems because of seasonality when they are analyzed in the context of 

price discovery, they may be analyzed by using alternative methods explained in 

the next chapter. 



CHAPTER IV 

APPL I CATI ON OF CAUSALITY TESTS 

AND EMPIRICAL RESULTS 

In trod uct ion 

In the previous chapter, several bivariate model approaches were discussed 

for studying price discovery. All are not utilized to empirically analyze 

discovering price in this study. This chapter moves to estimation and testing, 

focusing on details of the results. 

The general procedure for applying causality tests is shown in Figure 4. 

First, all data sets will be collected and futures price series will be generated as a 

continuous-type data series, which is described in the following section. The 

second process is to test stationarity of each time series by using normality tests. 

That is, testing the normality of residuals will determine whether the series is 

necessarily and sufficiently stationary or not. If the series are stationary, then the 

causal relationships between a pair of series can be analyzed by the VAR process. 

The third step, in case the stationarity conditions of each series are not satisfied, 

stationarity can be re-tested by using the DF and/or the ADF tests. However, 

stationarity proven by these tests will be necessary but not sufficient. Since most 

economic time series are not stationary, the necessary stationarity state of those 

series can be generated. 

The fourth procedure has three branches. One is to test causality using an 

error correction model for the series proven to have cointegrating relationships. 
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The second is to test the series using a VAR process for the series which are not 

cointegrated with each other. The third is to use a VAR model for analyzing the 

data series which are proven to be stationary in the second step. If the series are 

cointegrated, then the error term from the cointegrating regression equation will 

be corrected and the corrected error will be used as a vector. Because the error 

correction model is a kind of VAR representation using the vector error correction 

term, the causal relationship can be tested. The fifth step in Figure 4 is to draw 

conclusions and implications resulting from causality tests for the in-sample data. 

The sixth step is to test causality by using the out-of-sample method, which can 

be performed whether or not the series under consideration are cointegrated. 

Finally, causal directions resulting from the out-of-sample data are compared to 

those from the in-sample data, and the results of causal directions are confirmed. 

Of the entire procedure, an important step is to check for stationarity. If 

the series are not stationary, then they must be made stationary. Without 

checking for stationarity, well-,.fitted results will not represent the real properties 

of the economic time series. 

In the following section, data collection and the continuous futures market 

price series are discussed. Stationarity will also be examined. 

Causal relationships between pairs of series for whole time-spanned 

sample observations are described in the third section. This section includes an 

explanation of test results from out-of-sample causality performance, the vector 

error correction model, and the unrestricted VAR analysis. 

In the fourth section, whether or not causal relationships between pairs of 

senes have changed over time will be analyzed. Only two methods are utilized, 

EC Ms and the A UV AR process. 

Finally, conclusions are found in the fifth section, including the discussion 

of seasonal patterns which appear in the data sets. 
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Data and Stationarity 

Data Discussion 

All the variables in this study are daily series collected from 1987 to 1991. 

Daily prices in general have more information on changes and trends about the 

original series than weekly, monthly, or quarterly. Thus, losing information due 

to the use of weekly or some other non-daily data will result in distorted results 

even though there is no problem with analyzing the data. using the methodology 

discussed. 

The daily spot price series for live hogs and for wholesale pork (loins, 

ha.ms and bellies) used in this study are collected by U.S.D.A.. The daily price 

series for live hogs a.re for hogs categorized a.s U.S.D.A. grade 1-2 and weighing 

210-240 pounds in Iowa. and southern Minnesota.. Wholesale pork prices a.re 

collected in Omaha.. The weight of fresh wholesale pork products are 14-18 

pounds for loins, 20-26 pounds for ha.ms, and 14-16 pounds for bellies, 

respectively. 

The daily closing futures price series for pork belly and live hog futures 

pnces a.re collected from the Chica.go Mercantile Exchange. The pork belly 

futures contra.ct maturity months a.re Febura.ry, March, May, July, and August. 

The maturity months for the live hog futures contra.ct are Febura.ry, April, June, 

July, August, October, and December. 

In this study, continuous futures prices for both series are constructed in 

order to aviod the jumps and fa.Us which occur when maturity months changed. 

The procedures to generate smoothing the series (which was introduced by 

Djunaidi et al., 1993) are as follows: (1) All price series for ea.ch contra.ct a.re 

first-order differenced, aFUTt h = FUTt h - FUTt-l h' where t is date and h is 
, ' ' 
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contract. (2) ~FUT to a new contract month is switched on the last day of the 

month prior to contract maturity. Since the procedure (2) generates a continuous 

series of first-order differenced nearby futures contract, it can be used to 

construct a continuous futures price series. Let 1s assume that the first observation 

of each futures price series is its actual futures price. (3) Then, the modified 

continuous futures price series (MFUT) are created as 

MFUT 1 is assumed to be known, 

MFUT 2 = MFUT 1 + ~FUT 2, 

MFUT 3 = MFUT 2 + ~FUT 3, (4.2.1) 

The overall data period used is January 5, 1987 through December 27, 

1991. Thus, the number of observations in each series is 1,272. A few missing 

values, around 15 out of 1,272 on the average in each series, were found. In those 

cases, the price of the previous day was used. 

Variables are abbreviated as follows: 

LH: cash market live slaughter hog prices. 

WL: wholesale market loin prices. 

WH: wholesale market ham prices. 

WB: wholesale market pork belly prices. 

FLH: live hog futures market prices. 

FPB: pork belly futures market prices. 

Furthermore, year observations for each variable are also simplified, e.g., 

live slaughter hog prices collected in the cash market during 1987 are abbreviated 
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by 187LH1, wholesale pork belly prices collected in the wholesale meat market for 

1988 by 188WB 1, and pork belly futures market prices collected in CME and 

constructed to be continuous in 1991 by 191FPB 1, and so on. 

Continuous futures prices for both pork bellies and live hogs for each year 

are yearly segments from the entire continuous data series. 

Stationarity and the Dickey-Fuller Test 

All live hogs, wholesale pork (loins, hams and bellie_s), and futures price 

(live hogs and pork bellies) series are tested for the normality of residuals and to 

determine stationarity. Checking the stationarity of residuals is the process of 

making them prewhitened. 

For each series, the dependent variable, is regressed on time, and then 

residuals are tested for normality _graphically and by the Blom test method. Each 

series was non-stationary. From the graphs of residuals, variances of each series 

look stationary but their means exhibit non-stationarity over time. 

To remove non-stationarity, ea.ch series is first-order differenced. 

However, first-order differencing is often more legitimate after Dickey-Fuller's 

(1979) unit root test is made to check for random walk behavior. 

The Dickey-Fuller test for each series was accomplished using a 

first-order autoregressive model such as equations (3.5.5) for T , and (3.5.6) for 
• µ 
T • The DF tabled values for T and T are -3.43 and -3.96 in significant level 

T µ T 

of a= 0.01, -3.12 and -3.66 in significance of a = 0.025, and -2.86 and -3.41 

m a = 0.05, respectively, when sample size is greater than 500. These tabled 

values represent the probability of a smaller value. 

Table 3 represents the results of unit root tests on ea.ch series. The results 

of the Dickey-Fuller test show that live hogs, wholesale bellies, live hog futures 

and pork belly futures series are random walk, but wholesale loins and hams price 



TABLE 3 

DICKEY-FULLER'S UNIT ROOT TEST 
FOR ALL OBSERVATIONS 

Series T µ 

Live hog price -1.46 
Wholesale loin price -J.45 
Wholesale ham price -J.69 
Wholesale belly price -2.26 
Futures live hog price -1.79 
Futures pork belly price -0.53 
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T 
T 

-1.39 
-J.48 
-J.61 
-2.31 
-1.77 
-1.74 

senes are not random walk even at a significant level of a - 0.01 ( cL the 
A A 

calculated T H = -J.69, and T L . = -J.445) (Table 3). µ, am µ, om 

Visually, both mean and variance of the first-order differenced senes 

appeared to be stationary. However, testing for random walk for each senes 

shows that all except two series are random walk. 

Another important question described in the problem statement section 

was whether price discovery has changed over time or not. As a preliminary 

condition for the question, stationarity and Dickey-Fuller tests were applied to 

each year's price series under consideration. Total observations for each series 

number 1,272, and each series may be divided into 5 years, by year, or about 255 

observations per year. 

Normality tests on the residuals of yearly-segmented data series for each 

pnce series except for 1988 wholesale ham prices are rejected by the Blom test. 

Because, in 1988, the wholesale ham price series is stationary in mean and 

variance over time, it cannot necessarily be first-order differenced. To accomplish 

cointegration tests between pairs of series, however, it was also first-order 
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differenced after conducting the DF test. Table 4 show the results of the unit 

root test on each yearly data series. 

TABLE 4 

THE DF TEST FOR YEARLY-SEGMENTED 
SAMPLE OBSERVATIONS 

Year 
Series Ho 

87 88 89 90 91 

LH T µ --0.28 -1.47 -1.11 -1.28 --0.06 

T 
T 

--0. 72 -2.19 -2.02 -1.07 -1.98 

WL T µ -1.66 -1.73 -1.77 -1.54 -1.87 

T 
T 

-1.73 -1.85 -2.1 -1.61 -2.48 

WH T µ -2.09 -3.03 -1.69 -1.57 -2.40 

T 
T 

-1.57 -3.17 -2.16 --0.7 -2.15 

WB T µ --0.80 -1.71 -1.15 -2.16 --0.48 

T 
T 

-1.14 -3.49 -1.94 -2.21 -3.54 

FLH T -1.71 µ -1.85 --0.31 -1.90 -2.53 
~ 

T --0.37 -3.36 -2.1 -1.47 -2.66 
T 

FPB T µ -1.35 --0.16 -1.67 -1.72 --0.10 

T 
T 

-1.22 -2.55 -1.65 -1.69 -4.17 



This test is based on the following first-order autoregressive model. 

t = 1, 2, .... , 255 !for 1987l 88, 90) 
254 for 1989 
253 for 1991 , and 

h = 1987, 88, .. , 91. 

The test hypothesis is [ HH0'.. I ,Bl = 1. 

a I Pl < 1 

84 

(4.2.2) 

Similarly, values in parenthesis in Table 2 indicate another test statistic 

( T 7 ), which is calculated from equation ( 4.2.3). 

t = 1, 2, .... , 255 !for 1987l 88, 90) 
· 254 for 1989 

253 for 1991 , and 
h = 1987, 88, .. , 91. 

The test hypothesis is [ H0: I ,Bl = 1 conditional on c = O. 

Ha: not Ho 

(4.2.3) 

· The cumulative critical values for T and T at a 2.5 % confidence level . µ T . 

for sample sizes of 250 are -3.14 and -3.69, respectively. At a 5 % confidence 

level with same sample size, the cumulative critical values for r µ and r r a~e -2.~8 

and -3.43, respectively. The null hypothesis is rejected if the estimated r µ or r r 

are smaller than the cumulative critical values at a given significant level. That 

is, it can be concluded that all series in every year exhibit a random walk. 
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The Augmented Dickey-Fuller (ADF) Test 

The previous Dickey-Fuller unit root test results assumed that all the 

series under consideration in this study are of the first-order autoregressive model 

[AR(l )]. Similarly, consider that any time series is represented by the second- or 

higher-order autoregressive model. In that case, the augmented Dickey-Fuller 

tests was accomplished based on equations ( 3.5. 7) or (3.5.9). 

To appropriately satisfy the ADF test, a prerequisite is to determine the 

number of lags which must be used for the regression model (3.5.9). The number 

of lags chosen as the maximum possible order to consider is shown in Tables 5 

and 6 for all observations and yearly observations, respectively, and was 

determined by using Schwarz 1s Bayesian Criterion· (SBC) shown in equations 

(3.5.1) and (3.5.2) and/or Akaike Information Criterion (AIC) given in equations 

(3.5.3) and (3.5.4). The critical values of Dickey-Fuller1s pseudo t-statistics for 

a sample size greater than 500 and at a 2.5 % confidence level are T = --3.12, µ 

and T = --3.66. With sample size of 250, T = --3.14 and T = --3.69. 
T µ T 

Thus, Table 7 shows that for no series, the null hypothesis is rejected. 

That is, price series for wholesale loins, hams and bellies, and for cash slaughter 

hogs can be first-order differenced because all series are proven to have a unit 

root. Since, according to the SBC and AIC, pork belly futures and live hog 

futures prices have only one lag in the autoregressive representation (Table 5), 

these two series will be tested by using the Dickey-Fuller test instead of the 

augmented Dickey-Fuller test. This means we cannot apply it to equation (3.5.9) 

but to equation (3.5.5). Similarly, the results of unit root tests on the yearly 

segmented data series are shown in Table 8. All calculated pseudo t-statistics in 

the table imply that the null hypotheses cannot be rejected. Statistics in 

parentheses in tables 7 and 8 represent the formal Dickey-Fuller test statistics, 



TABLE5 

THE LENGTHS OF LAGS -ALL OBSERVATIONS 

Series 

Live hog 
Wholesale loin 
Wholesale ham 
Wholesale belly 
Pork belly futures 
Live hog futures 

Length of Lags for Max. AR Order 

5 
17 
13 
5 
1 
1 

TABLE 6 

THE LENGTHS OF LAGS -YEARLY OBSERVATIONS 

Year 
Series 

87 88 89 90 91 

LH 3 6 3 3 8 
WL 2 2 2 2 1 
WH 2 1 3 3 5 
WB 1 4 2 2 8 
FPB 1 2 1 2 1 
FLH 1 1 1 1 1 
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TABLE 7 

THE UNIT ROOT TESTS -ALL OBSERVATIONS 

Calculated Pseudo t-Statistics 

WL WH WE LH FPB 

-3.06 -3.19 -2.32 -2.24 -0.53 

-3.06 -3.02 -2.37 -2.19 -1.74 

87 

FLH 

* * -1.46 

* * -1.39 

Values with asterisk represent the DF test results, otherwise, values 
indicate the ADF test results. A one-sided test is conducted. At a 2.5 % 
confidence level, the critical values for the statistic for sample sizes of over 500 are 
r = -3.12, and r = -3.66. µ r 
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TABLE 8 

THE UNIT ROOT TESTS -YEARLY OBSERVATIONS 

Calculated Pseudo t-Statistic 
Series 

Ho 87 ,88 89 90 91 

LH T --0.06 µ -2.11 --0.80 -1.18 --0.32 
.. 
T --0.49 -2.56 -1.88 --0.97 -1.63 

T 

WL 
~µ 

-2.08 -2.63 -2.36 -2.47 -1.88 

TT -2.15 -2.79 -2.55 -2.54 -2.48 

WH 
~µ 

-2.56 . (--3.03) -1.59 -2.14 -2.99 

T -2.46 (--3.17) -2.53 -1.67 -2.80 
T 

WB 
~µ 

(-1.8) -1.66 -1.61 -2.77 --0.52 

T,, (-1.1) --3.32 2.50 -2.95 -2.20 

FPB T (-1.4) --0.38 (-1.7) -2.06 (0.1) µ .. 
T (-1.2) -2.75 (-1.7) -2.03 (-4.1) 

T 

FLH 
~µ 

(-1.7) (-1.8) (--0.3) (-1.9) (-2.5) 

T (--0.4) (--3.3) (-2.1) (-1.4) (-2.6) 
T 

A one-sided test is conducted. At a 2.5 % confidence level, the critical 
values of the statistic for sample sizes of over 250 a.re T = --3.14, a.nd T = 

al. h' h µl . ,, --3.69. V ues m pa.rent es1s represent t e DF test resu ts, otherw1Se, values 
indicate the ADF test results. 
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whereas other values indicate the standard augmented Dickey-Fuller test 

statistics. The rejection of the unit root hypothesis provides the necessary but not 

sufficient condition to conclude the series is stationary. 

Tables 3, 4, 7, and 8, in conclusion, indicate that all sample senes and 

yearly data series can be first-order differenced in order to satisfy the condition of 

necessary stationarity. For a few series, either the r µ or r r statistic is smaller 

than the critical value, which means that first differencing is doubtful. In these 

cases, first differencing was achieved according to either one of the r µ or r r' which 

satisfies the condition that the series are random walk. 

Results for 1987-1991 

Results from the DF tests showed that wholesale loins and hams pnce 

senes were not a random walk. Even though they are not random walk, results 

do not indicate they are stationary. Although the other series except for those 

two series satisfy the random walk criteria, test results do not imply that 

first-differenced series will be sufficiently stationary. Augmented DF tests 

confirmed for all variables that every time series had a unit root, which means all 

series are nonstationary. Therefore, all the series are first-order differenced so 

that the first-differenced series can meet the necessary stationarity condition. 

There are eleven combinations or pairs of series which will be modeled as 

simple linear regression models ( see Table 9). 

Testing for Cointegration 

In Table 9, when the Xt series is considered the dependent variable and 

the Y t series is the independent variable, the ordinary linear regression models are 

called 1the cointegrating regression model', because all the series are integrated of 
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order one, I(l). In the cointegrating regressions, according to previous beliefs, 

ca.sh prices will be the dependent variable and futures prices the independent 

variable (model numbers 1 and 5); ca.sh prices are the dependent variable and 

wholesale pork prices the independent variable (model numbers 9-11); and 

wholesale meat prices are the dependent variable and futures prices the dependent 

variable (model numbers 2-4 and 6---8). 

TABLE 9 

PAIRS OF TWO SERIES MODELED 

No. of Model xt yt 

1 Live hog Pork belly futures 
2 Wholesale loin Pork belly futures 
3 Wholesale ham Pork belly futures 
4 Wholesale belly Pork belly futures 
5 Live hog Live hog futures 
6 Wholesale loin Live hog futures 
7 Wholesale ham Live hog futures 
8 Wholesale belly Live hog futures 
9 Live hog Wholesale loin 
10 Live hog Wholesale ham 
11 Live hog Wholesale belly 

Two variables are said to be cointegrated when a linear combination of the 

two is stationary, even if each variable is not stationary. Whether or not two 

series shown in Table 9 are cointegrated should be tested . 

The cointegra.tion tests of the price series are conducted to determine 

whether a linear combination of the two series is integrated of order zero, 1(0). 

There are several test methods for cointegration such as the Durbin-Watson 

(DW) statistic, the DF test, the ADF test, and MLE. 
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The DW test is based on the estimated cointegrating linear regression 

model. Estimated cointegration models are as follows: 

LHt = 46.09 + 0.067FPBt + u1 t ( 4.3.1) t O. 48 j lo. 009 ) ' 
95.4 7.25] 

WLt = 107.69 + 0.034FPBt + u2 t ( 4.3.2) t 1.091 l0.021f ' 
98. 7 -1.61 

WHt = 72 .15 + 0.022FPBt + U3 t ( 4.3.3) 

lo. 80 j 10.021 ' 
89. 9 1.43 

WBt = 29.20 + Q;396FPBt + U4 t ( 4.3.4) 
t 0.861 l0.017f ' 

33.96 23.98 

LHt = 35.53 + 0.188FLHt + U5 t ( 4.3.5) 
(1.09) t0.0151 ' 
[32.58) 12.83 

WLt = 72.31 + 0.461FLHt + u6 t ( 4.3.6) t 2.38 1 10.032) ' 
30.39 14.38] 

WHt = 46.11 + 0.370FLHt + U7 t (4.3.7) t 1. 72) t O . 0231 ' 
26. 78) 15. 96 

WBt = 37. 29 + 0.149FLHt + u8 t ( 4.3.8) l 2.42 f 10.033) ) 
15.44 4.59] 

LHt = 8.51 + 0.385WLt + U9 t (4.3.9) 

1o. 71) to.007 j , 
11. 98] 57. 99 
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LHt = 22.34 + 0.370WHt + u10 t 
(1.02) (0.014) ' 
[21. 88] [26. 73 ] 

( 4.3.10) 

LHt = 31.38 + 0.372WBt + u11 t 
( 0 .42) ( 0 . 008 ) ' 
[75.04] [44. 74] 

( 4.3.11) 

According to the DW test results, all combinations of pa.us under 

· consideration have cointegrating relationships (Table 10). 

NO. of model 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 

TABLE 10 

COINTEGRA TION TESTS USING DW 
STATISTICS1) 

LH 
WL 
WH 
WB 
LH 
WL 
WH 
WB 
LH 
LH 
LH 

FPB 
FPB 
FPB 
FPB 
FLH 
FLH 

. FLH 
FLH 
WL 
WH 
WB 

DW statistic 

0.011 
0.037 
0.035 
0.020 
0.011 
0.043 
0.053 
0.015 
0.107 
0.032 
0.038 

l) The null hypothesis is that there is no cointegration. The critical value 
given by Engle a.nd Yoo (1987, p.158) to reject the null hypothesis is 0.2 at 5 % 
confidence level with a sample size of 200. Since all calculated DW statistics are 
less than the critical values, cointegrating relationships between each two series 
exists. 
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However, Engle and Yoo stated that the DW statistic does not appear to 

be very useful for testing cointegration. Therefore, whether a linear relationship is 

cointegrated will be determined by other test methods besides the DW statistic. 

The use of the DF or ADF tests to test cointegration must presume that 

the stationarity condition on the residuals from the cointegrating regression model 

will be checked. If not, the lag length of residuals must be pre-determined. If 

the residual series is stationary, both series are believed to be cointegrated. 

Checking stationarity on the residuals indicates that no residual series is 

stationary. Thus, the lengths of lags are determined by using the minimum value 

of the SBC. Table 11 shows the lengths of la.gs for residuals to be used to test for 

cointegration. When the lengths of lags is .known to be one, cointegration will be 

tested by the DF test. If it is more than one, the ADF test will be used to test 

for cointegration. 

TABLE 11 

THE LENGTHS OF LAGS ON RESIDUALS 
- ALL OBSERVATIONS -

Xt Series 

Yt Series 
LH WL WH WB FPB 

FPB 4 2 4 2 
FLH 3 2 4 2 1 
WL 2 3 2 
WH 3 3 
WB 1 
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The DF or ADF test of the residuals for the estimated equations from 

( 4.3.1) through ( 4.3.11) are as follows: 

"" A A ,. 

Liul,t = ~.005 - 0.005ul,t-l - 0.147Liul,t-l + 0.223Liul,t-2 
(-0.25) (-1.81) (-5.26) (7.91) 

. . 
- 0. 097 Liu1 t-3 - 0 .116Liu1 t-4 

' ' (-3.47) (-4.16) 

n A A " 

6.u2 t = -0.001 - 0.025u2 t-l - 0.243u2 t-l + 0.060Liu2 t-2 
' ' ' ' (-0.02) (-4.70) (-8.68) (-2.14) 

h ,. ,- A 

Liu3 t = 0.0003 - 0.022u3 t-l - 0.337Liu3 t-l + 0.155Liu3 t-2 
' ' ' ' (0.005) (--3.82) (-11.99) (5.265) 

. . 
+ 0.079Liu3,t-3 - 0.007Liu3,t-4 

(2. 711) (0.239) 

A A A A 

6.u4 t = ---0.018 - O.Ollu4 t-l - 0.093u4 t-l + 0.033Liu4 t-2 
' ' ' ' (-0.38) (-2.83) (-3.33) ( 1.17) 

""' A ""' A 

Liu5 t = ---0.014 - 0.003u5 t-l - 0.118Liu5 t-l + 0.265Liu5 t-2 
' ' ' ' (-0. 75) (-1. 07) (-4.19) (9. 73) 

. 
- 0.095Liu5,t-3 

(-3. 37) 

n "' "' A 

Liu6 t = ---0.011- 0.028u6 t-l - 0.236u6 t-l + 0.059Liu6 t-2 
' ' ' ' (-0.14) (-4. 97) (-8. 46) (-2. 09) 

(4.3.12) 

( 4.3.13) 

( 4.3.14) 

( 4.3.15) 

( 4.3.16) 

( 4.3.17) 
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A A 

bu7 t = --0.012 - 0.024u7 t-l - 0.324bu7 t-l + 0.147bu7 t-2 
' ' ' ' (--0.19) (-3.84) (-11.5) (5.01) 

- 0.080bu7 t--3 - 0.007bu7 t-4 
) ) 

( 4.3.18) 

(-2. 74) (-0.25) 

A A A 

Liu8 t = --0.035 -0.009u8 t-l - 0.184u8 t-l - 0.038bu8 t-2 
) ' ) ) 

(-0.72) (-2.68) (-6.57) (-1.36) 

( 4.3.19) 

A 

bug t = -0.007 - 0.058u9 t-l - 0.110Liu9 t-l - 0.003bu9 t-2 
) ) ) ) 

(-0.20) (-6.19) (-3.91) (-0.12) 

( 4.3.20) 

A 

bu10 t = -0.006 - 0.016u10 t-l - 0.142u10 t-l + 0.135bu10 t-2 
) ) ) ' 

(-0.22) (-3.25) (-5.04) ( 4.81) 

- 0.047Liu10 t--3 
) 

( 4.3.21) 

(-1.66) 

A 

bull t = --0.005 - 0.02luu t-1 
) ' 

( 4.3.22) 

(-0.23) (-3.83) 

where values in parentheses represent the Student 1s t-statistic. 

Assume that the null hypothesis for cointegration is that there is no 

cointegrating relationship bet ween pairs of series. If the t-statistic on the 

one-period lagged residual term from equations ( 4.3.12) through ( 4.3.22) is less 

than the critical value (--3.37) given by Engle and Yoo ( 1987), the null hypothesis 

will be rejected at the 5 % significance level. The rejection of the null hypothesis 

suggests that both pairs of series are cointegrated and the residuals from the 

cointegrating linear regression models are stationary. 

Tests for cointegration were conducted. Models of the cointegration 

relationship must show improved long-run forecasts compared to models not 
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cointegrated. Results of the DF or the ADF tests on residuals generated from the 

cointegrating models are summarized in Table 12. Only six pairs of series out of 

11 were found to be cointegrated. Tests support cointegration relationship 

between live hogs and wholesale loin prices. Live hog and wholesale ham prices 

seem to be cointegrated. The cointegration relationships between wholesale loins 

and either of the futures market prices, and between wholesale ha.ms and either of 

the futures market prices are found. Moreover, tests for cointegration indicate 

that live hogs and wholesale bellies prices are also cointegrated. Both wholesale 

bellies and either of the futures market prices, and live hogs and either of the 

futures price series appear not to be cointegrated. 

Even if the variables are nonstationa.ry, they may con ta.in long run 

components. The cointegration test detects the long run equilibrium relationship 

between two variables. That is, the meaning given when one individual 

Yt Series 

FPB 
FLH 
WL 
WH 
WB 

TABLE 12 

RESULTS OF THE DF AND ADF TESTS1) 
ON RESIDUALS 

Xt Series 

LH WL WH 

-1.81 --4.7 --3.82 
-1.07 --4.97 --3.84 
--ti.19 
--3.25 
(--3.83) 

WB 

-2.83 
-2.68 

1) The null hypothesis is 1there is no cointegration 1• Values in parenthesis 
indicate the estimated DF test statistic. Otherwise, all are the ADF test 
statistics. If values are less than the critical value ( --3.37), the null hypothesis is 
rejected. 
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nonstationary senes is integrated of order one, I(l), and a linear relationship of 

any two series is integrated of order one, is that each the individual series have 

long run swings but that the two individual series do not have long run 

characteristics. If it is integrated of order zero, it will be demonstrated that both 

series are in the long run state. 

Tests for cointegration 1s a procedure for relationships between two 

variables for the same asset. For the price series which are cointegrated, it is 

stated that these markets are operating efficiently. Cointegration between two 

pnces is a necessary condition for market efficiency. Thus, a pnce senes 

( dependent variable) of one can consistently predict the other pnce sen es 

(independent variable). For the price series which are not cointegrated, i.e., live 

hogs vs pork belly futures, live hogs vs live hog futures, and wholesale pork bellies 

vs either of the futures market prices, it can be concluded that they are not 

operating efficiently relative to each other. That is, at least one market is said to 

be inefficient. In other words, information about a price series of one 

(independent variable in the cointegrating regression model) cannot be used in 

predicting the other price series ( dependent variable in the model). 

In conclusion, pairs of series cointegrated of order zero imply that they 

have information about prices of a commodity in one market that would be used 

in predicting prices of a commodity in other markets. 

Price Discovery Results using ECMs 

An error correction model for two variables which are cointegrated was 

applied to examine the price discovery process. An error correction model is used 

to eliminate or correct the equilibrium error. 

Granger (1986) said that if two series are cointegrated, "there must be 

Granger causality in at least one direction, as one variable can help forecast the 
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other" (p.218), even though the reverse is not necessary true. 

The lead/lag relationships between two series cointegrated of order zero, 

I(O), a.re estimated using the augmented restricted VAR representations of 

equation (3.5.13) and (3.5.14). The vector corrected error term from the 

cointegrating regression is restricted and included as an independent variable. 

And the lagged variable of ea.th series in the cointegrating model are selected by 

SBC and/or AIC in order to augment' to the models as independent variables. 

The chosen lengths of lags of each series, shown in Table 5, will be augmented to 

build an error correction model. 

The results for price discovery using ECMs · are described in Table 13. 

According to the results, both live hog and pork belly futures market prices lead 

wholesale ham. prices and wholesale belly prices cause live slaughter hog cash 

prices. However even though they are cointegrated of order zero, wholesale loin 

prices have a feedback relationship with both pork belly and live hog futures 

market prices. Also, loin prices in the wholesale market and live hog prices in the 

cash market have a bidirectional causal relationship. 

One can infer the following from the results. (1) Relationship between live 

hog prices and wholesale pork prices: Since pork belly prices cause live slaughter 

hog prices, only wholesale belly prices of the wholesale meat prices and the two 

futures contract prices provide information for predicting cash hog prices. There 

is no significant domination between wholesale loin prices and live hog pnces 

because of their feedback relationship. (2) Relationship between either of the 

futures contract prices and wholesale pork prices: The prediction of ham prices in 

wholesale pork markets can be enhanced by either pork belly or live hog futures 

market prices. However, wholesale loin prices and either of the futures contract 

prices cause each other. (3) Wholesale ham prices and both futures price series: 

It, is concluded that the changes in wholesale ham prices are well explained by the 



xt yt 

WL FPB 

WL FLH 

WH FPB 

WH FLH 

LH WL 

LH WB 

TABLE 13 

CAUSAL RELATIONSHIPS BASED ON 
COINTEGRATION AND ECMs 

* * Fl F2 

5.38(0.005) 
[2, 1234] 

1.91(0.012) 
[18,1234] 

11.58( 0.0001) 
[2,1234] 

1. 68( 0. 037) 
[18,1234] 

6.12(0.002) 
[2,1242] 

1. 38( 0 .155) 
[14,1242] 

15.5( 0. 0001) 
[2,1242] 

1.34(0.179) 
[14,1242] 

3.48(0.0001) 
[18,1230] 

8.4(0.0001) 
[6,1230] 

5.08(0.0001) 
[5,1255] 

2.11(0.049) 
[6,1266] 
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Causal Direction 

WL <-> FPB 

WL <-> FLH 

FPB-> WH 

FLH-> WH 

LH <-> WL 

LH <-> WB 

* * F 1 is calculated by using Equation ( 3.5.13) and F 2 is calculated based on 

equation (3.5.14). Values in(.) represent the p-value and values in [.] indicate 
the degrees of freedom. The significance level is considered at 5 percent. If 
* * F 1 > the critical value in F table, then Yt causes Xt series. If F2 > F table 

value, X leads Y. 

corrected error from the cointegrating regression model ( 4.3.3) /or ( 4.3. 7), the 

changes in the lagged pork belly futures prices/ or live hog futures prices, and the 

changes in the lagged wholesale ham prices. ( 4) The results show that changes in 

the lagged live hog futures prices do not effectively and consistently influence 

changes in the live hog prices in one direction. Similarly, wholesale pork belly 

prices are not influenced by pork belly futures prices. In other words, futures 
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market pnces for live hog or wholesale pork bellies are not the center of price 

discovery for them, respectively. 

As a whole, this result does not provide clear evidence of the general view 

that futures prices cause spot prices. Furthermore, wholesale ham prices reliably 

follow both pork belly futures as well as live hog futures contract prices. 

Unrestricted VAR Causality Tests 

When pairs of series are integrated, application of vector autoregression for 

differenced variables is incompatible because it omits the error correction term. If 

some pairs of series are to be cointegrated but have the properties of a vector 

autoregressive process, then they can be analyzed with the equation for the 

augmented unrestricted VAR. 

Causality tests using the AUVAR are conducted, based on equations 

(3.5.13) and (3.5.14) except that the vector corrected error term is excluded from 

the independent variables. 

Overall results of the VAR analysis are given m Table 14. Results 

indicate that the role of futures markets in providing price information to 

wholesale pork belly prices seemingly exists. Price changes in pork belly futures 

lead price changes in the live hog cash market, not the reverse. The price 

discovery function of the live hog futures market to cash hog markets is not clear, 

but feedback exists. Between wholesale meat markets and futures markets, pork 

belly futures market prices strongly lead pricing in wholesale pork belly prices. 

There is no dominant market in pricing between the wholesale belly market and 

the live hog futures market. Their relationship is bidirectional. Also a strong 

feedback relationship exists between cash hog and wholesale ham prices. 

There is no unidirectional causality between live hog and live hog futures 

* pnces. A large number for the F 1 statistic (315.45), implying live hog futures 



xt 

LH 

LH 

WB 

WB 

LH 

1 01 

TABLE 14 

CAUSAL RELATIONSHIPS BASED ON 
THE VAR MODELS 

* * yt Fl F2 Causal Direction 

FPB 90.83(0.001) 0.81(0.543) LH <- FPB 

FLH 315.45(0.0001) 5.23(0.001) LH <-> FLH 

FPB 19.07(0.001) o. 96( 0.427) WB <- FPB 

FLH 81.80( 0.0001) 2.93(0.02) WB <-> FLH 

WH 5.23(0.0001) 5.6(0.0002) LH <...,.> WH 

Values in (.) represent the p-value. The significance level is considered 
* at 5 percent. If F 1 > the critical value in F table, then Y t causes Xt series. If 

* F 2 > F tabled value, X leads Y. . 

prices cause cash hog prices, cannot be interpreted to be more powerful than for 

* the F 2 statistic (5.23), indicating that live hog prices lead live hog futures market 

prices, because the p-values for both statistics are the same. Therefore, it cannot 

be concluded that a strong causal relationship is found running from live hog 

futures prices to cash hog prices. 

In sum, causal directions analyzed from the VAR process do not agree 

generally with the common view that live hog futures market prices are expected 

to lead cash hog market prices. However, for pork belly prices, futures market 

prices strongly cause wholesale pork belly prices. In the case of live hog prices 

and pork belly futures prices, strong lead-lag evidence is from pork belly futures 

market prices to live hog prices. Also, wholesale ham prices do not seem to lead 

cash hog prices. 
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In-Sample Results for 1987-1990 

Bradshaw and Orden (1990) stated that in-sample and out-of-sample 

tests for Granger causality whether or not there is causality from Y to X is 

defined by whether or not an optimal forecasting model for current X using past 

values of X and Y pedorms better than one using only past values of X. 

In-sample tests for pairs of series provide general beliefs on the causal directions. 

Thus, using ECMs, AUV ~R, and Geweke-type models were utilized to draw 

causal directions for the in-sample data. 

Since all data series are not stationary, · they are first-difference 

transformed. Out-of-sample causality testing is not the best technique. A better 

one was suggested by Ashley et al. and Bessler and Kling. The a priori belief 

resulting from within-sample tests will be re-applied to out-of-sample data. 

Then causality tests can be performed using out-of-sample tests, and compared 

with the a priori belief. 

To conduct causality tests on out-of-sample data, first, general knowledge 

about the causal relationships of the within-sample data (1987-1990) must be 

found. Such knowledgement is called a priori belief about the lead or lag 

relationship. The previous methodology to evaluate causal relationship of 

within-sample data was a Sims- or Geweke-type vector autoregressive model. 

As discussed in previous sections, however, if a linear relationship of two series is 

integrated of order zero, then the results from the VAR process do not express all 

the information, e.g., long run and short run properties of the original series, and 

so it will be meaningless. Therefore, a priori beliefs are first found by using error 

correction models when the series are cointegrated, and secondly by using VAR 

representations for non--cointegrated series. Table 15 represents the directions of 



Method 

VAR 

VAR 

ECM 

ECM 

ECM 

ECM 

VAR 

VAR 

ECM 

VAR 

ECM 

TABLE 15 

CAUSAL DIRECTIONS FROM WITHIN-SAMPLE 
AS A PRIORI BELIEFS(!) 
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Causal Direction 

LH FPB 83.23(0.0001) 

LH FLH 312.82(0.0001) 

WL FPB 5.03(0.007) 

WL FLH 11.0(0.0001) 

WH FPB 5.41(0.0046) 

WH . FLH 15.27(0.0001) 

WB FPB 15.51(0.0001) 

WB FLH 18.56(0.0001) 

LH WL 3.80(0.0001) 

LH WH 10. 71( 0.0001) 

LH WB 4.14(0.0010) 

1.18(0.316) 

6.0( 0.0001) 

1. 74(0.043) 

1.61(0.069) 

1.03(0.389) 

0.68(0.641) 

1.18(0.316) 

0.21(0.645) 

9.2(0.0001) 

6.9(0.0001) 

2.1( 0.0661) 

FPB -> LH 

FLH <->LH 

FPB -> WL 

FLH -> WL 

FPB-> WH 

FLH-> WH 

FPB -> WB 

FLH-> WB 

WL <-> LH 

WH <-> LH 

WB -> LH 

* * F 1 is calculated by using Equation (3.5.13) and F 2 is calculated based on 

Equation (3.5.14) using ECMs or AUVAR. Values in (.) represents the p-value. 
* The significance level is considered at 5 percent. If F 1 > the critical value in F 

* table, then Yt causes Xt series. If F2 > F table value, X leads Y. 

causality for within-sample data ( 1987-1990) which will be the a priori beliefs. 

Cointegrating relationships between pairs of series for 4 years data are the 

same as for 5 years of data ( see Tables 12 and 15 ). It confirms that both 

cointegrated markets are efficient, their prices are each nonstationary, and both 

efficient markets have an equilibrium relationship which is stationary. For. pairs 
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of senes which a.re cointegrated, an error correction model was used to test 

Granger causality. Otherwise, the augmented UVAR was used for 4-yea.r pairs of 

senes. Causal directions for in-sample data are similar to those for the entire 

data. Only three pairs of series have different directions from the previous results. 

That is, results show that either of the futures market prices cause wholesale loin 

prices unidirectionally but not bidirectionally, and wholesale pork belly prices also 

lead live hog futures prices but there is not feedback. 

On the other hand, the use of ECMs to obtain the a priori beliefs about 

causal directions is not available for out-of-sample causality tests because 

out-of-sample performance is achieved by using all parameters estimated from 

the prewhitened within-sample data. That is, a parameter of the vector error 

correction term cannot be directly used with the out-<>f-sainple data. For this, a 

priori beliefs a.re obtained from the standard Geweke-type causality test method, 

following equations (3.6.1) and (3.6.2). A priori beliefs from Geweke's causal test 

are shown in Table 16. 

Results of the Geweke test indicate that both pork belly futures contract 

and live hog futures contract prices lead cash slaughter hog and wholesale pork 

belly prices. All wholesale pork prices also cause live hog prices. Live hog futures 

prices also cause wholesale loin and ham prices, whereas pork belly futures 

contract prices do not lead wholesale loin and ham prices in pricing. These results 

a.re interpreted somewhat differently from the a priori beliefs indicated by ECMs 

and A UV AR analyses in Table 15. 

From both Tables 15 · and 16, within-sample causality tests result in 

strong evidence of causal relationships. Results support our general beliefs, that 

is, 'futures lead cash market prices, 1 'wholesale meat market prices cause cash hog 

prices, 1 and 'futures prices have information for pricing in · wholesale meat 

markets, 1 etc .. 



xt 

LH 

LH 

WL 

WL 

WH 

WH 

WB 

WB 

LH 

LH 

LH 

* F 

TABLE 16 

CAUSAL DIRECTIONS FROM WITHIN-SAMPLE 
AS A PRIORI BELIEFS(II) 

* yt F Causal Direction 

FPB 40. 96( o. 0001) FPB -> LH 

FLH 156.1( o. 0001) FLH-> LH 

FPB o. 461( 0. 6308) NO 

FLH 6.377( 0.0018) FLH -> WL 

FPB 0.266( o. 7668) NO 

FLH 10.25(0.0001) FLH-> WH 

FPB 64A0(0.0001) FPB -> WB 

FLH 35.49(0.0001) FLH -> WB 

WL 11. 90( o. 0006) WL -> LH 

WH 15.08( o. 0001) WH -> LH 

WB 4.14(0.0010) WB -> LH 
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is calculated by using Equation (3.6.2). Values in (.) represents the 
* p-value. The significance level is considered at 5 percent. If F > the critical 

value in F table, then Y t causes Xt series. 
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Out-of-Sample Causality Tests 

Based on these causal results from within-sample tests, out-of-sample 

tests were performed. As explained, out-of-sample causality tests were 

conducted by comparing the MSEs that are estimated from two Geweke-type 

VAR equations ( 3.6.3) and ( 3.6.4). Table 17 reports the results of the test. 

xt yt 

LH FPB 

LH FLH 

WL FPB 

WL FLH 

WH FPB 

WH FLH 

WB FPB 

WB FLH 

LH WL 

LH WH 

LH WB 

TABLE 17 

OUT-OF-SAMPLE CAUSALITY TESTS 

MSE(X) MSE(X,Y) 

0.4340 . 0.4197 

0.4340 0.4094 

8.2745 8.2636 

8.2745 8.2524 

4.2131 4.1963 

4.2131 4.2063 

2.4218 2.1362 

2.4218 2.3405 

0.4340 0.4306 

0.4340 0.4268 

0.4340 0.4335 

Causal Direction 

FPB -> LH 

FLH -> LH 

FPB -> WL 

FLH-> WL 

FPB -> WH 

FLH-> WH 

FPB -> WB 

FLH-> WB 

WL -> LH 

WH -> LH 

WB -> LH 

If MSE(X) is greater than MSE(X,Y~, then Y causes X. It is not clear 
that a series causes the other series usin~ t ese MSEs, because there is little 
change in MSEs between uni- and bi- variate models. 
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Since, by construction, MSE(X) > MSE(X,Y) is defined by 'Y causing X, 1 

every pair of series has a unidirectional causal relationship. According to the 

results, the a priori beliefs are true, that is, futures contract prices cause cash 

prices, futures contract prices cause wholesale pork prices, and wholesale pork 

prices cause cash market prices, respectively. The post sample MSE for the 

bivariate model, MSE(X,Y), for live hogs and its futures contract prices, and for 

pork bellies and its futures contract prices were increased by 6 percent and 13 

percent, which are respectively higher, compared to those resulting from the 

univariate model. But the post sample tests show that pork belly futures contract 

prices weakly cause wholesale loin and ham prices, which differs from the results 

in Table 16. 

In conclusion, out-of-sample causality tests are consistent with a pnon 

beliefs that both futures price series are leading cash hog prices and wholesale 

belly prices. But if the degree of lead or lag depends on the magnitude of MSE, 

we can conclude that causal relationships are strong. And also, even though 

wholesale loin and ham prices influence live hog prices, their role in pricing live 

hogs seems to be weak. It is also suggested that futures prices play a small role 

in forecasting and pricing wholesale loin and ham prices. 

Year by Year Trend in Causality 

So far, the price discovery process was studied for all observations in the 

data series under consideration in this study. Results suggest that futures market 

prices cause cash slaughter hog prices as well as wholesale meat market prices. 

Moreover, pork meat prices in wholesale markets also provide some information to 

cash hog market in pricing. A goal in this section is to determine whether such 

relationships have changed over time. 
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To see the existence of a general trend in hog and pork market pricing, 

two of the several methods discussed in Chapter 3 were used: ECMs and VAR. 

All yearly data series were proven to be integrated of order one after their original 

series had not been found to be stationary. Each integrated series can be 

combined in paris of two series to create a cointegrating regression model. At 

least 55 ordinary least squares linear regression models were built. For every pair 

of series, cointegration was tested. The DW statistics estimated from the 

cointegrating regression models indicate that only 3 pairs of series were not 

cointegrated, wholesale ham and pork belly futures series in 1987, wholesale ham 

and live hog futures series in 1987, and live hog and wholesale loin prices in 1987. 

Since the DW statistic is not preferred to test for cointegration, the DF or ADF 

tests were applied. The process of choosing one of the DF or ADF tests is 

determined by the lengths of lags on residuals from the cointegrating regressions. 

Table 18 presents the lengths of lags chosen by SBC. 

Whether pairs of series have a cointegrating relationship is determined by 

the DF or ADF test statistics in Table 19. Of course, the DF test was applied to 

pairs of series in which the error term of their cointegrating regression model has 

the lag length of one. Otherwise, the ADF test was used. 

For pairs of series which are cointegrated, causality tests were conducted 

on the error correction models, equations (3.5.13) and (3.5.14). Otherwise, the 

augmented unrestricted VAR test was used. The AUVAR test is based on the 

same equations as the ECMs except that the corrected vector error term is 

excluded. 

Results of causal direction usmg both ECMs as well as AUVAR are 

reported in Table 20. Table 20 shows the tendency toward causal relationships 

over time. (1) Live hog and wholesale loins or hams: They are bidirectionally 

causing each other in general except for the 1991 series. During 1991, which is 
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TABLE 18 

THE LENGTHS OF LAGS ON RESIDUALS 
-YEARLY DATA 

Year 87 88 89 90 91 

yt xt 

FPB LH 1 6 3 1 6 
WL 2 2 2 2 1 
WH 2 2 3 2 3 
WB· 1 1 1 1 1 

FLH LH 1 3 1 3 1 
WL 2 2 2 2 1 
WH 2 3 3 2 2 
WB 1 1 1 2 1 

WL LH 1 1 1 1 1 
WH LH 1 6 3 1 3 
WB LH 1 1 1 1 1 

Length of lags was determined by the smallest SBC. 
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TABLE 19 

TEST RESULTS OF COINTEGRATION 
- YEARLY DAT A 

yt X t 87 88 89 90 91 

FPB LR -1.97 -2.31 -1.02 -1.22 -1.66 
WL -2.38 -2.23 -3.61 -2.44 -2.27 
WR -4.01 -3.87 -1.67 -1.80 -2.59 
WB -0.90 -3.71 -1.69 -2.86 -3.28 

FLH LR 0.07 -1.20 -0.86 -1.28 -1.04 
WL -2.22 -2.26 -2.96 -2.27 -2.1 
WR -3.68 -4.00 -2.26 -1.53 -2.75 
WB -0.84 -3.32 -3.14 -3.55 -0.92 

WL LR -3.55 -2.97 -2.35 -3.2 -3.01 
WR LH -0.71 -2.06 -1.8 -1.63 -0.92 
WB LR -3.38 -2.15 -1.43 -1.49 -2.29 

The null hypothesis is that there is no cointe~ration. The test ststistic for 
sample size of 200 at 5 % level is -3.37. If the calcu ated statistic is less than the 
critical value, then the null hypothesis will be rejected. 
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TABLE 20 

CAUSALITY TEST RESULTS FOR YEARLY DATA 

It 

LB IL II II 

tr. 81 88 89 90 91 81 88 19 90 91 81 88 89 90 u 11 II 89 90 91 

81 I 
IL 88 I 

89 
90 I 
91 ti 

81 B 
88 

NB 89 
90 I 
91 ti 

tt 
87 ti 
88 ti 

II 89 
90 B 
91 n 

87 I 8 n I 
88 B la B n 

m 89 I lo lo 
90 B I ti n 
91 ti lo ti ti 

87 n I ti I 
88 lo ti I 

PPB 89 ti ti lo 8 
90 ti It lo 8 
91 ti lo ti I 

Notion 1XY1 implies X series causes Y series, and 'YX' means series Y 
causes series X. 'B' denote that X and Y are caused bidirectionally, and 1No1 

represents there is no certain causal relationship between the two series. 
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the same period for out-of-sample data in the previous section, wholesale prices 

led live hog prices. (2) Live hog and wholesale belly: Generally, wholesale belly 

prices cause cash hog prices. ( 3) Live hog and live hog futures market price 

series: There is no clear change of causality between live hog and its futures 

pnces. Both have a bidirectional causal relationship in each year except 1991. 

So, there are mainly bidirectional causal relationships between live hog and live 

hog futures market prices over time. However, pork belly prices led live hog 

prices with a change once in 1988. ( 4) Live hog and pork belly futures market 

prices: Pork belly futures market prices are mainly causing live hog futures 

market prices, except for 1988. (5) Wholesale pork prices vs futures contract 

pnces: Several changes occurred in their relationships, but they were not 

consistent over time. Especially, there is no certain causal relationship bet ween 

wholesale loin and live hog futures contract prices. But it is concluded that live 

hog futures market prices are chiefly causing wholesale ham prices, even though 

there are sometimes exceptions. Furthermore, wholesale pork belly prices are 

mainly caused by live hog futures contract prices. (6) Wholesale pork and pork 

belly futures market pnces: It cannot be concluded that there is clear causal 

relationship between wholesale loin and pork belly futures market prices. And 

pork belly futures contract prices mainly cause wholesale ham prices. Out of 55 

pairs of series considered, only five pairs, pairs of wholesale belly and belly futures 

prices for five years, consistently represent bidirectional causality. 

There is only one pair of series which violates the normal viewpoint. In 

1990, wholesale loin prices appear to affect pork belly futures. For pairs of series 

for some years, causal relationships do not exist. From the results for yearly data, 

it can be concluded that, even if it is not consistent, causal directions are true 

from live hog futures to wholesale pork belly prices, and from wholesale pork belly 

prices to live hog prices sequentially. It is interesting because, in general, beliefs 
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for live hog futures contract prices causing cash hog prices are not accepted by the 

results. Instead, sequential causal directions from live hog futures to wholesale 

pork belly, and from wholesale pork belly to live hog, are appear dominant. 

Therefore, it is summarized that wholesale loin, ham, and live hog futures 

contract prices are not the center for pricing live hogs. 

Accordingly, there are changes in causal relationships over time, but 

changes are not consistent. · Year by year causal relationships, in general, do not 

correspond to causal relationships yielded from out-of-sample tests, but 

correspond to causal directions for for all observations in this study. That is, 

wholesale pork belly and pork belly futures contract prices are more important to 

price live hogs in the future spot market than live hog futures market prices. 

Summary 

Most of the series used are nonstationary. Most of them are integrated of 

order one, and some linear relationships of two integrated series represent 

cointegration. The techniques outlined in chapters 3 and 4 involve using the 

Granger causality definition. So, for cointegrated pairs of series, causality tests 

were conducted by the ECMs. For other pairs of series, not cointegrated, the 

AUVAR test was used. Moreover, as an independent method, post-sample 

causality tests were used to confirm the price discovery process. 

Price discovery results for the entire data period are reported in Table 21. 

The table describes the causal directions generated by ECMs or VAR. The 

notations in the table indicate that causal directions run from wholesale bellies to 

live hogs, from pork belly futures to live hogs, from both futures series to hams, 

and from pork belly futures to wholesale belly prices. Other pairs of series have 

bidirectional causal relationships. 
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TABLE 21 

CAUSAL DIRECTION 

xt 
y 

t 
LH WL WH WB 

WL B 
WH B 
WB YX 
FLH B B YX B 
FPB YX B YX YX 

'YX' denotes that Y causes X, and 'B' implies 'bidirectional feedback.' 

Results from the post-sample test presented in Table 17 do not permit 

interpreting the causal relationships as the above. The differences between MSEs 

solved from a univariate model and the bivariate model are small, and the changes 

in them from uni- (X) and bi- (X,Y) variate models are also small. It is 

somewhat impossible to ascertain that X causes Y or Y causes X. When small 

changes in MSEs are assumed to be very important based on theory, it can be 

stated that all futures series lead cash hog prices as well as wholesale meat prices, 

and every wholesale pork series also precede live hog prices. Otherwise, causal 

directions cannot be distinguished except for two pairs of series: live hog and live 

hog futures, and wholesale pork bellies and its futures prices. 

An interesting observation is found from Table 15 compared with Table 

17. Table 15 describes the results of causality tests conducted on four years of 

data between 1987 and 1990. The processes and methodologies used are the same 

as those used to generate the reports in Table 21. For 4 years, causal 

relationships are clearly shown: wholesale pork bellies and pork belly futures lead 

cash hogs, and every futures price series causes every wholesale meat price series. 
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It is reported that both live hog and wholesale loin and ham pnces are caused 

bidirectionally. Still, this study does not confirm that live hog futures prices are 

much stronger for pricing cash hog market, but that both represent a. bidirectional 

causal relationship. 

The Geweke test results for 4 years also represented clear evidence of 

causal relationships between pairs of variables (Table 16). Nevertheless, 

out-of-sample performance does not prnvide more clear causal directions with big 

MSE values. As a whole, it can be inferred that futures prices are leading cash 

hog prices, and wholesale belly prices are clearly causing cash slaughter hog prices. 

There is no clear trend in causal direction over time. Moreover, causality 

test results for each year are not similar to those from whole-sample observations 

or from the four year sample period. 



CHAPTER V 

CONCLUSIONS 

Introduction 

The prev10us chapters described the theoretical background and the 

concept of causality, procedures for analyzing price discovery, and empirical 

results with respect to this research. This study includes defining price discovery, 

giving a rationale for price discovery, and examining the concept of Granger 

causality. 

Theory ascertained a general view point about the importance of futures 

markets in production decisions and price formation. Price discovery is defined as 

the process of finding a price which is generated in a specified market based on 

the available price related information. That is, price discovery is the process of 

seeking a market-clearing price based on given information. When the related 

past and present information is assumed to be two relevant price variables, price 

discovery is accomplished by using the concept of correlation between a pair of 

random variables. That is, this study searched for weakly efficient market prices 

based on current available information, say, past market prices. 

To estimate price discovery lead-lag relationships, several methods were 

employed. They were focused on two intermediate goals which are short run as 

well as long run phenomena. For pairs of series, cointegration with error 

correction models are popularly used in research. A specific feature for using an 

116 
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error correction model is that the current change of a variable is affected first by 

the immediate short-run effect from last period's error based on the cointegrating 

equilibrium regression, and second by the change of another variable in the 

bivariate system model. Since the short-run error term was already adjusted to 

past disequilibrium, an error correction model represents both short-run and 

long-run effects. However, despite such an advantage, an error correction model 

has a disadvantage in application. That is, cointegration with an ECM is not 

available if two integrated series with the same order are not cointegrated. As an 

alternative, the augmented unrestricted vector autoregressive process is applied. 

The price discovery process is also examined by post-5ample causality tests, 

which allow verifying whether or not a priori beliefs from the within-5ample data 

are true. 

Using these models, three hog-related markets are analyzed: live hogs, 

wholesale pork - loins, hams, and pork bellies, and futures markets live hog 

futures and pork belly futures. Short-term as well as long-term price 

relationships among producers, wholesalers, and futures markets were empirically 

analyzed based on a specified theoretical background. The process of price 

discovery in the short term was investigated by the VAR analysis and 

out-of-5ample forecasting method. 

Each series was collected from different markets and locations, e.g., live 

hog prices from the Iowa and Southern Minnesota area, wholesale pork prices from 

Omaha, and futures prices from the CME. Daily data were used because better 

results can be obtained when data containing more relevant information 1s 

utilized. That is, daily data excludes some plausible sources of variation in 

weekly, monthly, or quarterly data. 

Using these theories, concepts, methodologies, and data, the price 

discovery process in hog and pork markets was investigated. In the following 
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section, theoretical and empirical results are summarized. 

Findings 

A price discovery study involves pricing efficiency. Price discovery begins 

with a general price level and concludes with transaction prices (Ward, 1988). 

The role of futures market prices in price discovery is commonly recognized by 

several analysts. Findings in this study are divided into two categories; 

theoretical and empirical ones. 

Chapter 2 demonstrated some theoretically important evidence. 

(1) As generally known, futures prices lead cash prices in producer's 

decision-making. This is applicable to other market agents, wholesalers, packers, 

retailers, etc .. 

(2) Price discovery provides some benefit to each market participant 

because it increases market efficiency. That is, if a person has more information 

resulting from price discovery, about pricing a product or a commodity, his profit 

would increase more than others who do not have such information. 

Cross-spectral analysis allows examining price discovery lead-lag 

relationships. Also univariate ARIMA techniques have been applied to price 

discovery research. However, researchers argue that they have disadvantages 

related to interpreting and understanding results and statistically lower power. 

Furthermore, even though VAR analysis provides a method to describe lead-lag 

relationships, it disregards the long-run properties of cointegrated series. 

Therefore, price discovery results were derived by cointegrating with ECMs, the 

AUV AR and out-of-sample causality tests, following the advantages of each 

method. Chapter 4 released various results of price discovery in hog and pork 

markets. Followings are results for the 1987-1991 sample period. 



119 

(1) Relationships between wholesale loin prices and both pork belly and 

live hog futures market prices have a long-run equilibrium state. Relationships 

between wholesale ham prices and futures market prices, and between live hog 

prices and both wholesale loin and pork belly prices also have a long-run 

equilibrium relationship. Cointegration between two market prices indicates that 

those two markets are operating efficiently. The other 5 pairs of series, out of 11, 

a.re not cointegrated even though each individual series is integrated of order one. 

(2) For cointegrated series, an analysis of error correction models results in 

unidirectional causal relationships between wholesale ha.m price series and both 

futures market prices. Otherwise, results indicate the bidirectional causal 

relationships between pairs of series (Table 13). Therefore, the hypothesis, which 

was that there exists co-movement between pairs of series, is rejected. The 

condition for co-movement of the series is that both series must be cointegrated 

and also that they do not have a causal relationship. 

(3) For non-cointegrated series, the AUVAR analyses were applied. Pork 

belly futures prices led live hog prices and wholesale pork belly prices. The other 

3 pairs of series explicitly showed feedback relationships (Table 14). 

( 4) In sum, live hog pricing was not affected by live hog futures contract 

pnces, but by pork belly futures market prices. Both pork belly futures prices 

and live hog futures also led wholesale meat prices. Out of three different 

wholesale meat prices, wholesale pork belly prices followed both futures market 

prices much more than wholesale loin or ham prices did. Relationships between 

live hog prices and wholesale meat prices did not appear to have a strong 

unidirectional causality. Both wholesale loins, hams, and bellies have feedback 

relationships with live hog prices. 

The following results are from the 4 years data period (1987-1990), which 

was stated as 1within-sample. 1 For 4 year samples, results were used as a priori 
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beliefs to test post-sample data. 

(1) Results from ECMs and the AUV AR were similar to previous results 

for 1987-1991. Rather, results for 4 years were clearer than for the 5 year sample 

analysis (Table 15). Pork belly futures market prices led live hog prices as well as 

wholesale loin, ham, and pork belly prices. Live hog futures contract prices also 

cause wholesale loin, ham, and pork belly prices. Live hog prices have feedback 

relationship with live hog futures market prices. But, live hog prices followed 

wholesale pork belly and pork belly futures market prices. 

(2) To follow the general process of post-sample tests, Geweke-type tests 

were conducted on within-sample data regardless of cointegrating properties. 

Except for wholesale loin vs pork belly futures, and wholesale ham vs pork belly 

futures prices, both futures prices caused live hog prices as well as wholesale meat 

pnces. Also, wholesale meat prices led live hog prices (Table 16). 

Using the a priori beliefs, causality was tested for out-of-sample data · 

(1991). Even though the differences of estimated MSEs are small and thus the 

the strengths of causality are also weak, causal directions appear unidirectional. 

Out-of-sample test results confirmed the results from causal directions which 

were generated by Geweke-type tests for within-sample data. But it did not 

provide clear correspondence to the results from ECMs and AUVAR. 

One hypothesis was whether there is yearly trend in causality over time. 

However, there was no outstanding trend found over time (Table 19, 20). But the 

analysis for yearly data provided three important features of price discovery. 

First, a sequential causal chain was found from live hog futures market prices to 

wholesale belly prices, and from wholesale belly prices to live hog prices, even 

though live hog futures market prices have had feedback relationship with live hog 

pnces. Second, wholesale loin, ham, and live hog futures contract prices did not 

lead cash hog prices whereas wholesale pork belly and pork belly futures market 
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prices mainly caused live hog prices. Third, pork belly futures market prices did 

not lead wholesale pork belly prices but feedback existed consistently over time. 

As a whole, some hypotheses described in chapter 1 were rejected by 

results for 5 years data and yearly data, but not rejected by results for 4 years. 

Live hog futures prices did not lead the pricing of cash slaughter hog prices, but 

pork belly futures market prices also preceded wholesale belly prices. It should be 

noted that wholesale pork belly and pork belly futures prices also play an 

important role in pricing cash hogs, which differs from wholesale loin or ham 

prices. In general, it can be concluded from this study that futures market prices 

affect wholesale loin and ham prices, even though the strength of causation is 

relatively weak. There seems to be no yearly trend in causality over time. 

Results from analyzing yearly data have little correspondence to those of the 

entire five-year period by out-of-sample tests. 

Limitations and Concluding Remarks 

This study has a number of limitations. 

First, since all the data series are those of agricultural commodities, they 

may exhibit seasonal patterns. Such seasonal patterns were not considered in this 

study. But, it may not be a severe limitation because differencing the data series 

provided a necessary condition for stationarity. For more accuracy, however, it 

may be required. 

Second, in within-sample tests, causal relationships were derived from the 

formal VAR analysis, even though the results were compared to those of ECMs 

and AUVAR. And, all the parameters derived from the Geweke-type causality 

test were used to test causality for post-sample causality in the data. As stated, 

the Geweke-type VAR representation does not consider the long-run equilibrium 
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state. 

Third, for the absence of cointegra.tion relationships, the AUV AR tests 

were applied. As a. result, some difficulties in interpretation for a.11 pairs of series 

occurred. For example, comparing the causal relationships between live hog 

futures prices a.nd wholesale loin prices resulting from ECMs between live hog 

futures market prices and wholesale ha.m prices generated from the AUVAR, ca.n 

be obscure. 

Fourth, the loss of some information from genera.ting the continuous 

nearby futures contra.ct prices can occur. 

Fifth, this study focussed only on bivariate model approaches. The order 

of causal strength can be derived from other methods, tha.t is, triva.riate model 

approach. If more relevant va.ria.bles a.re included, it would increase the efficiency 

of the results because information will increase. 

Further research on price discovery is recommended, overcommg 

limitations stated above. 

First, theoretically, out-of~a.mple causality tests can be conducted by 

using univariate residual cross-correlation models or a. vector autoregressive 

process. However, if a priori beliefs as a. general view are drawn from 

cointegra.tion and error correction models such as Table 15, they cannot be 

accepted because of the vector error correction. Trying to find a. new approach for 

out-of~a.mple testing using ECMs would be an interesting project. 

This study considers only relationships between pairs of series (biva.ria.te). 

The next research could a.na.lyze relationships among numerious variables, e.g., 

live hogs - wholesale loins - a.nd live hog futures prices (triva.riate), or more. 

This research was accomplished, considering only three related market 

prices. Expanding commodities and including more information, such as cash corn 

prices and corn futures prices, could be developed. When corn prices a.re included, 
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more clear relationships will be defined according to a pnon corn-hog 

relationships. 
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