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CHAPTER I 

INTRODUCTION 

Crystal Growth 

(ZnSe)m(ZnS)n strained-layer superlattices (SLS's) are manmade common-cation (Zn) 

II-VI heterostructures constructed by alternating m monolayers of ZnSe with n monolayers of 

ZnS for several periods (20-100) along the growth direction, generally chosen to be the (001) 

direction. Ideally, the SLS's would be grown on a substrate of bulk ZnSe. Since substrate 

quality bulk ZnSe has not yet been obtained, however, GaAs is typically used because of the 

small 0.3% mismatch between the lattice constants of bulk GaAs and ZnSe. With such a small 

mismatch, the possibility_ of dislocations c!,t the_sul:lstrate-ZnSe interface, whiclJ would result in 

poor quality ZnSe monolayers, is significantly reduced. The most widely used crystal growth 

techniques for the fabrication of the (ZnSe)m(ZnS)n SLS's are metalorganic chemical vapor 

deposition (MOCVD) [e.g., Kawakami and Taguchi (1,2), Yamada et al (3), Parbrook et al (4-6), 

and Shen et al (7)1; metalorganic vapor phase epitaxy (MOVPE) [e.g., Yokogawa et al (8,9)]; 

metalorganic molecular beam epitaxy (MOMBE) [e.g., Teraguchi et al (10,11) and Oniyama et 

al (12)]; and molecular beam epitaxy (MBE) [e.g., Shen et al (13)]. Such techniques allow for 

clean interfaces, free of dislocations and good, but not precise, control over the number of 

monolayers. In addition, the low growth temperature (300-400 °C) results in a reduced 

contamination from the growth system. The (ZnSe)m(ZnS)n SLS's are typically classified as 

either short-, medium- or long-period, where the criteria for which classification a specific SLS 

falls into is rather ambiguous. In general, the requirement for a SLS to be regarded as short­

period is that the maximum thickness of either constituent compound is roughly 20 A (m,n ::;; 7). 

To be regarded as a medium-period SLS, the thickness of at least one compound is roughly 
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greater than 20 A but less than 55 A (8 ~ m and/or n ~ 20). Should the thickness of either or 

both materials exceed 55 A, then the SLS is classified as long-period. The crystal lattice 

structure for the short-period (ZnSe)1 (ZnS)1 is shown in Figure 1. Experimentally, studies are 

restricted to the medium- and long-period SLS's because of the unavoidable fluctuations in the 

number of monolayers. For long-period SLS's, such fluctuatibns will have a negligible impact 

on the electronic properties. For short-period SLS's, however, such fluctuations would result in 

the non-uniformity of the electronic properties throughout the structure. On the other hand, 

practical computational limits restrict theoretical studies to the short-period SLS's. 

Elastic strain is introduced into the crystal superlattice structure through the large 4.5% 

mismatch between the lattice constants of ZnSe (5.66 A) and ZnS (5.41 A). The strain acts to 

deform the crystal lattice structure and reduces the symmetryJrom cubic to tetragonal. Thus, 

the electronic properties of these SLS's are expected to differ from those found in the bulk 

compounds. The strain has been found to depend on the number of monolayers of each 

constituent compound (i.e. the set of {m,n} values) so that the electronic properties can, in a 

sense, be manipulated. Should the thickness of either compound exceed a critical thickness 

he, however, then the strain is relieved and dislocations are formed at the interfaces (i.e. bonds 

between zinc and nearest neighbor selenium/sulfur atoms are broken). While the exact value 

of he is still unknown, Kawakami et al (14,15) determined the range of this value to be 100-200 

A through x-ray diffraction and transmission electron spectroscopy measurements. 

Technological Importance 

Bulk II-VI semiconductor compounds are known to have direct, wide band gaps at room 

temperature and high fractional ionic characters. It is assumed that the heterostructures 

constructed from these compounds will also have this nature, while offering desirable electronic 

properties which are not found in the constituent bulk compounds. Thus, recent interest has 

been given to these heterostructures as potential candidates in the development of tunable 

color light-emitting-diodes (LED's) and short wavelength semiconductor lasers. Also assumed, 
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Figure 1. The crystal lattice structure of the (ZnSe)1 (ZnS)1 

strained-layer superlattice. 
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is that these heterostructures will form either a type-I or a type-II superlattice, as shown in 

Figure 2 for the (ZnSe)m(ZnS)n SLS. In the case of a type-I superlattice, one of the two 

constituent compounds will serve as a quantum well to both the holes and electrons. For a 

type-II superlattice, however, one compound will serve as a quantum well to the holes and the 

other as a quantum well to the electrons. It is generally believed that for a LED structure based 

on double injection into a quantum well layer, the electrons and holes must be confined in 

quantum wells constructed from the same constituent compound. To achieve this desired 

confinement, a heterostructure must be type-I with large valence and conduction band offsets. 

The (ZnSe)m(ZnTe)n SLS's have already been shown by Wu et al (16,17) to be unsuitable 

candidates in the development of such optoelectronic devices because of their type-II band 

alignment. The common-anion rule of McCaldin et al (18), furthermore, indicates that the 

common-anion II-VI heterostructures would also be poor candidates because of their expected 

small valence band offsets. It is generally assumed that the (ZnSe)m(ZnS)n SLS's form type-I 

superlattices and would, therefore, be viable candidates in the development of a blue LED. 

However, a transition to a type-II superlattice has been indicated by Kawakami et al (19) for the 

ZnSe (>40 A) - ZnS (50 A) SLS's and. by Yamada et al (20-22) for a moderate level of applied 

hydrostatic pressure. Present studies indicate that for either type of band alignment the 

confinement of the holes in the ZnSe quantum wells is strong (i.e. a large conduction band 

offset), but the confinement of the electrons is weak (i.e. a small conduction band offset). Only 

in the work of Yamada et al, was there any suggestion that the electrons were localized. This 

suggested localization, however, would seem to contradict their conclusion of a small 

conduction band offset. Thus, the potential of these SLS's for use in the development of a blue 

LED remains in question. 



(a) 
-"' 

E strained ZnS 
g 

"' 

if 
t\Ec 

• 
'I' 

E strained ZnSe · 

CJ 

' 
II\ 

t\Ev 

_l 

(b) 
if 

t\Ec 

"' If\ 

E strained ZnS 
g 

\I, 

'I\ 

E strained ZnSe 

g 

\I, 

II\ 

t\Ev 

j_ 
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Photoluminescence and Absorption Studies 

Medium- and long-period (ZnSe)m(ZnS)n SLS's have been extensively studied through 

photoluminescence (PL) and absorption measurements by Kawakami et al (15,19), Yamada et 

al (3,20-22), Yokogawa et al (8,23), Teraguchi et al (1 O, 11 ), Oniyama et al (12), Guan et al (24-

26), Parbrook et al (27'-31 ),· Shen et al (32), and Kuwabara et al (33). In Figure 3, The PL and 

absorption spectra are shown for the ZnSe (20 A) - Zn$ (50 A) SLS. The PL studies were 

performed with the GaAs substrate intact, while the absorption measurements were made only 

after the substrate was removed through chemical etching. When the substrate is removed, the 

SLS becomes free-standing and is subject to an entirely different elastic strain. Thus, · any 

variation of the peak energies between the two measurements can be partially explained by the 

difference in the strain effects. From the PL spectrum, a blue emission line was observed and 

the peak was measured at higher energy than the emission peak from an undoped ZnSe film. 

Furthermore, the blue shift was observed in which the peak shifted towards higher energies as 

the number of ZnSe monolayers was decreased. This peak was attributed to a exciton, whose 

binding energy was increased by the ,confinement of the heavy-hole in the ZnSe quantum well. 

Through absorption measurements, the single PL exciton peak was resolved into two exciton 

peaks: the peak at the lower energy being attributed to the heavy-hole and the other to the light­

hole. As the number of ZnSe monolayers was decreased, the separation between the two 

peaks was found to increase .. Thus, both sets of studies indicate that the recombination of 

electron-hole pairs between the quantized levels in the ZnSe quantum wells was responsible for 

the observed blue luminescence. Furthermore, the blue shift is indicative that the band gap can 

be fine-tuned by varying the number of monolayers. 

Local Density Functional Approximation 

While the PL and absorption results suggest that the (ZnSe)m(ZnS)n SLS's are viable 

candidates in the development of a blue LED, they also point out the need to gain an 

understanding of the electronic properties of these SLS's through theoretical studies. In semi-
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empirical calculations, parameters of the energy matrix are fitted to existing experimental data. 

Since such data for the (ZnSe)m(ZnS)n SLS's are not well established, the SLS parameters are 

fitted to the well known data of the bulk compounds instead. As a result, semi-empirical 

calculations cannot account for the interfacial region and are limited in their effectiveness. 

Thus, an accurate description of the electronic properties can only be derived from ab initio 

calculations. All ab initio electronic structure calculations involve determining the solution to the 

one-electron Schrodinger equation (in Rydbergs) 

[-v2 + VcRvs(r)]'l'µ(k,r) = Eµ(k)'l'µ(k,r), (1.1) 

where V cRvs(r) is the crystalline potential, 'l'µ(k,r) is the one-electron wave function, and Eµ(k) 

is the one-electron energy eigenvalue. In general, the crystalline potential is expressed as 

(1.2) 

where the Coulomb potential V c(r) is the potential energy of an electron in a field of the nuclei 

and of all electrons (including itself) and the exchange potential Vx(r) corrects for the fact that 

the electron does not act on itself. In principle, it is necessary to calculate a different exchange 

potential for each orbital. Since each exchange potential is determined by the sum of the 

exchange integrals, the number of which increases rapidly as the number of occupied orbitals 

increases, such a calculation would be impractical. Instead, the solution of Eq. (1.1) is 

generally determined from within the framework of the local density functional approximation 

(LDA), where Vx(r) is replaced with an.average exchange potential of a free-electron gas 

Vx(r) = -8F(rt)[(3/81t)p(r)]113 _ (1.3) 

In this approximation, p(r) is the spherically averaged electronic charge density at the point r 

and the function F(ri) is expressed as 

(1.4) 

The variable rt is given by rt = k/kF, where k2 is the kinetic energy of a free-electron and kl is 

the Fermi energy. The three more common approximations made to Eq. (1.3) are the 

replacement of F(rt) with: i) its average value of 3/4 (when averaged over all of the occupied 
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states in a Fermi gas at absolute zero temperature) giving the Slater exchange potential (34) 

Vxs(r) = -6[(3/8n:)p(r)]113; (1.5) 

ii) its Fermi level value of 1/2 giving the Kohn-Sham exchange potential (35) 

VxKs(r) = -4[(3/8n:)p(r)]113; 

and iii) (3/4)a (36,37) giving 

Vxa<r) = -6a[(3/8n:)p(r)] 113, 

(1.6) 

(1.7) 

where a is typically varied from 2/3 to unity. A recent popular approximation is to use Vxa(r) 

along with the Ceperley-Alder correlation potential (38,39) for a unpolarized homogeneous 

electron gas (40). Although much more complicated than the other three, this approximation 

insures that the self-interaction is more effectively cancelled. 

ab initio LCAO Calculations 

The ab initio linear combination of atomic orbitals (LCAO) method has been shown 

capable of accurately predicting the electronic band structure and associated bulk properties of 

insulating, semiconducting, and metallic solids (41-53). More recently, the method has been 

extended to the study of surface states, complex crystals, and amorphous materials that require 

a large number of atoms per unit cell (54-63). These extensions are made possible by the fact 

that the LCAO method requires a relatively small number of basis functions per atom to 

accurately describe the electronic structure of a solid. As the number of atoms per unit cell 

increases, however, so does the size of the energy matrix. As a result, much computational 

time is needed for the evaluation of the energy matrix elements and the subsequent 

diagonalization of the matrix. Thus, there are practical limits present on the size of the 

problems that can be treated by this method. 

One way to avoid these limitations has been to use alternative and somewhat more 

approximate methods, such as the linearized augmented plane-wave (LAPW) (64,65) and the 

linear combination of muffin-tin orbitals (LMTO) (66) methods. The recent development of the 

ab initio factorized LCAO (FLCAO) method of Lafon (67), though, has greatly increased the size 
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of the problems that can now be stu;died. The strength of this method is that for crystals having 

cubic, tetragonal or orthorhombic symmetry or those which can be forced to assume such 

symmetry by simply constructing a larger unit cell, the factorization of the energy matrix 

elements into x-, y-, and z-components effectively reduces the lattice sum over unit cells from a 

N3 problem down to a 3N problem. Thus, by use of this factorization scheme, one of the 

computational burdens has been eliminated. 

To date, the ab initio nonself-consistent FLCAO method has been used to determine 

the electronic structure of bulk copper (1 atom per unit cell) and a (001) copper surface (33 

atoms per unit cell) (67); a-quartz (9 and 18 atoms per unit cell) and quartz with an oxygen 

vacancy (72 atoms per unit cell) (68); berlinite (18 atoms per unit cell) (69); and of bulk ZnSe an 

ZnS (2 and 4 atoms per unit cell) (70). Because of the success of these calculations, the 

FL CAO method has been used to determine the electronic structure of the {001) free-standing 

short- to medium-period (ZnSe)m(ZnS)n SLS's. The objective of this work is three-fold: i) to 

calculate the electronic band structures and study the dependency of the band gap energy on 

the set of {m,n} values, ii) to determine if any localization of the heavy-hole, light-hole, and 

lower conduction states occurs, and iii) to calculate the size of the valence- and conduction­

band offsets. From these results, an evaluation of the (ZnSe)m(ZnS)n SLS's as potential 

candidates in the development of a blue LED will be made. 



CHAPTER II 

THE FLCAO FORMULATION 

Introduction 

Every crystal has two lattices associated with it, the crystal lattice and the reciprocal 

lattice. The periodicity of the crystal lattice is represented by a unit cell constructed from the 

three lattice vectors A 1, A2, and A3, which define the symmetry of the unit cell. The lattice 

translation vector connecting the origin of the central unit cell to the origin of all other unit cells 

in the crystal is given by 

Ry= Y1A1 + Y2A2 + Y3A3, (2,1) 

where Y 1, Y2, and Y3 are integers. The position of the jth atom in the central unit cell is given by 

the vector ti, so that the vector connecting the origin of the central unit cell to any equivalent 

lattice site in the crystal is given by Ry + ti. The axis vectors of the reciprocal lattice are given 

by 

(2.2) 

where n = ArA2xA3 is the volume of the unit cell. The reciprocal lattice vector is then 

expressed as 

Kµ = µ1b1 + µ2b2 + µ3b3, (2.3) 

where µ1, µ2, and µ3 are integers. Furthermore, any point in the first Brillouin zone of reciprocal 

space may be expressed by the wave vector 

(2.4) 

where k1, k2, and k3 can assume values from zero to unity. 

11 
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In past ab initio LCAO calculations, much CPU time has been expended in the 

construction of the energy matrix, which requires the evaluation of numerous multi-center 

integrals. Consider the expression 

f =II Iexp{ik · Rv}F(r-Rv), (2.5) 
V1 V2 V3 

where the function F(r - Rv) can be factorized into x-, y-, and z-components irrespective of the 

unit cell's symmetry. The evaluation of this expression, as is, would be a N3 problem because 

of the lattice sum over unit cells. In the FLCAO formulation of Lafon (67), though, this 

expression can be reduced down to a 3N problem should the unit cell have some form of 

rectangular symmetry: cubic,. tetragonal or orthorhombic. For such symmetry, the lattice 

translation vector would be expressed as 

(2.6) 

and the wave vector would be expressed as . 

k = (21t / ax )ki + (21t I ay )k 2y + (21t I a2 )k3z (2.7) 

so that the dot product of these two vectors is 

k · Rv = 21tk 1v1 + 21tk 2v2 + 21tk.3v3 . (2.8) 

The expression in Eq. (2.5) can now be easily factorized into x-, y-, and z-componenets to yield 

f = [Iexp{i21tk1v 1 }F(x - v 1ax)] 
V1 

which is the simpler 3N problem. Use of this factorization process typically results in a 

significant (>50%) CPU time savings for the construction of the energy matrix. If the primitive 

unit does not have rectangular symmetry, then it may be forced to assume such symmetry by 

simply constructing a larger non-primitive unit cell. One should note, however, that the 

consequence of increasing the number of atoms in the unit cell results is an increase in the size 

of the energy matrix. Thus, the CPU time saved factorizing the energy matrix elements into x-, 

y-, and z-components could be easily spent on the evaluation of the energy matrix. 
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The Energy Matrix 

In the FLCAO formulation, the one-electron energy eigenvalues and wave functions are 

determined from 

where the effective crystalline potential exhibits the periodicity of the lattice 

V cRvs(r+Rv} = V cRvs(r). 

The one-electron wave functions are constructed from an expansion of basis functions 

nem j 
'l'a(k,r} = ~ L CJ. a (k}<l>nem (k, r), 

_ J nem · 

(2.10} 

(2.11) 

(2.12} 

where the sum over j involves all atoms in the unit cell and the sum over n.em is over all orbitals. 

In its present form, the FLCAO code treats electronic configurations having open shells in the 

same manner as configurations with closed shells so that the same one-electron wave function 

will be assigned to both set of spins. Substitution of this expression into Eq. (2.1 O} gives 

~~ ni'm 2 j nem j 
~ "" CJ. a (k)[-(1 /2)V + VCRYS (r)J<l>nem (k, r} = E8 (k}~ L CJ. a (k}rl>nem (k, r). (2.13} 
J ncm · J nem · 

Multiplying both sides by <l>~·e·~· (k, r) and performing a spatial integration yields 

ntm j' 2 j j' j 
~ L C1. a (k)[-(1 / 2)J <l>n'e'm' (k,r}V <l>nem (k,r}dt +J <l>n'e'm'(k,r}VcRYS (r}<l>nem (k,r}dt 
J nem ' 

J j' j 
-E8 (k} <l>n·e·m·(k,r)<l>nem(k,r}dt] = 0. 

Each basis function is then constructed from an expansion of Bloch functions (70,71} 

j j j 
<l>nem (k, r} = ~ dnem (ai }bnem (ai ,k, r}. 

I 

(2.14) 

(2.15) 

Each Bloch function, in turn, is constructed from a.lattice sum involving a single atomic orbital 

(2.16) 

where N represents the total number of unit cells in the crystal. Using this notation, the basis 

functions may now be expressed as 

j -1/2 j . 
<l>ntm (k,r) = N ~ dnem (ai )L exp{1k · Rv h:nem [ai' r - (Rv + t1.)]. . I V 

(2.17) 
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Using this expression in Eq. (2.14) yields 

T nrm c~!m (k)[-(1 / 2)7 f d~'f'm' (aj' )d~em (ai)~ exp{ik. RV }J Xn·em•(ar,rA)V2xn.em(ai,rB}dt 

+f f d~·tm· (ai. )d~em (ai )~ exp{ik. Rv} J Xn·em·(ar,rA)VcRvs(r)xn.em(ai'rB}dt 

j' j . . 
-E8 (k)f f dn·rm· (ai. )dnem (ai )~ exp{1k · Rv }J Xn·em•(ar,rA )Xn.em(ai,r8 )dt] = 0, (2.18) 

where rA =r-ti' =r-A and r8 =r-(Rv +ti)=r-8. The three terms in the brackets each 

represent a single element of, respectively, the kinetic energy matrix T, the potential energy 

matrix V, and the overlap matrix S. Furthermore, the off-diagonal overlap matrix elements are 

generally non-vanshing since there are no orthogonality constraints placed on the atomic 

orbitals. Thus, without loss generality, the energy matrix for a specified k-point in reciprocal 

space can be easily derived from the above expression and written as 

(T + V - ES)C = 0. (2.19) 

For N number of basis functions; T, V, and Sare N x N square matrices and the one-electron 

wave function coefficient matrix C is a N column· matrix. For an independent set of wave 

function coefficients to exist, the determinant of the energy matrix must be vanishing 

I T + V - ES I = 0. (2.20} 

From this determinant, the one-electron energy eigenvalues and then the corresponding one­

electron wavefunction coefficients are determined from Eq. (2.19). As was mentioned in the 

previous chapter, the major constraint to electronic structure calculations is the size of the 

energy matrix. While the number of atomic orbitals used in these calculations can be rather 

large, the number of basis functions should be minimal. 
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The Atomic Orbitals 

The atomic orbitals are expressed as the products of radial wave and spherical 

harmonic functions 

(2.21} 

where N is the principal quantum number, L is the orbital quantum number and ML is the 

magnetic quantum number (72). The spherical harmonic function is given by 

2L + 1 (L - ML)! M 
---"--,PL L (cose)exp{iML <1>}, 

(L + ML)! 
(2.22) YLM (9,q>} = 

' L 

where the expression for the associated Legendre function is 

(2.23) 

In the purest form of a LCAO calculation, the atomic orbitals would be represented by Slater­

type orbitals (STO's) having the form 

(N-1) 
XNLM (a,r) = r exp{-ar}\M (9,q>}. 

L , L 

(2.24) In the past, STO's were popular because they were known to correctly describe the 

qualitative features of molecular orbitals. Evaluation of the multi-center integrals in Eq. (2.18} 

using STO's would be, however, difficult and time consuming. Instead, the atomic orbitals are 

represented by Gaussian-type orbitals (GTO's) having the form 

2(N-1) 2 
XNLML (a,r) = r exp{-ar }YL,Mr {9,<I>}, (2.25) 

which allows for the easy evaluation of the multi-center integrals. As with most electronic 

structure calculations involving GTO's, the FLCAO formulation only uses the angular functions 

with L = (N-1) (i.e. only the 1s, 2p, 3d, ... atomic orbitals are explicitly used). With such a 

constraint, the GTO's can now be expressed in terms of real harmonics as 

n I' m 2 
Xntm(a,r) = x y z exp{-ar }. (2.26} 



As a result, the representation for ans-orbital (n + f +m = O) is given by 

2 
Xs ( a, r) = exp{-ar }. 

For a p-orbital ( n + e + m = 1) , there are three possible representations 

Xp = x exp{-ar2 }, y exp{-ar2 }, and z exp{-ar2 }. 

And for ad-orbital (n + f + m = 2), there are six possible representations 

Xd = x2 exp{-ar2 }, y2 exp{-ar2 }, z2 e~p{-ar2 }, 

xy exp{-ar2 }, xz exp{-ar2 }, and yz exp{-ar2 }. 
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(2.27) 

(2.28) 

(2.29) 

In general, the orbital coefficients and the expansion coefficients of Eq. (2.15) are obtained from 

Gaussian basis sets constructed for use in ab initio molecular calculations (72,73). In the event 

that additional atomic orbitals need to be added to the basis, then the expansion coefficients will 

have to be redetermined through some contraction procedure. The procedure used in this work 

will be presented in the next chapter. 

The Crystalline Potential 

The crystalline potential in Eq. (2.10) is first numerically calculated for a specified grid 

within the unit cell from the superposition of self-consistent spherically-symmetric atomic charge 

densities. It is assumed that the exchange potential can be adequately described by the LOA of 

Eq (1.7). The atomic charge densities are calculated using a modified Herman-Skillman 

formulation (74), which is an iterative technique used to obtain self-consistent solutions of the 

non-relativistic Hartree-Fock equations (75) for free atoms and ions. Using the expression for 

the atomic orbital in Eq. (2.21), the three-dimensional spatial Hartree-Fock wave equations are 

reduced down to one-dimensional radial wave equations 

2 2 2 
[-d / dr + L(L + 1) / r + V(r)JPNL (r) = ENLPNL (r), (2.30) 

where PNL (r) = rRNL (r) are the normalized radial wave functions and the expression for the 
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potential is given by 

V(r) = Ve (r) + VXrx (r) 

r 2 "°[ 1.., [ ]113 = -22 / r- 81tr f p(t)dt -81tr f p(t) / tpt - 6a (3 / 81t)p{r) . (2.31) 
0 r 

The iteration scheme used to obtain self-consistency is as follows. At the start of the 

mth iteration, it is assumed that Vmi (r), E~~, and P=- (r) are known. The initial potential 

Vmi (r) is inserted into the radial wave equation, and this is solved for all orbitals NL to obtain 

the final one-electron energy eigenvalues E~~ and radial wave functions P;~ (r). For the 

energy eigenvalues, E~~ will equal the sum of E~~ and a first order perturbation correction 

term. The final spherically-symmetric electronic charge density p mt (r) is then calculated from 

~ 2 ~ 2 
p (r) = -( 4nr ) I roNL [PNL (r)] , 

NL 
(2.32) 

where roNL is the occupation number for the orbital NL. The final potential Vmt (r) is then 

calculated from Eq. (2.31 ). If the self-consistency criteria is not met, then the initial potential for 

the next iteration can be obtained by the arithmetic average scheme 

V(m+1)i (r) = (1 / 2)[Vmi (r) + Vmt (r)] 

or the Pratt improvement scheme 

( 1). v(m-1)i (r). vmf (r)- vmi (r). v(m-1)f (r) 
V m+ i (r) = . ·. . 

v(m-1)1 (r) + vmf (r)- vml (r)- v(m-1)1 (r) 

(2.33) 

(2.34) 

or, as is typically done, by the incorporation of both schemes. The trial energy eigenvalue for 

the next iteration is obtained from first order perturbation theory 

2 
E~:+1)i = E~~ + j[P;~ (r)] [V(m+1)i (r) - Vmi (r)]dr. 

0 
(2.35) 

As can seen from Eq. (2.31) for a neutral atom, however, the LOA breaks down at large 

distances from the nucleus. For sufficiently large values of r, the three Coulomb potential terms 

cancel each other out. Furthermore, the electronic charge density and, therefore, the exchange 

potential approach zero for large values of r. This, however, is incorrect. Since an electron 



18 

cannot self-interact, it must move in the field of a singly charged positive ion at large values of r. 

Therefore, V(r) must approach -2/r and not zero for large values of r. In the Herman-Skillman 

formulation, the Latter cutoff potential can be utilized to insure the correct asymptotic behavior 

for large r. The corrected Herman-Skillman potential to be used in Eq. (2.30) would then be 

expressed as 

{
Ve (r) + Vxa. (r) 

V(r) = 
-2(2 - N + 1) / r 

where Z-N is the ionicity and the value of r0 is obtained from 

(2.36) 

(2.37) 

The Latter cutoff potential is rarely used today because the derivative dV(r) / dr is 

discontinuous at r = r0. 

After the crystalline has been numerically calculated, it is then fitted into the following 

analytic expression 

C 9 k 
VCRYS(r)=I~[Vj (r-[Ry+tj])+Vj (r-[Ry+tj])]+V (r); 

V J . 
(2.38) 

where 

(2.39) 

(2.40) 

and 

vk (r) = I Uk (C)exp{iK · (r - C)}. 
µ µ µ 

(2.41) 

In the Vk (r) term, the vector C connects the origin to some arbitrary point in the lattice about 

which the Fourier series is expanded. The purpose of this term is to serve as the correction to 

the initial crystalline potential in the interatomic region during the self-consistency process. 

Thus, for nonself-consistent calculations, the Fourier contribution is ignored. 
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The purpose of the vt (r) term is to reproduce the Coulombic singularity. The 

integrals involving this term, however, cannot be factorized. The Vig (r) term is an expansion of 

s-like GTO's, which were chosen to ease the burden of the multi-center integrals and are 

certainly amenable to factorization. Together, the vt (r) and Vig (r) terms can be viewed as 

an analytic atomic-centered potential (ACP), displaying much the same behavior as an atomic 

potential in the region close to the nucleus. The values for the linear ( cr/' s) and non-linear 

(P/' s) coefficients of the ACP's are determined through a non-linear least-squares (NLLS) fit. 

The fit to the crystalline potential is not unique. In fact, any initial guess to the p/' s will 

lead to a fit. The quality of the fit, however, depends on the quality of the initial guess. For 

nonself-consistent calculations, the accuracy of the electronic structure calculation is dependent 

on the accuracy of the crystalline potential fit. The p/' s in the Vig (r) term are chosen to be 

even-tempered (76), so that for each ACP at the jth atomic site in the unit cell 

p/ =[RATIO(j)]i-1 p~. (2.42) 

A precise scientific method for determining a reasonable fit to the crystalline potential has not 

yet been developed (77). The approach taken in this work is as follows. Initially, guesses for 

the RATIO(j)' sand p~ · s were made. The remaining p/' s were then determined from the 

above equation. During the NLLS fit, though, the even-temperment constraint was not enforced 

so that the p/' s (including the p~' s of the vt (r) term) were varied independent of each other. 

As a result of this flexibility, the root-mean-square error approached its optimal value after a few 

iterations and deviated from this value only slightly during subsequent iterations. However, the 

consequence of not using the even temperament constraint was that the fit would not converge. 

The next step was then the select a set of p/' s from one of the iterations and construct the 

ratios from 

RATIO(j) = (P~ / p~ )-(n-1) (2.43) 

so that a new set of even-tempered p/' s could be constructed. Using this set as the initial 
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guesses, a NLLS fit, subject to the even-temperment constraint, was performed until the 

convergence criteria was met. 

The Overlap Matrix Elements 

From Eq. (2.18), the elements of the overlap matrix which need to be evaluated are 

expressed as 

Sn em n I'm (a., ,a,. ,A,B) = 
1 1 1, 2-2 2 1 2 

Using the factorization of the GTO's, these elements can be written as 

Sn t m n c m (a,. ,a,. ,A,B) = 
1 1 1• 2 2 2 1 2 

where the term involving the x-components has the form 

Sn n (ai ,ai ,Ax,Bx)=Jxn1+n2exp{-aix!-ai x~}dx. 
1• 2 1 2 1 2 

Evaluation of this two-center integral yields 

(2.46) 

where P=ai1 +ai2 , H=ai1ai2 /P, Ox =(ai1Ax+ai2 Bx)/P, (AD)x =Dx-Ax, and 

(BO) x = D x - Bx. The last term of the product is given by the expression 

En (P) = NnP-(n+1)/2' (2.48) 
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where 

{ 
O ,n = odd 

_ _ II n/2 _ N n - ( n 1) .. / 2 , n - even . 

1 ,n = zero 

(2.49) If the unit cell has rectangular symmetry, then the elements of the overlap matrix can be 

reduced to the following 3N problems 

Sn rm n i' m (al. ,al. ,A,B) = 
1 1 ,, 2 2 2 1 2 

The Kinetic Energy Matrix Elements 

From Eq. (2.18), tlie elements of the kinetic energy matrix which need to be evaluated 

are expressed as 

Tn f m n , m (a1• ,a1• ,A,B) = 
1 1 ,, 2' 2 2 1 2 

In similar fashion to the overlap matrix elements, these elements can be factorized and written 

as 

Tn I'm n I'm (ai ,ai ,A,B) =-(1 / 2)~~d~ em (ai )d~ em (ai )I.exp{ik · Rv} 
1 1 1• 2 2 2 1 2 12 11 1 1 1 1 2 2 2 2 V 

+ Sn,,n2 (ai, ,ai2 ,Ax,Bx)Tt,,1'2 (ai, ,ai2 ,Ay,Bx)Sm,,m2 (ai, ,ai2 ,Az,Bz) 

+ sn,,n2 (ai, ,ai2 'Ax ,Bx )Se,,e2 (ai, ,ai2 ,Ay ,Bx)Tm,,m2 (ai, ,ai2 'Az ,Bz)). (2.52) 
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The first term of the first product is expressed as 

(2.53) 

and the evaluation of this two-center integral yields 

Tn,,n2 (<\, ai2 , Ax ,Bx) = n2 (n2 - 1}Sn,,n2-2 (ai,, ai2, Ax ,Bx) 

2 
-2ai2 (2n2 + 1)Sn,,n2 ( ai, , ai2 , Ax, Bx) + 4ai2 Sn,,n2+2 ( ai,, ai2 , Ax' Bx). (2.54) 

A reduction down to a 3N problem also occurs for the kinetic energy matrix elements if the unit 

cell has rectangular symmetry 

Tn f.m n , m (a1. ,a1. ,A,B) = 
1 · , • ·1· 2' 2 2 1 2 

The Potential Energy Matrix Elements 

The majority of the computational time needed in the construction of the energy matrix 

is spent evaluating the elements of the potential energy matrix. While the factorization process 

does not result in any significant computational time savings for the elements of the overlap and 

kinetic energy matrices, it does reduce the needed computational time by more than 50% for 

the potential energy matrix elements. As a result, the required computational time for the 

construction of the energy matrix is also reduced by more than 50%. From Eqs. (2.18), (2.38), 
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and (2.40), the elements involving the Vig (r) term which need to be evaluated are expressed 

as 

(2.56) 

where re = r- (Rv. +th)= r- C. Using the factorization of the GTO's, these elements can be 

rewritten as 

(2.57) 

The term involving the x-components has the following form 

Uo ( Ah A 8 C ) _ J n1+n2 { 2 2 Ah 2 }d nn ai ,ai •1-'i , x• x• x - x exp -ai xA -ai xA -..,i Xe x 12 1 2 3 1 2 3 
(2.58) 

and the evaluation of the three-center integral yields 

0 fa 2 .. 2 
Unn (a1• ,ai .~1. ,Ax,Bx,Cx) = exp{-H(AB)x}exp{-G(CD)x} 

1 2 1 2 3 

x :r(n1 )(AP)"1-r1 :r(.n. 2 ). (BP)"2-r2 E (11.), 
r r. x r r x r1 +r2 
1 1 1 . 2 . . 

(2.59) 

where11.=ai1 +ai2 +~/:, Px =[(ai1 +ai2)Dx +~/:cx]n., andG=(ai1 +ai2)~/: /11.. For 

a rectangular unit cell, the matrix elements involving the Vig (r) term reduce down to the 3N 
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problem 

v:r m n r m (a1. ,a1. i1:3 ,A,B,C) = 1 · 1 1, 2 · 2 2 1 2 3 

From Eqs. (2.18), (2.38), and (2.39), the elements involving the vt (r) term which need 

to be evaluated are expressed as 

C b ~ ~ iJ i2 ~ · 
Vntm n em (a; ,a; .~0 ,A,B,C)=--"--"-dnem (a.1 )d0 em (a; )-"-exp{1k-Rv} 1 1 1 • 2 2 2 1 2 ;2 ;1 1 1 1 1 2 2 2 2 V 

(2.61) 

Evaluation of the three-center integral, which cannot be factorized, gives the following 

expression for these elements 

C b -1/2 ~ ~ i, fa ~ . 
V01, m n t m (a1. ,a; .~0 ,A,B,C) = -n -"--"-dne..m (a.1 )d0 em (a; )-"-exp{1k · Rv} 11 1• 2 2 2 1 2 j2 j1 1 ~··1 1 2 2 2 2 V 

xI · 2 1 N , I 2 1 N, I 2 1 (BC)°2+rcr-r (CD{ (a- + a- { ( f + s ) (m + t ) (n + r - r·) · .. " .. 
s' s' s t' t' t r" r'' x x 11 12 

xI 2 1 (BC)2+s1-s-s(CD)s(a.+a->8I 2 1 (BC)m2+1--(
f + s -s·) e • " " " (m + t -t·) t t' r· 

s" s" Y Y 11 12 t" t" z 
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where 

-(n+1) 2 (n) q 2 2 
Kn(a,~,O,Z)=O exp{-a~z /o}~ q (-1) f'{q+1/2)'}'*(q+1/2,a Z /o) (2.63) 

* and y (a, x) is the entire incomplete gamma function 

* -a x -t a-1 
y (a,x) = (x / r(a))f e t dt. (2.64) 

0 

Density Of States 

For N number of basis functions, evaluation of the energy matrix will yield N one­

electron energy eigenvalues and wave functions. From Eqs. (2.12) and (2. 17), each wave 

function is expressed as 

(2.65) 

and it is useful to determine the orbital composition (i.e. s, p, d, ... ) so as to associate each 

wave function with a atomic state (i.e. Zn 1 s, Zn 2s, .. ) or a mixing of atomic states (i.e. Se 4p / 

S 3p) (78-81 ). If the expression 

(2.66) 

represents the part of the wave function constructed from the n1£ 1m1 orbital of the j1 th atom in 

the unit cell, then the orbital composition of each wave function is given by 

(2.67) 

The partial density of states (PDOS) for the n1£ 1m1 orbital of the j1 th atom is determined from 

where a sum over the k-points in the fundamental wedge of the first Brillouin zone is performed. 

In this expression, er is the specified width of the Gaussian function at half maximum and W(k) 
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is a scaling factor used to weight the k-points. The total density of states (TDOS) is then given 

by 

TDOS = I I 0~ e m (E) 
i1 n1C 1m, 1 1 , 

(2.69) 

and can be directly compared with experimental x-ray and ultraviolet photoemission 

measurements. 



CHAPTER Ill 

BULK ZnSe AND ZnS 

Introduction 

The electronic structure of bulk ZnSe and ZnS have been studied extensively by both 

experimental and theoretical methods. lnterband transition energies at high symmetry points 

have been determined through: x-ray photoemission measurements by Chelikowsky et al {82} 

and by Ley et al {83,84), ultraviolet photoemission measurements by Eastman et al (85), and 

reflectivity measurements by Theis (86} and Walter et al {87,88). Semi-empirical calculations of 

the electronic band structure of the bulk materials have been performed using: the semi­

empirical sp3 tight-binding method [e.g., Pantelides and Harrison {89} and by Chadi and Cohen 

{90}]; the semi-empirical sp3s* tight-binding method [e.g., Bertho et al {91), Ekpenuma and 

Myles {92}, and Vogl et al {93}]; the empirical pseudopotential method [e.g., Oteish and Needs 

{94), Chelikowsky et al (82,95), and by Cohen and Bergstresser {96}]; and the KKR method 

[e.g., Eckelt et al {97}]. ab initio self-consistent calculations have been performed using the 

orthogonalized-plane-wave {OPW} method [e.g., Stukel et al {98}]; the Hartree-Fock method 

[e.g., Jaffe et al {99}]; the LMTO method [e.g., Christensen et al {100}]; the potential-variation 

mixed-basis {PVMB} method [e.g., Bernard and Zunger {101}]; and the linear combination of 

Gaussian orbitals {LCGO} method [e.g., Wang and Klein {43,44}]. In addition, nonself­

consistent ab initio calculations have been performed using the LAPW method [e.g., Martins et 

al {102} and Continenza et al {103}]; the pseudopotential plane-wave {PPW} method [e.g., 

Martins et al {102}]; the LCGO method [e.g., Ghahramani et al {104}]; and the orthogonalized 

LCAO (OLCAO} method by Huang and Ching {42). In this chapter, the electronic structure of 

bulk ZnSe and ZnS as determined from the ab initio nonself-consistent FLCAO method by 

27 
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Marshall and Wilson (105) will be presented. The motivation behind this work was that the 

existing experimental and theoretical data on the bulk II-VI compounds provided a means to 

determine the effectiveness of this method. 

Except for the Hartree-Fock calculation, all the ab initio calculations were performed 

within the framework of the local density functional approximation (LDA). The PVMB and PPW 

calculations were made using the Ceperley-Alder exchange-correlation (EC) (38,39) as 

parameterized by Perdew and Zunger (40), the LAPW calculation using the Hedin-Lundqvist EC 

(106), and the LCGO calculation of Wang and Klein using the Wigner EC (107). The remaining 

calculations used one of the three more common approximations: the Slater EC of Eq. (1.5) 

was used in the FLCAO and OPW calculations, the Kohn-Sham EC of Eq. (1.6) was used in 

the LMTO calculation, and the Xa EC of Eq. (1.7) was used in the LCGO calculation of 

Ghahramani et al and the OLCAO calculation. In the last two calculations, a was used as an 

adjustable parameter to provide the best fit between the calculated and experimental band gap 

energies. 

The Unit Cell 

The zincblende structure, shown in Figure 4, can be viewed as two interpenetrating 

face-centered cubic lattices displaced from each other by one-quarter of a body diagonal. The 

two smallest unit cells exhibiting the periodicity of the crystal lattice that can be constructed are 

the primitive non-rectangular two-atom unit cell and the tetragonal four-atom unit cell. The 

lattice vectors of the two-atom unit cell, in terms of the x-, y-, and z-coordinates, are 

A1 =(a/ 2)(1. 1,0), A2 =(a/ 2)(0, 1, 1), and A3 =(a/ 2)(1,0, 1); (3.1) 

where a is the lattice constant of the crystal. The group-II zinc atom is positioned at the origin 

and the group-VI selenium or sulfur atom is displaced from the zinc atom by one-quarter of a 

body diagonal so that 

t1 = (0, 0, 0) and t2 =(a/ 4)(1, 1, 1). (3.2) 



-----------------. ----.... 

I 
I 

.,...,,.. ,,.. . 

.,...,,,. 

I .,,.. 
-- I .,,...,,.. --- -· .,.. ---~...-

,,.....-' I · . .,.. I 

Figure 4. The crystal structure of cubic zincblende compounds such as bulk 
ZnSe and ZnS. 
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The corresponding axis vectors of the reciprocal lattice are 

b1 = (2n / a)(-1, 1, 1), b2 = (2n / a)(1,-1, 1), and b 3 = (2n / a)(1, 1,-1), (3.3) 

which are just the lattice vectors of a body-centered cubic lattice. The eight planes normal to 

the reciprocal lattice vectors (2n I a)(±1, ±1, ±1) at their midpoints form an octahedron. The six 

planes that are the perpendicular bisectors of the reciprocal lattice vectors ( 2n I a)( ±1, O, O), 

(2n I a)(0,±1,0), and (2n / a)(0,0,±1), however, cut the corners of the octahedron. The 

resulting truncated octahedron, shown in Figure 5, forms the first Brillouin zone of the non­

rectangular two-atom unit cell. 

The lattice vectors for the four-atom tetragonal unit cell, in terms of the x-, y-, and z­

coordinates, are 

A1 =(a/2)(1,1,0), A2 =(a/2)(1,-1,0), and A3 =a(0,0,1). (3.4) 

The zinc atoms are positioned at 

t 1 = (0, 0, 0) and t 2 = (a/ 2)(1, 0, 1) (3.5) 

and the selenium or sulfur atoms are positioned at 

t3 =(a/4)(1,1,1) and t4 =(a/4)(1,-1,3). (3.6) 

The corresponding axis vectors of the reciprocal lattice are 

b1 =(2n/a)(1,1,0), b2 =(2n/a)(1,-1,0), and b3 =(2n/a)(0,0,1) (3.7) 

so that the first Brillouin zone constructed out of the reciprocal lattice vectors also has 

tetragonal symmetry, as shown in Figure 6. The electronic band structure of the bulk 

compounds was calculated using the primitive unit cell. For the calculation of the total density 

of states, however, the tetragonal unit cell was used because of the simpler Brillouin zone. 
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Figure 5. The first Brillouin zone of the face-centered cubic lattice showing the 
symmetry points. 
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Figure 6. The first Brillouin zone of the tetragonal lattice showing the symmetry 
points and the irreducible wedge used to determine the density of 
states. 

32 



33 

The Crystalline Potential 

The numerical calculation of the crystalline potential and the subsequent fit to the 

analytical expression in Eq. (2.37) was performed using the procedure discussed in the 

previous chapter with the exchange parameter set to unity. During the calculations of the self­

consistent spherically-symmetric atomic charge densities, the Latter cutoff potential in Eq. 

(2.35) was not used as a correction to the Herman-Skillman potential for large values of the 

radius. Furthermore, it was assumed that the Zn atom was in the first excited state (3d1°4s4p) 

while the ground state configuration was used for the Se (4s24p4) and S (3s23p4) atoms. 

During the numerical calculation of the crystalline potential, the specified grid for both bulk 

compounds consisted of four directions for each type of atom in the unit cell: i) the direction 

directly towards a nearest neighbor, ii) the direction directly opposite from a nearest neighbor, 

iii) the direction directly towards a next nearest neighbor, and iv) the direction directly opposite 

from a next nearest neighbor. For the fit of the crystalline potential to the analytic expression, 

eleven non-linear coefficients were used for each unique atomic-centered potential (ACP). 

Larger fits were performed, but none showed any significant improvement over the smaller fit. 

Furthermore, the computational time needed to perform a potential fit increased with the size of 

the fit. The linear and non-linear coefficients of the ACP's for bulk ZnSe and ZnS are listed in 

Table I. In Figure 7, the difference between the numeric and analytic crystalline potentials for 

bulk ZnSe along the nearest neighbor bonding direction is shown. As can be seen from this 

figure, the largest discrepancy occurs in the region close to the nuclei and should have no 

impact on the valence and conduction states. 
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TABLE I 

COEFFICIENTS FOR THE ANALYTIC ATOMIC-CENTERED 
POTENTIALS OF BULK ZnSe AND ZnS 

(values are in atomic units) 

Bulk ZnSe 
ZincACP Selenium ACP 

po 2707.5200 

en -0.2616660 p1 0.0635699 <JI 
<J2 -0.7784020 p2 0.2151610 <J2 
(J3 -3.9147400 p3 0.7282400 (J3 
.<J4 -15.647500 . p4 2.4648300 <J4 
<JS -45.246800 ps 8.3425300 <JS 
<J6 -91.883300 ps 28.236400 <J6 

<J7 -193.01000 p7 95.569800 <J7 

(J8 -347.56800 pa 323.46900 <J8 
(J9 -679.26600 pg 1094.8200 <J9 
<JIO 930.48400 p10 3705.5700 (JlO 

BulkZnS 
Zinc ACP Sulfur ACP 

po 2162.7500 

<JI -0.2921120 p1 0.0613623 <JI 

<J2 -0.8512680 p2 0.2023960 <J2 

<J3 -4.6016300 p3 0.6675780 (J3 

<J4 -16.957600 p4 2.2019200 <J4 
<JS -47.231700 ps 7.2627800 <JS 
(J6 -93.792000 ps 23.955400 (J6 

<J7 -195.10700 p7 79.013800 <J7 

<J8 -347.04600 pa 260.61700 <J8 
(J9 -667.30400 pg 859.61400 <J9 
<JIO 940.24700 p10 2835.3300 <JJO 
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0.0536461 

-1.1188600 

-3.7851600 

-14.095900 

-46.472300 

-102.03800 

-214.65900 

-402.86000 

-768.09100 

1075.9200 

0.2643280 

-0.8859110 

-3.0402900 
-7.4765600 

-22.307300 

-43.721700 

-95.690700 

-166.66100 

-327.90600 

437.73900 
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The Basis 

For the bulk calculations, uncontracted atomic Gaussian basis sets constructed for use 

in ab initio molecular calculations were used for Zn (108), Se (72), and S (109). Because the 

AC P's behave much like the atomic potentials in the region close to the nucleus, the core states 

of the bulk materials are expected be very similar to the ,atomic core states of Zn, Se, and S 

(i.e. the bulk compound core energies are expected to be approximately equal to the atomic 

core energies). Contractions were then performed on the s- and p-GTO's of Zn and Se to 

construct the atomic-like Zn and Se 1s, 2s, 2p, 3s, and 3p core basis functions of ZnSe. 

Similarly, contractions were performed on the s- and p-GTO's of Zn and S to construct the 

atomic-like Zn and S 1 s, 2s, 2p, and 3s core basis functions and the Zn 3p core basis function 

of ZnS. No orthogonality conditions were placed on these contractions. The contraction 

procedure used in this work is straightforward. The basis was initially left uncontracted so that 

each basis function was constructed from a single GTO, which was not normalized. A 

electronic structure calculation was then performed at the r-point, where the direct band gap is 

located. The only non-negligible C tm 's were those corresponding to the core GTO's for the 

nfm orbital of the jth atom. As a result, the one-electron wave function could be approximated 

as 

(3.8) 

In general, such wave functions will not be normalized so that 

(3.9) 
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where 

J 2n 21.' 2m 2 
ni,i' = x y z exp{-( cxi + cxi. }r }dr 

3/2 
1t (2n -1}!!(2£ - 1}!!(2m -1)!! 

= -----------
2n+Hm ( }n+i+m+3/2 

(Xi + (Xi' 

(3.10} 

The constraint on the above equation is that n + f + m = O for an s-state, n + f + m = 1 for a p­

state, and n + f + m = 2 for a d-state. The normalized expansion coefficients of Eq. (2.15} 

were then determined from 

(3.11} 

The valence states of the bulk compounds; on the other hand, are not expected to be similar to 

the atomic valence · states. Thus, these states were represented by the . atomic-like basis 

functions augmented by several uncontracted diffuse GTO's from the atomic bases. 

Electronic Band Structure Results 

A common technique used to reduce the complexity and computational time of an 

electronic band structure calculation is the removal of the most diffuse GTO's from the basis. 

To test the validity of such an approximation, the most diffuse Zn s-GTO was removed from 

both bases. The resulting electronic band structure showed a good representation of the core 

and valence states. Excluding the lowest conduction band, however, overall accuracy was lost 

with the conduction states as their energies were several eV too high. Returning the diffuse Zn 

s-GTO to the bases, the calculations were repeated. The resulting electronic band structure 

showed that the valence states deviated from the previous results by only a few hundredths of 

an eV. While the conduction states showed improvement, the energies were still a few eV 

higher than expected. To attain a good representation of the conduction states, both bases 

were augmented with a diffuse Zn p-GTO (0.15000). Contractions were performed to generate 

the atomic-like core basis functions, which were then augmented with uncontracted diffuse 

GTO's (including the additional Zn p-GTO} to bring the basis size to 102 basis functions for 
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ZnSe and 72 basis functions for ZnS. The expansion and exponential coefficients of the ZnSe 

and ZnS bases are shown in Tables II and Ill, respectively. 

As was expected, the core energies of the bulk compounds were roughly equal to the 

non-relativistic Herman-Skillman atomic core energies, as shown in Table IV, and showed no 

dispersion throughout the first Brillouin zone. The resulting electronic band structure and TDOS 

in the region near the forbidden band gap for bulk ZnSe and ZnS are shown in Figures 8 and 9, 

respectively. In Table V, the calculated one-electron energy eigenvalues at high symmetry 

points are compared with those determined using the basis with the diffuse Zn s-GTO removed 

and with experimental results. Tables VI and VII compares the results of these bulk 

calculations with those from the OLCAO, LCGO, PVMB, and OPW calculations. In t;>oth 

compounds, as assumed, the resulting band gap was direct at the r-point and the band gap 

energy was underestimated (which is well known to occur for calculations using the LDA). 

Furthermore, the expected degeneracies were also found. Since relativistic effects were not 

considered, the valence band maximum has a three-fold degeneracy, consisting of the heavy­

hole, light-hole, and split-off states. Through an orbital composition analysis (discussed in the 

previous chapter) at high symmetry points, each of the bulk bands was found to have a 

dominant atomic-like characteristic even though a considerable amount of dispersion is present. 

The lowest valence band had a Se 4s/S 3s character, while the character of the three upper 

valence bands was Se 4p/S 3p. The character of the middle (shaded) valence bands was 

found to be Zn 3d. The conduction bands are all associated with cation states, the lowest being 

the Zn 4s in character and the other three being Zn 4p in character. The FLCAO results, as 

would be expected, are very similar to the OLCAO results. Significant differences, though, are 

present in comparison to the LCGO, PVMB, and OPW results. In general, the FLCAO upper 

valence bands and conduction bands lie higher by a few tenths of an eV to a few eV than the 

corresponding bands from the three self-consistent methods. Self-consistent calculations using 

the LDA, however, are known to underestimate the excited states (98, 101,43). It is interesting 



TABLE II 

GAUSSIAN ORBITAL EXPONENTS AND 
EXPANSION COEFFICIENTS FOR ZnSe 

Orbital Exponents 
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(The* indicates the uncontracted GTO was included in the basis.) 

Zinc Selenium 

s p d s p d 

316336.0 2213.180 58.40840* 257900.0 1724.000 94.03000* 
48561.00 527.0500 16.44920* 39020.00 400.3000 26.79000* 
11157.40 172.2930 5.575700* 8960.000 125.1000 9.336000* 
3205.010 66.08140 1.884410* 2550.000 45.49000 3.383000* 
1068.580 27.68630 0.572305* 846.3000 18.00000 1.145000* 
396.3940 12.18410 313.3000 6.077000 
159.8060 4.987960 122.1000 2.213000* 
68.58900 2.057910* 34.76000 0.483400* 
23.70810 0.798609* 14.97000 0.144100* 
10.03720 0.150000* 4.468000 
2.810430 1.921000* 
1.069640* 0.363100* 
0.146951* 0.139800* 
0.051142* 

Normalized Expansion Coefficients for Zinc 

1s 2s 3s 2p 3p 

0.0003315150 0.0001146520 0. 00003867 45 0.0026542100 0.0010175000 
0. 0024902400 0.0008647530 0.0002916420 0.0215714000 0.0083105100 
0.0138657000 0. 0048328700 0.0016322600 0. 0973725000 0.0388881000 
0. 0496034000 0.0177495000 0. 0060057700 0 .27 45500000 0 .1146320000 
0 .1502580000 0. 0572064000 0.0195458000 0.4332770000 0.1992350000 
0.3277610000 0 .144 7040000 0.0502221000 0.3093240000 0 .0715788000 
0.4027610000 0.2484310000 0 .0909294000 0.0531497000 -0 .3722980000 
0.1917340000 0.1119630000 0.0473626000 -0 .0036266600 -0 .5596500000 
0. 0090885600 -0 .6481480000 -0 .4490930000 0.0011673500 -0 .2163940000 
0 .0054852500 -0.5619130000 -0 .2770920000 -0. 0002790390 -0 .0057798800 
0.0010254900 0. 0490370000 0.8615480000 
0. 0005508890 0.0295533000 0.3933460000 
0. 0000350833 0. 0020400900 -0 .0070902600 
-0.0000110129 -0.0006371470 0.0016737400 
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TABLE II (Continued) 

Normaliz'ed Expansion Coefficients For Selenium 

1s 2s 3s 2p 3p 

0.0005812860 0.0002184240 0.0000727890 0. 0065203000 0. 0026024200 
0.0045321000 0.0017158400 0.0005726160 0.0520774000 0.0217285000 
0. 0241359000 0.0091758900 0.0030617300 0.2219460000 0.0945521000 
0. 0853849000 0. 0340503000 0.0114424000 0.4660100000 0.2269160000 
0.2403270000 0 .1046640000 0.0355219000 0 .3872410000 0.1091120000 
0.4184410000 0.2362050000 0.0832663000 0.0589240000 -0 .5215840000 
0.3291160000 0 .2419680000 0. 0918720000 -0 .0078183000 -0 .5730170000 
0.0226247000 -0 .5699870000 -0 .3228500000 0.0024842100 -0 .0635806000 
0.0408826000 -0 .6676630000 -0 .4787990000 -0. 0014942300 0. 0227 469000 
0.0196870000 0. 0572640000 0. 6573720000 
0.0142881000 0. 0527009000 0.6347100000 
0. 0009897850 0. 0039692200 -0.0031279700 
-0.0005148870 -0.0021031600 0.0235703000 



TABLE Ill 
··: 

GAUSSIAN ORBITAL EXPONENTS AND 
EXPANSION COEFFICIENTS FOR ZnS 

Orbital Exponents 
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(The* indicates the uncontracted GTO was included in the basis.) 

Zinc Sulfur 

s p d .S p 

316336.0 2213.180 58.40840* 93413.40 495.0400 
48561.00 527.0500 16.44920* 13961.70 117.2200 
11157.40 172.2930 5.575700* 3169.900 37.50700 
3205.010 66.08140 1.884410* 902.4600 13.91000 
1068.580 27.68630 0.572305* 297.1600 5.504500 
396.3940 12.18410 108.7020 2.243300* 
159.8060 4.987960 43.15500 0.762000* 
68.58900 2.057910* 18.10800 0.291900* 
23.70810 0.798609* 5.570500 0.102900* 
10.03720 0.150000* 2.142700* 
2.810430 0.434000* 
1.069640* 0.157000* 
0.146951* 
0.051142* 

Normalized Expansion Coefficients for Zinc 

1s 2s 3s 2p 3p 

0.0003311230 0.0001144890 0.0000387390 0. 0026590800 0.0010187700 
0.0024899900 0. 0008645430 0. 0002924200 0.0215468000 0.0083023100 
0.0138188000 0.0048150000 0.0016313900 0 .097 4525000 0. 0388924000 
0 .0495283000 0 .0177235000 0.0060138400 0.2743320000 0 .1145870000 
0.1503520000 0. 0571977000 0.0196074000 0 .4334950000 0 .1991480000 
0.3275050000 0. 1446800000 0.0503414000 0.3092520000 0.0715188000 
0.4031970000 0 .2482630000 0.0912518000 0. 05314 78000 -0 .3715290000 
0.1916770000 0 .1124400000 0.0477154000 -0 .0036424900 -0 .5609420000 
0.0091261100 -0 .6485460000 -0 .4451390000 0.0011939400 -0.2154500000 
0.0050298700 -0.5615810000 -0 .2891170000 -0 .0003260560 -0 .0060854900 
0.0008824940 0.0490143000 0 .864 7330000 
0.0004535640 0. 0290523000 0 .3941710000 
0.0000304471 0.0021536300 -0.0077087800 

-0 .0000008687 -0 .0006132650 0.0017094500 



1S 

0. 0003068540 
0. 0026413400 
0.0128642000 
0.0494774000 
0.1537130000 
0.3330030000 
0 .4068210000 
0. 184 7850000 
0.0100362000 
-0. 0020249400 
0.0008270740 

-0 .0007620360 

TABLE Ill (Continued) 

Normalized Expansion Coefficients For Sulfur 

2s 

0. 0000859144 
0.0007316560 
0.0036513400 
0.0140021000 
0.0477208000 
0. 1143490000 
0.2076270000 
0. 0849885000 
-0.5485170000 
-0 .5660600000 
-0.0589305000 
0. 0372908000 

3s 

0.0000271755 
0.0002327230 
0.0011528600 
0.0044814800 
0.0151133000 
0.0375912000 
0.0678176000 
0.0341973000 
-0 .2639840000 · 
-0 .3634900000 
0. 6889850000 
0.5011550000 

2p 

0. 0032458600 
0.0262257000 
0 .1109340000 
0.2950570000 
0.4406130000 
0.2946850000 
0. 0494938000 
-0.0115004000 
0 .0095360000 
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a Reference (74). 

TABLE IV 

CALCULATED ATOMIC CORE-LIKE ENERGIES 
OF BULK ZnSe AND ZnS AT THE BAND EDGE 

(All values are in electron volts.) 

Atomic Core 
State 

Se1s 
Zn 1s 
Se2s 
Se2p 
Zn2s 
Zn2p 
Se3s 
Se3p 
Zn3s 
Zn3p 

Atomic Core 
State 

Zn1s 
S 1s 
Zn2s 
Zn 2p 
S2s 
S2p 
Zn3s 
Zn3p 

N-R H-S Atomic 
Core Energya 

-12415.973 
-9502.4268 
-1596.0148 
-1441.4937 
-1158.1393 
-1027.9590 
-218.69555 
-164.06282 
-133.24160 
-90.625513 

N-R H-S Atomic 
Core Energya 

-9502.4268 
-2447.4929 
-1158.1393 
-1027.9590 
-224.63176 
-171.81404 
-133.24160 
-90.625513 

Bulk ZnSe 
Atomic Core-
Like Energy 

-12494.491 
-9558.1201 
-1601.0376 
-1438.6264 
-1161.9482 
-1026.5067 
-217.26852 

-- -161.39507 
- -132.60383 

-89.359357 

Bulk ZnS 
Atomic Core­
Like Energy 

-9547.8509 
-2442.9994 
-1153.6490 
-1018.3718 
-214.67964 
-161.27821 
-124.37271 
-81.149213 
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Symmetry FLCAO 
Point diff. Zn s-

GTO 
removed 

G1v -12.90 
G1sv(d) -8.83 
G12v(d) -8.55 
G1sv 0.00 
G1c 2.56 
G1sc 15.60 
G1c 

X1v -12.14 
X3v -4.10 

Xsv -1.53 
X1c 5.19 
X3c 14.14 
X1c 

L1v -12.33 
L1v -4.23 
L3v -0.55 

L1c 4.15 
L3c 12.89 

L3v -tL1c 
Xsv-tX1c 

a Reference (83). 
b Reference (86). 
c Reference (88). 
d Reference (87). 
e Reference (85). 

TABLE V 

CALCULATED ENERGIES AT HIGH SYMMETRY 
POINTS FOR BULK ZnSe AND ZnS 

(All values are in electron volts and measured with 
respect to the valence band maximum.) 

ZnSe ZnS 

FLCAO Expt. FLCAO FLCAO 
diff. Zn p- diff. Zn s- diff. Zn p-

GTO GTO GTO 
added removed added 

-12.83 -15.2(6)a -12.70 -12.66 
-8.76 -7.86 -7.82 
-8.48 -7.49 -7.45 
0.00 0.00 0.00 
2.41 2.82b 3.69 3.51 
7.81 7.8oc,d 20.14 9.79 

11.93 14.35 

-12.08 -12.5(4)a -11.88 -11.84 
-4.05 -5.6(3)a or -3.72 -3.67 

-5.3(3)0 
-1.61 -2.1 {3)a -1.49 -1.56 
5.17 6.55 6.44 
5.54 12.32 6.58 

12.28 12.33-

-12.26 -13.1(3)a -12.09 -12.04 
-4.21 -3.97 -4.00 
-0.62 -1.3(3)a or -0.53 -0.59 

-0.7(2)8 

4.16 5.50 5.44 
8.88 10.52 10.47 

4.78 4.91b 6.03 
6.78 6.ooc 8.00 
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Expt. 

-13.5(4)a 

3.85b 

-12.0(3)a 
-5.5(2)a 

-2.5(3)a 

-12.4(3}a 

-1.4{4)a 

5.81b 
6.6b 



Symmetry 
Point 

G1v 
G1sv(d) 
G12v(d) 
G1sv 
G1c 
G1sc 
G1c 

X1v 
Xsv 
Xsv 
X1c 
Xsc 
X1c 

L1v 
L1v 
L3v 
L1c 
L3c 

L3v -+L 1c 
Xsv-+X1c 

TABLE VI 

CALCULATED ENERGIES AT HIGH SYMMETRY 
POINTS FOR BULK ZnSe 

(All values are in electron volts and measured with 
. respect to the valence band maximum.) 

FLCAO OLCAoa LCGOb PVMBC 

-12.83 ·-12.37 -12.67 -12.86 
-8.76 -6.7 -7.86 
-8.48 -6.7 -7.50 
0.00 0.00 0.00 0.00 
2.41 2.83 1.83 1.45 
7.81 7.38 5.86 5.77 

11.93 9.79 

-12.08 -10.94 -11.55 -11.79 
-4.05 -4.38 -4.69 -4.82 
-1.61 -1.79 -2.16 -2.20 
5.17 4.42 3.18 2.88 
5.54 6.10 3.64 3.47 

12.28 10.85 10.58 

-12.26 -11.31 -11.83 -12.06 
-4.21 -4.67 -5.15 -5.21 
-0.62 -0.66 -0.85 -0.87 
·4.16 4.23 2.91 2.63 
8.88 8.72 6.70 6.36 

4.78 4.89 3.76 3.50 
6.78 6.21 5.34 5.08 

a Reference (42). 
b Reference (43, 44). 
c Reference (101 ). 
d Reference (98). 
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opwd 

-11:82 
-12.6 

0.00 
2.94 
6.66 

-'10.48 
-4.31 
-1.65 
4.19 
4.49 

-10.84 
-4.40 
-0.64 
3.79 
7.31 

4.43 
5.84 



Symmetry 
Point 

G1v 
G1sv(d) 
G12v(d) 
G1sv 
G1c 
G1sc 
G1c 

X1v 
X3v 
Xsv 
X1c 
X3c 
X1c 

L1v 
L1v 
L3v 
L1c 
L3c 

L3v ~L1c 
Xsv~X1c 

a Reference (42). 
b Reference (43,44). 
c Reference (101 ). 
d Reference (98). 

TABLE VII 

CALCULATED ENERGIES AT HIGH SYMMETRY 
POINTS FOR BULK ZnS 

(All values are in electron volts and measured with 
respect to the valence band maximum.) 

FLCAO OLCAOa LCGOb PVMBC 

-12.66 -12.27 -12.89 -13.06 
-7.82 -6.4 -7.65 
-7.45 -6.4 -7.27 
0.00 0.00 0.00 0.00 
3.51 3.81 2.26 1.96 
9.79 9.22 7.04 6.45 

14.35 11.59 

-11.84 -10.80 -11.67 -11.88 
-3.67 -3.95 -4.49 -7.61 
-1.56 -1.57 -2.19 -2.30 
6.44 5.76 3.61 3.18 
6.58 7.61 4.58 4.08 

12.33 10.92 10.70 

-12.04 -11.18 -11.97 -12.17 
-4.00 -4.25 -5.20 -5.38 
-0.59 -0.56 -0.84 -0.94 
5.44 · 5;64 3.65 3.24 

10.47 10.60 7.51 6.96 

6.03 6.20 4.49 4.18 
8.00 7.33 5.80 5.48 

48 

opwd 

-11.77 
-14.1 

0.00 
3.77 
7.99 

-10.29 
-3.93 
-1.61 
5.01 
5.95 

-10.66 
-4.20 
-0.61 
4.96 
8.62 

5.57 
6.62 
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to note that some disparity also exists in the experimental data. Photoemission spectroscopy 

measurements on ZnSe (83,85), for example, differ by 0.6 eV for the L3v state. 

The TDOS for both bulk compounds were determined by using a sampling of the 

weighted k-points in 1/16 of.the irreducible wedge of the first Brillouin zone shown in Figure 6 

and was smoothed by a Gaussian function having a width of 0.15 eV at half maximum. Fifteen 

k-points were selected from each of the top, middle, and bottom triangular planes of the 

irreducible wedge. The scaling factors used to weight the symmetry points used in the 

calculations are listed in Table VIII. The resulting TDOS are in excellent agreement with those 

from other theoretical studies and the energy distribution curves from the x-ray and ultraviolet 

photoemission measurements. Thus, the ab initio nonself-consistent FLCAO method has been 

shown to be an effective tool in the determination of the electronic structure of bulk 

semiconductor compounds. 



TABLE VIII 

SCALING FACTOR OF THE k- POINTS 
IN THE IRREDUCIBLE WEDGE 

Top and Bottom Planes Middle Plane 

k-Point 

ZorG 
UorD 
RorX 
TorY 
AorM 
SorS 

Weight 

1/16 
1/4 
1/8 
1/4 

1/16 
1/4 

k-Point 

L 
w 
V 

Weight 

1/8 
1/4 
1/8 
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CHAPTER IV 

THE (ZnSe)m(ZnS)n SLS's 

Introduction 

Experimental studies on the (ZnSe)m(ZnS)n SLS's have generally been confined to 

those having medium- to long-periods due to the difficulty in maintaining precise control over 

the number of monolayers during the growth process; For the long-period SLS's, a fluctuation 

in the number of monolayers would have a negligible impact on the electronic properties. A 

fluctuation in the number of monolayers for a short~period SLS, however, would lead to a non­

uniformity of the electronic . properties throughout the crystal superlattice. Theoretical 

calculations, on the other hand, have generally been limited to the short-period SLS's. The 

reason for this is that as the number of atoms in the unit cell becomes large, so to does the size 

of the energy matrix which needs to be diagonalized. Even for semi-empirical methods, where 

only the first few nearest neighbor interactions are considered and parameters are fitted to 

photoemission and reflectivity data from the bulk compounds, the size of the energy matrix 

presents an imposing problem. Thus, the difficulty in gaining an understanding of the. nature of 

the (ZnSe)m(ZnS)n SLS's has been the lack of corresponding experimental and theoretical 

results. 

Present semi-empirical electronic structure studies consist of sp3s* tight-binding 

calculations by Berthe et al (91,110), Quiroga et al (111,112), and Wu et al (113). The work of 

Berthe et al involved the determination of the band offsets for ZnSe strained to ZnS and ZnS 

strained to ZnSe. For both configurations, the superlattice was determined to be type-I having 

a conduction band offset that was a small fraction of the average valence band offset (LlEc=38 

meV, LlEv=616 meV for ZnSe strained to ZnS and LlEc=12 meV, LlEv=640 meV for ZnS 
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strained to ZnSe). The heavy- and light-hole states were determined to be localized in the 

ZnSe monolayers, while the lowest conduction state was delocalized all along the structure. 

The work of Quiroga et al involved the determination of the direct band gap energy and valence 

band offset for free-standing short- to long-period (ZnSe)m(ZnS)12 SLS's. For the short-period 
,, 

SLS's, the entire energy matrix was diagonalized. The medium- to long-period SLS's, however, 

required the use of the more approximate perturbative SETS method of Tejedor et al (114-116). 

Furthermore, all calculations were performed under the assumption of a vanishing conduction 

band offset. The results indicated a valence band offset near 1.0 eV and a localization of the 

heavy- and light-hole states in the ZnSe monolayers. The lowest conduction state was 

determined to be delocalized with roughly constant probability all along the structure. The 

resulting band gap energies converged to a value near 2.70 eV, which is less than the band gap 

of bulk ZnSe. The interpretation of the last two results is difficult, due to the assumed 

vanishing conduction band offset. Without any confinement, even a shallow well, it is hard to 

envision a possible localization of the lowest conduction state. A SLS band gap energy less 

than that of bulk ZnSe would indicate a transition from a type-I to a type-II superlattice, but such 

classifications only have meaning when the conduction band offset is non-vanishing. The work 

of Wu et al involved the determination of the direct band gap energy of the short-period 

(ZnSe)m(ZnS)m SLS's for ms7, where the SLS's were considered to be: grown on a GaAs 

substrate, grown on a GaP substrate, and free-standing. Assumed in these calculations was 

that the valence band offset remained constant at 0.82 eV. The resulting values suggested a 

transition from a type-I to type-II superlattice for the free-standing and GaP substrate cases 

with a further increase in the number of monolayers. 

While semi-empirical calculations may offer insightful information on the 

(ZnSe)m(ZnS)n SLS's, the accuracy of the results are restricted by: the consideration of only 

the first few nearest neighbor interactions, the treatment of the Zn 3d states as part of the core, 

and the fitting of the SLS parameters to experimental data of the bulk compounds. In the last 

case, such fitting cannot accurately describe the interface region. Thus, an accurate theoretical 
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description of the electronic structure for these SLS's can only be obtained from ab initio 

calculations. Present published ab initio calculations on the electronic band structure of the 

(001} short-period (ZnSe}m(ZnS}m SLS's have been performed by Bernard and Zunger (101) 

for m=1 using the self-consistent PVMB method (117), Nakayama (118) for m=1, 2, and 3 using 

a self-consistent pseudopotential (SCP} method (119), and by Marshall and Wilson (105) for 

m=1 using the nonself-consistent FLCAO method. The work of Bernard and Zunger was for 

the free-standing pseudobinary alloy Zn2SeS, which goes to the (ZnSe)1 (ZnS}1 SLS in the 

crystal limit. From the results, the following approximate correspondence relations at high 

symmetry points were shown to exist between the electronic band structures of the 

(ZnSe)1(ZnS)1 SLS (primitive tetragonal unit cell} and the bulk materials (primitive non­

rectangular FCC unit cell): 

(4.1) 

where the states of the SLS are denoted by the bar. The correspondence relations are only 

approximate as the expected degeneracies from such foldings are removed due to: the anions 

in the SLS consist of both Se and S atoms and the reduction from cubic to tetragonal 

symmetry. In the work of Nakayama, both free~standing SLS's and SLS's grown on a GaAs 

substrate were considered. In both cases, the heavy- and light-hole states were determined to 

be more localized in the ZnSe monolayers, while the lowest conduction state showed no such 

localization. Furthermore, Nakayama suggested that the localization of the heavy- and light­

hole states would become more distinct as the number of monolayers was increased. The 

valence band offset of the (ZnSe}3(ZnS)3 SLS was determined to be 0.746 for the free­

standing case and 0.706 eV for the GaAs substrate case. In addition, the valence band offsets 

have been determined by Christensen et al (100,120,121) for m=7 using the frozen-potential 

approach (122} and by Oteish and Needs (94} using the model-solid theory of Van de Walle 

and Martin (123,124). In both studies, three configurations were considered: ZnSe strained to 

ZnS, ZnS strained to ZnSe, and a free-standing SLS. In the work of Christensen et al, an 
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electronic structure calculation was performed using the ab initio self-consistent LMTO method 

optimized for zincblende structures (125) to determine the self-consistent crystalline potential, 

which is constructed from an expansion of ACP's, at the band edge (i.e. the r-point). Primitive 

non-rectangular two-atom unit cells were then constructed from the lattice parameters of the 

middle strained ZnSe and ZnS monolayers. An electronic structure calculation at the band 

edge was then determined for each of the bulk-like compounds to determine the absolute 

energy of the VBM. In each case, the crystalline potential was constructed from ACP's taken 

from the middle strained monolayers. The resulting valence band offsets of the three 

configurations, determined from the expression 

ESLS _ Estrained ZnS _ Estrained ZnSe 
· Ll v - VBM VBM ' (4.2) 

were: 0.24 eV for ZnSe strained to ZnS, 0.65 eV for ZnS strained to ZnSe, and 0.54 eV for the 

free-standing SLS. In the work of Oteish and Needs, an electronic structure calculation was 

performed using a SCP method (126) to determine the self-consistent crystalline potential at 

high symmetry points. From the crystalline potential, the average potentials Vznse and Vzns 

were determined for, respectively, the ZnSe and ZnS monolayers. An electronic structure 

calculation, equivalent to those of Christensen et al, were then performed for each bulk-like 

compound to determine the energy of the VBM with respect to the average potential. The 

resulting valence band offsets of the three configurations, determined from the expression 

ESLS _ [Estrained ZnS _ Estrained ZnSe ] [V _ V ] 
Ll v - VBM VBM + ZnS ZnSe ' (4.3) 

were: 0.52 eV for ZnS strained to ZnSe, 0.90 eV for ZnSe strained to ZnS, and 0.72 eV for the 

free-standing SLS. In principle, Eq. (4.2) and (4.3) are equivalent and should yield equivalent 

values for the valence band offsets. The reason for the large discrepancy between values is a 

much debated issue and centers on the importance of the Zn 3d states, which were treated as 

fully relaxed states in the LMTO calculations. The present ab initio calculations, restricted to 

the short-period (ZnSe)m(ZnS)m SLS's, offer only a limited understanding of the electronic 

structure of these SLS's. For m~3. the band gap was determined to be direct, the heavy- and 
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light-holes more localized in the ZnSe monolayers, and the lowest conduction state delocalized. 

However, the band gap energy as a function of the number of monolayers is still unknown. 

Whether the localization of the heavy- and light-hole states becomes more distinct, as 

suggested by Nakayama, and in which monolayers of ZnSe this localization occurs has yet to 

be determined. In addition, a further study of the lowest conduction is needed to determine if 

localization occurs, which is required for an efficient blue LED, as the number of monolayers is 

increased. Such studies using ab initio self-consistent calculations would be difficult due to the 

number of iterations (-5) necessary to reach self-consistency. Coupled with an increasing size 

of the energy matrix, such calculations would require a impractical amount of computational 

time. Thus, ab initio nonself-consistent calculations offer an attractive alternative. The ab initio 

nonself-consistent FLCAO method was shown in the previous chapter to yield one-electron 

energy eigenvalues for bulk ZnSe and ZnS which were in good agreement with those from self­

consistent calculations and experimental studies. Thus, it is assumed that this agreement will 

also carry over to the (ZnSe)m(ZnS)n SLS's. 

Elastic Strain 

The elastic strain acts to deform the crystal superlattice structure by distorting the 

nearest-neighbor bond lengths and angles from"their bulk values. The hydrostatic contribution 

modifies the electronic band structure, which has a direct effect on the size of the band gap and 

could induce a transition from a direct band gap to a indirect one. The uniaxial contribution 

breaks the three-fold degeneracy (heavy-hole, light-hole, and split-off states) of the valence 

band maximum (VBM) found in both bulk ZnSe and ZnS. The strained ZnSe monolayers 

experience a biaxial compression, where the compressive hydrostatic contribution is expected 

to cause a band gap opening and the breaking of the three-fold degeneracy by the tensile 

uniaxial contribution is expected to leave the heavy-hole state as the VBM. The strained ZnS 

monolayers experience the opposite from the elastic strain, a biaxial tension, so that the tensile 

hydrostatic contribution is expected to cause a band gap lowering and the breaking of the three-
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fold degeneracy by the compressive uniaxial contribution is expected to leave the light-hole 

state as the VBM (91 ). 

As a result of the presence of elastic strain in the superlattice structure, each set of m,n 

values requires a determination of the superlattice constants: the lattice constant perpendicular 

to the (001) growth direction and the interatomic distances parallel to the growth direction. The 

lattice constant perpendicular to the growth direction axy is common to both of the constituent 

compounds and will assume a value between the bulk lattice constants. · A much used 

approximation for axy is the linear expression 

(4.4) 
m+n 

where it can be seen that axy will approach the bulk lattice constant of one compound if the 

number of monolayers of that compound is much larger than the other. However, the only 

possibility of axy being equal to the bulk value is for the strain to be broken. Along the growth 

direction, there will be m number of interatomic distances dZn-Se [i] between nearest-neighbors 

for the ZnSe monolayers and n number of interatomic distances dzn-s [j] between nearest-

neighbors for the ZnS monolayers, as is shown in Figure 1 O. In general, the interatomic 

distances are expected to vary only for the first few monolayers and then converge to some 

constant value, which is not equal to the bulk value, in the middle layers. As with axy, dZn-Se [i] 

or dzn-s [j] can only equal the bulk value if the elastic strain is broken. 

As with most ab initio calculations on SLS's, the lattice constants of the (ZnSe)m(ZnS)n 

SLS's were determined in this work through use of the Valence Force Field (VFF) (127) or 

Keating model (128,229), where the deformation energy is given by 

d,2 
3 2 2 3 emn2 

Ud = L --2- <lem (rem · rem - d'em) + L 2 ~ tmn (rem · rmn + -3-) · (4.S) 
(e,m) Sd' (e,m,n) 8d' 

Rm emn 

In this expression: the sums are over the four nearest-neighbors of the .eth atom, d'.em is the 

equilibrium bulk nearest-neighbor interatomic distance (2.454 A for ZnSe and 2.342 A for 
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Figure 10. The m+n unique interatomic distances along the {001) growth 
direction for the {ZnSe)m{ZnS)n SLS. 
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ZnS}, a em is the bulk bond-stretching force constant (35.24 N/m for ZnSe and 44.92 N/m for 

ZnS}, andPRm is the bulk bond-bending force constant (4.23 N/m for ZnSe and 4.78 N/m for 

ZnS}. The stable superlattice structure is then obtained by determining the set of vectors r.em 

connecting the £th and mth nearest-neighbor atoms in the SLS that give the minimum 

deformation energy. If it is assumed, as was suggested by Nakayama, that the expressions 

d'~-Se-s"" d'znse ·d'zns and Pzn-Se-s "" (Pznse + Pzns} / 2 (4.6) 

adequately describe the parameters at the interface, then the expression for the deformation 

energy can rewritten as 

3aznSe m 2 2 . ,2 2 3azns n 2 2 2 2 
U = 2 _I (axy + dzn-Se [1] - d ZnSe ) + 2 _I (axy + d2n-s [j] - d'zns} 

d d' 1=1 d' J=1 
ZnSe ZnS 

3Pznse m 2 2 . ,2 2 3Pzns n 2 2 2 2 
+ 2 _I(-axy /2+d20_80 [1]+d 205e/3} +--I(-axy /2+d20_8 [j]+d'208 /3} 

d i 1=1 d'2 j=1 
ZnSe ZnS 

sp m-1 2 2 
+ :nse _I (-dzn-Se [i]dZn-Se [i + 1] + d'znSe /3) 

d' 1=1 
ZnSe 

6Pzns n-1 . . ,2 2 
+-2- .I (-dzn-S [J]dzn-S [J + 11 + d zns 13) 

d' J=1 
ZnS 

3Pznse 2 ,2 2 3Pzns 2 ,2 2 
+ 2 (-dZn-selm] + d znse /3) +-2-(-dzn-s[n] + d zns 13) 

d' ZnSe d' ZnS 

3(Pznse + Pzns} , , 2 
+ (-dZn-Se [1]dZn-S [1] + d ZnSe d ZnS /3) (4.7) 

d'znSe d'zns 

A substrate, assuming its thickness is much greater than the thickness of either compound, can 

easily be incorporated into this expression by setting axy equal to the lattice constant of the 

substrate. This would allow for one variable to be eliminated from the above expression, 

resulting in a reduction of computational time needed for the calculation. In this work, however, 
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the SLS's were considered to be free-standing. The values of the lattice constant perpendicular 

to the growth direction and the interatomic distances along the growth direction for the 

(ZnSe)m(ZnS)m SLS's for m=1, 2, and m~3 and the (ZnSe)5(ZnS)n SLS's for n=S and 9 are 

given in Table IX. The values are in excellent agreement with those determined by Nakayama 

and Bernard and Zunger using the VFF model. 

The ab initio calculations on the electronic structure of the (ZnSe)m(ZnS)n SLS's 

presented in this thesis were performed using a primitive tetragonal unit cell, where each 

monolayer was represented by a single cation (Zn atom) and a single anion (Se or S atom). To 

maintain the periodicity of the crystal superlattice structure required the unit cell to be 

constructed from one period of the SLS (containing two interfaces) if m+n was even and two 

periods of the SLS (containing three interfaces) if m+n was odd. To keep the size of the energy 

matrix and the amount of required CPU time for its diagonalization within practical limits, only 

SLS's in which m+n was even were considered. For m,n ~ 4, seven unique atomic 

configurations were considered: Zn at the interfaces, Zn between Se layers, Zn between S 

layers, Se next to the Zn interface layer, Se between Zn layers in which neither Zn layer was 

the interface, S next to the Zn interface layer, and S between Zn layers. Such distinctions were 

made for the purpose of identifying the localization of states to a particular layer through a 

orbital composition analysis. The primitive lattice vectors of the unit cell are given by 

A1 = (axy I 2)(1,1,0), A2 = (axy I 2)(1,-1,0), and A3 = a2 (0,0,1), (4.8) 

where 

m n 
a 2 = 2(.2 dZn-Se [i] + _2 d2n-s [j]). 

1=1 J=1 
(4.9) 

The positions of the atoms contained within the unit cell structure are dependent on the nature 

of the m,n values. For m,n both odd, the atomic positions are: the two Zn atoms representing 

the interfaces are located at 

(4.10) 



TABLE IX 

LATTICE CONSTANTS FOR THE 
(ZnSe)m(ZnS)n SLS's 

(ZnSe)1 (ZnS)1 SLS 

Lattice Constant 

axy 

dzn-Se{1) 
dzn-s{1) 

Lattice Constant 

axy 

dzn-Se(2) 
dzn-Se{1) 
dzn-S{1) 
dzn-s(2) 

Value (a.u.) 

5.2200 
2.7701 
2.4721 

Value (a.u.) 

5.2196 
2.7620 
2.7707 
2.4721 
2.4795 

(ZnSe)m(ZnS)m for m~ 3 

Lattice Constant 

axy 
dzn-Se(m~ 3) 
dzn-Se{2) 
dzn-Se(1) 
dzn-s(1) 
dzn-s(2) 
dzn-s(m~3) 

Value (a.u.) 

5.2194 
2.7626 
2.7620 
2.7709 
2.4721 
2.4797 
2.4795 
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TABLE IX (Continued) 

(ZnSe)5(ZnS)7 SLS 

Lattice Constant 

axy 
dzn-Se(m:::: 3) 
dzn-Se(2) 
dzn-Se(1) 
dZn·S(1) 
dzn-s(2) 
dzn-s(n:::: 3) 

Value (a.u.) 

5.1996 
2.7747 
2.7741 
2.7830 
2.4863 
2.4939 
2.4935 

(ZnSe)5(ZnS)9 SLS 

Lattice Constant 

axy 

dzn-se(m:::: 3) 
dzn-Se(2) 
dzn-Se(1) 
dzn-s(1) 
dzn-s(2) 
dzn-s(n:::: 3) 

Value (a.u.) 

5.1859 
2.7828 
2.7824 
2.7911 
2.4959 
2.5033 
2.5031 

61 



62 

the m-1 Zn atoms between the Se layers are located at 

2 4 
t 2.1 = {axy / 2, axy / 2, I dzn-Se [i]), t 2 2 = (0, 0, _L dzn-Se [i]), ... , 

1=1 ' 1=1 

m 
and t 2 m_1 = {0,0,D2n-Se + _Ldzn-Se[i]); 

' 1=3 
{4.11) 

the n-1 Zn atoms between the S layers are located at 

2 4 
t31 = {0,0,2D2n-Se + _Ldzn-s[j]), t32 = {axy / 2,axy / 2,2Dzn-s + _Ld2n_8 [j]), ... , 

' J=1 ' J=1 

n 
and t 3 n_1 = {axy / 2,axy / 2,2DZn-Se + D2n-s + _Ldzn-s[j]); (4.12) 

' J=3 

the two Se atoms representing the Se layers next to the interfaces are located at 

m 

l42 = {axy 14.axy I 4,Dzn-Se + _Ldzn-se[i]); 
' 1=2 

the m-2 Se atoms between Zn layers are located at 

3 5 
t 51 = {axy / 4,-axy / 4,_Ld2n_5e[i]), t52 = (axy / 4,axy / 4,_Ldzn-se[i]), ... , 

' 1=1 ' 1=1 

m 

and ts,m-1 = {axy / 4,-axy / 4,Dzn-se + i!;.dzn-se[i]); 

the two S atoms representing the S layers next to the interfaces are located at 

t 6.1 = {axy / 4, -axy / 4, 2DZn-Se + dzn-s [11) and 

n 

t6 2 = (axy / 4,-axy / 4,2DZn-Se + D2n-s + _L d2n-s [j]); 
' J=2 

and the n-2 S atoms between Zn layers are located at 

3 5 

(4.13) 

(4.14) 

{4.15) 

t71 = (axy / 4,axy / 4,2Dzn-Se + _Ldzn-s[j]), t7,2 = (axy I 4,-axy I 4,2Dzn-Se + J.;_1dzn-s[j]), ... , 
' J=1 

n 

and t7,n_1 = {axy / 4,axy / 4,2DZn-Se + Dzn-S + i!;.d2n_8 [j]). {4.16} 

For m,n both even, the atomic positions are: the two Zn atoms representing the interfaces are 
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located at 

t11 =(0,0,0) and t12 =(0,0,2D2n-se); (4.17) 

the m-1 Zn atoms between the Se layers are located at 

2 4 

t2.1 = (axy / 2, axy I 2, i~1 dzn-Se [i]), t2.2 = (0, 0, i~ dZn-Se [i]), ... , 

m 
and t2.m_1 = (axy / 2,axy I 2,Dzn-Se + i~dZn-Se[i]); (4.18) 

the n-1 Zn atoms betwe~n the S layers are located at 

2 4 
t31 = (axy I 2, axy I 2, 20Zn-Se + _L dzn-S [j]}, t3 2 = (0, 0, 2Dzn-S + _L dZn-S [j]), . ~ . ~ 

n 

and t 3.n_1 = (axy / 2,axy / 2,20Zn-Se + Dzn-s + i~3d2n_8 [j]); (4.19) 

the two Se atoms representing the Se layers next to the interfaces are located at 

t4.1 = (axy I 4,axy I 4,dzn-sel1]) and 

m 

t4.2 = (axy / 4,-axy I 4,D2n-se + i~dzn-Se[i]); 

the m-2 Se atoms between Zn layers are located at 

3 5 
t51 = (axy / 4,-axy / 4,_Idzn-seli]), t52 = (axy / 4,axy / 4,_Ldzn-Se[i]), ... , 

• 1=1 • 1=1 

m 

and t5,m_1 = (axy / 4,axy / 4,DZn-Se + i~d2n_80 [i]); 

the two S atoms representing the S layers next to the interfaces are located at 

t6.1 = ( axy / 4, axy / 4, 2Dzn-Se + dzn-S [1]) and 

n 

t6 2 = ( axy I 4, -axy I 4, 20Zn-Se + DZn-S + _L dzn-S [j]); 
. J=2 

(4.20) 

(4.21) 

(4.22) 
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and the n-2 S atoms between Zn layers are located at 

3 5 
171=(axy 14,-axy 14,2Dzn-Se + _Ldzn-s[ill, 172 = (axy I 4,axy I 4,2Dzn-Se + _Ldzn-s[j]), ···• 

' J=1 ' J=1 

n 
and t7,n_1 = (axy I 4,axy I 4,2DZn-Se + D2n-s + i~dzn-s[j]). (4.23) 

In the above expressions, 

m n 
0 zn-Se = _L dzn-Se [i) and 0 2n-s = _L dzn-Se [j) 

1=1 J=1 
(4.24) 

so that 2Dzn-se and 2Dzn-s represent, respectively, the thickness of the ZnSe and ZnS 

compounds used in the construction of the SLS. 

Electronic Band Structure And Density Of States 

An immediate problem presented to ab initio LCAO electronic structure calculations of 

the (ZnSe)m(ZnS)n SLS's is the treatment of the crystalline potential. Because the elastic 

strain is a function of the number of monolayers, every change in the m,n values requires a 

redetermination of the crystalline potential or crystalline charge density. This is paramount for 

the ultra short-period SLS's, where each monolayer will have interactions with the interface. In 

their study on bulk semiconductor compounds, Huang and Ching (42) suggested that the bulk 

crystalline potentials could be used directly in the SLS calculations. This is possible for self­

consistent calculations, where the corrections to the crystalline potential to account for the 

charge transfer at the interface will be made during the iterations towards self-consistency. For 

nonself-consistent calculations, though, it is necessary to include the effects of the interface in 

the initial crystalline potential. On the other hand, it would impractical to generate a non-linear 

least-squares fit to the crystalline potential for each set of m,n values. Instead, the non-linear 

coefficients from the ACP's of the bulk fits were held frozen and only the linear coefficients were 

adjusted to describe the change in the crystalline potential brought about by the interface. For 

the (ZnSe)1(ZnS)1 SLS, two potential fits were performed. The first fit used the non-linear 
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coefficients from the ACP's at the Zn sites in ZnS for the non-linear coefficients of the ACP's at 

the Zn interfacial sites, while the second fit used the non-linear coefficients from the ACP's at 

the Zn sites in ZnSe. The latter fit gave a better root-mean-square error and was chosen to 

represent the SLS crystalline potential. For all other fits to the crystalline potential of the 

(ZnSe)m(ZnS)n SLS's, the non-linear coefficients for the ACP's at the Zn interfacial sites were 

also selected from the ACP's at the Zn site in ZnSe. For m,n = 2 and 3, the linear coefficients 

were determined for five unique ACP's located at the: Zn · sites at the interface, Zn sites 

between Se layers, Zn sites between S layers, Se sites, andS sites. For m.n~4. the ACP's 

located at the Se and S sites were further categorized as either Se and S sites next to or away 

from the interfaces, resulting in a total of seven unique ACP's. The adjusted linear coefficients 

from these fits are listed in Table X. In all of the fits, more weight was given to the monolayers 

adjacent to the interfaces than the middle monolayers. 

The bases used in the bulk ZnSe and ZnS calculations were transferred directly over 

for use in the SLS calculations, as was first suggested by Huang and Ching. The justification 

for using the bulk core-like basis functions is straightforward. While the SLS lattice constant 

perpendicular to the growth directions and the nearest-neighbor interatomic distances parallel to 

the growth direction are changed significantly from their bulk values (<4%), the nearest­

neighbor bond lengths in going from the bulk materials to the SLS's change only slightly (<1%). 

Thus, there will not be any new significant overlap contributions from there being nearby orbitals 

present. 

The density of states of the SLS's were determined by using a sampling of the 

weighted k-points in 1/16 of the irreducible wedge of the first Brillioun zone shown in Figure 6 

and was smoothed by a Gaussian function having a width of 0.15 eV at half maximum. For 

m,n ~ 3, fifteen k-points were selected from each of the top, middle, and bottom triangular 

planes of the irreducible wedge. As the number of monolayers in the unit cell increases, the 

axis vector b3 = 2n I a2 of the reciprocal lattice decreases. For m.n~3. no dispersion of the 



Zinc 
at the 

Interfaces 

-0.3221730 
-0.7560420 
-3.8650900 
-15.783200 
-44.997400 
-92.308500 
-192.30100 
-348.72100 
-677.54500 
928.66200 

TABLE X 

ADJUSTED LINEAR COEFFICIENTS FOR THE 
ACP'S OF THE (ZnSe)m(ZnS)n SLS's 

m,n= 1 

Zinc Selenium Sulfur 

-0.3344130 0.0071650 0.0462053 
-0.7216690 -1.0512100 -0.7873360 
-3.9561800 -3.9062600 -3.1684000 
-15.620200 -13.873800 -7.2926100 
-45.270300 -46.791200 -22.592100 
-91.853900 -101.53600 -43.260000 
-193.05400 -215.54500 -96.446700 
-347.49700 -401.38800 -165.41300 
-679.37100 -770.33800 -329.76800 
930.59500 1078.3800 439.67800 

m,n=2 

Zinc Zinc Selenium 
Between Se Between S 

Layers Layers 

-0.3408550 -0.3678810 0.0089678 
-0.7017750 -0.8456580 -1.0678300 
-3.9876400 -4.5144700 -3.8803300 
-15.568200 -17.083700 -13.933100 
-45.358800 -47.044000 -46.680700 
-91.705000 -94.094800 -101.72800 
-193.30200 -194.61200 -215.21900 
-347.09500 -347.84000 -401.92600 
-679.97100 -666.13400 -769.51800 
931.23100 939.03100 1077.4900 
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Sulfur 

0.0027071 
-0.7372270 
-3.2529300 
-7.1644000 
-22.794700 
-42.927600 
-96.996700 
-164.51900 
-331.10600 
441.10300 
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TABLE X (Continued} 

m,n=3 

Zinc Zinc Zinc Selenium Sulfur 
at the Between Se Between S 

Interfaces Layers Layers 

-0.3078030 -0.3164280 -0.3941050 0.0044281 0.0043127 
-0.7542780 -0.7037690 -0.7963200 -1.0789200 -0.7603780 
-3.8666100 -4.0748000 -4.6675600 -3.8507800 -3.2339600 
-15.828300 -15.308500 -16.698500 -13.963500 -7.1234900 
-44.881400 -45.868700 -47.775600 -46.647300 -22.915000 
-92.523200 -90.817400 -92.836400 -101.77500 -42.700700 
-191.93400 -194.79200 -196.70600 -215.14600 -97.385400 
-349.32000 -344.66900 -344.46000 -402.04400 -163.88200 
-676.65000 -683.59400 -671.11900 -769.33900 -332.06300 
927.71300 935.06800 944.21300 1077.2900 442.12200 
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TABLE X (Continued) 

m,n=4 

Zinc Zinc Zinc 
at the Between Se Between S 

Interfaces Layers Layers 

-0.3222370 -0.3297470 -0.3810150 
-0.7363060 -0.7015570 -0.8152750 
-3.9121300 -4.0067600 -4.5801200 
-15.711400 -15.522200 -16.943300 
-45.112200 -45.450500 -47.301000 
-92.117800 -91.541500 -93.655300 
-192.61700 -193.57900 -195.34300 
-348.20700 -346.64300 -346.66100 
-678.31200 -680.64700 -667.87300 
929.47400 931.94600 940.83800 

Selenium Selenium Sulfur Sulfur 
Next to the Away from the Next to the Away from the 
Interfaces Interfaces Interfaces Interfaces 

0.0013412 0.0039731 0.0086201 -0.0097228 
-1.0591800 -1.0748400 -0.7519210 -0.7395890 
-3.8850000 -3.8456900 -3.2028200 -3.2651600 
-13.924900 -13.983100 -7.2619900 -7.0893100 
-46.715400 -46.619800 -22.639000 -22.915000 
-101.64900 -101.81100 -43.176300 -42.618700 
-215.36400 -215.07800 -96.589700 -97.528000 
-401.68200 -402.28100 -165.17900 -163.62600 
-769.89200 -768.84900 -330.12000 -332.54300 
1077.8900 1076.7500 440.05300 442;34000 
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TABLE X (Continued) 

m,n=5 

Zinc Zinc Zinc 
at the Between Se Between S 

Interfaces Layers Layers 

-0.3271870 -0.3490500 -0.3623780 
-0.7104090 -0.6870940 -0.8564440 
-3.9749300 -4.0751600 -4.5572200 
-15.594300 -15.318700 -16.882400 
-45.308900 -45.846700 -47.469100 
-91.791800 -90.856400 -93.345000 
-193.15700 -194.72600 -195.86800 
-347.33200 -344.77600 -345.81000 
-679.61800 -683.43400 -669.13000 
930.85600 934.89800 942.14600 

Selenium Selenium Sulfur Sulfur 
Next to the Away from the Next to the Away from the 
Interfaces Interfaces Interfaces Interfaces 

0.0086176 0.0015526 0.0007790 -0.0141629 
-1.0646300 -1.0510200 -0.7415370 -0.7416350 
-3.8739500 -3.9332400 -3.2344300 -3.2829000 
-13.949100 -13.799350 -7.1877000 -7.0348200 
-46.651400 -46.978600 -22.764000 -23.071100 
-101.77800 -101.17600 -42.974100 -42.437900 
-215.13600 -216.14900 -96.921500 -97.838900 
-402.06200 -400.65000 -164.64100 -163.09600 
-769.31000 -771.19300 -330.92400 -333.43200 
1077.2600 1079.3100 440.90900 443.00700 
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TABLE X (Continued) 

m,n=6 

Zinc Zinc Zinc 
at the Between Se Between S 

Interfaces Layers Layers 

-0.3073020 -0.3236390 -0.3347490 
-0.7268170 -0.7140880 -0.8991340 
-3.9473700 -4.0366600 -4.4843300 
-15.645100 -15.382400 -17.005400 
-45.226800 -45.740700 -47.264900 
-91.924500 -91.032900 -93.683300 
-192.93900 -194.43300 -195.31100 
-347.68400 -345.25100 -346.70700 
-679.09300 -682.72500 -667.80800 
930.30000 934.14700 940.77200 

Selenium Selenium Sulfur Sulfur 
Next to the Away from the Next to the Away from the 
Interfaces Interfaces Interfaces Interfaces 

-0.0044120 0.0014836 -0.0099557 -0.0241135 
-1.0687800 -1.0612600 -0.7470580 -0.7511170 
-3.8556700 -3.9039000 -3.2185100 -3.2674900 
-13.985400 -13.843300 -7.2155400 -7.0401400 
-46.667000 -46.978600 -22.726200 -23.093000 
-101.70000 -101.16300 -43.028200 -42.414600 
-215.23200 -216.08600 -96.836600 -97.886000 
-401.91400 -400.75900 -164.77700 -162.93500 
-769.53200 -771.04300 -330.72200 -333.74300 
1077.5000 1079.1500 440.69400 443.36600 
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TABLE X (Continued) 

m,n=7 

Zinc Zinc Zinc 
at the Between Se Between S 

Interfaces Layers Layers 

-0.3269910 -0.3494250 -0.3620110 
-0.7104290 -0.6862870 -0.8580000 
-3.9749800 -4.0766200 -4.5550400 
-15.594100 -15.316400 -16.885400 
-45.309300 -45.850400 .-47.464800 
-91.791100 -90.850400 -93.351900 
-193.15800 -194.73600 -195.85700 
-347.33000 -344.76000 -345.82800 
-679.62000 -683.45800 .. -669.10400 . 
930.85900 934.92300 942.11800 

Selenium Selenium Sulfur Sulfur 
Next to the Away from the Next to the Away from the 
Interfaces Interfaces Interfaces Interfaces 

0.0087442 0.0156404 0.0003724 . ..:0.0138847 
-1.0648900 -1.0512200 ..:0.1409320 -0.7427640 
-3.8725400 -3.9313900 -3.2354000 -3.2813900 
-13.959900 -13.805500 -7.1860500 -7.0370000 
-46.696500 -47.022200 -22.766800 -23.067600 
-101.66200 -101.06200 -42.969400 -42.443700 
-215.29000 -216.30000 -96.929300 -97.829300 
-401.82100 -400.41600 -164.62800 -163.11100 
-769.67400 -771.54300 -330.94300 -333.40900 
1077.6500 1079.6900 440.92900 442.98200 
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TABLE X (Continued) 

m=5, n=7 

Zinc Zinc Zinc 
at the Between Se Between S 

Interfaces . Layers Layers 

-0.3264350 -0.3495320 ~0.3629840 
-0.7110510 -0.6878080 -0.8553400 
-3.9733800 -4.0695500 -4.5581200 
-15.598500 -15.333700 -16.885000 
-45.301100 -45.818800 -47.462700 
-91.805000 -90.904200 -93.356600 
-193.13400 -194.64600 -195.84800 
-347.36700 -344.90500 -345.84100 
-679.56400 -683.24100 -66e.o84oo 
930.80000 934.69300 942.09800 

Selenium Selenium Sulfur Sulfur 
Next to the Away from the Next to the Away from the 
Interfaces Interfaces Interfaces Interfaces 

0.0094640 0.0165995 0.0007031 -0.0129227 
-1.0649700 -1.0493500 -0.7411800 -0.7436380 
-3.8732000 -3.9387800 -3.2339100 -3.2789800 
-13.958600 -13.789300 -7.1890400 -7.0407100 
-46.698900 -47.051500 -22.761700 -23.061400 
-101.65800 -101.01500 -42.978000 -42.457600 
-215.29700 -216.36900 -96.914900 -97.796300 
-401.80900 -400.34300 -164.65200 -163.20700 
-769.69100 -771.72800 -330.90800 -333.03100 
1077.6700 1080.0400 440.89200 442.16800 
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TABLE X (Continued) 

m=5, n=9 

Zinc Zinc Zinc 
at the Between Se Between S 

Interfaces Layers Layers 

-0.3075430 -0.3267660 -0.3377590 
-0.7249670 -0.7113120 -0.8931550 
-3.9507200 -4.0353100 -4.4943300 
-15.641600 -15,393900 -16.995900 
-45.232400 -45.716900 -47.276500 
-91.914700 -91.074800 -93.665700 
-192.95500 -194.36300 -195.33900 
-347.65700 -345.36600 -346.66100 
-679.13200 -682.55400 -667.87500 
930.34200 933.96600 940.84200 

Selenium Selenium Sulfur Sulfur 
Next to the Away from the Next to the Away from the 
Interfaces Interfaces Interfaces Interfaces 

-0.0021283 0.0046577 -0.0094160 -0.0210336 
-1.0687200 -1.0582500 -0.7471920 -0.7563950 
-3.8573600 -3.9158900 -3.2182800 -3.2574000 
-13.981500 -13.814900 -7.2102200 -7.0524800 
-46.674700 -47.032200 -22.740500 -23.076000 
-101.68600 -101.08200 -43.001500 -42.443300 
-215.25600 -216.21100 -96.882000 -97.834700 
-401.87500 -400.55000 -164.70200 -163.05900 
-769.59200 -771.56000 -330.83400 -333.31400 
1077.5700 1079.9700 440.81300 443.05700 
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energy bands was observed along the directions parallel to b3. Thus, only the k-points from 

the middle plane were needed for a determination of the density of states. The scaling factors 

used to weight the symmetry points in the irreducible wedge are listed in Table VIII. 

The core energies of the (ZnSe)1 (ZnS)1 SLS were roughly equivalent to the non­

relativistic Herman-Skillman atomic core energies, as shown in Table XI, and showed no 

significant dispersion throughout the first Brillouin zone. The electronic band structure and total 

density of states (TDOS) near the forbidden band gap region for the (ZnSe)1 (ZnS)1 SLS are 

shown in Figure 11 and the partial density of states (PDOS) is shown in Figure 12. Of the four 

correspondence relations in Eq. (4.1 ), the easiest one to visualize is the r H r + X2 . The r 1v 

and X1v states map into the two f 1v states. From a orbital composition analysis (OCA), the 

lower of the two states is S 3s in nature, while the other is Se 4s in nature. For the upper 

valence states, associated with the Se 4p and S 3p states through a OCA, this folding produces 

four SLS states from the three zincblende states. The three-fold degenerate r15v state is 

broken by the elastic strain into a two-fold degenerate f 5v state consisting of the heavy-hole 

and split-off states and a f 4v light-hole state. The heavy-hole and split-off states remain 

degenerate due to the non-relativistic nature of the FLCAO calculations. The spin-orbit splitting 

energy determined by Shionoya (130) can, however, be used to break this degeneracy so that 

the heavy-hole state assumes the role of valence band maximum. Through a OCA, the f 5v 

state was found to be localized i.n the·se layer, while the f 4v state was delocalized with roughly 

equivalent probability in the Se and S layers. The two-fold degenerate X5v state corresponds 

to a two-fold degenerate f 5v state and the X3v state corresponds to a f'4v state. The two 

lowest conduction states, associated with the Zn 4s states through a OCA, produced by this 

folding are f 1c states. The lowest in energy corresponds to the r1c state (which remains the 

conduction band minimum) and the other to the X1c state. The next four lowest conduction 

states, associated with the Zn 4p states through a OCA, correspond to the X3c state and the 



a Reference (74) 

TABLE XI 

CALCULATED ATOMIC CORE-LIKE ENERGIES 
OF THE (ZnSe)1 (ZnS)1 SLS 

(All values are in electron volts.) 

Atomic Core 
State 

Se 1s 
Zn 1s 
S1s 
Se2s 
Se2p 
Zn2s 
Zn 2p 
S2s 
Se3s 
S2p 
Se3p 
Zn3s 
Zn 3p 

N-R H-S Atomic 
Core Energya 

-12415.97 
-9502.43 
-2447.49 
-1596.01 
-1441.49 
-1158.14 
-1027.96 

-224.63 
-218.70 
-171.81 
-164.06 
-133.24 

-90.63 

(ZnSe)1 (ZnS)1 
SLS Atomic 
Core-Like 

Energy 

-12496.62 
-9560.81 
-2453.69 
-1603.34 
-1441.11 
-1164.67 
-1029.23 

-225.55 
-219.71 
-172.14(1) 
-163.89(1) 
-135.33 

-92.09(1) 
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Figure 11. The electronic band structure and total density of states of the (ZnSe)1 (ZnS)1 SLS. The band gap remained direct 
and the three-fold degenerate bulk valence band maximum is broken by the strain into a two-fold degenerate state 
consisting of the heavy-hole and split-off states and a non-degenerate light-hole state. 
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three-fold degenerate r 15c state. The X3c state corresponds to one of the two r 4c states (the 

one which is lower in energy) and the r15c state is broken into the other r 4c state and a two­

fold degenerate r 5c state. Table XII lists the calculated energies for the (ZnSe)1 (ZnS)1 SLS at 

the r-point, along with the results of Bernard and Zunger and of Nakayama. Where 

degeneracies are broken, the representation in the zincblende structure is given followed by the 

new representation in the SLS structure. The values inside the parentheses indicate the 

degeneracies. While it appears that the Zn 3d X3v and X5v states are degenerate and the r1v, 

r 3v, and X4v states are degenerate, this is not the case. Instead, they are only near 

degeneracies. The disparity between the calculated energy values from the FLCAO and PVMB 

methods is the same as was seen for the bulk compounds. From the PDOS, it can be seen 

that the two lower valence bands have a dominant anion character: the lower being S 3s in 

character and the upper being the Se 4s character. For the upper valence bands, the 

localization of the heavy-hole state in the Se layer is also clearly observed, so that it can be 

associated with a Se 4p state. The light-hole state and the remaining upper valence states are 

a mix between Se 4p and S 3p states, with an additional contribution from the Zn 4s state. The 

Zn 4s contribution is strongest for the lowest of these bands. The lower conduction bands are 

clearly seen to be dominant Zn 4s and 4p states. 

The difference in energy between the light-hole and heavy-states at the band edge as a 

function of the number of monolayers is shown in Figure 13. In all cases, the heavy-hole state 

lies above the light-hole state indicating that the (001) free-standing (ZnSe)m(ZnS)n SLS's are 

strained-induced heavy-hole gap heterostructures. For m,n=2 and 3, the energy separation 

between the two states follow an upward trend (solid curve). The localization of the heavy-hole 

state in the Se layers becomes more distinct, while the light-hole state is found to more 

localized in the Se layers (55% Se 4p and 39% S 3p at the r-point for m,n=3). The Zn 4s 

conduction states receives contributions from all three types of Zn atoms in the unit cell. For 



TABLE XII 

CALCULATED ENERGIES AT THE f-POINT 
FOR THE (ZnSe)1 (ZnS)1 SLS 

{All values are in electron volts and measured with respect 
to the top of the valence band maximum.) 

Symmetry Point FLCAO PVMBa 

Se 4s / S 3s states 
nv (1) -13.10 -13.01 

X1v (1) -12.09 -11.85 

Zn 3d states 
nsv~ f 4v(1) -8.57 -7.78 

nsv~ fsv (2) -8.56 -7.78 
X3v (1) -8.38 -7.65 
Xsv (2) -8.38 -7.53 
n2v~ f 1v (1) -8.23 -7.40 

n2v~ f3v (1) -8.23 -7.40 
X4v (1) -8.23 -7.33 
X1v (1) -8.02 -7.12 

Upper Valence Bands 
X3v (1) -4.14 -4.84 
Xsv (2) -1.99 -2.33 
nsv~ f 4v (1) -0.24 -0.06 

nsv~ fsv (2) 0.00 0.00 

Conduction Bands 
nc (1) 2.63 1.61 
X1c (1) 5.62 3.06 
X3c (1) 5.72 3.70 

nSc~ f 4c (1) 8.47 6.08 

nSc~ f5c (2) 8.50 6.07 

a Reference (101 ). 
b Reference (118). 
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m,n=3, the contributions at the f-point to the lowest conduction state are roughly equivalent 

(33% from Zn at the interfaces, 27% from Zn between Se layers, and 34% from Zn between S 

layers) so that this state is delocalized all along the structure. For m.n~4. the energy separation 

between the two states follows a downward trend (solid curve). Through a OCA, it was seen 

that both the heavy- and light-hole states are localized in the Se layers. The strongest 

contributions to the heavy-hole state are from the middle Se layers, while the contribution from 

the Se layer next to the interface is insignificant. Thus, the heavy-hole state is said to be 

localized deep within the ZnSe monolayers. The light-hole state, on the other hand, receives its 

strongest contributions from the first few layers near the interface and receives a negligible 

contribution from the middle Se layers. The lowest conduction state, however, remains 

delocalized all along the structure, receiving a roughly equivalent contribution from all of the Zn 

layers in the structure. The strongest contributions are from the middle Zn layers between S 

layers and the weakest contributions are from the middle Zn layers between the Se layers. 

When the number of ZnSe monolayers was frozen at m=5 and the number of ZnS monolayers 

was increased (n=5, 7, and 9), the energy separation between the light- and heavy-hole states 

remained constant (dashed line). The localization of the two states in the Se layers showed no 

dependency on the number of ZnS monolayers. In all three cases, the strongest contributions 

to the heavy-hole state are approximately 28% from the middle ZnSe monolayer, 22% from 

each of the adjacent ZnSe monolayers, and 10% from each of the ZnSe monolayers at the 

interface. The strongest contributions to the light-hole state are approximately 25% from each 

of the ZnSe monolayers at the interface and 18% from each of the adjacent ZnSe monolayers. 

The light-hole state received no contribution from the middle ZnSe monolayer. In addition, the 

lowest conduction state remains delocalized, receiving its strongest contributions from the 

middle ZnS monolayers (-10%) and its weakest contributions from the middle ZnSe 

monolayers (-6%). The average PDOS of the (ZnSe)7(ZnS)7 SLS and the (ZnSe)5(ZnS)9 

SLS for the seven types of atoms in the unit cell are shown in Figures 14-16 and 17-19, where 

the delocalization of the lowest conduction state throughout the Zn layers is clearly seen. The 
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Figure 15. The average partial density of states for the two classifications of S atoms in the (ZnSe)7(ZnS)7 SLS. 
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Figure 17. The average partial density of states for the two classifications of Se atoms in the (ZnSe)5(ZnS)9 SLS. 

12 

00 
VI 



en 
1--z 
:::> 

>­n: 
<( 
n: 
1--m 
n: 
<( 

-6 

• •• •• I 
I 
I • • I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

: \ ., I 11 
I I, 

• • 
I • . ., 
I I 
I I 
I •I 
I I I 
I 0 
I I 
I I • I • • • I •• 

-4 -2 0 

----S next to the interfaces 
·••••••••••••• S between Zn layers 

2 4 
ENERGY {eV) 

6 8 10 

Figure 18. The average partial density of states for the two classifications of S atoms in the (ZnSe}s(ZnS}g SLS. 
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localization of the heavy- and light-hole states in the Se layers is clearly seen by overlapping 

the average PDOS of the Zn, Se, and S atoms, as is shown in Figures 20 and 21 for the two 

SLS's. In both cases, the valence band offset is estimated to be roughly 1.0 eV. These results 

suggest a large valence band offset offering a strong confinement of the holes in the ZnSe 

quantum wells and a small conduction band offset offering a weak confinement of the electrons. 

The band gaps determined from these electronic structure calculations remained direct, 

as was assumed. The band gap energy of the (ZnSe)m(ZnS)m SLS's follows a downward 

trend as the number of monolayers is increased, as shown in Figure 22, similar to the one 

found in the semi-empirical calculations of Wu et al. For m=1, the band gap energy was 

determined to be 2.63 eV, which is approximately two tenths of an eV higher than the 

calculated band gap energy of bulk ZnSe (short dashed line). For m=4, the band gap energy 

was equal to that of bulk ZnSe. With a further increase in the number of monolayers, the band 

gap energy continued its downward trend and showed no signs of leveling off. This behavior 

supports the conclusion of Kawakami et al (15) that there is a transition from a type-I to a type­

II superlattice for certain combinations of the {m,n} values. These results, however, are 

insufficient to confirm such a transition because of the nature of the nonself-consistent 

calculations and the known error in the bulk band gaps. For m~3. the calculated band gap 

energy for m=odd is roughly equal to the subsequent m=even value. Thus, the band gap 

energy appers to have a step-like dependency with the number of monolayers. A smooth curve 

can be obtained, however, by considering only the m=odd (solid curve) or m=even values for 

the number of monolayers. 

An attractive feature assumed of the (ZnSe)m(ZnS)n SLS's is the ability to manipulate 

the band gap energy through the set of {m,n} values. To lower the band gap energy would 

require, it is believed, an increase in the number of ZnSe monolayers. An increase in the 

number of ZnS monolayers should then have the opposite effect, an increase in the band gap 

energy. This effect was studied through the electronic structure calculations of the 

(ZnSe)5(ZnS)n SLS's for n=5, 7, and 9 (long dashed curve) in an effort to bring the band gap 
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energy back above the bulk ZnSe value. The calculated energy was 2.33 eV for n=5 and 

decreased to 2.30 eV for n=7. For n=9, however, the energy showed a small increase to 2.31 

eV. This result suggests if not an upward trend, then at least a leveling off of the band gap 

energy. 

Band Offsets 

The monolayers used to construct a SLS are generally considered to be either part of 

the strained bulk-like region or the interfacial region. The bulk-like region is effectively isolated 

from the interfaces and is expected to have characteristics which are similar to those of the 

corresponding bulk compound. The interfacial region, on the other hand, has a much more 

complex behavior due to the charge redistribution and possible dislocations found at the 

interfaces. The band offsets can then be expressed as the sum of the bulk-like and interfacial 

contributions 

E Ebulk-like Einterfacial 
A offset = A offset + A offset · (4.25) 

In this work, the heterostructures were assumed to be free of dislocations and the strain has 

been accounted for through the VFF model. In nonself-consistent calculations, though, it is not 

possible to account for the charge redistribution. In their study of common-anion SLS's, 

however, Wei and Zunger (131) have shown that the contribution to the valence band offset 

from the interfacial region is small and can be ignored. Furthermore, they have proposed that 

their core-level model can be applied to common-cation SLS's as long as the superlattice is 

sufficiently large. In the core-level model, the valence band offset is expressed as 

AE = (Ezns _ Eznse )- ( zns _ ZnSe) 
VBO a a Ea Ea • (4.26) 

where a denotes a atomic-like cation core state at the band edge, E!ns -E~se the apparent 

chemical shift (ACS) and E!ns - E~se the true chemical shift (TCS). The ACS, given in Table 

XIII for each of the cation core states, was determined from the bulk compound calculations of 

the previous chapter. The TCS, given in Table XIV for each of the cation core states, was 

determined from the (ZnSe)7(ZnS)7 SLS calculation. The average values, discarding the Zn 1s 



TABLE XIII 

THE APPARENT CHEMICAL SHIFT FOR 
THE ATOMIC-LIKE Zn CORE STATES 

(All values are in electron volts and measured with respect 
to the corresponding bulk valence band maximum.) 

a EZnS · EZnSe Ezns -Eznse 
a a a a 

Zn 1s -9547.62 -9550.69 3.07 
Zn2s -1153.42 -1154.52 1.10 
Zn2p -1018.14 -1019.08 0.94 
Zn3s -124.14 -125.18 1.04 
Zn3p -80.92 -81.93 1.01 
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TABLE XIV 

THE TRUE CHEMICAL SHIFT FOR THE 
ATOMIC-LIKE Zn CORE STATES 

(All values are in electron volts and are measured with 
respect to a material independent reference.) 

ezns ZnSe ezns -Eznse 
a ea a a 

Zn 1s -9558.41 -9559.57 1.16 
Zn2s -1164.46 -1164.49 0.03 
Zn 2p -1029.24. -1029.19 -0.05 
Zn3s -135.27 -135.18 -0.09 
Zn3p -92.09 -92.02 -0.07 
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results, are 1.02 eV for the ACS and -0.04 for the TCS. · The resulting valence band offset has 

a value of 1.06 eV and suggests a strong confinement of the holes in the ZnSe quantum wells. 

Using the core-level model notation, the conduction band offset can be expressed as· 

L1Ecso == (E!ns """"E!nse )- (E!ns _ E!nse )- (e~ns _ e~nse ), (4.27) 

where E~ns and E~nse are the calculated bulk compound band gap energies {3.51 eV for ZnS 

and 2.41 eV for ZnSe). The resulting conduction band offset has a value of -0.04 eV and 

suggests a negligible confinement of the electrons in the ZnS quantum wells. Both offset 

values are in excellent agreement with the estimated offsets from the partial density of states 

calculations. 

The valence band offset determined from the core-level model, however, is roughly 

twice the size of the one calculated by Christensen et al even though the Zn 3d states were 

treated as fully relaxed states in both the FLCAO and LMTO calculations. To determine if this 

discrepancy occurs as a result of differences between the ab initio methods or the offset 

models, the valence and conduction band offsets for the (ZnSe)m{ZnS)m SLS's for m:?:3 and 

the (ZnSe)5(ZnS)n SLS's for n=10, 15, and 20 have been calculated using the frozen-potential 

model. Primitive non-rectangular two-atom unit cells were constructed for bulk-like ZnSe and 

ZnS using the lattice parameters from the middle monolayers of the SLS's, which are given in 

Tables IX and XV. Electronic structure calculations at the band edge were then performed on 

the bulk-like compounds to determine the absolute energy of the upper valence and CBM 

states. For both bulk-like compounds, the strain split the three-fold degenerate VBM found in 

the true bulk compounds into a two-fold degenerate (heavy-hole and split-off) state and a light­

hole state. The degenerate state was at the higher energy for bulk-like ZnSe {-10.01 eV to -

10.26 eV), while the light-hole state had the higher energy for bulk-like ZnS {-10.95 eV to -11.13 

eV). In all cases, there was a strain induced lowering of the band gap energy for both bulk-like 

compounds (-0.05 eV for ZnSe and -0.30 eV for ZnS). Such a lowering is expected for bulk­

like ZnS, but not for bulk-like ZnSe. The valence band offset is then expressed as the energy 



TABLE XV 

LATTICE PARAMETERS FOR THE BULK-LIKE 
ELECTRONIC STRUCTURE CALCULATIONS 

(All values are in atomic units.) 

{m,n} axy dzn-Se (middle) dzn-S (middle) 

5,10 5.1805 2.7862 2.5069 
5,15 5.1621 2.7972 2.5197 
5,20 5.1514 2.8117 2.5271 
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difference of the bulk-like ZnS light-hole state and the bulk-like ZnSe heavy-hole state 

.i1E _ Ebulk-like ZnS _ Ebulk-like ZnSe 
VBO - fh hh (4.28) 

and the conduction band offset is expressed as the energy difference of the bulk-like 

conduction band minimums 

.i1E _ Ebulk-like ZnS _ Ebulk-like ZnSe 
CBO - CBM CBM ' (4.29) 

Similar to the core-level model, the band offsets determined from the frozen-potential model do 

not receive any contribution from the interfacial region. The resulting band offsets are listed in 

Table XVI and show little dependency on the number of ZnS monolayers. The band offsets are 

in excellent agreement with those determined using the core-level model and those estimated 

from the· density of states. Thus, the discrepancy in the values presented in this work and 

those from the work of Christensen et al result from the differences between the ab initio 

FLCAO and LMTO methods. This discrepancy, however, is not the result of the FLCAO 

calculations being nonself-consistent. The electonic structure of bulk ZnSe and ZnS 

determined by this method has already been shown to be in good agreement with other ab initio 

calculations and with photoemission and reflectivity measurements. This agreement is also 

expected to be present in the bulk-like calculations of the frozen-potential model. 

The results of this band offset study indicate a large valence band offset (-1.0 eV), 

which suggests a strong confinement of the holes in the ZnSe quantum wells. This 

confinement is in excellent agreement with the results of the electronic band structure 

calculations, where the heavy- and light-hole states were determined to be localized in the 

ZnSe monolayers. The near vanishing conduction band offset (--0.1eV) suggests a weak 

confinement of the electrons. The negative value would indicate a type-II superlattice, where 

the ZnS monolayers would act as a quantum well to the electrons. This result is also in 

agreement with the electronic band structure calculations, where the lowest conduction state 

was determined to be roughly delocalized all along the structure. Through an OCA, the middle 

Zn layers between S layers was found to give the strongest contribution to this state. This 



TABLE XVI 

THE CALCULATED BAND OFFSETS OF 
THE (ZnSe)m(ZnS)n SLS's 

(All values are in electron volts.) 

m,n AEVBO AECBO 

m,nt3 0.94 -0.16 
5,10 1.02 -0.16 
5,15 1.05 -0.15 
5,20 1.07 -0.14 
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analysis could be interpreted as indicating the ZnSmonolayers do serve as quantum wells to 

the electrons, but only offer a weak confinement. Due to the nature of nonself-consistent 

calculations and the small value of the conduction band offset, however, the results suggest 

that the (ZnSe}m(ZnS}n SLS's do not form either a type-I or type-II superlattice. 



CHAPTERV 

CONCLUSIONS 

The FLCAO Method 

The strength of the FLCAO method is that for unit cells having some form of 

rectangular sym·metry the factorization of the energy matrix elements into x-, y-, and z­

components effectively reduces a N3 problem down to a 3N one. The computational time 

saved using this factorization technique can easily be seen in Table XVI, which compares the 

needed time for the evaluation of the kinetic energy and overlap matrix elements and the 

potential energy matrix elements of the bulk compounds {primitive non-rectangular unit cell) and 

the ultra short-period SLS's {primitive rectangular unit cell). The computational time needed for 

the evaluation of the kinetic energy and overlap matrix elements is roughly proportional to the 

number of basis functions, irrespective of the unit cell's symmetry. Thus, the factorization 

technique offers no significant time savings for these elements. However, the computational 

burden has always been with the evaluation of the potential energy matrix elements and it is 

with these elements that the FLCAO method excels. The computational time needed for the 

evaluation of the potential energy matrix elements of the {ZnSe)2{ZnS)2 SLS {348 basis 

functions) is roughly equivalent to the time needed for either bulk compound {72 basis functions 

for ZnS and 102 basis functions for ZnSe). Thus, the computational burden of evaluating the 

energy matrix elements can be effectively eliminated through the use of this factorization 

technique. 

On the other hand, the FLCAO method cannot reduce the computational time needed 

for the diagonalization of the energy matrix. It is this comput~tional burden that has plagued all 
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Atoms Per 
Unit Cell 
No. Basis 
Functions 

KE& 
Overlap 

PE 

TABLE XVII 

COMPUTATIONAL TIMEa NEEDED FOR THE EVALUATION 
OF THE ENERGY MATRIX ELEMENTS AND THE 
DIAGONALIZATION OF THE ENERGY MATRIX 

Bulk ZnSe BulkZnS (ZnSe)1(ZnS)1 (Zn Se )2(ZnS)2 
SLS SLS 

2 2 4 8 

102 72 174 348 

Omin Omin Omin 1 min 
18 sec 16 sec 29sec 2 sec 
8min 10 min 4min 11 min 
34 sec 59sec 23 sec 29 sec 

Atoms Per No. Basis Diagonali-
Unit Cell Functions zation 

(ZnSe)1 (ZnS)1 4 174 2min 
SLS 55 sec 

(Zn Se )2(ZnS)2 8 348 17 min 
SLS 55 sec 

(Zn Se )3(ZnS)3 12 522 46min 
SLS 54 sec 

(ZnSe)4(ZnS)4 16 659 105 min 
SLS 17 sec 

(Zn Se )s(ZnS)s 20 870 201 min 
SLS 47sec 

(Zn Se )s(ZnS)s 24 1044 346 min 
SLS 14 sec 

(Zn Se }7(ZnS)7 28 1218 545 min 
SLS 26 sec 

(ZnSe)s(ZnS)7 24 1014 317 min 
SLS 26sec 

(ZnSe )s(ZnS)9 28 1185 534 min 
SLS 38 sec 

a Scalar FLCAO code run on a IBM 3090-200$ supercomputer. 
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(Zn Se )3(ZnS)3 
SLS 

12 

522 

1 min 
40 sec 
21 min 
38sec 
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ab initio and semi-empirical electronic structure calculations. As can also be seen from Table 

XVII, the amount of computational time required for a single iteration at each k-point is non­

linearly proportional to the number of basis functions. An additional burden for self-consistent 

calculations is that five iterations are generally needed to reach self-consistentcy. This 

restriction on the size of the problem which can be effectively handled has become obvious in 

the study of SLS's where electronic structure calculations have been limited to the short-period 

SLS's, which are not even fabricated due to growth difficulties. To remain an effective tool in 

the study of the electronic properties of today's complex crystals, vastly improved techniques 

for the diagonalization of the energy matrix must be developed for use in electronic structure 

calculations. One proposed method to reduce this computational burden is through the use of 

the Sturm sequences, which is a diagonalization technique (which can utilize parallel 

processors) used to determine the energy eigenvalues within a specified range (132). To 

achieve a significant time savings, though, only about 25% of the energy eigenvalues can be 

considered. Since the core energies are generally known to be close to the atomic core 

energies, however, the specified range can be used to determine the valence and lower 

conduction energies. 

The (ZnSe)m(ZnS)n SLS's 

The objective of this work was to evaluate the (ZnSe)m(ZnS)n SLS's as potential 

candidates for use in the development of optoelectronic devices. While no single study can 

arrive at a definitive conclusion, the results of this study do indicate that these SLS's have 

certain characteristics which remain unchanged with respect to the number of monolayers. 

From the electronic band structure calculations, the heavy- and light-hole states were found to 

be localized in the Se layers. The lowest conduction state, on the other hand, was determined 

to be delocalized. The strongest contributions to this state were from the middle Zn layers 

between S layers, while the weakest contributions were from the middle Zn layers between Se 

layers. The valence band offset was determined to be large (-1 eV), indicating that the heavy-
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and light-holes would be confined in the ZnSe quantum wells. This proposed confinement of 

the heavy- and light-holes is in excellent agreement with the localization of the heavy- and light­

hole states in the ZnSe monolayers. The near vanishing conduction band offset (--0.1 eV) 

indicates a negligible confinement of the electrons and suggests that the (ZnSe)m(ZnS)n SLS's 

do not form either type of superlattice. This weak confinement of the electrons is in excellent 

agreement with the delocalization of the lowest conduction state and the temperature 

dependence photoluminescence study of Kuwabara et al (33) on the ZnSe (50 A) - ZnS (50 A) 

SLS. At low temperature, the PL emission lines were interpreted to be due to free excitons, 

where both the electrons and holes are confined. in quantum wells.· At room temperature, 

however, the PL emission lines were associated with band edge transitions. Furthermore, the 

localization of the heavy- and light-holes and the valence band offset were found to be roughly 

independent of the number of ZnS monolayers. This would suggest that for a sufficiently large 

enough number of ZnS monolayers, there would not be any significant overlapping of the 

excitonic wave functions between ZnSe sublattices. As a result, the electrons could be 

effectively localized in a single ZnSe sublattice at low temperatures and the electronic 

properties, specifically the band gap energy, could then be fine-tuned through the number of 

ZnS monolayers (the FLCAO results do indicate a possible upward trend of the band gap 

energy when n is increased). However, the results also suggest that the (ZnSe)m(ZnS)n SLS's 

do not appear to be promising candidates for use in the development of a efficient room 

temperature blue LED. 
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