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## CHAPTER I

## BACKGROUND

Introduction

Automorphic forms on $G L(3, \mathrm{R})$ can be thought of as a generalization of the more classical and familiar automorphic forms on $G L(2, R)$. The aspects which generalize to $G L(3, \mathrm{R})$ are outlined in Chapter 1 of [B1] and are reproduced here for comparison to the $G L(3, \mathrm{R})$ case. Automorphic forms on $G L(2, \mathrm{R})$ are functions on the upper half plane $H$. In particular, there are two general types of automorphic forms on $G L(2, \mathbf{R})$; namely, holomorphic or modular forms and Maass forms. It is the Maass forms which generalize to $G L(3, \mathbf{R})$.

In order to generalize Maass forms to automorphic forms on $G L(3, \mathbf{R})$ we consider $H$ as $G L(2, \mathrm{R}) / Z K$ where $Z$ is the center of $G L(2, \mathrm{R})$ and $K$ is the subgroup of orthogonal matrices. Thus we have

$$
H \cong\left\{\left(\begin{array}{cc}
y & x \\
& 1
\end{array}\right): x, y \in \mathbf{R}, y>0\right\} .
$$

In this way the natural action of $S L(2, \mathrm{Z})$ on $H$ is given by matrix multiplication. With this action we define the automorphic forms of Maass. A complex-valued function $f$ on $H$ is a Maass form if
(a) $f(g z)=f(z)$ for all $g \in S L(2, \mathbf{Z})$ and $z \in H$,
(b) $f$ is an eigenfunction of the $G$-invariant differential operators on $H$, and
(c) there exists an $n$ such that $f\left(\left(\begin{array}{ll}y & \\ & 1\end{array}\right)\right) y^{n}$ is bounded for $y>1$.

We say $f$ is a cusp form, if in addition

$$
\int_{0}^{1} f\left(\left(\begin{array}{ll}
y & x \\
& 1
\end{array}\right)\right) d x=0 \quad \text { for all } y>0
$$

Condition (b) in this definition can be made more precise. That is, the space of $G$-invariant differential operators on $\mathcal{H}$ is generated by

$$
\Delta=-y^{2}\left(\frac{d^{2}}{d x^{2}}+\frac{d^{2}}{d y^{2}}\right)
$$

Therefore, condition (b) implies $\Delta f=\lambda f$ for some eigenvalue $\lambda \in \mathbf{C}$. Thus associated to $f$ is a complex number $\lambda$; however, a more natural parameter to associate with $f$ is $\nu$ where $\lambda=\nu(1-\nu)$. In this situation we say $f$ is a Maass form (or respectively cusp form) of type $\nu$. In the $G L(3, \mathbf{R})$ case it is known that the space of differential operators is generated by two elements. Thus the type is given by two complex numbers.

Condition (a) in the definition of a Maass form implies that

$$
f\left(\left(\begin{array}{ll}
y & x \\
& 1
\end{array}\right)\right)
$$

is periodic in $x$. This, along with the other conditions, gives a Fourier expansion of the form

$$
f\left(\left(\begin{array}{ll}
y & x \\
& 1
\end{array}\right)\right)=\sum_{n \in \mathbf{Z}} a_{n} W^{\nu}\left(\left(\begin{array}{cc}
n y & n x \\
& 1
\end{array}\right)\right)
$$

where

$$
W^{\nu}\left(\left(\begin{array}{ll}
y & x \\
& 1
\end{array}\right)\right)=2 \sqrt{y} K_{\nu-\frac{1}{2}}(2 \pi y) \mathrm{e}(x)
$$

and $K_{\nu}(z)$ is the standard K-Bessel function. If $f$ is a cusp form then $a_{0}=0$, and we can write

$$
f\left(\left(\begin{array}{ll}
y & x \\
& 1
\end{array}\right)\right)=\sum_{n \neq 0} a_{n} W^{\nu}\left(\left(\begin{array}{cc}
n y & n x \\
& 1
\end{array}\right)\right)
$$

Thus associated to a cusp form is a sequence $\left\{a_{n}\right\}_{n \neq 0}$. This sequence is used to define the L-function associated with $f$. For $f$ a cusp form, the $L$-function associated with $f$ is

$$
L(s, f)=\sum_{n \neq 0} \frac{a_{n}}{n^{s}} .
$$

It is known that this series is absolutely convergent in a right half pane, extends to an entire function of $s$, and satisfies a functional equation of the form

$$
\pi^{-s} \Gamma\left(\frac{s+\nu}{2}\right) \Gamma\left(\frac{1+s-\nu}{2}\right) L(s, f)=\pi^{s-1} \Gamma\left(\frac{1-s+\nu}{2}\right) \Gamma\left(\frac{2-s-\nu}{2}\right) L(1-s, f) .
$$

A similar functional equation for the L-function associated with a cusp form on $G L(3, \mathbf{R})$ was first proven by Godement and Jacquet ([GJ]). A more direct proof using the machinery of representation theory was given by Jacquet, Piatetski-Shapiro, and Shalika ([JPS]); however the gamma factors were not explicitly evaluated. Later, following methods of [JPS], a classical proof was given by Bump ([B1]). In this work the gamma factors were specifically evaluated, but the method relied on the introduction of Eisenstein series. Finally, by introducing an auxiliary variable, a classical and direct method was presented by Hoffstein and Murty ([HM1]).

Jacquet, Piatetski-Shapiro, and Shalika ([JPS]) go much further and prove the converse theorem in the more general setting of automorphic forms on the Adele group. The $G L(2, \mathrm{R})$ analog had previously been proven by Weil ([W]) (See the appendix for remarks on Weil's converse theorem). The converse theorem states that a function is a cusp form if and only if all twists by characters of the L-function associated with the form have an Euler product, are entire and bounded in every vertical strip, and satisfy a similar functional equation.

In the following work, the exact form of the functional equation for the L-function associated with a cusp form on $G L(3, \mathbf{R})$ which has been twisted by a primitive Dirichlet character will be established. The methods of [B1] will be used while incorporating the methods of [HM1]. We will also be relying on the handwritten notes of Hoffstein and Murty ([HM2]), which were provided by Hoffstein. In these notes they work out the functional equation for the L-function twisted by an additive character of prime modulus. Their results were easily extended to the case of a primitive Dirichlet character of prime modulus and
by a modification of their argument the result was obtained for even primitive Dirichlet characters with any modulus. Finally, by introducing an auxiliary variable, the result was obtained for all primitive Dirichlet characters. It is hoped that by interpreting the results of [JPS] into classical language more insight may be obtained regarding the behavior of the cusp forms themselves.
$G L(3, R)$ Preliminaries

We can now define an automorphic form on $G=G L(3, \mathbf{R})$. Let $K$ denote the subgroup of orthogonal matrices in $G$, let $Z$ denote the center of $G$, and let $\mathcal{H}=G / Z K$. It is this space $\mathcal{H}$ which plays the role of the upper half plane. We note, by the Iwasawa decomposition, that each coset in $\mathcal{H}$ has a unique representative of the form

$$
\tau=\left(\begin{array}{ccc}
y_{1} y_{2} & y_{1} x_{2} & x_{3} \\
& y_{1} & x_{1} \\
& & 1
\end{array}\right) \quad \text { where } y_{1}, y_{2}>0 \text { and } x_{1}, x_{2}, x_{3} \in \mathbf{R}
$$

We also introduce an auxiliary coordinate $x_{4}$ given by the relation

$$
x_{1} x_{2}=x_{3}+x_{4}
$$

which will greatly simplify some of the formulas. Finally, we let $\Gamma=G L(3, \mathbf{Z})$. A $G L(3, \mathbf{R})$ automorphic form is a complex-valued function $F$ on $\mathcal{H}$ such that
(a) $F(g \tau)=F(\tau)$ for all $g \in \Gamma$ and $\tau \in \mathcal{H}$,
(b) F is an eigenfunction of the $G$-invariant differential operators on $\mathcal{H}$, and
(c) there exist constants $n_{1}, n_{2}$ such that $F\left(\left(\begin{array}{lll}y_{1} y_{2} & & \\ & y_{1} & \\ & & 1\end{array}\right)\right) y_{1}^{n_{1}} y_{2}^{n_{2}}$ is bounded on the subset of $\mathcal{H}$ determined by $y_{1}, y_{2}>1$.

We say $F$ is a cusp form if in addition

$$
\begin{aligned}
& \int_{0}^{1} \int_{0}^{1} F\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right) d x_{1} d x_{3}=0 \\
& \int_{0}^{1} \int_{0}^{1} F\left(\left(\begin{array}{ccc}
1 & x_{2} & x_{3} \\
& 1 & \\
& & 1
\end{array}\right) \tau\right) d x_{2} d x_{3}=0
\end{aligned}
$$

As in the $G L(2, \mathbf{R})$ case, condition (b) can be made more precise. The space of $G$-invariant differential operators on $\mathcal{H}$ is generated by two elements ([B1] 2.33 and 2.37); namely,

$$
\Delta_{1}=y_{1}^{2} \frac{\partial^{2}}{\partial y_{1}^{2}}+y_{2}^{2} \frac{\partial^{2}}{\partial y_{2}^{2}}-y_{1} y_{2} \frac{\partial^{2}}{\partial y_{1} \partial y_{2}}+y_{1}^{2}\left(x_{2}^{2}+y_{2}^{2}\right) \frac{\partial^{2}}{\partial x_{3}^{2}}+y_{1}^{2} \frac{\partial^{2}}{\partial x_{1}^{2}}+y_{2}^{2} \frac{\partial^{2}}{\partial x_{2}^{2}}+2 y_{1}^{2} x_{2} \frac{\partial^{2}}{\partial x_{1} \partial x_{3}}
$$

and

$$
\begin{aligned}
\Delta_{2}= & -y_{1}^{2} y_{2} \frac{\partial^{3}}{\partial y_{1}^{2} \partial y_{2}}+y_{1} y_{2}^{2} \frac{\partial^{3}}{\partial y_{1} \partial y_{2}^{2}}-y_{1}^{3} y_{2}^{2} \frac{\partial^{3}}{\partial x_{3}^{2} \partial y_{1}}+y_{1} y_{2}^{2} \frac{\partial^{3}}{\partial x_{2}^{2} \partial y_{1}}-2 y_{1}^{2} y_{2} x_{2} \frac{\partial^{3}}{\partial x_{1} \partial x_{3} \partial y_{2}} \\
& +y_{1}^{2} y_{2}\left(y_{2}^{2}-x_{2}^{2}\right) \frac{\partial^{3}}{\partial x_{3}^{2} \partial y_{2}}-y_{1}^{2} y_{2} \frac{\partial^{3}}{\partial x_{1}^{2} \partial y_{2}}+2 y_{1}^{2} y_{2}^{2} \frac{\partial^{3}}{\partial x_{1} \partial x_{2} \partial x_{3}}+2 y_{1}^{2} y_{2} x_{2} \frac{\partial^{3}}{\partial x_{2} \partial x_{3}^{2}} \\
& +y_{1}^{2} \frac{\partial^{2}}{\partial y_{1}^{2}}-y_{2}^{2} \frac{\partial^{2}}{\partial y_{2}^{2}}+2 y_{1}^{2} x_{2} \frac{\partial^{2}}{\partial x_{1} \partial x_{3}}+y_{1}^{2}\left(x_{2}^{2}+y_{2}^{2}\right) \frac{\partial^{2}}{\partial x_{3}^{2}}+y_{1}^{2} \frac{\partial^{2}}{\partial x_{1}^{2}}-y_{2}^{2} \frac{\partial^{2}}{\partial x_{2}^{2}} .
\end{aligned}
$$

Therefore, condition (b) implies $\Delta_{1} F=\lambda F$ and $\Delta_{2} F=\mu F$ for some eigenvalues $\lambda, \mu \in \mathbf{C}$. However, more natural parameters to associate with $F$ are $\nu_{1}, \nu_{2} \in \mathrm{C}$ which are given by the relations ([B1] p. 33)

$$
\lambda=3\left(\nu_{1}^{2}+\nu_{1} \nu_{2}+\nu_{2}^{2}-\nu_{1}-\nu_{2}\right)
$$

and ([B1] p. 34)

$$
\mu=-2 \nu_{1}^{3}-3 \nu_{1}^{2} \nu_{2}+3 \nu_{1} \nu_{2}^{2}+2 \nu_{2}^{3}+3 \nu_{1}^{2}-3 \nu_{2}^{2}-\nu_{1}+\nu_{2} .
$$

In this situation we say $F$ is an automorphic form (or respectively cusp form) of type $\left(\nu_{1}, \nu_{2}\right)$.

Also of particular interest in the theory of automorphic forms for $G L(3, \mathrm{R})$ is the involution

$$
{ }^{\imath} \tau=w_{1}{ }^{t} \tau^{-1} w_{1} \quad \text { where } \quad w_{1}=\left(\begin{array}{lll} 
& -1 & -1 \\
-1 & &
\end{array}\right)
$$

We use this involution to define the dual $\tilde{f}$ of any function $f$ on $\mathcal{H}$, which is given by

$$
\tilde{f}(\tau)=f\left({ }^{\iota} \tau\right)
$$

If $F$ is an automorphic form of type $\left(\nu_{1}, \nu_{2}\right)$ then $\widetilde{F}$ is an automorphic form of type $\left(\nu_{2}, \nu_{1}\right)$ ([B1] p. 71).

We now recall the expansion of an automorphic form in terms of Whittaker functions ([B1] Chapter 4). This will give the coefficients used to define the L-function for $G L(3, \mathbf{R})$. We first must define several subgroups of $\Gamma=G L(3, Z)$. We let

$$
\begin{aligned}
& \Gamma_{\infty}=\left\{\tau \in \Gamma: \tau=\left(\begin{array}{ccc}
1 & A & B \\
& 1 & C \\
& & 1
\end{array}\right)\right\} \\
& \Gamma^{2}=\left\{\tau \in \Gamma: \tau=\left(\begin{array}{lll}
A & B & \\
C & D & \\
& & 1
\end{array}\right)\right\} \\
& \Gamma_{1}^{2}=\left\{\tau \in \Gamma^{2}: \operatorname{det}(\tau)=1\right\} \\
& \Gamma_{\infty}^{2}=\Gamma^{2} \cap \Gamma_{\infty} .
\end{aligned}
$$

We now let $F$ be an automorphic form of type $\left(\nu_{1}, \nu_{2}\right)$. Since $F$ is invariant under $\left(\begin{array}{lll}1 & & 1 \\ & 1 & 1 \\ & & 1\end{array}\right)$ we have the Fourier expansion

$$
F(\tau)=\sum_{n_{1}, n_{3} \in \mathbf{Z}} F_{n_{1}}^{n_{3}}(\tau)
$$

where

$$
F_{n_{1}}^{n_{3}}(\tau)=\int_{0}^{1} \int_{0}^{1} F\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-n_{1} x_{1}-n_{3} x_{3}\right) d x_{1} d x_{3} .
$$

We also note ([B1] 4.5) that for $A, B, C, D, m \in \mathrm{Z}$ with $A D-B C=1$ and $m>0$ we have

$$
F_{m D}^{m C}(\tau)=F_{m}^{0}\left(\left(\begin{array}{lll}
A & B & \\
C & D & \\
& & 1
\end{array}\right) \tau\right) .
$$

Thus we have that

$$
F(\tau)=F_{0}^{0}(\tau)+\sum_{g \in \Gamma_{\infty}^{2} \backslash \Gamma_{1}^{2}} \sum_{m=1}^{\infty} F_{m}^{0}(g \tau)
$$

Noting that $F_{m}^{0}$ is invariant under $\left(\begin{array}{lll}1 & 1 & \\ & 1 & \\ & & 1\end{array}\right)$ we see that we have the Fourier expansion

$$
F_{m}^{0}(\tau)=\sum_{n \in \mathbf{Z}} F_{m, n}(\tau)
$$

where

$$
F_{n_{1}, n_{2}}=\int_{0}^{1} \int_{0}^{1} \int_{0}^{1} F\left(\left(\begin{array}{ccc}
1 & x_{2} & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-n_{1} x_{1}-n_{2} x_{2}\right) d x_{1} d x_{2} d x_{3}
$$

Hence,

$$
F(\tau)=\sum_{n_{2} \in \mathbf{Z}} F_{0, n_{2}}(\tau)+\sum_{g \in \Gamma_{\infty}^{2} \backslash \Gamma_{1}^{2}} \sum_{n_{1}=1}^{\infty} \sum_{n_{2} \in \mathbf{Z}} F_{n_{1}, n_{2}}(g \tau) .
$$

We observe that

$$
F_{n_{1}, n_{2}}\left(\left(\begin{array}{ccc}
-1 & & \\
& 1 & \\
& & 1
\end{array}\right) \tau\right)=F_{n_{1},-n_{2}}(\tau)
$$

and if we assume that $F$ is a cusp form we see that $F_{0, n_{2}}=0$ and $F_{n_{1}, 0}=0$, whence

$$
F(\tau)=\sum_{g \in \Gamma_{\infty}^{2} \backslash \Gamma^{2}} \sum_{n_{1}=1}^{\infty} \sum_{n_{2}=1}^{\infty} F_{n_{1}, n_{2}}(g \tau) .
$$

There exist $a_{n_{1}, n_{2}}$ ([B1] 4.12) such that

$$
F_{n_{1}, n_{2}}(\tau)=\frac{a_{n_{1}, n_{2}}}{\left|n_{1} n_{2}\right|} W_{1,1}^{\nu_{1}, \nu_{2}}\left(\left(\begin{array}{ccc}
n_{1} n_{2} & & \\
& n_{1} & \\
& & 1
\end{array}\right) \tau\right)
$$

where

$$
\begin{aligned}
& W_{n_{1}, n_{2}}^{\nu_{1}, \nu_{2}}(\tau) \\
&= \pi^{\frac{1}{2}-3 \nu_{1}-3 \nu_{2}} \Gamma\left(\frac{3 \nu_{1}}{2}\right) \Gamma\left(\frac{3 \nu_{2}}{2}\right) \Gamma\left(\frac{3 \nu_{1}+3 \nu_{2}-1}{2}\right) y_{1}^{2 \nu_{1}+\nu_{2}} y_{2}^{\nu_{1}+2 \nu_{2}} \mathrm{e}\left(n_{1} x_{1}+n_{2} x_{2}\right) \\
& \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\xi_{4}^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \mathrm{e}\left(-n_{1} \xi_{1}-n_{2} \xi_{2}\right) d \xi_{1} d \xi_{2} d \xi_{3}
\end{aligned}
$$

with $\tau$ written in the standard coordinates and $\xi_{1} \xi_{2}=\xi_{3}+\xi_{4}$. With this we have established
Lemma 1.1. [B1] If $F$ is a cusp form of type $\left(\nu_{1}, \nu_{2}\right)$ then there exist coefficients $a_{n_{1}, n_{2}}$ such that

$$
F(\tau)=\sum_{g \in \Gamma_{\infty}^{2} \backslash \Gamma^{2}} \sum_{n_{1}=1}^{\infty} \sum_{n_{2}=1}^{\infty} \frac{a_{n_{1}, n_{2}}}{n_{1} n_{2}} W_{1,1}^{\nu_{1}, \nu_{2}}\left(\left(\begin{array}{ccc}
n_{1} n_{2} & & \\
& n_{1} & \\
& & 1
\end{array}\right) g \tau\right) .
$$

The array $a_{n_{1}, n_{2}}$ is called the matrix of Fourier coefficients of $F$ and we have

$$
a_{n_{1}, n_{2}}=a_{\left|n_{1}\right|,\left|n_{2}\right|}
$$

It is this array which will be used to define the L-functions. For convenience of notation, if $a_{n_{1}, n_{2}}$ is the matrix of coefficients for $F$ then we let $\widetilde{a}_{n_{1}, n_{2}}$ be the matrix of coefficients for the dual $\widetilde{F}$. We have ([B1] 4.15) that

$$
\tilde{a}_{n_{1}, n_{2}}=a_{n_{2}, n_{1}} .
$$

It is now possible to define the $L$-function for $G L(3, \mathrm{R})$. Let $F$ be an automorphic form of type ( $\nu_{1}, \nu_{2}$ ) and $a_{n_{1}, n_{2}}$ be its matrix of Fourier coefficients. The L-function associated with $F$ is given by

$$
L(w, F)=\sum_{n=1}^{\infty} \frac{a_{1, n}}{n^{w}} .
$$

We see for the dual form $\widetilde{F}$ that

$$
L(w, \widetilde{F})=\sum_{n=1}^{\infty} \frac{\widetilde{a}_{1, n}}{n^{w}}=\sum_{n=1}^{\infty} \frac{a_{n, 1}}{n^{w}} .
$$

We have $a_{n_{1}, n_{2}}=O\left(\left|n_{1} n_{2}\right|\right)$ ([B1] 8.4); thus the L-functions converge absolutely for $\operatorname{Re}(w)>2$. Also, for $\chi$ a Dirichlet character we define the twisted $L$-function associated with $F$ by

$$
L_{\chi}(w, F)=\sum_{n=1}^{\infty} \frac{a_{1, n} \chi(n)}{n^{w}},
$$

which is also absolutely convergent for $\operatorname{Re}(w)>2$.
It is the L-function for which Bump [B1] established a functional equation. Later, Hoffstein and Murty [HM1] gave a more direct proof of this functional equation. It will be their method which will be used in this paper to develop a functional equation for the twisted L-function. We now, very briefly, state Hoffstein and Murty's results. They begin by introducing an auxiliary variable $s$ and considering the two Mellin transforms

$$
\widetilde{\Phi}(s, w)=\int_{0}^{\infty} \int_{0}^{\infty} \widetilde{W}\left(\left(\begin{array}{lll}
t & & \\
& v & \\
& & 1
\end{array}\right)\right) t^{w} v^{s} \frac{d t}{t} \frac{d v}{v}
$$

and

$$
\Phi(s, w)=\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{lll}
t v & & \\
y v & v & \\
& & 1
\end{array}\right)\right) t^{w} v^{s} d y \frac{d t}{t} \frac{d v}{v}
$$

where

$$
\widetilde{W}(\tau)=W_{1,1}^{\nu_{2}, \nu_{1}}(\tau)
$$

and

$$
W(\tau)=W_{1,1}^{\nu_{1}, \nu_{2}}(\tau)
$$

It is now possible to show

$$
\begin{aligned}
L(w, \widetilde{F}) \widetilde{\Phi}(s-1, w-1) & =\sum_{n=1}^{\infty} \frac{\tilde{a}_{1, n}}{n^{w}} \int_{0}^{\infty} \int_{0}^{\infty} \widetilde{W}\left(\left(\begin{array}{lll}
t & & \\
& v & \\
& & 1
\end{array}\right)\right) t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v} \\
& =\frac{1}{2} \int_{0}^{\infty} \int_{0}^{\infty} \sum_{n \in \mathbb{Z}} \widetilde{F}_{1, n}\left(\left(\begin{array}{lll}
t & & \\
& v & \\
& & 1
\end{array}\right)\right) t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v} \\
& =\frac{1}{2} \int_{0}^{\infty} \int_{0}^{\infty} \widetilde{F}_{0}^{1}\left(\left(\begin{array}{lll}
t & & \\
& v & \\
& & 1
\end{array}\right)\right) t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

Exploiting the fact that

$$
\widetilde{F}_{0}^{1}\left(\left(\begin{array}{lll}
t & & \\
& v & \\
& & 1
\end{array}\right)\right)=\int_{-\infty}^{\infty} F_{0}^{1}\left(\left(\begin{array}{lll}
1 & & \\
y & 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) d y
$$

the above equals

$$
\begin{aligned}
& \frac{1}{2} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} F_{0}^{1}\left(\left(\begin{array}{lll}
1 & & \\
y & 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) t^{w-1} v^{s-1} d y \frac{d t}{t} \frac{d v}{v} \\
&=\frac{1}{2} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \sum_{n \in \mathrm{Z}} F_{1, n}\left(\left(\begin{array}{lll}
1 & & \\
y & 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & \\
& v & \\
& & 1
\end{array}\right)\right) t^{w-1} v^{s-1} d y \frac{d t}{t} \frac{d v}{v} \\
&=\sum_{n=1}^{\infty} \frac{a_{1, n}}{n^{1-w}} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{lll}
t v & & \\
y v & v & \\
& & \\
& & 1
\end{array}\right)\right) t^{-w} v^{s-1} d y \frac{d t}{t} \frac{d v}{v} \\
&
\end{aligned}
$$

So we have by meromorphic continuation that

$$
L(w, \widetilde{F}) \widetilde{\Phi}(s-1, w-1)=L(1-w, F) \Phi(s-1,-w)
$$

Evaluating the Mellin transforms we obtain

$$
\tilde{\Phi}(s-1, w-1)=\frac{\Gamma\left(\frac{w+\alpha}{2}\right) \Gamma\left(\frac{w+\beta}{2}\right) \Gamma\left(\frac{w+\gamma}{2}\right) \Gamma\left(\frac{w+s-\alpha-1}{2}\right) \Gamma\left(\frac{w+s-\beta-1}{2}\right) \Gamma\left(\frac{w+s-\gamma-1}{2}\right)}{4 \pi^{2 w+s-1} \Gamma\left(\frac{2 w+s-1}{2}\right)}
$$

and
$\Phi(s-1,-w)=\frac{\Gamma\left(\frac{1-w-\alpha}{2}\right) \Gamma\left(\frac{1-w-\beta}{2}\right) \Gamma\left(\frac{1-w-\gamma}{2}\right) \Gamma\left(\frac{w+s-\alpha-1}{2}\right) \Gamma\left(\frac{w+s-\beta-1}{2}\right) \Gamma\left(\frac{w+s-\gamma-1}{2}\right)}{4 \pi^{s-w+\frac{1}{2}} \Gamma\left(\frac{s+2 w-1}{2}\right)}$
where

$$
\begin{aligned}
& \alpha=-\nu_{1}-2 \nu_{2}+1 \\
& \beta=-\nu_{1}+\nu_{2} \\
& \gamma=2 \nu_{1}+\nu_{2}-1
\end{aligned}
$$

Combining these facts and noting that

$$
\int_{0}^{\infty} \int_{0}^{\infty} \tilde{F}_{0}^{1}\left(\left(\begin{array}{lll}
t & & \\
& v & \\
& & 1
\end{array}\right)\right) t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
$$

converges for $\operatorname{Re}(s+w)$ sufficiently large we obtain

Theorem 1.2. [B1] The L-function of an automorphic form $F$ converges for large values of $w$. If $F$ is a cusp form then $L(w, F)$ has an analytic continuation to all values of $w$ and satisfies

$$
\begin{aligned}
\pi^{\frac{-3 w}{2}} L(w, \tilde{F}) \Gamma\left(\frac{w+\alpha}{2}\right) & \Gamma\left(\frac{w+\beta}{2}\right) \Gamma\left(\frac{w+\gamma}{2}\right) \\
& =\pi^{\frac{-3(1-w)}{2}} L(1-w, F) \Gamma\left(\frac{1-w-\alpha}{2}\right) \Gamma\left(\frac{1-w-\beta}{2}\right) \Gamma\left(\frac{1-w-\gamma}{2}\right) .
\end{aligned}
$$

## CHAPTER II

## SOME BASIC LEMMAS

In this chapter we will present some basic lemmas which will be useful in the development of the functional equation of the twisted L-function. Throughout this chapter we let $F$ be an automorphic form of type $\left(\nu_{1}, \nu_{2}\right)$. We will use the notation of Chapter 1 , specifically for $F_{n}^{m}, W, \Phi$, and $\tilde{\Phi}$. We first recall ([B1] 4.4) that if $n_{2} \in \mathbf{Z}$ then

$$
F_{n_{1}}^{n_{3}}\left(\left(\begin{array}{ccc}
1 & n_{2} & \\
& 1 & \\
& & 1
\end{array}\right) \tau\right)=F_{n_{1}+n_{2} n_{3}}^{n_{3}}(\tau)
$$

We also need a similar result.

Lemma 2.1. If $n_{3} \in Z$ then

$$
F_{n_{1}}^{n_{3}}\left(\left(\begin{array}{ccc}
1 & & \\
n_{2} & 1 & \\
& & 1
\end{array}\right) \tau\right)=F_{n_{1}}^{n_{3}+n_{1} n_{2}}(\tau) .
$$

Proof: We have by the definition of $F_{n_{1}}^{n_{3}}$ that

$$
\left.\left.\begin{array}{rl}
F_{n_{1}}^{n_{3}}\left(\left(\begin{array}{ccc}
1 & & \\
n_{2} & 1 & \\
& & 1
\end{array}\right) \tau\right) \\
& =\int_{0}^{1} \int_{0}^{1} F\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & \\
n_{2} & 1 & \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-n_{1} x_{1}-n_{3} x_{3}\right) d x_{1} d x_{2} \\
& =\int_{0}^{1} \int_{0}^{1} F\left(\left(\begin{array}{ccc}
1 & x_{3} \\
n_{2} & 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-n_{1} x_{1}-n_{3} x_{3}\right) d x_{1} d x_{2} \\
& =\int_{0}^{1} \int_{0}^{1} F\left(( \begin{array} { c c c } 
{ 1 } & { } & { } \\
{ n _ { 2 } } & { 1 } & { } \\
{ } & { } & { 1 }
\end{array} ) \left(\begin{array}{cc}
1 & x_{3} \\
& 1
\end{array} x_{1}-n_{2} x_{3}\right.\right. \\
& \\
& 1
\end{array}\right) \tau\right) \mathrm{e}\left(-n_{1} x_{1}-n_{3} x_{3}\right) d x_{1} d x_{2} .
$$

By a change of variables and the fact that $F$ is invariant on the left by $\Gamma$, the above equals

$$
\int_{0}^{1} \int_{-n_{2} x_{3}}^{1-n_{2} x_{3}} F\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-n_{1}\left(x_{1}+n_{2} x_{3}\right)-n_{3} x_{3}\right) d x_{1} d x_{3}
$$

which by periodicity equals

$$
F_{n_{1}}^{n_{3}+n_{1} n_{2}}(\tau)
$$

We now need a simple result about an integral of a Whittaker function.

## Lemma 2.2.

$$
\int_{-\infty}^{\infty} W\left(\left(\begin{array}{ccc}
-\frac{n}{t} & & \\
x & 1 & \\
& & 1
\end{array}\right)\right) x^{k} d x=(-1)^{k} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{ccc}
\frac{n}{t} & & \\
x & 1 & \\
& & 1
\end{array}\right)\right) x^{k} d x
$$

Proof: Since $W$ is invariant on the right under $Z K$ we have

$$
\begin{aligned}
\int_{-\infty}^{\infty} W\left(\left(\begin{array}{ccc}
-\frac{n}{t} & & \\
x^{\infty} & 1 & \\
& & 1
\end{array}\right)\right) x^{k} d x & =\int_{-\infty}^{\infty} W\left(\left(\begin{array}{ccc}
-\frac{n}{t} & & \\
x^{\infty} & 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
-1 & & \\
& 1 & \\
& & 1
\end{array}\right)\right) x^{k} d x \\
& =\int_{-\infty}^{\infty} W\left(\left(\begin{array}{ccc}
\frac{n}{t} & & \\
-x & 1 & \\
& & 1
\end{array}\right)\right) x^{k} d x
\end{aligned}
$$

Now by a change of variables the above equals

$$
\int_{-\infty}^{\infty} W\left(\left(\begin{array}{ccc}
\frac{n}{t} & & \\
x & 1 & \\
& & 1
\end{array}\right)\right)(-x)^{k} d x
$$

Next we compute the coordinates of a certain matrix in order to calculate a certain partial derivative of $W$.

Lemma 2.3. For $a, b, c, d \in \mathbf{R}$

$$
\left(\begin{array}{lll}
a & & \\
b & 1 & \\
c & & d
\end{array}\right) \text { and }\left(\begin{array}{ccc}
\frac{a d}{\sqrt{c^{2}+d^{2}} \sqrt{b^{2} d^{2}+c^{2}+d^{2}}} & \frac{a b d^{2}}{\left(c^{2}+d^{2}\right)} \sqrt{\sqrt{2}^{d^{2}+c^{2}+d^{2}}} & \frac{a c}{c^{2}+d^{2}} \\
& \frac{\sqrt{b^{2} d^{2}+c^{2}+d^{2}}}{c^{2}+d^{2}} & \frac{b c}{c^{2}+d^{2}} \\
& & 1
\end{array}\right)
$$

differ by multiplication on the right by an element of $Z K$ and hence have the coordinates

$$
\begin{array}{ll}
y_{1}=\frac{\sqrt{b^{2} d^{2}+c^{2}+d^{2}}}{c^{2}+d^{2}} & x_{1}=\frac{b c}{c^{2}+d^{2}} \\
y_{2}=\frac{a d \sqrt{c^{2}+d^{2}}}{b^{2} d^{2}+c^{2}+d^{2}} & x_{2}=\frac{a b d^{2}}{b^{2} d^{2}+c^{2}+d^{2}} \\
& x_{3}=\frac{a c}{c^{2}+d^{2}} .
\end{array}
$$

Proof: We first note

$$
\begin{aligned}
\left(\begin{array}{lll}
a & & \\
b & 1 & \\
c & & d
\end{array}\right)\left(\begin{array}{ccc}
d & & c \\
& \sqrt{c^{2}+d^{2}} & \\
-c & & d
\end{array}\right)\left(\begin{array}{cc}
\sqrt{c^{2}+d^{2}} & b d \\
-b d & \sqrt{c^{2}+d^{2}} \\
& \\
& =\left(\begin{array}{ccc}
a d & & \sqrt{b^{2} d^{2}+c^{2}+d^{2}}
\end{array}\right) \\
b d & \sqrt{c^{2}+d^{2}} \\
& b c \\
& c^{2}+d^{2}
\end{array}\right)\left(\begin{array}{cc}
\sqrt{c^{2}+d^{2}} & b d \\
-b d & \sqrt{c^{2}+d^{2}} \\
& \\
& =\left(\begin{array}{cc}
a d \sqrt{c^{2}+d^{2}} & a b d^{2} \\
& b^{2} d^{2}+c^{2}+d^{2} \\
& \\
& \\
& \\
& \\
& \\
\left.c^{2}+d^{2}\right) \sqrt{b^{2} d^{2}+c^{2}+d^{2}} \\
b^{2} d^{2}+c^{2}+c^{2}+d^{2}
\end{array}\right.
\end{array}\right) .
\end{aligned}
$$

Multiplying by $\frac{1}{\left(c^{2}+d^{2}\right) \sqrt{b^{2} d^{2}+c^{2}+d^{2}}} I$, where $I$ is the identity matrix, we obtain

$$
\left(\begin{array}{ccc}
\frac{a d}{\sqrt{c^{2}+d^{2}} \sqrt{b^{2} d^{2}+c^{2}+d^{2}}} & \frac{a b d^{2}}{\left(c^{2}+d^{2}\right) \sqrt{b^{b^{2}+c^{2}+d^{2}}}} & \frac{a c}{c^{2}+d^{2}} \\
& \frac{\sqrt{b^{2} d^{2}+c^{2} d^{2}}}{c^{2}+d^{2}} & \frac{b c}{c^{2}+d^{2}} \\
& 1
\end{array}\right)
$$

and comparing this to $\left(\begin{array}{ccc}y_{1} y_{2} & y_{1} x_{2} & x_{3} \\ & y_{1} & x_{1} \\ & & 1\end{array}\right)$ we have the coordinates as stated.
We use this to obtain:

Lemma 2.4. For $a, b, c, d \in \mathbf{R}$ with $d>0$ we have

$$
\left.\frac{\partial}{\partial c}\left(W\left(\left(\begin{array}{lll}
a & & \\
b & 1 & \\
c & & d
\end{array}\right)\right)\right)\right|_{c=0}=\frac{2 \pi i b}{d^{2}} W\left(\left(\begin{array}{lll}
a & & \\
b & 1 & \\
& & d
\end{array}\right)\right)
$$

Proof: From the definition of $W$, the previous lemma, and letting

$$
k\left(\nu_{1}, \nu_{2}\right)=\pi^{\frac{1}{2}-3 \nu_{1}-3 \nu_{2}} \Gamma\left(\frac{3 \nu_{1}}{2}\right) \Gamma\left(\frac{3 \nu_{2}}{2}\right) \Gamma\left(\frac{3 \nu_{1}+3 \nu_{2}-1}{2}\right)
$$

we see that

$$
\begin{aligned}
& W\left(\left(\begin{array}{lll}
a & & \\
b & 1 & d
\end{array}\right)\right) \\
& = \\
& =k\left(\nu_{1}, \nu_{2}\right)\left(\frac{\sqrt{b^{2} d^{2}+c^{2}+d^{2}}}{c^{2}+d^{2}}\right)^{2 \nu_{1}+\nu_{2}}\left(\frac{a d \sqrt{c^{2}+d^{2}}}{b^{2} d^{2}+c^{2}+d^{2}}\right)^{\nu_{1}+2 \nu_{2}} \\
& \quad \times \mathrm{e}\left(\frac{b c}{c^{2}+d^{2}}+\frac{a b d^{2}}{b^{2} d^{2}+c^{2}+d^{2}}\right) \\
& \quad \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+\xi_{2}^{2}\left(\frac{b^{2} d^{2}+c^{2}+d^{2}}{\left(c^{2}+d^{2}\right)^{2}}\right)+\frac{a^{2} d^{2}}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)\left(c^{2}+d^{2}\right)}\right)^{-\frac{3 \nu_{1}}{2}} \\
& \\
& \quad \times\left(\xi_{4}^{2}+\xi_{1}^{2}\left(\frac{a^{2} d^{2}\left(c^{2}+d^{2}\right)}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)^{2}}\right)+\frac{a^{2} d^{2}}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)\left(c^{2}+d^{2}\right)}\right)^{-\frac{3 \nu_{2}}{2}} \\
&
\end{aligned}
$$

We also note

$$
\begin{aligned}
&\left.\frac{\partial}{\partial c}\left(\left(\frac{\sqrt{b^{2} d^{2}+c^{2}+d^{2}}}{c^{2}+d^{2}}\right)^{2 \nu_{1}+\nu_{2}}\right)\right|_{c=0} \\
&=\left(\left(2 \nu_{1}+\nu_{2}\right)\left(\frac{\sqrt{b^{2} d^{2}+c^{2}+d^{2}}}{c^{2}+d^{2}}\right)^{2 \nu_{1}+\nu_{2}-1}\right. \\
&\left.\times \frac{c\left(c^{2}+d^{2}\right)\left(b^{2} d^{2}+c^{2}+d^{2}\right)^{-\frac{1}{2}}-2 c\left(b^{2} d^{2}+c^{2}+d^{2}\right)^{\frac{1}{2}}}{\left(c^{2}+d^{2}\right)^{2}}\right)\left.\right|_{c=0} \\
&= 0
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\partial}{\partial c}\left(\left(\frac{a d \sqrt{c^{2}+d^{2}}}{b^{2} d^{2}+c^{2}+d^{2}}\right)^{\nu_{1}+2 \nu_{2}}\right)\left.\right|_{c=0} \\
&=\left(\left(\nu_{1}+2 \nu_{2}\right)\left(\frac{a d \sqrt{c^{2}+d^{2}}}{b^{2} d^{2}+c^{2}+d^{2}}\right)^{\nu_{1}+2 \nu_{2}-1}\right. \\
&\left.\times \frac{a c d\left(b^{2} d^{2}+c^{2}+d^{2}\right)\left(c^{2}+d^{2}\right)^{-\frac{1}{2}}-2 c a d\left(c^{2}+d^{2}\right)^{\frac{1}{2}}}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)^{2}}\right)\left.\right|_{c=0} \\
&=0
\end{aligned}
$$

$$
\begin{aligned}
& \left.\frac{\partial}{\partial c}\left(\mathrm{e}\left(\frac{a b d^{2}}{b^{2} d^{2}+c^{2}+d^{2}}+\frac{b c}{c^{2}+d^{2}}\right)\right)\right|_{c=0} \\
& \quad=\left.\left(2 \pi i\left(\frac{-2 a b c d^{2}}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)^{2}}+\frac{b\left(c^{2}+d^{2}\right)-2 b c^{2}}{\left(c^{2}+d^{2}\right)^{2}}\right) \mathrm{e}\left(\frac{a b d^{2}}{b^{2} d^{2}+c^{2}+d^{2}}+\frac{b c}{c^{2}+d^{2}}\right)\right)\right|_{c=0} \\
& \quad=\frac{2 \pi i b}{d^{2}} \mathrm{e}\left(\frac{a b}{b^{2}+1}\right)
\end{aligned}
$$

$$
\left.\frac{\partial}{\partial c}\left(\left(\xi_{3}^{2}+\xi_{2}^{2}\left(\frac{b^{2} d^{2}+c^{2}+d^{2}}{\left(c^{2}+d^{2}\right)^{2}}\right)+\frac{a^{2} d^{2}}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)\left(c^{2}+d^{2}\right)}\right)^{-\frac{3 \nu_{1}}{2}}\right)\right|_{c=0}
$$

$$
=\left(-\frac{3 \nu_{1}}{2}\left(\xi_{3}^{2}+\xi_{2}^{2}\left(\frac{b^{2} d^{2}+c^{2}+d^{2}}{\left(c^{2}+d^{2}\right)^{2}}\right)+\frac{a^{2} d^{2}}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)\left(c^{2}+d^{2}\right)}\right)^{-\frac{3 \nu_{2}}{2}-1}\right.
$$

$$
\left.\times\left(\left(\frac{2 c\left(c^{2}+d^{2}\right)-4 c\left(b^{2} d^{2}+c^{2}+d^{2}\right)}{\left(c^{2}+d^{2}\right)^{3}}\right) \xi_{2}^{2}+\frac{-2 a^{2} d^{2} c\left(b^{2} d^{2}+2 c^{2}+2 d^{2}\right)}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)^{2}\left(c^{2}+d^{2}\right)^{2}}\right)\right)\left.\right|_{c=0}
$$

$$
=0
$$

$$
\begin{aligned}
& \left.\frac{\partial}{\partial c}\left(\xi_{4}^{2}+\xi_{1}^{2} \frac{a^{2} d^{2}\left(c^{2}+d^{2}\right)}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)^{2}}+\frac{a^{2} d^{2}}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)\left(c^{2}+d^{2}\right)}\right)^{-\frac{3 \nu_{2}}{2}}\right|_{c=0} \\
& =\left(-\frac{3 \nu_{2}}{2}\left(\xi_{4}^{2}+\xi_{1}^{2} \frac{a^{2} d^{2}\left(c^{2}+d^{2}\right)}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)^{2}}+\frac{a^{2} d^{2}}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)\left(c^{2}+d^{2}\right)}\right)^{-\frac{3 \nu_{2}}{2}-1}\right. \\
& \left.\quad \times\left(\left(\frac{2 a^{2} d^{2} c\left(b^{2} d^{2}+c^{2}+d^{2}\right)-4 a^{2} c\left(c^{2}+d^{2}\right)}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)^{3}}\right) \xi_{1}^{2}+\frac{-2 a^{2} d^{2} c\left(b^{2} d^{2}+2 c^{2}+2 d^{2}\right)}{\left(b^{2} d^{2}+c^{2}+d^{2}\right)^{2}\left(c^{2}+d^{2}\right)^{2}}\right)\right)\left.\right|_{c=0} \\
& \quad=0 .
\end{aligned}
$$

Thus, by the product rule

$$
\begin{aligned}
\frac{\partial}{\partial c}(W & \left.\left(\left(\begin{array}{lll}
a & & \\
b & 1 & \\
c & & d
\end{array}\right)\right)\right|_{c=0} \\
= & k\left(\nu_{1}, \nu_{2}\right)\left(\frac{\sqrt{b^{2} d^{2}+d^{2}}}{d^{2}}\right)^{2 \nu_{1}+\nu_{2}}\left(\frac{a}{b^{2}+1}\right)^{\nu_{1}+2 \nu_{2}} \frac{2 \pi i b}{d^{2}} \mathrm{e}\left(\frac{a b}{b^{2}+1}\right) \\
& \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+\xi_{2}^{2}\left(\frac{b^{2}+1}{d^{2}}\right)+\frac{a^{2}}{b^{2} d^{2}+d^{2}}\right)^{-\frac{\nu_{1}}{2}} \\
& \times\left(\xi_{4}^{2}+\xi_{1}^{2}\left(\frac{a^{2}}{\left(b^{2}+1\right)^{2}}\right)+\frac{a^{2}}{b^{2} d^{2}+d^{2}}\right)^{-\frac{3 \nu_{2}}{2}} \mathrm{e}\left(-\xi_{1}-\xi_{2}\right) d \xi_{1} d \xi_{2} d \xi_{3} .
\end{aligned}
$$

Now using the previous lemma with $c=0$ and the definition of $W$, the above equals

$$
\frac{2 \pi i b}{d^{2}} W\left(\left(\begin{array}{lll}
a & & \\
b & 1 & \\
& & d
\end{array}\right)\right)
$$

In the next chapter we will be interested in twisting the L-function of an automorphic form $F$ by a Dirichlet character mod $q$. In the following work we will follow the structure of [HM2]. We define a function

$$
G(\tau)=F\left(\left(\begin{array}{ccc}
1 & \frac{u}{q} & \\
& 1 & \\
& & 1
\end{array}\right) \tau\right)
$$

which depends on $q$ and another integer $u$. This function will be used to simplify some of the formulas in the next chapter. Several relationships involving $G$ will be useful.

We first note that for $n_{1}, n_{3} \in \mathbf{Z}$ we have

$$
\begin{aligned}
G\left(\left(\begin{array}{ccc}
1 & & n_{3} \\
& 1 & n_{1} q \\
& & 1
\end{array}\right) \tau\right) & =F\left(\left(\begin{array}{ccc}
1 & \frac{u}{q} & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & n_{3} \\
& 1 & n_{1} q \\
& & 1
\end{array}\right) \tau\right) \\
& =F\left(\left(\begin{array}{ccc}
1 & \frac{u}{q} & n_{3}+u n_{1} \\
& 1 & n_{1} q \\
& & 1
\end{array}\right) \tau\right) \\
& =F\left(\left(\begin{array}{ccc}
1 & & n_{3}+u n_{1} \\
& 1 & n_{1} q
\end{array}\right)\left(\begin{array}{ccc}
1 & \frac{u}{q} \\
& 1 & \\
& & 1
\end{array}\right) \tau\right) \\
& \\
& =F\left(\left(\begin{array}{lll}
1 & \frac{u}{q} & \\
& 1 & \\
& & 1
\end{array}\right) \tau\right) \\
& =G(\tau)
\end{aligned}
$$

since $\left(\begin{array}{ccc}1 & & n_{3}+u n_{1} \\ & 1 & n_{1} q \\ & & 1\end{array}\right) \in \Gamma$. From this fact we have the Fourier expansion

$$
G(\tau)=\sum_{n_{1}, n_{3} \in \mathbf{Z}} G_{n_{1}}^{n_{3}}(\tau)
$$

where

$$
G_{n_{1}}^{n_{3}}(\tau)=\frac{1}{q} \int_{0}^{1} \int_{0}^{q} G\left(\left(\begin{array}{cc}
1 & \\
x_{3} \\
& 1
\end{array} x_{1}\right) \tau\right) \mathrm{e}\left(-\frac{n_{1} x_{1}}{q}-n_{3} x_{3}\right) d x_{1} d x_{3} .
$$

With this we have the following lemmas.

Lemma 2.5. [HM2] For $\xi_{1}, \xi_{3} \in \mathbf{R}$ we have

$$
G_{q}^{m}\left(\left(\begin{array}{ccc}
1 & & \xi_{3} \\
& 1 & \xi_{1} \\
& & 1
\end{array}\right) \tau\right)=\mathrm{e}\left(\xi_{1}+m \xi_{3}\right) G_{q}^{m}(\tau)
$$

Proof: By the definition of $G_{q}^{m}$ we have

$$
\begin{aligned}
& G_{q}^{m}\left(\left(\begin{array}{cc}
1 & \\
& \xi_{3} \\
& 1
\end{array}\right) \xi_{1}\right. \\
& \\
&=\frac{1}{q} \int_{0}^{1} \int_{0}^{q} G\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & \xi_{3} \\
& 1 & \xi_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-\frac{q x_{1}}{q}-m x_{3}\right) d x_{1} d x_{3} \\
&=\frac{1}{q} \int_{0}^{1} \int_{0}^{q} G\left(\left(\begin{array}{ccc}
1 & & x_{3}+\xi_{3} \\
& 1 & x_{1}+\xi_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-x_{1}-m x_{3}\right) d x_{1} d x_{3} \\
&=\frac{1}{q} \int_{\xi_{3}}^{1+\xi_{3}} \int_{\xi_{1}}^{q+\xi_{1}} G\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-\left(x_{1}-\xi_{1}\right)-m\left(x_{3}-\xi_{3}\right)\right) d x_{1} d x_{3}
\end{aligned}
$$

which by periodicity equals

$$
\frac{\mathrm{e}\left(\xi_{1}+m \xi_{3}\right)}{q} \int_{0}^{1} \int_{0}^{q} G\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-x_{1}-m x_{3}\right) d x_{1} d x_{3}
$$

Lemma 2.6. [HM2]

$$
\sum_{n_{3} \in \mathbf{Z}} G_{q}^{n_{3}}(\tau)=\frac{1}{q} \int_{0}^{q} G\left(\left(\begin{array}{lll}
1 & & \\
& 1 & y \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}(-y) d y
$$

Proof: We have by the Fourier expansion

$$
\begin{aligned}
& \frac{1}{q} \int_{0}^{q} G\left(\left(\begin{array}{lll}
1 & & \\
& 1 & y \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}(-y) d y \\
&= \frac{1}{q} \int_{0}^{q} \sum_{n_{1}, n_{3} \in \mathbf{Z}} G_{n_{1}}^{n_{3}}\left(\left(\begin{array}{lll}
1 & \\
& 1 & y \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}(-y) d y \\
&= \frac{1}{q^{2}} \int_{0}^{q} \sum_{n_{1}, n_{3} \in \mathbf{Z}} \int_{0}^{1} \int_{0}^{q} G\left(\left(\begin{array}{ccc}
1 & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
1 & \\
& 1 & y \\
& & 1
\end{array}\right) \tau\right) \\
& \times \mathrm{e}(-y) \mathrm{e}\left(-\frac{n_{1} x_{1}}{q}-n_{3} x_{3}\right) d x_{1} d x_{2} d y \\
&= \frac{1}{q^{2}} \int_{0}^{q} \sum_{n_{1}, n_{3} \in \mathbf{Z}} \int_{0}^{1} \int_{0}^{q} G\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & y+x_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-y-\frac{n_{1} x_{1}}{q}-n_{3} x_{3}\right) d x_{1} d x_{2} d y
\end{aligned}
$$

Now by a change of variables and periodicity, the above equals

$$
\frac{1}{q^{2}} \int_{0}^{q} \sum_{n_{1}, n_{3} \in \mathbf{Z}} \int_{0}^{1} \int_{0}^{q} G\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-y-\frac{n_{1}\left(x_{1}-y\right)}{q}-n_{3} x_{3}\right) d x_{1} d x_{2} d y
$$

We observe that

$$
\int_{0}^{q} \mathrm{e}\left(\frac{n_{1} y}{q}-y\right) d y= \begin{cases}q & \text { if } n_{1}=q \\ 0 & \text { if } n_{1} \neq q\end{cases}
$$

thus the above equals

$$
\frac{1}{q} \sum_{n_{3} \in \mathbb{Z}} \int_{0}^{1} \int_{0}^{q} G\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-\frac{q x_{1}}{q}-n_{3} x_{3}\right) d x_{1} d x_{2}
$$

and by the definition, the above equals $\sum_{n_{3} \in \mathbf{Z}} G_{q}^{n_{3}}(\tau)$.

Lemma 2.7. If $(u, q)=1$ then

$$
G_{q}^{q m}(\tau)=F_{q}^{m-i u}\left(\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right) \tau\right) .
$$

Proof: Since we have assumed that $(u, q)=1$, there exist $\bar{u}, a \in \mathbf{Z}$ such that $u \bar{u}+a q=1$.
We observe

$$
\left(\begin{array}{ccc}
q & -u & \\
\bar{u} & a & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & \frac{u}{q} & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & & q x_{3} \\
& 1 & \bar{u} x_{3}+\frac{x_{1}}{q} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right) .
$$

We observe from the definition of $G_{q}^{q m}$ that

$$
G_{q}^{q m}(\tau)=\frac{1}{q} \int_{0}^{1} \int_{0}^{q} F\left(\left(\begin{array}{ccc}
1 & \frac{u}{q} & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-x_{1}-q m x_{3}\right) d x_{1} d x_{3}
$$

Noting that $\left(\begin{array}{ccc}q & -u & \\ \bar{u} & a & \\ & & 1\end{array}\right) \in \Gamma$ and using the matrix fact above we obtain

$$
\frac{1}{q} \int_{0}^{1} \int_{0}^{q} F\left(\left(\begin{array}{ccc}
1 & & q x_{3} \\
& 1 & \bar{u} x_{3}+\frac{x_{1}}{q} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-x_{1}-q m x_{3}\right) d x_{1} d x_{3}
$$

which by a change of variables equals

$$
\int_{0}^{1} \int_{u x_{3}}^{1+a x_{3}} F\left(\left(\begin{array}{ccc}
1 & & q x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-q x_{1}+q \bar{u} x_{3}-q m x_{3}\right) d x_{1} d x_{3} .
$$

By periodicity this equals

$$
\int_{0}^{1} \int_{0}^{1} F\left(\left(\begin{array}{ccc}
1 & & q x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-q x_{1}+q \bar{u} x_{3}-q m x_{3}\right) d x_{1} d x_{3} .
$$

Now, by another change of variables we obtain

$$
\frac{1}{q} \int_{0}^{q} \int_{0}^{1} F\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-q x_{1}-(m-\bar{u}) x_{3}\right) d x_{1} d x_{3}
$$

which by periodicity equals

$$
\int_{0}^{1} \int_{0}^{1} F\left(\left(\begin{array}{ccc}
1 & & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right) \tau\right) \mathrm{e}\left(-q x_{1}-(m-\bar{u}) x_{3}\right) d x_{1} d x_{3}
$$

and by the definition this equals $F_{q}^{m-\bar{u}}\left(\left(\begin{array}{lll}q & & \\ \bar{u} & \frac{1}{q} & \\ & & 1\end{array}\right) \tau\right)$.
Before we can proceed to develop the functional equation for the twisted L-function, we must evaluate the two Mellin transforms introduced in Chapter 1, along with another related Mellin transform. Before we do that, we will give a proof of equation 10.1 of [B1], for which Bump had admittedly not worked out all of the details, following the methods of [BF]. We begin with a rather technical result.

Lemma 2.8. For $\operatorname{Re}\left(\nu_{1}\right)>\frac{1}{3}, \operatorname{Re}\left(\nu_{2}\right)>\frac{1}{3},-1<\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right)<0$, and $-1<$ $\operatorname{Re}\left(s_{2}-2 \nu_{1}-\nu_{2}\right)<0$ we have

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} W\left(\left(\begin{array}{lll}
y_{1} y_{2} & & \\
& y_{1} & \\
& 1
\end{array}\right)\right) y_{1}^{s_{1}-1} y_{2}^{s_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
&= \frac{\Gamma\left(\frac{3 \nu_{1}}{2}\right) \Gamma\left(\frac{3 \nu_{2}}{2}\right) \Gamma\left(\frac{3 \nu_{1}+3 \nu_{2}-1}{2}\right) \Gamma\left(\frac{s_{1}-\nu_{1}-2 \nu_{2}+1}{2}\right) \Gamma\left(\frac{s_{2}-2 \nu_{1}-\nu_{2}+1}{2}\right)}{\pi^{s_{1}+s_{2}+\frac{1}{2}} \Gamma\left(\frac{\nu_{1}+2 \nu_{2}-s_{1}}{2}\right) \Gamma\left(\frac{2 \nu_{1}+\nu_{2}-s_{2}}{2}\right)} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(1-\xi_{3}\right)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{aligned}
$$

Proof: Let

$$
k\left(\nu_{1}, \nu_{2}\right)=\pi^{\frac{1}{2}-3 \nu_{1}-3 \nu_{2}} \Gamma\left(\frac{3 \nu_{1}}{2}\right) \Gamma\left(\frac{3 \nu_{2}}{2}\right) \Gamma\left(\frac{3 \nu_{1}+3 \nu_{2}-1}{2}\right) .
$$

So

$$
\begin{aligned}
& W\left(\left(\begin{array}{lll}
y_{1} y_{2} & & \\
& y_{1} & \\
& & 1
\end{array}\right)\right)=k\left(\nu_{1}, \nu_{2}\right) y_{1}^{2 \nu_{1}+\nu_{2}} y_{2}^{\nu_{1}+2 \nu_{2}} \\
& \quad \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\xi_{4}^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \mathrm{e}\left(-\xi_{1}-\xi_{2}\right) d \xi_{1} d \xi_{2} d \xi_{3}
\end{aligned}
$$

whence

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} W\left(\left(\begin{array}{lll}
y_{1} y_{2} & & \\
& y_{1} & \\
& & 1
\end{array}\right)\right) y_{1}^{s_{1}-1} y_{2}^{s_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
&=k\left(\nu_{1}, \nu_{2}\right) \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\xi_{4}^{2}+\xi_{1}^{2} y_{1}^{2}+y_{2}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times \mathrm{e}\left(-\xi_{1}-\xi_{2}\right) y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{1} d \xi_{2} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} .
\end{aligned}
$$

Replacing $\xi_{4}$ by $\xi_{1} \xi_{2}-\xi_{3}$ we obtain

$$
\begin{array}{r}
k\left(\nu_{1}, \nu_{2}\right) \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(\xi_{1} \xi_{2}-\xi_{3}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
\times \mathrm{e}\left(-\xi_{1}-\xi_{2}\right) y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{1} d \xi_{2} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{array}
$$

We consider

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}=\int_{-\infty}^{\infty} \int_{-\infty}^{0} \int_{-\infty}^{0}+\int_{-\infty}^{\infty} \int_{-\infty}^{0} \int_{0}^{\infty}+\int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{0}+\int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty}
$$

and introduce a family of integrals that depend on $\theta$ by replacing

$$
\begin{array}{cccc}
\xi_{1} \rightarrow-e^{i \theta} \xi_{1} & \xi_{1} \rightarrow e^{-i \theta} \xi_{1} & \xi_{1} \rightarrow-e^{i \theta} \xi_{1} & \xi_{1} \rightarrow e^{-i \theta} \xi_{1} \\
\xi_{2} \rightarrow-e^{i \theta} \xi_{2} & \xi_{2} \rightarrow-e^{i \theta} \xi_{2} & \xi_{2} \rightarrow e^{-i \theta} \xi_{2} & \xi_{2} \rightarrow e^{-i \theta} \xi_{2} \\
\xi_{3} \rightarrow e^{2 i \theta} \xi_{3} & \xi_{3} \rightarrow-\xi_{3} & \xi_{3} \rightarrow-\xi_{3} & \xi_{3} \rightarrow e^{-2 i \theta} \xi_{3} \\
y_{1} \rightarrow e^{i \theta} y_{1} & y_{1} \rightarrow e^{-i \theta} y_{1} & y_{1} \rightarrow e^{i \theta} y_{1} & y_{1} \rightarrow e^{-i \theta} y_{1} \\
y_{2} \rightarrow e^{i \theta} y_{2} & y_{2} \rightarrow e^{i \theta} y_{2} & y_{2} \rightarrow e^{-i \theta} y_{2} & y_{2} \rightarrow e^{-i \theta} y_{2}
\end{array}
$$

in each of the summands, respectively. We let $I_{\theta}$ equal

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \\
& \begin{array}{l}
\left(\xi_{3}^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}} e^{-6 \nu_{1} i \theta}\left(\left(\xi_{1} \xi_{2}-\xi_{3}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} e^{-6 \nu_{2} i \theta} \\
\\
\quad \times \mathrm{e}\left(e^{i \theta} \xi_{1}+e^{i \theta} \xi_{2}\right) y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} e^{\left(3 \nu_{1}+3 \nu_{2}+s_{1}+s_{2}+2\right) i \theta} \\
+\left(\xi_{3}^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(\xi_{3}-\xi_{1} \xi_{2}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
\\
\times \mathrm{e}\left(-e^{-i \theta} \xi_{1}+e^{i \theta} \xi_{2}\right) y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} e^{\left(-\nu_{1}+\nu_{2}-s_{1}+s_{2}\right) i \theta} \\
+\left(\xi_{3}^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{-3 \nu_{1}}{2}}\left(\left(\xi_{3}-\xi_{1} \xi_{2}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
\quad \times \mathrm{e}\left(e^{i \theta} \xi_{1}-e^{-i \theta} \xi_{2}\right) y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} e^{\left(\nu_{1}-\nu_{2}+s_{1}-s_{2}\right) i \theta} \\
+\left(\xi_{3}^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}} e^{6 \nu_{1} i \theta}\left(\left(\xi_{1} \xi_{2}-\xi_{3}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2} e^{6 \nu_{2} i \theta}} \\
\times \mathrm{e}\left(-e^{-i \theta} \xi_{1}-e^{-i \theta} \xi_{2}\right) y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} e^{\left(-3 \nu_{1}-3 \nu_{2}-s_{1}-s_{2}-2\right) i \theta}
\end{array} \quad d \xi_{1} d \xi_{2} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{aligned}
$$

which in turn equals

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty}\left(\xi_{3}^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(\xi_{1} \xi_{2}-\xi_{3}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \quad \times\left(\mathrm{e}\left(e^{i \theta} \xi_{1}+e^{i \theta} \xi_{2}\right) e^{\left(-3 \nu_{1}-3 \nu_{2}+s_{1}+s_{2}+2\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{1}+e^{i \theta} \xi_{2}\right) e^{\left(-\nu_{1}+\nu_{2}-s_{1}+s_{2}\right) i \theta}\right. \\
& \left.\quad \quad+\mathrm{e}\left(e^{i \theta} \xi_{1}-e^{-i \theta} \xi_{2}\right) e^{\left(\nu_{1}-\nu_{2}+s_{1}-s_{2}\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{1}-e^{-i \theta} \xi_{2}\right) e^{\left(3 \nu_{1}+3 \nu_{2}-s_{1}-s_{2}-2\right) i \theta}\right) \\
& \quad \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{1} d \xi_{2} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}},
\end{aligned}
$$

which equals

$$
\begin{aligned}
\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty}\left(\xi_{3}^{2}\right. & \left.+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(\xi_{1} \xi_{2}-\xi_{3}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times\left(\mathrm{e}\left(e^{i \theta} \xi_{1}\right) e^{\left(-\nu_{1}-2 \nu_{2}+s_{1}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{1}\right) e^{\left(\nu_{1}+2 \nu_{2}-s_{1}-1\right) i \theta}\right) \\
& \times\left(\mathrm{e}\left(e^{i \theta} \xi_{2}\right) e^{\left(-2 \nu_{1}-\nu_{2}+s_{2}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{2}\right) e^{\left(2 \nu_{1}+\nu_{2}-s_{2}-1\right) i \theta}\right) \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{1} d \xi_{2} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{aligned}
$$

We see from the definition of $I_{\theta}$ that

$$
\int_{0}^{\infty} \int_{0}^{\infty} W\left(\left(\begin{array}{ccc}
y_{1} y_{2} & & \\
& y_{1} & \\
& & 1
\end{array}\right)\right) y_{1}^{s_{1}-1} y_{2}^{s_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}=k\left(\nu_{1}, \nu_{2}\right) I_{0}
$$

and since

$$
\begin{aligned}
I_{\theta}=\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty}\left(\xi_{3}^{2}\right. & \left.+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(\xi_{1} \xi_{2}-\xi_{3}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times\left(\mathrm{e}\left(e^{i \theta} \xi_{1}\right) e^{\left(-\nu_{1}-2 \nu_{2}+s_{1}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{1}\right) e^{\left(\nu_{1}+2 \nu_{2}-s_{1}-1\right) i \theta}\right) \\
& \times\left(\mathrm{e}\left(e^{i \theta} \xi_{2}\right) e^{\left(-2 \nu_{1}-\nu_{2}+s_{2}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{2}\right) e^{\left(2 \nu_{1}+\nu_{2}-s_{2}-1\right) i \theta}\right) \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{1} d \xi_{2} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{aligned}
$$

we see $I_{\theta}$ is absolutely convergent for $0<\theta<\frac{\pi}{2}$.
We now want to integrate along the contours given by first integrating each variable along the real axis out to a value $M$, then integrating along $M e^{i \phi}$ for $\phi \in[0, \theta]$, and finally going back to the origin along $x e^{i \theta}$. Cauchy's theorem gives that the integral along these
contours is zero. We first let
$f\left(\xi_{1}, \xi_{2}, \xi_{3}, y_{1}, y_{2}, \phi\right)=$

$$
\begin{gathered}
\left(\xi_{3}^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(\xi_{1} \xi_{2}-\xi_{3}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2} y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1}} \\
\left(\mathrm{e}\left(e^{i \phi} \xi_{1}\right) e^{\left(-\nu_{1}-2 \nu_{2}+s_{1}+1\right) i \phi}+\mathrm{e}\left(-e^{-i \phi} \xi_{1}\right) e^{\left(\nu_{1}+2 \nu_{2}-s_{1}-1\right) i \phi}\right) \\
\left(\mathrm{e}\left(e^{i \phi} \xi_{2}\right) e^{\left(-2 \nu_{1}-\nu_{2}+s_{2}+1\right) i \phi}+\mathrm{e}\left(-e^{-i \phi} \xi_{2}\right) e^{\left(2 \nu_{1}+\nu_{2}-s_{2}-1\right) i \phi}\right)
\end{gathered}
$$

and observe that for $0 \leq \phi \leq \pi$ and as $M \rightarrow \infty$ we have

$$
\begin{aligned}
& \left|M f\left(M, \xi_{2}, \xi_{3}, y_{1}, y_{2}, \phi\right)\right| \ll\left|M\left(\left(M \xi_{2}-\xi_{3}\right)^{2}+M^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}}\right| \\
& \times\left|\mathrm{e}\left(e^{\mathrm{i} \phi} M\right) e^{\left(-\nu_{1}-2 \nu_{2}+s_{1}+1\right) i \phi} \mathrm{e}\left(-e^{-i \phi} M\right) e^{\left(\nu_{1}+2 \nu_{2}-s_{1}-1\right) i \phi}\right| \\
& \ll M^{1-3 \operatorname{Re}\left(\nu_{2}\right)}\left(\left|e^{2 \pi i e^{i \phi} M}\right|+\left|e^{-2 \pi i e^{-i \phi} M}\right|\right) \\
& \ll M^{1-3 \operatorname{Re}\left(\nu_{2}\right)} e^{-2 \pi M \sin \phi} \\
& \ll M^{1-3 \operatorname{Re}\left(\nu_{2}\right)}, \\
& \left|M f\left(\xi_{1}, M, \xi_{3}, y_{1}, y_{2}, \phi\right)\right| \ll\left|M\left(\xi_{3}+M^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(\xi_{1} M-\xi_{3}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}}\right| \\
& \times\left|\mathrm{e}\left(e^{i \phi} M\right) e^{\left(-2 \nu_{1}-\nu_{2}+s_{2}+1\right) i \phi}+\mathrm{e}\left(-e^{-i \phi} M\right) e^{\left(2 \nu_{1}+\nu_{2}-s_{2}-1\right) i \phi}\right| \\
& \ll M^{1-3 \operatorname{Re}\left(\nu_{1}+\nu_{2}\right)}\left(\left|e^{2 \pi i e^{i \phi} M}\right|+\left|e^{-2 \pi i e^{-i \phi} M}\right|\right) \\
& \ll M^{1-3 \operatorname{Re}\left(\nu_{1}+\nu_{2}\right)} e^{-2 \pi M \sin \phi} \\
& \ll M^{1-3 \operatorname{Re}\left(\nu_{1}+\nu_{2}\right)}, \\
& \left|M f\left(\xi_{1}, \xi_{2}, M, y_{1}, y_{2}, \phi\right)\right| \ll\left|M\left(M^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(\xi_{1} \xi_{2}-M\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}}\right| \\
& \ll M^{1-3 \operatorname{Re}\left(\nu_{1}+\nu_{2}\right)} \\
& \left|M f\left(\xi_{1}, \xi_{2}, \xi_{3}, M, y_{2}, \phi\right)\right| \ll\left|M\left(\xi_{3}^{2}+\xi_{2}^{2} M^{2}+M^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\right| \\
& \begin{aligned}
& \times\left|\left(\left(\xi_{1} \xi_{2}-\xi_{3}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+M^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} M^{2 \nu_{1}+\nu_{2}+s_{1}-1}\right| \\
< & M^{1+\operatorname{Re}\left(-\nu_{1}-2 \nu_{2}+s_{1}-1\right)} \\
= & M^{\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right)},
\end{aligned}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|M f\left(\xi_{1}, \xi_{2}, \xi_{3}, y_{1}, M, \phi\right)\right| \ll & \left|M\left(\xi_{3}^{2}+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} M^{2}\right)^{-\frac{3 \nu_{1}}{2}}\right| \\
& \times\left|\left(\left(\xi_{1} \xi_{2}-\xi_{3}\right)^{2}+\xi_{1}^{2} M^{2}+y_{1}^{2} M^{2}\right)^{-\frac{3 \nu_{2}}{2}} M^{\nu_{1}+2 \nu_{2}+s_{2}-1}\right| \\
& \ll M^{1+\operatorname{Re}\left(-2 \nu_{1}-\nu_{2}+s_{2}-1\right)} \\
= & M^{\operatorname{Re}\left(s_{2}-2 \nu_{1}-\nu_{2}\right)}
\end{aligned}
$$

Now since $\operatorname{Re}\left(\nu_{1}\right), \operatorname{Re}\left(\nu_{2}\right)>\frac{1}{3}$ and $\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right), \operatorname{Re}\left(s_{2}-2 \nu_{1}-\nu_{2}\right)<0$, we observe that as $M \rightarrow \infty$ the integral along the path $M e^{i \phi}$ for $\phi \in[0, \theta]$ goes to zero. Thus by Cauchy's theorem we have

$$
I_{\theta}=I_{0} \quad \text { for } \quad 0 \leq \theta \leq \frac{\pi}{2}
$$

or

$$
\int_{0}^{\infty} \int_{0}^{\infty} W\left(\left(\begin{array}{lll}
y_{1} y_{2} & & \\
& y_{1} & \\
& & 1
\end{array}\right)\right) y_{1}^{s_{1}-1} y_{2}^{s_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}=k\left(\nu_{1}, \nu_{2}\right) I_{\theta} \quad \text { for } \quad 0 \leq \theta \leq \frac{\pi}{2}
$$

We now must evaluate $I_{\theta}$. Since $I_{\theta}$ is absolutely convergent for $0<\theta<\frac{\pi}{2}$ we are free to interchange the order of integration as necessary, so

$$
\begin{aligned}
I_{\theta}=\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}\right. & \left.+\xi_{2}^{2} y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(\xi_{1} \xi_{2}-\xi_{3}\right)^{2}+\xi_{1}^{2} y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times\left(\mathrm{e}\left(e^{i \theta} \xi_{1}\right) e^{\left(-\nu_{1}-2 \nu_{2}+s_{1}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{1}\right) e^{\left(\nu_{1}+2 \nu_{2}-s_{1}-1\right) i \theta}\right) \\
& \times\left(\mathrm{e}\left(e^{i \theta} \xi_{2}\right) e^{\left(-2 \nu_{1}-\nu_{2}+s_{2}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{2}\right) e^{\left(2 \nu_{1}+\nu_{2}-s_{2}-1\right) i \theta}\right) \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} d \xi_{1} d \xi_{2}
\end{aligned}
$$

We now make the change of variables $y_{1} \rightarrow y_{1} \xi_{1}, y_{2} \rightarrow y_{2} \xi_{2}$, and $\xi_{3} \rightarrow \xi_{1} \xi_{2} \xi_{3}$ and obtain

$$
\begin{aligned}
\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+y_{1}^{2}\right. & \left.+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(1-\xi_{3}\right)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}}\left(\xi_{1} \xi_{2}\right)^{-3 \nu_{1}-3 \nu_{2}} \\
& \times\left(\mathrm{e}\left(e^{i \theta} \xi_{1}\right) e^{\left(-\nu_{1}-2 \nu_{2}+s_{1}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{1}\right) e^{\left(\nu_{1}+2 \nu_{2}-s_{1}-1\right) i \theta}\right) \\
& \times\left(\mathrm{e}\left(e^{i \theta} \xi_{2}\right) e^{\left(-2 \nu_{1}-\nu_{2}+s_{2}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{2}\right) e^{\left(2 \nu_{1}+\nu_{2}-s_{2}-1\right) i \theta}\right) \\
& \times\left(\xi_{1} y_{1}\right)^{2 \nu_{1}+\nu_{2}+s_{1}-1}\left(\xi_{2} y_{2}\right)^{\nu_{1}+2 \nu_{2}+s_{2}-1} \xi_{1} \xi_{2} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} d \xi_{1} d \xi_{2}
\end{aligned}
$$

which simplifies to

$$
\begin{aligned}
\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} & \left(\xi_{3}^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(1-\xi_{3}\right)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times\left(\mathrm{e}\left(e^{i \theta} \xi_{1}\right) e^{\left(-\nu_{1}-2 \nu_{2}+s_{1}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{1}\right) e^{\left(\nu_{1}+2 \nu_{2}-s_{1}-1\right) i \theta}\right) \\
& \times\left(\mathrm{e}\left(e^{i \theta} \xi_{2}\right) e^{\left(-2 \nu_{1}-\nu_{2}+s_{2}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{2}\right) e^{\left(2 \nu_{1}+\nu_{2}-s_{2}-1\right) i \theta}\right) \\
& \times \xi_{1}^{s_{1}-\nu_{1}-2 \nu_{2}} \xi_{2}^{s_{2}-2 \nu_{1}-\nu_{2}} y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} d \xi_{1} d \xi_{2}
\end{aligned}
$$

We now interchange the order of integration again and split up the integrals to obtain

$$
\begin{aligned}
& \int_{0}^{\infty}\left(\mathrm{e}\left(e^{i \theta} \xi_{1}\right) e^{\left(-\nu_{1}-2 \nu_{2}+s_{1}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{1}\right) e^{\left(\nu_{1}+2 \nu_{2}-s_{1}-1\right) i \theta}\right) \xi_{1}^{s_{1}-\nu_{1}-2 \nu_{2}} d \xi_{1} \\
& \times \int_{0}^{\infty}\left(\mathrm{e}\left(e^{i \theta} \xi_{2}\right) e^{\left(-2 \nu_{1}-\nu_{2}+s_{2}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{2}\right) e^{\left(2 \nu_{1}+\nu_{2}-s_{2}-1\right) i \theta}\right) \xi_{2}^{s_{2}-2 \nu_{1}-\nu_{2}} d \xi_{2} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(1-\xi_{3}\right)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{aligned}
$$

Thus for $0<\theta<\frac{\pi}{2}$ we have

$$
\begin{gathered}
\int_{0}^{\infty} \int_{0}^{\infty} W\left(\left(\begin{array}{lll}
y_{1} y_{2} & & \\
& & y_{1} \\
& & \\
& & 1
\end{array}\right)\right) y_{1}^{s_{1}-1} y_{2}^{s_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
=k\left(\nu_{1}, \nu_{2}\right) \int_{0}^{\infty}\left(\mathrm{e}\left(e^{i \theta} \xi_{1}\right) e^{\left(-\nu_{1}-2 \nu_{2}+s_{1}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{1}\right) e^{\left(\nu_{1}+2 \nu_{2}-s_{1}-1\right) i \theta}\right) \xi_{1}^{s_{1}-\nu_{1}-2 \nu_{2}} d \xi_{1} \\
\times \int_{0}^{\infty}\left(\mathrm{e}\left(e^{i \theta} \xi_{2}\right) e^{\left(-2 \nu_{1}-\nu_{2}+s_{2}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{2}\right) e^{\left(2 \nu_{1}+\nu_{2}-s_{2}-1\right) i \theta}\right) \xi_{2}^{s_{2}-2 \nu_{1}-\nu_{2}} d \xi_{2} \\
\times \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(1-\xi_{3}\right)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
\times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} .
\end{gathered}
$$

We will now evaluate these first two integrals by letting $\theta \rightarrow \frac{\pi}{2}$ and observing they are both of the form

$$
\int_{0}^{\infty}\left(\mathrm{e}(i t) i^{a}+\mathrm{e}(i t) i^{-a}\right) t^{a-1} d t
$$

or

$$
\left(i^{a}+i^{-a}\right) \int_{0}^{\infty} \mathrm{e}(i t) t^{a} \frac{d t}{t} .
$$

Now noting that

$$
\begin{aligned}
i^{a}+i^{-a} & =e^{\frac{a \pi i}{2}}+e^{-\frac{a \pi i}{2}} \\
& =\mathrm{e}\left(\frac{a}{4}\right)+\mathrm{e}\left(-\frac{a}{4}\right)
\end{aligned}
$$

and recalling that $\mathrm{e}(t)+\mathrm{e}(-t)=2 \cos (2 \pi t)$, we have

$$
i^{a}+i^{-a}=2 \cos \left(\frac{a \pi}{2}\right)
$$

We also observe that for $\operatorname{Re}(a)>0$ we have

$$
\begin{aligned}
\int_{0}^{\infty} \mathrm{e}(i t) t^{a} \frac{d t}{t} & =\int_{0}^{\infty} e^{-2 \pi t} t^{a} \frac{d t}{t} \\
& =\int_{0}^{\infty} e^{-t}\left(\frac{t}{2 \pi}\right)^{a} \frac{d t}{t} \\
& =(2 \pi)^{-a} \Gamma(a)
\end{aligned}
$$

thus

$$
\int_{0}^{\infty}\left(\mathrm{e}(i t) i^{a}+\mathrm{e}(i t) i^{-a}\right) t^{a-1} d t=\frac{2}{(2 \pi)^{a}} \cos \left(\frac{a \pi}{2}\right) \Gamma(a) \text { for } \operatorname{Re}(a)>0
$$

We note ([GR] 8.334.2) that

$$
\Gamma\left(\frac{1}{2}+x\right) \Gamma\left(\frac{1}{2}-x\right)=\frac{\pi}{\cos (\pi x)}
$$

thus we have

$$
\frac{2}{(2 \pi)^{a}} \cos \left(\frac{a \pi}{2}\right) \Gamma(a)=\frac{\Gamma(a)}{(2 \pi)^{a-1} \Gamma\left(\frac{1+a}{2}\right) \Gamma\left(\frac{1-a}{2}\right)}
$$

We also recall the doubling formula ([GR] 8.335.1)

$$
\Gamma(2 x)=\frac{2^{2 x-1}}{\sqrt{\pi}} \Gamma(x) \Gamma\left(x+\frac{1}{2}\right)
$$

so

$$
\Gamma(a)=\frac{2^{a-1}}{\sqrt{\pi}} \Gamma\left(\frac{a}{2}\right) \Gamma\left(\frac{a}{2}+\frac{1}{2}\right)
$$

or

$$
\frac{\Gamma(a)}{\Gamma\left(\frac{1+a}{2}\right)}=\frac{2^{a-1} \Gamma\left(\frac{a}{2}\right)}{\sqrt{\pi}}
$$

which then gives

$$
\int_{0}^{\infty}\left(\mathrm{e}(i t) i^{a}+\mathrm{e}(i t) i^{-a}\right) t^{a-1} d t=\frac{\Gamma\left(\frac{a}{2}\right)}{\pi^{a-\frac{1}{2}} \Gamma\left(\frac{1-a}{2}\right)} \text { for } \operatorname{Re}(a)>0
$$

Hence for $\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}+1\right)>0$ we have

$$
\begin{aligned}
& \int_{0}^{\infty}\left(\mathrm{e}\left(e^{i \theta} \xi_{1}\right) e^{\left(-\nu_{1}-2 \nu_{2}+s_{1}+1\right) i \theta}+\mathrm{e}\left(-e^{-\mathrm{i} \theta} \xi_{1}\right) e^{\left(\nu_{1}+2 \nu_{2}-s_{1}-1\right) i \theta}\right) \xi_{1}^{s_{1}-\nu_{1}-2 \nu_{2}} d \xi_{1} \\
&=\frac{\Gamma\left(\frac{s_{1}-\nu_{1}-2 \nu_{2}+1}{2}\right)}{\pi^{s_{1}-\nu_{1}-2 \nu_{2}+\frac{1}{2}} \Gamma\left(\frac{\nu_{1}+2 \nu_{2}-s_{1}}{2}\right)}
\end{aligned}
$$

and for $\operatorname{Re}\left(s_{2}-2 \nu_{1}-\nu_{2}+1\right)>0$ we have

$$
\begin{aligned}
\int_{0}^{\infty}\left(\mathrm{e}\left(e^{i \theta} \xi_{2}\right) e^{\left(-2 \nu_{1}-\nu_{2}+s_{2}+1\right) i \theta}+\mathrm{e}\left(-e^{-i \theta} \xi_{2}\right) e^{\left(2 \nu_{1}+\nu_{2}-s_{2}-1\right) i \theta}\right) & \xi_{2}^{s_{2}-2 \nu_{1}-\nu_{2}} d \xi_{2} \\
& =\frac{\Gamma\left(\frac{s_{2}-2 \nu_{1}-\nu_{2}+1}{2}\right)}{\pi^{s_{2}-2 \nu_{1}-\nu_{2}+\frac{1}{2}} \Gamma\left(\frac{2 \nu_{1}+\nu_{2}-s_{2}}{2}\right)}
\end{aligned}
$$

Thus for $\operatorname{Re}\left(\nu_{1}\right)>\frac{1}{3}, \operatorname{Re}\left(\nu_{2}\right)>\frac{1}{3},-1<\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right)<0$, and $-1<\operatorname{Re}\left(s_{2}-\right.$ $\left.2 \nu_{1}-\nu_{2}\right)<0$ we have that

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} W\left(\left(\begin{array}{lll}
y_{1} y_{2} & & \\
& y_{1} & \\
& = & 1
\end{array}\right)\right) y_{1}^{s_{1}-1} y_{2}^{s_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
&=\left(\nu_{1}, \nu_{2}\right) \frac{\Gamma\left(\frac{s_{1}-\nu_{1}-2 \nu_{2}+1}{2}\right) \Gamma\left(\frac{s_{2}-2 \nu_{1}-\nu_{2}+1}{2}\right)}{\pi^{s_{1}+s_{2}-3 \nu_{1}-3 \nu_{2}+1} \Gamma\left(\frac{\nu_{1}+2 \nu_{2}-s_{1}}{2}\right) \Gamma\left(\frac{2 \nu_{1}+\nu_{2}-s_{2}}{2}\right)} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(1-\xi_{3}\right)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
&= \frac{\Gamma\left(\frac{3 \nu_{1}}{2}\right) \Gamma\left(\frac{3 \nu_{2}}{2}\right) \Gamma\left(\frac{3 \nu_{1}+3 \nu_{2}-1}{2}\right) \Gamma\left(\frac{s_{1}-\nu_{1}-2 \nu_{2}+1}{2}\right) \Gamma\left(\frac{s_{2}-2 \nu_{1}-\nu_{2}+1}{2}\right)}{\pi^{s_{1}+s_{2}+\frac{1}{2} \Gamma\left(\frac{\nu_{1}+2 \nu_{2}-s_{1}}{2}\right) \Gamma\left(\frac{2 \nu_{1}+\nu_{2}-s_{2}}{2}\right)}} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(1-\xi_{3}\right)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{aligned}
$$

We now want to concern ourselves with the integral

$$
\begin{aligned}
\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\xi_{3}^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left(\left(1-\xi_{3}\right)^{2}+y_{2}^{2}+\right. & \left.y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi_{3} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{aligned}
$$

For this integral we have the following lemma:

Lemma 2.9. For $\operatorname{Re}\left(\nu_{1}\right)>\frac{2}{3}, \operatorname{Re}\left(\nu_{2}\right)>\frac{2}{3},-1<\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right)<0$, and $-1<$ $\operatorname{Re}\left(s_{2}-2 \nu_{1}-\nu_{2}\right)<0$ we have

$$
\begin{aligned}
\Gamma\left(\frac{3 \nu_{1}}{2}\right) \Gamma\left(\frac{3 \nu_{2}}{2}\right) \int_{0}^{\infty} \int_{0}^{\infty} & \int_{-\infty}^{\infty}\left(\xi^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left((1-\xi)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
= & \frac{\sqrt{\pi \Gamma\left(\frac{\nu_{2}-\nu_{1}+s_{1}}{2}\right) \Gamma\left(\frac{\nu_{1}-\nu_{2}+s_{2}}{2}\right) \Gamma\left(\frac{2 \nu_{1}+\nu_{2}+s_{1}-1}{2}\right) \Gamma\left(\frac{\nu_{1}+2 \nu_{2}+s_{2}-1}{2}\right)}}{4 \Gamma\left(\frac{s s_{1}+s_{2}}{2}\right) \Gamma\left(\frac{3 \nu_{1}+3 \nu_{2}-1}{2}\right)} \\
& \times \Gamma\left(\frac{2 \nu_{1}+\nu_{2}-s_{2}}{2}\right) \Gamma\left(\frac{\nu_{1}+2 \nu_{2}-s_{1}}{2}\right) .
\end{aligned}
$$

Proof: We observe that by the definition of the gamma function,

$$
\begin{aligned}
\Gamma\left(\frac{3 \nu_{1}}{2}\right) \Gamma\left(\frac{3 \nu_{2}}{2}\right) & \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\xi^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left((1-\xi)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
= & \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\xi^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left((1-\xi)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \int_{0}^{\infty} t_{1}^{\frac{3 \nu_{1}}{2}} e^{-t_{1}} \frac{d t_{1}}{t_{1}} \int_{0}^{\infty} t_{2}^{\frac{3 \nu_{2}}{2}} e^{-t_{2}} \frac{d t_{2}}{t_{2}}
\end{aligned}
$$

which in turn equals

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty}\left(\frac{t_{1}}{\xi^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}}\right)^{\frac{3 \nu_{1}}{2}}\left(\frac{t_{2}}{(1-\xi)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}}\right)^{\frac{3 \nu_{2}}{2}} \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} e^{-t_{1}-t_{2}} \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} d \xi \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{aligned}
$$

We make the change of variables

$$
\begin{aligned}
& t_{1} \rightarrow \frac{t_{1}\left(\xi^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)}{y_{1}^{2}} \\
& t_{2} \rightarrow \frac{t_{2}\left((1-\xi)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)}{y_{2}^{2}}
\end{aligned}
$$

and obtain

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty}\left(\frac{t_{1}}{y_{1}^{2}}\right)^{\frac{3 \nu_{1}}{2}}\left(\frac{t_{2}}{y_{2}^{2}}\right)^{\frac{3 \nu_{2}}{2}} y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} \\
& \times e^{-\frac{t_{1}\left(\xi^{2}+y_{1}^{2}+y_{1}^{2} \nu_{2}^{2}\right)}{v_{1}^{2}}-\frac{t_{2}\left((1-\xi)^{2}+y_{2}^{2}+y_{1}^{2} \nu_{2}^{2}\right)}{v_{2}^{2}} \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} d \xi \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}}
\end{aligned}
$$

which equals

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{\frac{3 \nu_{1}}{2}} t_{2}^{\frac{3 \nu_{2}}{2}} y_{1}^{\nu_{2}-\nu_{1}+s_{1}-1} y_{2}^{\nu_{1}-\nu_{2}+s_{2}-1} \\
& \times e^{-\frac{i_{1} \xi^{2}}{y_{1}^{2}}-\frac{t_{2}(1-\epsilon)^{2}}{y_{2}^{2}}} e^{-t_{1}\left(1+y_{2}^{2}\right)-t_{2}\left(1+y_{1}^{2}\right)} \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} d \xi \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{aligned}
$$

Since we have assumed that $\operatorname{Re}\left(\nu_{1}\right)>\frac{2}{3}$ and $\operatorname{Re}\left(\nu_{2}\right)>\frac{2}{3}$, the inner integrals are absolutely convergent, so we can interchange the order of integration and proceed to do the $\xi$ integral.

We observe

$$
\begin{aligned}
\int_{-\infty}^{\infty} e^{-A x^{2}-B(1-x)^{2}} d x & =\int_{-\infty}^{\infty} e^{-(A+B)\left(x^{2}-\frac{2 B}{A+B}+\frac{B}{A+B}\right)} d x \\
& =\int_{-\infty}^{\infty} e^{-(A+B)\left(\left(x-\frac{B}{A+B}\right)^{2}+\frac{B}{A+B}-\frac{B^{2}}{(A+B)^{2}}\right)} d x \\
& =e^{\frac{A B}{A+B}} \int_{-\infty}^{\infty} e^{-(A+B)\left(x-\frac{B}{A+B}\right)^{2}} d x \\
& =e^{\frac{A B}{A+B}} \int_{-\infty}^{\infty} e^{-(A+B) x^{2}} d x \\
& =e^{\frac{A B}{A+B}} \sqrt{\frac{\pi}{A+B}}
\end{aligned}
$$

Thus

$$
\begin{aligned}
\int_{-\infty}^{\infty} e^{-\frac{t_{1} \xi^{2}}{y_{1}^{2}}-\frac{t_{2}(1-\xi)^{2}}{y_{2}^{2}}} d \xi & =e^{\frac{-t_{1} t_{2}}{v_{1}^{2} \nu_{2}^{2}\left(\frac{t_{1}}{v_{1}^{2}}+\frac{t_{2}^{2}}{y_{2}^{2}}\right)} \sqrt{\frac{\pi}{\frac{t_{1}}{y_{1}^{2}}+\frac{t_{2}}{y_{2}^{2}}}}} \\
& =e^{\frac{-t_{1} t_{2}}{t_{1} y_{2}^{2}+t_{2} v_{1}^{2}}} \sqrt{\frac{\pi y_{1}^{2} y_{2}^{2}}{t_{1} y_{2}^{2}+t_{2} y_{1}^{2}}}
\end{aligned}
$$

So, the above equals

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{\frac{3 \nu_{1}}{2}} t_{2}^{\frac{3 \nu_{2}}{2}} y_{1}^{\nu_{2}-\nu_{1}+s_{1}-1} y_{2}^{\nu_{1}-\nu_{2}+s_{2}-1} \\
& \times \sqrt{\frac{\pi y_{1}^{2} y_{2}^{2}}{t_{1} y_{2}^{2}+t_{2} y_{1}^{2}}}
\end{aligned}
$$

which equals

$$
\begin{aligned}
& \sqrt{\pi} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{\frac{3 \nu_{1}}{2}} t_{2}^{\frac{3 \nu_{2}}{2}} y_{1}^{\nu_{2}-\nu_{1}+s_{1}} y_{2}^{\nu_{1}-\nu_{2}+s_{2}} \\
& \times \frac{e^{\frac{-t_{1} x_{2}}{t_{1} v_{2}^{2}+t_{2} y_{1}^{2}}} e^{-t_{1}\left(1+y_{2}^{2}\right)-t_{2}\left(1+y_{1}^{2}\right)}}{\sqrt{t_{1} y_{2}^{2}+t_{2} y_{1}^{2}}} \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
\end{aligned}
$$

We now observe $\operatorname{Re}\left(\nu_{2}-\nu_{1}+s_{1}\right)=\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right)+3 \operatorname{Re}\left(\nu_{2}\right)>-1+2=1$ and similarly $\operatorname{Re}\left(\nu_{1}-\nu_{2}+s_{2}\right)>1$, so the above integral is absolutely convergent. We now interchange the order of integration, make the change of variables $y_{1} \rightarrow \sqrt{\frac{y_{1}}{t_{2}}}, y_{2} \rightarrow \sqrt{\frac{y_{2}}{t_{1}}}$, and obtain $\frac{\sqrt{\pi}}{4} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{\frac{3 \nu_{1}}{2}} t_{2}^{\frac{3 \nu_{2}}{2}}\left(\frac{y_{1}}{t_{2}}\right)^{\frac{\nu_{2}-\nu_{1}+o_{1}}{2}}\left(\frac{y_{2}}{t_{1}}\right)^{\frac{\nu_{1}-\nu_{2}+s_{2}}{2}}$

$$
\times \frac{e^{\frac{-t_{1} t_{2}}{y_{2}+y_{1}}} e^{-t_{1}-y_{2}-t_{2}-y_{1}}}{\sqrt{y_{2}+y_{1}}} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}}
$$

which equals

$$
\begin{aligned}
\frac{\sqrt{\pi}}{4} \int_{0}^{\infty} \int_{0}^{\infty} \frac{\frac{2 \nu_{1}+\nu_{2}-t_{2}}{2}}{t_{2} \frac{2 \nu_{2}+\nu_{1}-\theta_{1}}{2}} & e^{-t_{1}-t_{2}} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} \frac{\frac{y_{1}-\frac{\nu_{1}+\theta_{1}}{2}}{y_{2} \frac{\nu_{1}-\nu_{2}+s_{2}}{2}} e^{\frac{-t_{1} t_{2}}{y_{2}+y_{1}}-y_{2}-y_{1}}}{\sqrt{y_{2}+y_{1}}} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} .
\end{aligned}
$$

So we need to evaluate

$$
\int_{0}^{\infty} \int_{0}^{\infty} \frac{y_{1}^{A} y_{2}^{B} e^{\frac{-C}{y_{2}+y_{1}}-y_{2}-y_{1}}}{\sqrt{y_{2}+y_{1}}} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}
$$

for $\operatorname{Re}(A)>\frac{1}{2}, \operatorname{Re}(B)>\frac{1}{2}$, and $C$ any positive real number. We note that in this region the integrals are absolutely convergent. Under the change of variables $y_{1} \rightarrow y_{1}-y_{2}$ the above equals

$$
\int_{0}^{\infty} \int_{y_{2}}^{\infty} \frac{\left(y_{1}-y_{2}\right)^{A-1} y_{2}^{B-1} e^{\frac{-C}{y_{1}}-y_{1}}}{\sqrt{y_{1}}} d y_{1} d y_{2}
$$

Since we are in the region of absolute convergence we can interchange the order of integration to obtain

$$
\int_{0}^{\infty} \frac{e^{\frac{-C}{y_{1}}-y_{1}}}{\sqrt{y_{1}}} \int_{0}^{y_{1}}\left(y_{1}-y_{2}\right)^{A-1} y_{2}^{B-1} d y_{2} d y_{1}
$$

Letting $y_{2} \rightarrow y_{1} y_{2}$ this becomes

$$
\int_{0}^{\infty} \frac{e^{\frac{-c}{y_{1}}-y_{1}}}{\sqrt{y_{1}}} \int_{0}^{1}\left(y_{1}-y_{1} y_{2}\right)^{A-1}\left(y_{1} y_{2}\right)^{B-1} y_{1} d y_{2} d y_{1}
$$

which in turn equals

$$
\int_{0}^{\infty} y_{1}^{B+A-\frac{3}{2}} e^{\frac{-C}{y_{1}}-y_{1}} \int_{0}^{1}\left(1-y_{2}\right)^{A-1}\left(y_{2}\right)^{B-1} d y_{2} d y_{1}
$$

Recalling ([GR] 3.191.3) that

$$
\int_{0}^{1} t^{z-1}(1-t)^{w-1} d t=\frac{\Gamma(z) \Gamma(w)}{\Gamma(z+w)} \text { for } \operatorname{Re}(z), \operatorname{Re}(w)>0
$$

the above equals

$$
\frac{\Gamma(A) \Gamma(B)}{\Gamma(A+B)} \int_{0}^{\infty} y_{1}^{B+A-\frac{3}{2}} e^{\frac{-C}{y_{1}}-y_{1}} d y_{1}
$$

Thus using the fact ([GR] 3.471.12) that

$$
\int_{0}^{\infty} x^{\nu-1} e^{-x-\frac{\mu^{2}}{4 x}} d x=2\left(\frac{\mu}{2}\right)^{\nu} K_{\nu}(\mu) \text { for }|\arg (\mu)|<\frac{\pi}{2} \text { and } \operatorname{Re}\left(\mu^{2}\right)>0
$$

we obtain

$$
\int_{0}^{\infty} \int_{0}^{\infty} \frac{y_{1}^{A} y_{2}^{B} e^{\frac{-C}{\nu_{2}+y_{1}}-y_{2}-y_{1}}}{\sqrt{y_{2}+y_{1}}} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}}=2 C^{\frac{B}{2}+\frac{A}{2}-\frac{1}{4}} K_{B+A-\frac{1}{2}}(2 \sqrt{C}) \frac{\Gamma(A) \Gamma(B)}{\Gamma(A+B)}
$$

for $\operatorname{Re}(A)>\frac{1}{2}, \operatorname{Re}(B)>\frac{1}{2}$, and $C$ any positive real number. So we have

$$
\begin{aligned}
\int_{0}^{\infty} \int_{0}^{\infty} \frac{y_{1}^{\frac{\nu_{2}-\nu_{1}++_{1}}{2}} y_{2} \frac{\nu_{1}-\nu_{2}++_{2}}{2}}{e^{\frac{-t_{1} 1_{2}}{y_{2}+y_{1}}-y_{2}-y_{1}}} & \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
& =2\left(t_{1} t_{2}\right)^{\frac{y_{1}+s_{2}-1}{2}} K_{\frac{s_{1}+s_{2}-1}{2}}\left(2 \sqrt{t_{1} t_{2}}\right) \frac{\Gamma\left(\frac{\nu_{2}-\nu_{1}+s_{1}}{2}\right) \Gamma\left(\frac{\nu_{1}-\nu_{2}+s_{2}}{2}\right)}{\Gamma\left(\frac{s_{1}+s_{2}}{2}\right)}
\end{aligned}
$$

whence

$$
\begin{aligned}
\Gamma\left(\frac{3 \nu_{1}}{2}\right) \Gamma & \left(\frac{3 \nu_{2}}{2}\right) \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty}\left(\xi^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left((1-\xi)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
= & \frac{\sqrt{\pi \Gamma}\left(\frac{\nu_{2}-\nu_{1}+s_{1}}{2}\right) \Gamma\left(\frac{\nu_{1}-\nu_{2}+s_{2}}{2}\right)}{2 \Gamma\left(\frac{s_{1}+s_{2}}{2}\right)} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{\nu_{1}+\frac{\nu_{2}}{2}+\frac{s_{1}}{4}-\frac{s_{2}}{4}-\frac{1}{4} t_{2}^{\nu_{2}+\frac{\nu_{1}}{2}+\frac{s_{2}}{4}-\frac{s_{1}-\frac{1}{4}}{4}} e^{-t_{1}-t_{2}} K_{\frac{\rho_{1}+s_{2}-1}{2}}\left(2 \sqrt{t_{1} t_{2}}\right) \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} .} .
\end{aligned}
$$

Under the change of variables $t_{1} \rightarrow \frac{t_{1}^{2}}{t_{2}}$ we have

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{\nu_{1}+\frac{\nu_{2}}{2}+\frac{\nu_{1}}{4}-\frac{\nu_{2}}{4}-\frac{t_{1}}{4}} t_{2}^{\nu_{2}+\frac{\nu_{1}}{2}+\frac{\nu_{2}}{4}-\frac{\nu_{1}}{4}-\frac{1}{4}} e^{-t_{1}-t_{2}} K_{\frac{2_{1}+\rho_{2}-1}{2}}\left(2 \sqrt{t_{1} t_{2}}\right) \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} \\
& =2 \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{2 \nu_{1}+\nu_{2}+\frac{\rho_{1}}{2}-\frac{\rho_{2}}{2}-\frac{1}{2}} t_{2}^{\frac{\nu_{2}}{2}-\frac{\nu_{1}}{2}+\frac{\nu_{2}}{2}-\frac{s_{1}}{2}} e^{-\frac{t_{1}^{2}}{t_{2}}-t_{2}} K_{\frac{0_{1}+s_{2}-1}{2}}\left(2 t_{1}\right) \frac{d t_{1}}{t_{1}} \frac{d t_{2}}{t_{2}} .
\end{aligned}
$$

Since we have the exponential function and

$$
\begin{aligned}
\operatorname{Re}\left(2 \nu_{1}+\nu_{2}+\frac{s_{1}}{2}-\frac{s_{2}}{2}-\right. & \left.\frac{1}{2}\right) \\
& =\frac{1}{2}\left(\operatorname{Re}\left(s_{1}-\nu_{1}-\nu_{2}\right)+\operatorname{Re}\left(2 \nu_{1}+\nu_{2}-s_{2}\right)+\operatorname{Re}\left(3 \nu_{1}+3 \nu_{2}-1\right)\right) \\
& >\frac{-1+0+2+2-1}{2}=1
\end{aligned}
$$

both of the integrals are absolutely convergent. So we can interchange the order of integration and let $t_{2} \rightarrow \frac{t_{1}}{t_{2}}$ to obtain

$$
2 \int_{0}^{\infty} \int_{0}^{\infty} t_{1}^{\frac{3 \nu_{1}+3 \nu_{2}-1}{2}} t_{2}^{\frac{\nu_{1}-\nu_{2}+s_{1}-s_{2}}{2}} e^{-t_{1} t_{2}-\frac{t_{1}}{t_{2}}} K_{\frac{s_{1}+o_{2}-1}{2}}^{2}\left(2 t_{1}\right) \frac{d t_{2}}{t_{2}} \frac{d t_{1}}{t_{1}} .
$$

Using the fact that

$$
K_{\nu}(z)=\frac{1}{2} \int_{0}^{\infty} e^{-\frac{z}{2}\left(w+\frac{1}{w}\right)} w^{\nu} \frac{d w}{w}
$$

the above becomes

$$
4 \int_{0}^{\infty} t_{1}^{\frac{3 \nu_{1}+3 \nu_{2}-1}{2}} K_{\frac{\nu_{1}-\nu_{2}+s_{1}-s_{2}}{2}}\left(2 t_{1}\right) K_{\frac{g_{1}+s_{2}-1}{2}}\left(2 t_{1}\right) \frac{d t_{1}}{t_{1}}
$$

Now, we recall ([GR] 6.576.4) that for $\operatorname{Re}(a+b)>0$ and $\operatorname{Re}(\lambda)+|\operatorname{Re}(\mu)|+|\operatorname{Re}(\nu)|<1$ we have

$$
\begin{aligned}
\int_{0}^{\infty} x^{-\lambda} K_{\mu}(a x) K_{\nu}(b x) d x & \\
= & 2^{-2-\lambda} a^{-\nu+\lambda-1} b^{\nu} F\left(\frac{1-\lambda+\mu+\nu}{2}, \frac{1-\lambda+\mu-\nu}{2} ; 1-\lambda ; 1-\frac{b^{2}}{a^{2}}\right) \\
& \times \frac{\Gamma\left(\frac{1-\lambda+\mu+\nu}{2}\right) \Gamma\left(\frac{1-\lambda-\mu+\nu}{2}\right) \Gamma\left(\frac{1-\lambda+\mu-\nu}{2}\right) \Gamma\left(\frac{1-\lambda-\mu-\nu}{2}\right)}{\Gamma(1-\lambda)}
\end{aligned}
$$

where $F$ is the hypergeometric function. We observe

$$
\begin{aligned}
\operatorname{Re}\left(\frac{3-3 \nu_{1}-3 \nu_{2}}{2}\right) & +\left|\operatorname{Re}\left(\frac{\nu_{1}-\nu_{2}+s_{1}-s_{2}}{2}\right)\right|+\left|\operatorname{Re}\left(\frac{s_{1}+s_{2}-1}{2}\right)\right| \\
= & \operatorname{Re}\left(\frac{3-3 \nu_{1}-3 \nu_{2}}{2}\right)+\frac{1}{2}\left|\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right)+\operatorname{Re}\left(2 \nu_{1}+\nu_{2}-s_{2}\right)\right| \\
& +\frac{1}{2}\left|\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right)+\operatorname{Re}\left(s_{2}-2 \nu_{1}-\nu_{2}\right)+3 \operatorname{Re}\left(\nu_{1}\right)+3 \operatorname{Re}\left(\nu_{2}\right)-1\right| .
\end{aligned}
$$

Since

$$
\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right)+\operatorname{Re}\left(s_{2}-2 \nu_{1}-\nu_{2}\right)+3 \operatorname{Re}\left(\nu_{1}\right)+3 \operatorname{Re}\left(\nu_{2}\right)-1>1
$$

the above equals

$$
\frac{1}{2}\left|\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right)+\operatorname{Re}\left(2 \nu_{1}+\nu_{2}-s_{2}\right)\right|+\frac{1}{2}\left(\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right)+\operatorname{Re}\left(s_{2}-2 \nu_{1}-\nu_{2}\right)+2\right)
$$

which by our hypotheses is less than 1 . Thus we can apply the above identity, and using the fact that $F(a, b ; c ; 0)=1$ we obtain

$$
\begin{aligned}
4 \int_{0}^{\infty} t_{1}^{\frac{3 \nu_{1}+3 \nu_{2}-1}{2}} K_{\nu_{1}-\nu_{2}+s_{1}-s_{2}}^{2} & \left(2 t_{1}\right) K_{\frac{1}{1}+s_{2}-1}^{2} \\
2 & \left(2 t_{1}\right) \frac{d t_{1}}{t_{1}} \\
& =\frac{\Gamma\left(\frac{2 \nu_{1}+\nu_{2}+s_{1}-1}{2}\right) \Gamma\left(\frac{\nu_{1}+2 \nu_{2}+s_{2}-1}{2}\right) \Gamma\left(\frac{2 \nu_{1}+\nu_{2}-s_{2}}{2}\right) \Gamma\left(\frac{\nu_{1}+2 \nu_{2}-s_{1}}{2}\right)}{2 \Gamma\left(\frac{3 \nu_{1}+3 \nu_{2}-1}{2}\right)} .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\Gamma\left(\frac{3 \nu_{1}}{2}\right) \Gamma\left(\frac{3 \nu_{2}}{2}\right) \int_{0}^{\infty} \int_{0}^{\infty} & \int_{-\infty}^{\infty}\left(\xi^{2}+y_{1}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{1}}{2}}\left((1-\xi)^{2}+y_{2}^{2}+y_{1}^{2} y_{2}^{2}\right)^{-\frac{3 \nu_{2}}{2}} \\
& \times y_{1}^{2 \nu_{1}+\nu_{2}+s_{1}-1} y_{2}^{\nu_{1}+2 \nu_{2}+s_{2}-1} d \xi \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
= & \frac{\sqrt{\pi} \Gamma\left(\frac{\nu_{2}-\nu_{1}+s_{1}}{2}\right) \Gamma\left(\frac{\nu_{1}-\nu_{2}+s_{2}}{2}\right) \Gamma\left(\frac{2 \nu_{1}+\nu_{2}+s_{1}-1}{2}\right) \Gamma\left(\frac{\nu_{1}+2 \nu_{2}+s_{2}-1}{2}\right)}{4 \Gamma\left(\frac{s_{1}+s_{2}}{2}\right) \Gamma\left(\frac{3 \nu_{1}+3 \nu_{2}-1}{2}\right)} \\
& \times \Gamma\left(\frac{2 \nu_{1}+\nu_{2}-s_{2}}{2}\right) \Gamma\left(\frac{\nu_{1}+2 \nu_{2}-s_{1}}{2}\right) .
\end{aligned}
$$

Combining Lemmas 2.8 and 2.9 we obtain:
Corollary 2.10. For $\operatorname{Re}\left(\nu_{1}\right)>\frac{2}{3}, \operatorname{Re}\left(\nu_{2}\right)>\frac{2}{3},-1<\operatorname{Re}\left(s_{1}-\nu_{1}-2 \nu_{2}\right)<0$, and $-1<$ $\operatorname{Re}\left(s_{2}-2 \nu_{1}-\nu_{2}\right)<0$ we have

$$
\begin{aligned}
\int_{0}^{\infty} \int_{0}^{\infty} W\left(\left(\begin{array}{lll}
y_{1} y_{2} & & \\
& y_{1} & \\
& & 1
\end{array}\right)\right) & y_{1}^{s_{1}-1} y_{2}^{s_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
& =\frac{\Gamma\left(\frac{s_{1}+\alpha}{2}\right) \Gamma\left(\frac{s_{1}+\beta}{2}\right) \Gamma\left(\frac{s_{1}+\gamma}{2}\right) \Gamma\left(\frac{s_{2}-\alpha}{2}\right) \Gamma\left(\frac{s_{2}-\beta}{2}\right) \Gamma\left(\frac{s_{2}-\gamma}{2}\right)}{4 \pi^{s_{1}+s_{2}} \Gamma\left(\frac{s_{1}+s_{2}}{2}\right)}
\end{aligned}
$$

where, as before,

$$
\begin{aligned}
& \alpha=-\nu_{1}-2 \nu_{2}+1 \\
& \beta=-\nu_{1}+\nu_{2} \\
& \gamma=2 \nu_{1}+\nu_{2}-1
\end{aligned}
$$

We now recall Theorem 2.1 of [B1].
Theorem 2.11. There exist $N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $N_{2}\left(\nu_{1}, \nu_{2}\right)$ which depend on $\nu_{1}$ and $\nu_{2}$ in a continuous fashion such that if $n_{1}>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $n_{2}>N_{2}\left(\nu_{1}, \nu_{2}\right)$ then

$$
W\left(\left(\begin{array}{lll}
y_{1} y_{2} & & \\
& y_{1} & \\
& & 1
\end{array}\right)\right) y_{1}^{n_{1}} y_{2}^{n_{2}}
$$

is bounded on $\mathcal{H}$.

By analytic continuation we obtain equation 10.1 of [B1], namely
Corollary 2.12. For $\operatorname{Re}\left(s_{1}-1\right)>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}\left(s_{2}-1\right)>N_{2}\left(\nu_{1}, \nu_{2}\right)$

$$
\begin{aligned}
\int_{0}^{\infty} \int_{0}^{\infty} W\left(\left(\begin{array}{lll}
y_{1} y_{2} & & \\
& y_{1} & \\
& & 1
\end{array}\right)\right) & y_{1}^{s_{1}-1} y_{2}^{s_{2}-1} \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
& =\frac{\Gamma\left(\frac{s_{1}+\alpha}{2}\right) \Gamma\left(\frac{s_{1}+\beta}{2}\right) \Gamma\left(\frac{s_{1}+\gamma}{2}\right) \Gamma\left(\frac{s_{2}-\alpha}{2}\right) \Gamma\left(\frac{s_{2}-\beta}{2}\right) \Gamma\left(\frac{s_{2}-\gamma}{2}\right)}{4 \pi^{s_{1}+s_{2}} \Gamma\left(\frac{s_{1}+s_{2}}{2}\right)}
\end{aligned}
$$

and the integral is absolutely convergent.
By the Mellin inversion formula we have a correction ([BF] p. 208) to equation 10.2 of [B1] which should read

Corollary 2.13. For $\operatorname{Re}\left(s_{1}-1\right)>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}\left(s_{2}-1\right)>N_{2}\left(\nu_{1}, \nu_{2}\right)$

$$
\begin{aligned}
W( & \left.\left(\begin{array}{lll}
y_{1} y_{2} & & \\
& y_{1} & \\
& & 1
\end{array}\right)\right) \\
& =\frac{1}{4 \pi^{2}(2 \pi i)^{2}} \int_{\sigma-i \infty}^{\sigma+i \infty} \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{\Gamma\left(\frac{s_{1}+\alpha}{2}\right) \Gamma\left(\frac{s_{1}+\beta}{2}\right) \Gamma\left(\frac{s_{1}+\gamma}{2}\right) \Gamma\left(\frac{s_{2}-\alpha}{2}\right) \Gamma\left(\frac{s_{2}-\beta}{2}\right) \Gamma\left(\frac{s_{2}-\gamma}{2}\right)}{\Gamma\left(\frac{s_{1}+s_{2}}{2}\right)} \\
& \times\left(\pi y_{1}\right)^{1-s_{1}}\left(\pi y_{2}\right)^{1-s_{2}} d s_{1} d s_{2}
\end{aligned}
$$

where $\sigma$ is sufficiently large.

We can now evaluate the Mellin transforms occurring in Chapter 1 . We recall that if $W$ is of type $\left(\nu_{1}, \nu_{2}\right)$ then $\widetilde{W}$ is of type $\left(\nu_{2}, \nu_{1}\right)$. Thus

$$
\begin{aligned}
& \tilde{\alpha}=-\nu_{2}-2 \nu_{1}+1 \\
& \tilde{\beta}=-\nu_{2}+\nu_{1} \\
& \tilde{\gamma}=2 \nu_{2}+\nu_{1}-1
\end{aligned}
$$

So we see

$$
\tilde{\alpha}=-\gamma, \quad \widetilde{\beta}=-\beta, \quad \text { and } \quad \tilde{\gamma}=-\alpha .
$$

With this we now have

Lemma 2.14. [HM1] $\widetilde{\Phi}(s, w)$ is absolutely convergent for $\operatorname{Re}(w+s)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)>\widetilde{N}_{2}\left(\nu_{1}, \nu_{2}\right)$ and

$$
\widetilde{\Phi}(s, w)=\frac{\Gamma\left(\frac{w+s+1-\alpha}{2}\right) \Gamma\left(\frac{w+s+1-\beta}{2}\right) \Gamma\left(\frac{w+s+1-\gamma}{2}\right) \Gamma\left(\frac{w+1+\alpha}{2}\right) \Gamma\left(\frac{w+1+\beta}{2}\right) \Gamma\left(\frac{w+1+\gamma}{2}\right)}{4 \pi^{2 w+s+2} \Gamma\left(\frac{2 w+s+2}{2}\right)} .
$$

Proof: We have by a change of variables

$$
\begin{aligned}
\widetilde{\Phi}(s, w) & =\int_{0}^{\infty} \int_{0}^{\infty} \widetilde{W}\left(\left(\begin{array}{lll}
t & & \\
& v & \\
& & 1
\end{array}\right)\right) t^{w} v^{s} \frac{d t}{t} \frac{d v}{v} \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \widetilde{W}\left(\left(\begin{array}{lll}
t v & & \\
& v & \\
& & 1
\end{array}\right)\right) t^{w} v^{w+s} \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

Now applying Corollary 2.12, we obtain

$$
\frac{\Gamma\left(\frac{w+s+1+\tilde{\alpha}}{2}\right) \Gamma\left(\frac{w+s+1+\widetilde{\beta}}{2}\right) \Gamma\left(\frac{w+s+1+\tilde{\gamma}}{2}\right) \Gamma\left(\frac{w+1-\tilde{\alpha}}{2}\right) \Gamma\left(\frac{w+1-\tilde{\beta}}{2}\right) \Gamma\left(\frac{w+1-\tilde{\gamma}}{2}\right)}{4 \pi^{2 w+s+2} \Gamma\left(\frac{2 w+s+2}{2}\right)}
$$

which in turn equals

$$
\frac{\Gamma\left(\frac{w+s+1-\alpha}{2}\right) \Gamma\left(\frac{w+s+1-\beta}{2}\right) \Gamma\left(\frac{w+s+1-\gamma}{2}\right) \Gamma\left(\frac{w+1+\alpha}{2}\right) \Gamma\left(\frac{w+1+\beta}{2}\right) \Gamma\left(\frac{w+1+\gamma}{2}\right)}{4 \pi^{2 w+s+2} \Gamma\left(\frac{2 w+s+2}{2}\right)}
$$

For the other Mellin transform of Chapter 1 we have

Lemma 2.15. $[\mathrm{HM} 1] \Phi(s, w)$ is absolutely convergent for $\operatorname{Re}(s)>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)>$ $N_{2}\left(\nu_{1}, \nu_{2}\right)$ and

$$
\Phi(s, w)=\frac{\Gamma\left(\frac{w-\alpha+1}{2}\right) \Gamma\left(\frac{w-\beta+1}{2}\right) \Gamma\left(\frac{w-\gamma+1}{2}\right) \Gamma\left(\frac{s-w-\alpha}{2}\right) \Gamma\left(\frac{s-w-\beta}{2}\right) \Gamma\left(\frac{s-w-\gamma}{2}\right)}{4 \pi^{s+w+\frac{3}{2}} \Gamma\left(\frac{s-2 w}{2}\right)} .
$$

Proof: We first note

$$
\left(\begin{array}{ccc}
t v & & \\
y v & v & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{1}{\sqrt{1+y^{2}}} & \frac{y}{\sqrt{1+y^{2}}} & \\
\frac{-y}{\sqrt{1+y^{2}}} & \frac{1}{\sqrt{1+y^{2}}} & \\
& & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & \frac{t y}{y^{2}+1} & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{t v}{\sqrt{1+y^{2}}} & & \\
& v \sqrt{1+y^{2}} & \\
& & 1
\end{array}\right) .
$$

Thus, by invariance under $Z K$ and using the fact that

$$
W\left(\left(\begin{array}{ccc}
1 & x_{2} & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right)=\mathrm{e}\left(x_{1}+x_{2}\right) W(\tau)
$$

we have

$$
\begin{aligned}
\Phi(s, w) & =\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{lll}
t v & & \\
y v & v & \\
& & 1
\end{array}\right)\right) t^{w} v v^{s} d y \frac{d t}{t} \frac{d v}{v} \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{lll}
\frac{t v}{\sqrt{1+y^{2}}} & \\
& v \sqrt{1+y^{2}} & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{t y}{y^{2}+1}\right) t^{w} v^{s} d y \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

By Theorem 2.11, for $n_{1}>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $n_{2}>N_{2}\left(\nu_{1}, \nu_{2}\right)$ we have that

$$
\left|W\left(\left(\begin{array}{ccc}
\frac{t v}{\sqrt{1+y^{2}}} & & \\
& v \sqrt{1+y^{2}} & \\
& & 1
\end{array}\right)\right)\left(v \sqrt{1+y^{2}}\right)^{n_{1}}\left(\frac{t}{1+y^{2}}\right)^{n_{2}}\right|
$$

is bounded. Thus

$$
W\left(\left(\begin{array}{ccc}
\frac{t v}{\sqrt{1+y^{2}}} & & \\
& v \sqrt{1+y^{2}} & \\
& & 1
\end{array}\right)\right)
$$

is bounded as $y \rightarrow 0$. Taking $n_{1}$ large we see this function is rapidly decreasing as $y \rightarrow \pm \infty$ and $v \rightarrow \infty$, and taking $n_{2}$ large it is rapidly decreasing as $t \rightarrow \infty$. Thus $\Phi(s, w)$ is absolutely convergent for $\operatorname{Re}(s)>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)>N_{2}\left(\nu_{1}, \nu_{2}\right)$.

Now by a change of variables we have

$$
\begin{aligned}
\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{ll}
\frac{t v}{\sqrt{1+y^{2}}} & \\
& v \sqrt{1+y^{2}} \\
& \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{ll}
t v & \\
& v \\
y^{2}+1
\end{array}\right) t^{w} v^{s} d y \frac{d t}{t} \frac{d v}{v}\right. \\
& \\
& 1
\end{array}\right)\right) \frac{\mathrm{e}(t y)}{\left(1+y^{2}\right)^{\frac{t-2 w}{2}}} t^{w} v^{s} d y \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

We recall the fact that, for the K-Bessel function, we have

$$
\int_{-\infty}^{\infty} \frac{\mathrm{e}(t y)}{\left(1+y^{2}\right)^{\nu}} d y=\frac{2 \pi^{\nu}}{\Gamma(\nu)} t^{\nu-\frac{1}{2}} K_{\nu-\frac{1}{2}}(2 \pi t)
$$

So the above equals

$$
\frac{2 \pi^{\frac{-2}{2}}}{\Gamma\left(\frac{s-2 w}{2}\right)} \int_{0}^{\infty} \int_{0}^{\infty} W\left(\left(\begin{array}{lll}
t v & & \\
& v & \\
& & 1
\end{array}\right)\right) K_{\frac{t-2 w-1}{2}(2 \pi t) t^{\frac{s-1}{2}} v^{s} d y \frac{d t}{t} \frac{d v}{v} . . . ~}
$$

As in [B2] we let

$$
\begin{aligned}
K_{\alpha, \beta, \gamma}\left(y_{1}, y_{2}\right) & \\
= & \frac{1}{(2 \pi i)^{2}} \int_{-i \infty}^{i \infty} \int_{-i \infty}^{i \infty} \frac{\Gamma\left(\frac{s_{1}+\alpha}{2}\right) \Gamma\left(\frac{s_{1}+\beta}{2}\right) \Gamma\left(\frac{s_{1}+\gamma}{2}\right) \Gamma\left(\frac{s_{2}-\alpha}{2}\right) \Gamma\left(\frac{s_{2}-\beta}{2}\right) \Gamma\left(\frac{s_{2}-\gamma}{2}\right)}{\Gamma\left(\frac{s_{1}+s_{2}}{2}\right)} \\
& \times\left(\frac{y_{1}}{2}\right)^{-s_{1}}\left(\frac{y_{2}}{2}\right)^{-s_{2}} d s_{1} d s_{2} .
\end{aligned}
$$

By Corollary 2.13 we have

$$
\begin{aligned}
W( & \left.\left(\begin{array}{lll}
y_{1} y_{2} & & \\
& y_{1} & \\
& & 1
\end{array}\right)\right) \\
& =\frac{1}{4 \pi^{2}(2 \pi i)^{2}} \int_{\sigma-i \infty}^{\sigma+i \infty} \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{\Gamma\left(\frac{s_{1}+\alpha}{2}\right) \Gamma\left(\frac{s_{1}+\beta}{2}\right) \Gamma\left(\frac{s_{1}+\gamma}{2}\right) \Gamma\left(\frac{s_{2}-\alpha}{2}\right) \Gamma\left(\frac{s_{2}-\beta}{2}\right) \Gamma\left(\frac{s_{2}-\gamma}{2}\right)}{\Gamma\left(\frac{s_{1}+s_{2}}{2}\right)} \\
& \times\left(\pi y_{1}\right)^{1-s_{1}}\left(\pi y_{2}\right)^{1-s_{2}} d s_{1} d s_{2}
\end{aligned}
$$

which in turn equals

$$
\begin{array}{r}
\frac{y_{1} y_{2}}{4(2 \pi i)^{2}} \int_{\sigma-i \infty}^{\sigma+i \infty} \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{\Gamma\left(\frac{s_{1}+\alpha}{2}\right) \Gamma\left(\frac{s_{1}+\beta}{2}\right) \Gamma\left(\frac{s_{1}+\alpha}{2}\right) \Gamma\left(\frac{s_{2}-\alpha}{2}\right) \Gamma\left(\frac{s_{2}-\beta}{2}\right) \Gamma\left(\frac{s_{2}-\gamma}{2}\right)}{\Gamma\left(\frac{s_{1}+s_{2}}{2}\right)} \\
\times\left(\pi y_{1}\right)^{-s_{1}}\left(\pi y_{2}\right)^{-s_{2}} d s_{1} d s_{2} .
\end{array}
$$

Thus we have

$$
W\left(\left(\begin{array}{lll}
t v & & \\
& v & \\
& & 1
\end{array}\right)\right)=\frac{t v}{4} K_{\alpha, \beta, \gamma}(2 \pi v, 2 \pi t),
$$

and so

$$
\begin{aligned}
\frac{2 \pi^{\frac{-2 w}{2}}}{\Gamma\left(\frac{s-2 w}{2}\right)} \int_{0}^{\infty} \int_{0}^{\infty} W & \left(\left(\begin{array}{cc}
t v & \\
& v \\
& \\
& 1
\end{array}\right)\right) K_{\frac{s-2 w-1}{2}(2 \pi t) t^{\frac{s-1}{2}} v^{s} d y \frac{d t}{t} \frac{d v}{v}} \\
& =\frac{\pi^{\frac{-2 w}{2}}}{2 \Gamma\left(\frac{s-2 w}{2}\right)} \int_{0}^{\infty} \int_{0}^{\infty} K_{\alpha, \beta, \gamma}(2 \pi v, 2 \pi t) K_{\frac{s-2 w-1}{2}}(2 \pi t) t^{\frac{s+1}{2}} v^{s+1} \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

By a change of variables this equals

$$
\frac{\pi^{\frac{--2 w}{2}}}{2(2 \pi)^{\frac{3 s+3}{2}} \Gamma\left(\frac{s-2 w}{2}\right)} \int_{0}^{\infty} \int_{0}^{\infty} K_{\alpha, \beta, \gamma}(v, t) K_{\frac{,-2 w-1}{2}}(t) t^{\frac{s+1}{2}} v^{s+1} \frac{d t}{t} \frac{d v}{v} .
$$

By examining [B2] we see equation 1.2 should read

$$
\begin{aligned}
\int_{0}^{\infty} \int_{0}^{\infty} K_{\alpha, \beta, \gamma}\left(y_{1}, y_{2}\right) K_{\nu}\left(y_{2}\right)\left(y_{1}^{2} y_{2}\right)^{s} & \frac{d y_{1}}{y_{1}} \frac{d y_{2}}{y_{2}} \\
= & 2^{3 s-1} \Gamma\left(\frac{s-\alpha-\nu}{2}\right) \Gamma\left(\frac{s-\beta-\nu}{2}\right) \Gamma\left(\frac{s-\gamma-\nu}{2}\right) \\
& \times \Gamma\left(\frac{s-\alpha+\nu}{2}\right) \Gamma\left(\frac{s-\beta+\nu}{2}\right) \Gamma\left(\frac{s-\gamma+\nu}{2}\right) .
\end{aligned}
$$

So the above double integral equals

$$
\frac{\pi^{\frac{--2 w}{2}} 2^{\frac{3++1}{2}} \Gamma\left(\frac{w-\alpha+1}{2}\right) \Gamma\left(\frac{w-\beta+1}{2}\right) \Gamma\left(\frac{w-\gamma+1}{2}\right) \Gamma\left(\frac{s-w-\alpha}{2}\right) \Gamma\left(\frac{s-w-\beta}{2}\right) \Gamma\left(\frac{s-w-\gamma}{2}\right)}{2(2 \pi)^{\frac{3+3}{2}} \Gamma\left(\frac{s-2 w}{2}\right)} .
$$

We now must introduce one more Mellin transform which will appear in the functional equation for the twisted L-function. We let

$$
\widehat{\Phi}(s, w)=\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{lll}
t v & & \\
y v & v & \\
& & 1
\end{array}\right)\right) y t^{w} v^{s} d y \frac{d t}{t} \frac{d v}{v} .
$$

For this function we have
Lemma 2.16. $\hat{\Phi}(s, w)$ is absolutely convergent for $\operatorname{Re}(s)>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)>$ $N_{2}\left(\nu_{1}, \nu_{2}\right)$ and

$$
\widehat{\Phi}(s, w)=\frac{\Gamma\left(\frac{w-\alpha+2}{2}\right) \Gamma\left(\frac{w-\beta+2}{2}\right) \Gamma\left(\frac{w-\gamma+2}{2}\right) \Gamma\left(\frac{s-w-\alpha-1}{2}\right) \Gamma\left(\frac{s-w-\beta-1}{2}\right) \Gamma\left(\frac{s-w-\gamma-1}{2}\right)}{-4 i \pi^{s+w+\frac{3}{2}} \Gamma\left(\frac{s-2 w}{2}\right)} .
$$

Proof: As in the proof of Lemma 2.15 we have

$$
\begin{aligned}
\hat{\Phi}(s, w) & =\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{lll}
t v & & \\
y v & v & \\
& & 1
\end{array}\right)\right) y t^{w} v^{s} d y \frac{d t}{t} \frac{d v}{v} \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{lll}
t v & & \\
& v & \\
& & 1
\end{array}\right)\right) \frac{\mathrm{e}(t y)}{\left(1+y^{2}\right)^{\frac{s-2 w}{2}}} y t^{w} v v^{s} d y \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

which is absolutely convergent for $\operatorname{Re}(s)>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)>N_{2}\left(\nu_{1}, \nu_{2}\right)$. So we need to evaluate

$$
\int_{-\infty}^{\infty} \frac{y \mathrm{e}(t y)}{\left(1+y^{2}\right)^{\nu}} d y
$$

We observe that differentiating the identity in Lemma 2.15 yields

$$
2 \pi i \int_{-\infty}^{\infty} \frac{y \mathrm{e}(t y)}{\left(1+y^{2}\right)^{\nu}} d y=\frac{2 \pi^{\nu}}{\Gamma(\nu)} \frac{d}{d t}\left(t^{\nu-\frac{1}{2}} K_{\nu-\frac{1}{2}}(2 \pi t)\right)
$$

We see from equation 8.486.12 of [GR] that

$$
z \frac{d}{d z} K_{\nu}(z)+\nu K_{\nu}(z)=-z K_{\nu-1}(z)
$$

so

$$
\frac{d}{d t}\left(t^{\nu} K_{\nu}(2 \pi t)\right)=-2 \pi t^{\nu} K_{\nu-1}(2 \pi t)
$$

Thus

$$
\int_{-\infty}^{\infty} \frac{y \mathrm{e}(t y)}{\left(1+y^{2}\right)^{\nu}} d y=\frac{-2 \pi^{\nu}}{i \Gamma(\nu)} t^{\nu-\frac{1}{2}} K_{\nu-\frac{3}{2}}(2 \pi t)
$$

So we have

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{lll}
t v & & \\
& v & \\
& & 1
\end{array}\right)\right) \frac{\mathrm{e}(t y)}{\left(1+y^{2}\right)^{\frac{--2 w}{2}}} y t^{w} v v^{s} d y \frac{d t}{t} \frac{d v}{v} \\
&=\frac{-2 \pi^{\frac{-2-2 w}{2}}}{i \Gamma\left(\frac{s-2 w}{2}\right)} \int_{0}^{\infty} \int_{0}^{\infty} W\left(\left(\begin{array}{lll}
t v & & \\
& v & \\
& & 1
\end{array}\right)\right) K_{\frac{--2 v-3}{2}(2 \pi t) t^{\frac{--2 w-1}{2}} t^{w} v^{s} d y \frac{d t}{t} \frac{d v}{v}} .
\end{aligned}
$$

As in the proof of Lemma 2.15 this equals

$$
\frac{-\pi^{\frac{s-2 w}{2}}}{2 i(2 \pi)^{\frac{3++3}{2}} \Gamma\left(\frac{s-2 w}{2}\right)} \int_{0}^{\infty} \int_{0}^{\infty} K_{\alpha, \beta, \gamma}(v, t) K_{\frac{s-2 w-3}{2}}(t) t^{\frac{s+1}{2}} v^{s+1} \frac{d t}{t} \frac{d v}{v} .
$$

Now applying the corrected version of equation 1.2 of [B2] we obtain

$$
\frac{-\pi^{\frac{s-2 w}{2}} 2^{\frac{3 \rho+1}{2}} \Gamma\left(\frac{w-\alpha+2}{2}\right) \Gamma\left(\frac{w-\beta+2}{2}\right) \Gamma\left(\frac{w-\gamma+2}{2}\right) \Gamma\left(\frac{s-w-\alpha-1}{2}\right) \Gamma\left(\frac{s-w-\beta-1}{2}\right) \Gamma\left(\frac{s-w-\gamma-1}{2}\right)}{2 i(2 \pi)^{\frac{3 \circ+3}{2}} \Gamma\left(\frac{s-2 w}{2}\right)} . \square
$$

## CHAPTER III

## FUNCTIONAL EQUATION

Before we can begin to derive the functional equation for the twisted L-function we must prove a result about characters. For $\chi$ a Dirichlet character, we let $\bar{\chi}(n)$ be the complex conjugate of $\chi(n)$. Since $|\chi(n)|$ is 0 or 1 we have $\chi(n) \bar{\chi}(n)=1$ if $\chi(n) \neq 0$. In particular, we have $\chi(-1)= \pm 1$. If $\chi(-1)=1$ we say $\chi$ is even and if $\chi(-1)=-1$ we say $\chi$ is odd. For any Dirichlet character $\chi \bmod q$, the Gauss sum associated with $\chi$ is

$$
\tau(\chi)=\sum_{n=1}^{q} \chi(n) \mathrm{e}\left(\frac{n}{q}\right)
$$

Finally a Dirichlet character mod $q$ is primitive if for each positive integer $d \mid q$, there exists $a \equiv 1 \bmod d,(a, q)=1$ such that $\chi(a) \neq 1$. With this we have

Lemma 3.1. If $\chi$ is a primitive character $\bmod q$ then

$$
\chi(n)=\frac{\tau(\chi) \chi(-1)}{q} \sum_{a=1}^{q} \bar{\chi}(a) \mathrm{e}\left(\frac{a n}{q}\right)
$$

where $\tau(\chi)$ is the Gauss sum.

Proof: By finite Fourier expansion we have

$$
\chi(n)=\sum_{a=1}^{q} f(a) \mathrm{e}\left(\frac{a n}{q}\right) \quad \text { where } \quad f(a)=\frac{1}{q} \sum_{m=1}^{q} \chi(m) \mathrm{e}\left(\frac{-a m}{q}\right) .
$$

We now must consider the sum in the expression for $f(a)$ in two separate cases.

If $(a, q)=1$ then we have

$$
\begin{aligned}
\sum_{m=1}^{q} \chi(m) \mathrm{e}\left(\frac{-a m}{q}\right) & =\sum_{n=1}^{q} \chi(-\bar{a} n) e\left(\frac{n}{q}\right) \\
& =\chi(\bar{a}) \chi(-1) \sum_{n=1}^{q} \chi(n) \mathrm{e}\left(\frac{n}{q}\right) \\
& =\bar{\chi}(a) \chi(-1) \tau(\chi)
\end{aligned}
$$

where $a \bar{a} \equiv 1 \bmod q$. Otherwise we have $(a, q)>1$. In this case we let $d_{a}=(a, q)$ and $k d_{a}=q$. Now for any $b \in \mathbf{Z}$ such that $(b, q)=1$ and $b \equiv 1 \bmod k$ we have

$$
\begin{aligned}
\sum_{m=1}^{q} \chi(m) \mathrm{e}\left(\frac{-a m}{q}\right) & =\sum_{n=1}^{q} \chi(b n) \mathrm{e}\left(\frac{-a b n}{q}\right) \\
& =\chi(b) \sum_{n=1}^{q} \chi(n) \mathrm{e}\left(\frac{-a b n}{q}\right)
\end{aligned}
$$

Choosing $z \in \mathbf{Z}$ such that $b=k z+1$, we have $\frac{a b n}{q}=\frac{a n}{q}+\frac{a n z}{d}$. But $d \mid a$, so $\frac{a n z}{d} \in \mathbf{Z}$, whence $\mathrm{e}\left(\frac{-a b n}{q}\right)=\mathrm{e}\left(\frac{-a n}{q}\right)$. Thus

$$
\sum_{m=1}^{q} \chi(m) \mathrm{e}\left(\frac{-a m}{q}\right)=\chi(b) \sum_{n=1}^{q} \chi(n) \mathrm{e}\left(\frac{-a n}{q}\right)
$$

If we assume $\sum_{m=1}^{q} \chi(m) \mathrm{e}\left(\frac{-a m}{q}\right) \neq 0$ then $\chi(b)=1$, so we have $k \mid q$. Since $d>1$ we have a $k<q$ such that for all $b \equiv 1 \bmod k$ with $(b, q)=1$ we have $\chi(b)=1$. This contradicts the fact that $\chi$ is primitive, whence

$$
\sum_{m=1}^{q} \chi(m) e\left(\frac{-a m}{q}\right)=0
$$

Since $(a, q)>1$ we have $\bar{\chi}(a)=0$, so

$$
\sum_{m=1}^{q} \chi(m) \mathrm{e}\left(\frac{-a m}{q}\right)=\bar{\chi}(a) \chi(-1) \tau(\chi)
$$

Thus in either case

$$
\chi(n)=\frac{\tau(\chi) \chi(-1)}{q} \sum_{a=1}^{q} \bar{\chi}(a) \mathrm{e}\left(\frac{a n}{q}\right) .
$$

We can now proceed to derive the functional equation for the twisted L-function. As in the untwisted case (Chapter 1) we would like to begin with

$$
L_{\bar{\chi}}(w, \widetilde{F}) \widetilde{\Phi}(s-1, w-1)
$$

and express the L-function as a sum over both the positive and negative integers instead of just the positive integers. However, recalling that $a_{n_{1}, n_{2}}=a_{\left|n_{1}\right|,\left|n_{2}\right|}$, we have

$$
\begin{aligned}
\sum_{n \neq 0} \frac{\tilde{a}_{1, n} \bar{\chi}(n)}{|n|^{w}} & =\sum_{n=1}^{\infty} \frac{\tilde{a}_{1, n}(\bar{\chi}(n)+\bar{\chi}(-n))}{n^{w}} \\
& = \begin{cases}2 L_{\bar{\chi}}(w, \tilde{F}) & \text { if } \chi \text { is even } \\
0 & \text { if } \chi \text { is odd. }\end{cases}
\end{aligned}
$$

We take our idea from the derivation of the functional equation for

$$
L_{\chi}(s)=\sum_{n=1}^{\infty} \frac{\chi(n)}{n^{s}}
$$

which is worked out in Chapter 9 of [D] and consider

$$
\begin{aligned}
\sum_{n \neq 0} \frac{n \tilde{a}_{1, n} \bar{\chi}(n)}{|n|^{w}} & =\sum_{n=1}^{\infty} \frac{\tilde{a}_{1, n}(\bar{\chi}(n)-\bar{\chi}(-n))}{n^{w-1}} \\
& = \begin{cases}0 & \text { if } \chi \text { is even } \\
2 L_{\bar{\chi}}(w-1, \tilde{F}) & \text { if } \chi \text { is odd. }\end{cases}
\end{aligned}
$$

Introducing the parameter $\delta_{n}^{\chi}=\left\{\begin{array}{ll}1 & \text { if } \chi \text { is even } \\ n & \text { if } \chi \text { is odd }\end{array}\right.$ we obtain

$$
\sum_{n \neq 0} \frac{\tilde{a}_{1, n} \bar{\chi}(n) \delta_{n}^{\chi}}{|n|^{w}}= \begin{cases}2 L_{\bar{x}}(w, \tilde{F}) & \text { if } \chi \text { is even } \\ 2 L_{\bar{\chi}}(w-1, \tilde{F}) & \text { if } \chi \text { is odd. }\end{cases}
$$

Thus we will take as our starting point

$$
\widetilde{\Phi}(s-1, w-1) \sum_{n \neq 0} \frac{\tilde{a}_{1, n} \bar{\chi}(n) \delta_{n}^{\chi}}{|n|^{w}} .
$$

For this we observe:

Lemma 3.2. Let $F$ be a cusp form and $\chi$ a character $\bmod q$ with $(a, q)=d_{a}$ and $a a^{\prime} \equiv-d_{a} \bmod q$. If $\chi$ is even, we have, for $\operatorname{Re}(s+w-2)>\widetilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)>$
$\max \left(\tilde{N}_{2}\left(\nu_{1}, \nu_{2}\right)+1,2\right)$,

$$
\begin{aligned}
& \frac{q^{3 w} \chi(-1)}{(\tau(\bar{\chi}))^{2}} \tilde{\Phi}(s-1, w-1) \sum_{n \neq 0} \frac{\widetilde{a}_{1, n} \bar{\chi}(n) \delta_{n}^{\chi}}{|n|^{w}} \\
&=\left.\sum_{u=1}^{q} \bar{\chi}(u) \int_{0}^{\infty} \int_{0}^{\infty} \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{i}}{q} & \\
& \frac{1}{d_{0}} & \frac{a \bar{u}}{q^{d_{a}}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right|_{z=0} \\
& \quad \times t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

and in this region all of the integrals and sums are absolutely convergent. If $\chi$ is odd, we have, for $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)>\max \left(\widetilde{N}_{2}\left(\nu_{1}, \nu_{2}\right)+1,3\right)$,

$$
\begin{aligned}
& \frac{q^{3 w} \chi(-1)}{(\tau(\bar{\chi}))^{2}} \tilde{\Phi}(s-1, w-1) \sum_{n \neq 0} \frac{\tilde{a}_{1, n} \bar{\chi}(n) \delta_{n}^{\chi}}{|n|^{w}} \\
& \quad=\frac{1}{2 \pi i} \sum_{u=1}^{q} \bar{\chi}(u) \int_{0}^{\infty} \int_{0}^{\infty} \\
& \quad \times\left.\frac{\partial}{\partial z}\left(\sum_{a=1}^{q^{2}} \tilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q_{d}} \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

and in this region all of the sums and integrals are absolutely convergent.

Proof: We first observe, that by equations 4.7 and 4.8 of [B1] we have

$$
\begin{aligned}
\widetilde{F}_{d}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right) \tau\right) & =\sum_{n \in \mathbf{Z}} \widetilde{F}_{d, n}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right) \tau\right) \\
& =\sum_{n \in \mathbf{Z}} \mathrm{e}(n z) \tilde{F}_{d, n}(\tau)
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\left.\frac{\partial}{\partial z}\left(\widetilde{F}_{d}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right) \tau\right)\right)\right|_{z=0} & =\left.\frac{\partial}{\partial z}\left(\sum_{n \in \mathbf{Z}} \mathrm{e}(n z) \widetilde{F}_{d, n}(\tau)\right)\right|_{z=0} \\
& =2 \pi i \sum_{n \in \mathbf{Z}} n \widetilde{F}_{d, n}(\tau)
\end{aligned}
$$

and

$$
\left.\tilde{F}_{d}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right) \tau\right)\right|_{z=0}=\sum_{n \in \mathbf{Z}} \tilde{F}_{d, n}(\tau)
$$

Since $\tilde{F}$ is a cusp form, we have that $\tilde{F}_{d, 0}(\tau)=0$, so

$$
\sum_{n \neq 0} \delta_{n}^{\chi} \widetilde{F}_{d, n}(\tau)= \begin{cases}\left.\widetilde{F}_{d}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& 1
\end{array}\right) \tau\right)\right|_{z=0} & \text { if } \chi \text { is even } \\
\left.\frac{1}{2 \pi i} \frac{\partial}{\partial z}\left(\widetilde{F}_{d}^{0}\left(\left(\begin{array}{lll}
1 & z & \\
& 1 & 1
\end{array}\right) \tau\right)\right)\right|_{z=0} & \text { if } \chi \text { is odd. }\end{cases}
$$

Thus, in either case, we are interested in

$$
\int_{0}^{\infty} \int_{0}^{\infty} \sum_{n \neq 0} \delta_{n}^{\chi} \widetilde{F}_{d_{a}, n}\left(\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
$$

which by a change of variables equals

$$
\int_{0}^{\infty} \int_{0}^{\infty} \sum_{n \neq 0} \delta_{n}^{x} \widetilde{F}_{d_{a}, n}\left(\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q^{d_{a}}}
\end{array}\right)\left(\begin{array}{lll}
t & & \\
& v & \\
& & 1
\end{array}\right)\right)\left(t q^{3}\right)^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
$$

and in turn equals

$$
q^{3 w-3} \int_{0}^{\infty} \int_{0}^{\infty} \sum_{n \neq 0} \delta_{n}^{\chi} \widetilde{F}_{d_{a}, n}\left(\left(\begin{array}{ccc}
1 & \frac{a^{\prime} d_{a}}{q} & \\
& 1 & \frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{ccc}
t d_{a} & & \\
& & \frac{v}{d_{a}} \\
& & 1
\end{array}\right)\right) t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v} .
$$

Now applying equations 4.8 and 4.12 of [B1] we obtain

$$
\begin{aligned}
q^{3 w-3} \int_{0}^{\infty} \int_{0}^{\infty} \sum_{n \neq 0} \frac{\widetilde{a}_{d_{a}, n} \delta \chi_{n}}{\left|d_{a} n\right|} \widetilde{W}\left(( \begin{array} { c c c } 
{ d _ { a } n } & { } & { } \\
{ } & { d _ { a } } & { } \\
{ } & { } & { 1 }
\end{array} ) \left(\begin{array}{lll}
t d_{a} & & \\
& \frac{v}{d_{a}} & \\
& & \\
& & \times \mathrm{e}\left(\frac{a \bar{u}}{q}+\frac{n a^{\prime} d_{a}}{q}\right) t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
\end{array}\right.\right.
\end{aligned}
$$

which by interchanging the order of integration and summation equals

$$
q^{3 w-3} \sum_{n \neq 0} \int_{0}^{\infty} \int_{0}^{\infty} \frac{\widetilde{a}_{d_{a}, n} \delta_{n}^{\chi}}{d_{a}|n|} \widetilde{W}\left(\left(\begin{array}{lll}
t n d_{a}^{2} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{a \bar{u}}{q}+\frac{n a^{\prime} d_{a}}{q}\right) t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v} .
$$

We observe

$$
\begin{aligned}
\widetilde{W}\left(\left(\begin{array}{lll}
A & & \cdot \\
& B & \\
& & C
\end{array}\right)\right) & =\widetilde{W}\left(\left(\begin{array}{lll}
A & & \\
& B & \\
& & C
\end{array}\right)\left(\begin{array}{ccc}
-1 & & \\
& 1 & \\
& & 1
\end{array}\right)\right) \\
& =\widetilde{W}\left(\left(\begin{array}{ccc}
-A & & \\
& B & \\
& & C
\end{array}\right)\right)
\end{aligned}
$$

Thus the above equals

$$
q^{3 w-3} \sum_{n \neq 0} \int_{0}^{\infty} \int_{0}^{\infty} \frac{\widetilde{a}_{d_{a}, n} \delta \chi}{d_{a}|n|} \widetilde{W}\left(\left(\begin{array}{lll}
t|n| d_{a}^{2} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{a \bar{u}}{q}+\frac{n a^{\prime} d_{a}}{q}\right) t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
$$

With a change of variables this equals

$$
q^{3 w-3} \sum_{n \neq 0} \int_{0}^{\infty} \int_{0}^{\infty} \frac{\tilde{a}_{d_{a}, n} \delta_{n}^{\chi}}{d_{a}|n|} \widetilde{W}\left(\left(\begin{array}{lll}
t & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{a \bar{u}}{q}+\frac{n a^{\prime} d_{a}}{q}\right)\left(\frac{t}{|n| d_{a}^{2}}\right)^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
$$

which in turn equals

$$
q^{3 w-3} \sum_{n \neq 0} \frac{\tilde{a}_{d_{a}, n} \delta \chi}{d_{a}^{2 w-1}|n|^{w}} \mathrm{e}\left(\frac{a \bar{u}}{q}+\frac{n a^{\prime} d_{a}}{q}\right) \int_{0}^{\infty} \int_{0}^{\infty} \widetilde{W}\left(\left(\begin{array}{lll}
t & & \\
& v & \\
& & 1
\end{array}\right)\right) t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v} .
$$

By Lemma 2.14 this double integral is absolutely convergent for $\operatorname{Re}(s+w-2)>\widetilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w-1)>\tilde{N}_{2}\left(\nu_{1}, \nu_{2}\right)$, and since $\widetilde{a}_{n_{1}, n_{2}}=O\left(\left|n_{1} n_{2}\right|\right)$ the sum is absolutely convergent for $\operatorname{Re}(w)>2$ if $\chi$ is even and for $\operatorname{Re}(w)>3$ if $\chi$ is odd.

Thus we have shown

$$
\sum_{u=1}^{q} \bar{\chi}(u) \int_{0}^{\infty} \int_{0}^{\infty} \sum_{n \neq 0} \delta_{n}^{\chi} \widetilde{F}_{d_{a}, n}\left(\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{cc}
\frac{t}{\bar{q}^{3}} & \\
& v \\
& \\
& \\
& 1
\end{array}\right)\right) t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
$$

is absolutely convergent for $\operatorname{Re}(s+w-2)>\widetilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)>\max \left(\widetilde{N}_{2}\left(\nu_{1}, \nu_{2}\right)+1,2\right)$ if $\chi$ is even, and for $\operatorname{Re}(s+w-2)>\widetilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)>\max \left(\widetilde{N}_{2}\left(\nu_{1}, \nu_{2}\right)+1,3\right)$ if $\chi$ is odd. In either case it equals

$$
q^{3 w-3} \widetilde{\Phi}(s-1, w-1) \sum_{u=1}^{q} \bar{\chi}(u) \sum_{n \neq 0} \frac{\widetilde{a}_{d_{a}, n} \delta_{n}^{\chi}}{d_{a}^{2 w-1}|n|^{w}} \mathrm{e}\left(\frac{a \bar{u}}{q}+\frac{n a^{\prime} d_{a}}{q}\right)
$$

which is absolutely convergent in this region.
Now by applying Lemma 3.1 to the sum over $u$ we have

$$
\begin{aligned}
& \sum_{u=1}^{q} \bar{\chi}(u) \sum_{a=1}^{q^{2}} \sum_{n \neq 0} \frac{\tilde{a}_{d_{a}, n} \delta_{n}^{\chi}}{d_{a}^{2 w-1}|n|^{w}} \mathrm{e}\left(\frac{a \bar{u}}{q}+\frac{n a^{\prime} d_{a}}{q}\right) \\
&=\sum_{a=1}^{q^{2}} \sum_{n \neq 0} \frac{\widetilde{a}_{d_{a}, n} \delta_{n}^{\chi}}{d_{a}^{2 w-1}|n|^{w}} \mathrm{e}\left(\frac{n a^{\prime} d_{a}}{q}\right) \sum_{u=1}^{q} \bar{\chi}(u) \mathrm{e}\left(\frac{a \bar{u}}{q}\right) \\
&=\frac{q}{\tau(\bar{\chi}) \bar{\chi}(-1)} \sum_{a=1}^{q^{2}} \sum_{n \neq 0} \frac{\tilde{a}_{d_{a}, n} \delta_{n}^{\chi}}{d_{a}^{2 w-1}|n|^{w}} \mathrm{e}\left(\frac{n a^{\prime} d_{a}}{q}\right) \bar{\chi}(a) .
\end{aligned}
$$

Now since $\bar{\chi}(a)=0$ unless $(a, q)=1$, in which case $d_{a}=1$ and $a a^{\prime} \equiv-1 \bmod q$, this equals

$$
\frac{q}{\tau(\bar{\chi}) \bar{\chi}(-1)} \sum_{\substack{a=1 \\(a, q)=1}}^{q^{2}} \sum_{n \neq 0} \frac{\tilde{a}_{1, n} \delta_{n}^{\chi}}{|n|^{w}} \mathrm{e}\left(-\frac{n \bar{a}}{q}\right) \bar{\chi}(a),
$$

which by interchanging the order of summation and by periodicity equals

$$
\frac{q^{2}}{\tau(\bar{\chi}) \bar{\chi}(-1)} \sum_{n \neq 0} \frac{\tilde{a}_{1, n} \delta_{n}^{\chi}}{|n|^{w}} \sum_{\substack{a=1 \\(a, \bar{q})=1}}^{q} \mathrm{e}\left(-\frac{n \bar{a}}{q}\right) \bar{\chi}(a)
$$

Finally, applying Lemma 3.1, we obtain

$$
\frac{q^{3} \chi(-1)}{(\tau(\bar{\chi}))^{2}} \sum_{n \neq 0} \frac{\tilde{a}_{1, n} \bar{\chi}(n) \delta_{n}^{\chi}}{|n|^{w}}
$$

Hence, from Lemma 3.2 we are interested in expressing

$$
\tilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)
$$

in terms of $F$. If $\chi$ is even we will simply evaluate this function at $z=0$. Whereas if $\chi$ is odd we will first differentiate this function with respect to $z$ and then evaluate it at $z=0$. In either case, for this function we have

Lemma 3.3. For $t, v, z \in \mathbf{R},(u, q)=1, d_{a}=(a, q), u \bar{u} \equiv 1 \bmod q, a a^{\prime} \equiv-d_{a} \bmod q$, and $d_{k}=(k, q)$ we have

$$
\begin{aligned}
& q \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{d}}{q_{d}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
&=\sum_{k=1}^{q} \int_{-\infty}^{\infty} \sum_{b=0}^{q-1} F_{q}^{b}\left(\left(\begin{array}{ccc}
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y
\end{aligned}
$$

Proof: We first observe, by equation 4.2 of [B1], that

$$
\begin{aligned}
& \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
& \quad=\int_{0}^{1} \int_{0}^{1} \tilde{F}\left(\left(\begin{array}{lll}
1 & & y \\
& 1 & x \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& =\int_{0}^{1} \int_{0}^{1} \tilde{F}\left(\left(\begin{array}{lll}
1 & z & y \\
& 1 & x \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(-x d_{a}\right) d x d y \\
& & \frac{t}{q^{3}} \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(-x d_{a}\right) d x d y .
\end{aligned}
$$

We have $a a^{\prime} \equiv-d_{a} \bmod q$, so there exists $k \in \mathbf{Z}$ such that $k q-a a^{\prime}=d_{a}$. Thus by a change of variables, the above equals
which by periodicity equals

$$
\int_{0}^{1} \int_{0}^{1} \tilde{F}\left(\left(\begin{array}{ccc}
1 & z & y+\frac{k \bar{u}}{q}-\frac{a \bar{u} z}{q d_{a}} \\
& 1 & x \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{d}}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(-x d_{a}\right) d x d y
$$

Integrating over the region

$$
\left\{(x, y): 0 \leq x \leq \frac{q}{d_{a}}, \frac{x d_{a} a^{\prime}}{q} \leq y \leq \frac{x d_{a} a^{\prime}}{q}+\frac{d_{a}}{q}\right\}
$$

we obtain

$$
\int_{0}^{\frac{q}{d_{a}}} \int_{\frac{x d_{a} a^{\prime}}{q}}^{\frac{d_{a}}{a}+\frac{x d_{a} a^{\prime}}{q}} \tilde{F}\left(\left(\begin{array}{ccc}
1 & z & y+\frac{k \bar{u}}{q}-\frac{a \bar{u} z}{q d_{a}} \\
& 1 & x \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)
$$

By a change of variables, the above equals

$$
\begin{aligned}
& \int_{0}^{\frac{d_{a}}{q}} \int_{0}^{\frac{q}{d_{a}}} \tilde{F}\left(\left(\begin{array}{ccc}
1 & z & y+\frac{k \bar{u}}{q}+\frac{x d_{a} a^{\prime}}{q} \\
& 1 & \frac{a \bar{u} z}{q d_{a}} \\
& 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
& \times \mathrm{e}\left(-x d_{a}\right) d x d y \\
&= \int_{0}^{\frac{d_{a}}{q}} \int_{0}^{\frac{q}{d_{a}}} \tilde{F}\left(\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q}+\frac{z}{d_{a}} & y+\frac{k u}{q}+\frac{x d_{a} a^{\prime}}{q} \\
& \frac{1}{d_{a}} & x+\frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(-x d_{a}\right) d x d y \\
&= \int_{0}^{\frac{d_{a}}{q}} \int_{0}^{\frac{q}{d_{a}}} \tilde{F}\left(\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \frac{k \bar{u}}{q} \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & \frac{z}{d_{a}^{2}} & \frac{y}{d_{a}} \\
& 1 & x d_{a} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(-x d_{a}\right) d x d y .
\end{aligned}
$$

Again, by a change of variables, the above equals

$$
\frac{1}{q^{3}} \int_{0}^{q^{2}} \int_{0}^{q} \widetilde{F}\left(\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \frac{k \pi}{q} \\
& \frac{1}{d_{a}} & \frac{a z}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & \frac{z}{d^{2}} & \frac{y}{q^{3}} \\
& 1 & x \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}(-x) d x d y
$$

We note that

$$
\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \frac{k \bar{u}}{q} \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & \frac{z}{d_{2}^{2}} & \frac{y}{q^{3}} \\
& 1 & x \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)=\left(\begin{array}{ccc}
\frac{d_{a}}{q^{3}} & \frac{a^{\prime}}{q} & \frac{k \bar{q}}{q} \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
t & \frac{z q^{3} v}{d_{\overline{2}}} & y \\
& v & x \\
& & 1
\end{array}\right)
$$

and

$$
\left(\begin{array}{ccc}
\frac{q}{d_{a}} & -a^{\prime} & \\
-\frac{a}{d_{a}} & k & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{d_{a}}{q^{3}} & \frac{a^{\prime}}{q} & \frac{k \bar{u}}{q} \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& & 1
\end{array}\right)=\left(\begin{array}{ccc}
\frac{1}{q^{2}} & & \frac{\bar{u}}{q} \\
-\frac{a}{q^{3}} & \frac{1}{q} & \\
& & 1
\end{array}\right) .
$$

Now, since $\left(\begin{array}{ccc}\frac{q}{d_{a}} & -a^{\prime} & \\ -\frac{a_{a}}{d_{a}} & k & \\ & & 1\end{array}\right) \in \Gamma$, the above integral equals

$$
\frac{1}{q^{3}} \int_{0}^{q^{2}} \int_{0}^{q} \widetilde{F}\left(\left(\begin{array}{ccc}
\frac{1}{q^{2}} & & \frac{\bar{u}}{q} \\
-\frac{a}{q^{3}} & \frac{1}{q} & \\
& 1
\end{array}\right)\left(\begin{array}{ccc}
t & \frac{z q^{3} v}{d_{a}^{2}} & y \\
& v & x \\
& & 1
\end{array}\right)\right) \mathrm{e}(-x) d x d y
$$

We are in the situation that $u \bar{u} \equiv 1 \bmod q$, so there exists $m$ such that $u \bar{u}-m q=1$, and we note that

$$
\left(\begin{array}{ccc} 
& \bar{u} & m \\
-1 & & \\
& q & u
\end{array}\right)\left(\begin{array}{ccc}
1 & & -\frac{a}{q^{2}} \\
& 1 & -\frac{\bar{u}}{q} \\
& & 1^{2}
\end{array}\right)\left(\begin{array}{ccc} 
& -\frac{1}{q} & \\
& & \frac{1}{q} \\
-\frac{1}{q} & &
\end{array}\right)=\left(\begin{array}{ccc}
\frac{1}{q^{2}} & & \frac{\bar{u}}{q} \\
-\frac{a}{q^{3}} & \frac{1}{q} & \\
& & 1
\end{array}\right) .
$$

Since $\left(\begin{array}{ccc} & \bar{u} & m \\ -1 & & \\ & q & u\end{array}\right) \in \Gamma$, and after multiplying by $q I$, the above integral becomes

$$
\frac{1}{q^{3}} \int_{0}^{q^{2}} \int_{0}^{q} \tilde{F}\left(\left(\begin{array}{ccc}
1 & & -\frac{a}{q^{2}} \\
& 1 & -\frac{u}{q} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc} 
& -1 & \\
& & 1 \\
-1 & &
\end{array}\right)\left(\begin{array}{ccc}
t & \frac{z q^{3} v}{d_{a}^{2}} & y \\
& v & x \\
& & 1
\end{array}\right)\right) \mathrm{e}(-x) d x d y
$$

We note that

$$
\begin{aligned}
& \tilde{F}\left(\left(\begin{array}{ccc}
1 & & -\frac{a}{q^{2}} \\
& 1 & -\frac{\frac{u}{q}}{q} \\
& & 1^{2}
\end{array}\right)\left(\begin{array}{ccc} 
& -1 & \\
& & 1 \\
-1 & &
\end{array}\right)\left(\begin{array}{ccc}
t & \frac{z q^{3} v}{d_{a}^{2}} & y \\
& & v \\
& & 1
\end{array}\right)\right) \\
& \left.=F\left(\begin{array}{ccc}
1 & & -\frac{a}{\sigma^{2}} \\
& 1 & -\frac{u}{q} \\
& & 1^{\ell}
\end{array}\right)^{\iota}\left(\begin{array}{lll} 
& -1 & \\
& & 1 \\
-1 & &
\end{array}\right)^{\iota}\left(\begin{array}{ccc}
t & \frac{z q^{3} v}{d_{a}^{2}} & y \\
& v & x \\
& & 1
\end{array}\right)\right), \\
& \left(\begin{array}{ccc}
1 & & -\frac{a}{q^{2}} \\
& 1 & -\frac{u}{q} \\
& & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & \frac{u}{q} & \frac{a}{q^{2}} \\
& 1 & \\
& & 1
\end{array}\right), \\
& \left(\begin{array}{lll} 
& -1 & \\
& & 1 \\
-1 & &
\end{array}\right)=\left(\begin{array}{lll}
1 & & -1 \\
& -1 &
\end{array}\right) \text {, }
\end{aligned}
$$

and

$$
\left(\begin{array}{ccc}
t & \frac{z q^{3} v}{d_{0}^{2}} & y \\
& v & x \\
& & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & -\frac{x}{v} & \frac{x q^{3} z}{t d_{a}^{2}}-\frac{y}{t} \\
& \frac{1}{v} & -\frac{q^{3} z}{t d_{a}^{2}} \\
& & \frac{1}{t}
\end{array}\right)
$$

so the above integral equals

$$
\frac{1}{q^{3}} \int_{0}^{q^{2}} \int_{0}^{q} F\left(\left(\begin{array}{ccc}
1 & \frac{u}{q} & \frac{a}{q^{2}} \\
& 1 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & -1 \\
& & -1
\end{array}\right)\left(\begin{array}{ccc}
1 & -\frac{x}{v} & \frac{x q^{3} z}{t d_{a}^{2}}-\frac{y}{t} \\
& \frac{1}{v} & -\frac{q^{3} z}{t d_{a}^{2}} \\
& & \frac{1}{t}
\end{array}\right)\right) \mathrm{e}(-x) d x d y
$$

Noting

$$
\begin{aligned}
&\left(\begin{array}{lll}
1 & & -1 \\
& -1 &
\end{array}\right)\left(\begin{array}{ccc}
1 & -\frac{x}{v} & \frac{x q^{3} z}{t d_{a}^{2}}-\frac{y}{t} \\
& \frac{1}{v} & -\frac{g^{3} z}{t d_{a}^{2}} \\
& & \frac{1}{t}
\end{array}\right)\left(\begin{array}{ccc} 
& v & \\
& & -v
\end{array}\right) \\
&=\left(\begin{array}{ccc}
1 & 1 & \\
y-\frac{x q^{3} z}{d_{a}^{2}} & 1 & x \\
-\frac{q^{3} z}{d_{a}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)
\end{aligned}
$$

and since $\left(\begin{array}{cc} & v \\ & \\ -v & \\ \hline\end{array}\right) \in Z K$, the integral equals

$$
\frac{1}{q^{3}} \int_{0}^{q^{2}} \int_{0}^{q} F\left(( \begin{array} { c c c } 
{ 1 } & { \frac { u } { q } } & { \frac { a } { q ^ { 2 } } } \\
{ } & { 1 } & { 1 }
\end{array} ) \left(\begin{array}{ccc}
1 & \left.\left.\begin{array}{ccc} 
\\
y-\frac{x q^{3} z}{d_{a}^{2}} & 1 & x \\
-\frac{q^{z} z}{d_{a}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& & v \\
& & 1
\end{array}\right)\right) \mathrm{e}(-x) d x d y . . . ~
\end{array}\right.\right.
$$

Thus we have shown

$$
\begin{aligned}
q^{3} \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0} & \left(\left(\begin{array}{lll}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \tilde{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
& =\sum_{a=1}^{q^{2}} \int_{0}^{q^{2}} \int_{0}^{q} F\left(\left(\begin{array}{ccc}
1 & \frac{u}{q} & \frac{a}{q^{2}} \\
& 1 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \\
y-\frac{x q^{3} z}{d_{a}^{2}} & 1 & x \\
-\frac{q^{3} z}{d_{a}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& & v
\end{array}\right)\right) \mathrm{e}(-x) d x d y
\end{aligned}
$$

In order to simplify the computations, we recall from Chapter 2 the function $G(\tau)=$ $F\left(\left(\begin{array}{ccc}1 & \frac{u}{q} & \\ & 1 & \\ & & 1\end{array}\right) \tau\right)$. We first observe

$$
\left(\begin{array}{ccc}
1 & \frac{u}{q} & \frac{a}{q^{2}} \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y-\frac{x q^{3} z}{d_{a}^{2}} & 1 & x \\
-\frac{q^{3} z}{d_{a}^{2}} & &
\end{array}\right)
$$

$$
=\left(\begin{array}{ccc}
1 & \frac{u}{q} & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
1 & & \\
& 1 & x \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
1 & & \frac{a}{q^{2}} \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{a}^{2}} & & 1
\end{array}\right)
$$

whence
$\sum_{a=1}^{q^{2}} \int_{0}^{q^{2}} \int_{0}^{q} F\left(\left(\begin{array}{ccc}1 & \frac{u}{q} & \frac{a}{q^{2}} \\ & 1 & \\ & & 1\end{array}\right)\left(\begin{array}{ccc}\left.\left.\begin{array}{cc}1 & \\ y-\frac{x q^{3} z}{d_{a}^{2}} & 1 \\ -\frac{q^{3} z}{d_{a}^{2}} & \\ -1\end{array}\right)\left(\begin{array}{lll}\frac{v}{t} & & \\ & v & \\ & & 1\end{array}\right)\right) \mathrm{e}(-x) d x d y \\ =\sum_{a=1}^{q^{2}} \int_{0}^{q^{2}} \int_{0}^{q} G\left(\left(\begin{array}{lll}1 & & \\ & 1 & x \\ & & 1\end{array}\right)\left(\begin{array}{lll}1 & & \frac{a}{q^{2}} \\ & 1 & \\ & & 1\end{array}\right)\left(\begin{array}{ccc}1 & & \\ y & 1 & \\ -\frac{q^{3} z}{d_{a}^{2}} & & 1\end{array}\right)\left(\begin{array}{lll}\frac{v}{t} & & \\ & v & \\ & & 1\end{array}\right)\right) \mathrm{e}(-x) d x d y .\end{array}\right.\right.$.
Applying Lemma 2.6 we obtain

$$
q \sum_{a=1}^{q^{2}} \int_{0}^{q^{2}} \sum_{m \in \mathbf{Z}} G_{q}^{m}\left(\left(\begin{array}{ccc}
1 & & \frac{a}{q^{2}} \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{a}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) d y
$$

and with Lemma 2.5 we have

$$
q \sum_{a=1}^{q^{2}} \int_{0}^{q^{2}} \sum_{m \in Z} G_{q}^{m}\left(\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{a}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{m a}{q^{2}}\right) d y
$$

Writing $a=h q+k$ and so $d_{a}=(a, q)=(h q+k, q)=(k, q)=d_{k}$, we obtain

$$
q \sum_{h=0}^{q-1} \sum_{k=1}^{q} \int_{0}^{q^{2}} \sum_{m \in \mathbf{Z}} G_{q}^{m}\left(\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{m(h q+k)}{q^{2}}\right) d y
$$

We can now do the sum on $h$ and obtain

$$
\begin{aligned}
\sum_{h=0}^{q-1} \mathrm{e}\left(\frac{m(h q+k)}{q^{2}}\right) & =\mathrm{e}\left(\frac{m k}{q^{2}}\right) \sum_{h=0}^{q-1} \mathrm{e}\left(\frac{m h}{q}\right) \\
& = \begin{cases}q \mathrm{e}\left(\frac{m k}{q^{2}}\right) & \text { if } q \mid m \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

So we are only interested in the case where $q \boldsymbol{q} \boldsymbol{m}$. In this case we replace $m$ by $q m$, whence the above sum equals

$$
q^{2} \sum_{k=1}^{q} \int_{0}^{q^{2}} \sum_{m \in \mathbf{Z}} G_{q}^{q m}\left(\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{m k}{q}\right) d y
$$

Thus we have

$$
\begin{aligned}
q \sum_{a=1}^{q^{2}} \tilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{lll}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\right. & \left.\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \tilde{u}}{q_{a_{a}}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
& =\sum_{k=1}^{q} \int_{0}^{q^{2}} \sum_{m \in Z} G_{q}^{q m}\left(\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{m k}{q}\right) d y
\end{aligned}
$$

Since $(u, q)=1$ we can apply Lemma 2.7 and obtain

$$
\begin{aligned}
& \sum_{k=1}^{q} \int_{0}^{q^{2}} \sum_{m \in \mathbf{Z}} G_{q}^{q m}\left(\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{m k}{q}\right) d y \\
&=\sum_{k=1}^{q} \int_{0}^{q^{2}} \sum_{m \in \mathbf{Z}} F_{q}^{m-u}\left(\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{m k}{q}\right) d y
\end{aligned}
$$

Now replacing $m$ by $m+\bar{u}$ we obtain

$$
\sum_{k=1}^{q} \int_{0}^{q^{2}} \sum_{m \in \mathbf{Z}} F_{q}^{m}\left(\left(\begin{array}{lll}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{k(m+\bar{u})}{q}\right) d y
$$

We now let $m=a q+b$ so the above equals

$$
\begin{aligned}
& \sum_{k=1}^{q} \int_{0}^{q^{2}} \sum_{a \in \mathbf{Z}} \sum_{b=0}^{q-1} F_{q}^{a q+b}\left(\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
& \times \mathrm{e}\left(\frac{k(a q+b+\bar{u})}{q}\right) d y
\end{aligned}
$$

Applying Lemma 2.1 the above equals

$$
\begin{aligned}
& \sum_{k=1}^{q} \int_{0}^{q^{2}} \sum_{a \in \mathbf{Z}} \sum_{b=0}^{q-1} F_{q}^{b}\left(\left(\begin{array}{lll}
1 & & \\
a & 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
\bar{q} & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
& \times \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y
\end{aligned}
$$

We now note that

$$
\left(\begin{array}{ccc}
1 & & \\
a & 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)=\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y+a q^{2} & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right) ;
$$

thus the above equals

$$
\sum_{k=1}^{q} \int_{0}^{q^{2}} \sum_{a \in \mathbf{Z}} \sum_{b=0}^{q-1} F_{q}^{b}\left(\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y+a q^{2} & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y
$$

Interchanging the sum and integral and with a change of variables the above equals

$$
\sum_{k=1}^{q} \sum_{a \in \mathbf{Z}} \int_{a q^{2}}^{q^{2}+a q^{2}} \sum_{b=0}^{q-1} F_{q}^{b}\left(\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y
$$

which equals

$$
\sum_{k=1}^{q} \int_{-\infty}^{\infty} \sum_{b=0}^{q-1} F_{q}^{b}\left(\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y
$$

In the region of absolute convergence for Lemma 3.2 we can interchange the order of integration and summation, and applying Lemma 3.3 we see that we are interested in writing

$$
\sum_{u=1}^{q} \bar{\chi}(u) \sum_{k=1}^{q} \int_{-\infty}^{\infty} \sum_{b=0}^{q-1} F_{q}^{b}\left(\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{g^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y
$$

in terms of $W$, which we do in the following lemma.

Lemma 3.4. For $\chi$ a primitive character $\bmod q, F$ a cusp form, and $t, v>0$ we have

$$
\begin{aligned}
\sum_{u=1}^{q} \bar{\chi}(u) \sum_{k=1}^{q} \int_{-\infty}^{\infty} \sum_{b=0}^{q-1} F_{q}^{b}\left(\left(\begin{array}{lll}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\right. & \left.\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y \\
& =\frac{q^{2}}{\tau(\chi)} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{cc}
\frac{n v}{t} \\
\frac{y v u}{t} & v \\
-\frac{q^{3} z v}{t} & 1
\end{array}\right)\right) d y
\end{aligned}
$$

where $d_{k}=(k, q)$. Both integrals and the sum are absolutely convergent.
Proof: We begin by letting $d_{b}=(b, q), C_{b}=\frac{b}{d_{b}}$, and $D_{b}=\frac{q}{d_{b}}$. Since $\left(C_{b}, D_{b}\right)=1$ there exist integers $A_{b}, B_{b}$ such that $A_{b} D_{b}-B_{b} C_{b}=1$. Thus by equation 4.5 of [B1] we have

$$
\begin{aligned}
& \sum_{k=1}^{q} \int_{-\infty}^{\infty} \sum_{b=0}^{q-1} F_{q}^{b}\left(\left(\begin{array}{lll}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y \\
&= \sum_{k=1}^{q} \int_{-\infty}^{\infty} \sum_{b=0}^{q-1} F_{d_{b}}^{0}\left(\left(\begin{array}{ll}
A_{b} & B_{b} \\
C_{b} & D_{b} \\
& \\
& \\
& \\
& \left.\times \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right)\left(\begin{array}{lll}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & \\
y & 1 \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{ll}
\frac{v}{t} & \\
& v \\
& 1
\end{array}\right)\right) \\
&
\end{array}\right]\right)
\end{aligned}
$$

Expanding this we have

$$
\begin{aligned}
& \sum_{k=1}^{q} \int_{-\infty}^{\infty} \sum_{b=0}^{q-1} \sum_{n \in \mathbf{Z}} F_{d_{b}, n}\left(\left(\begin{array}{ccc}
A_{b} & B_{b} & \\
C_{b} & D_{b} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{\bar{a}^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
& \times \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y .
\end{aligned}
$$

We note that

$$
\begin{aligned}
\left(\begin{array}{ccc}
1 & -\frac{B_{b}}{D_{b}} & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
A_{b} & B_{b} & \\
C_{b} & D_{b} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right) & =\left(\begin{array}{lll}
\frac{1}{D_{b}} & & \\
C_{b} & D_{b} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right) \\
& =\left(\begin{array}{ccc}
d_{b} & \\
C_{b} q+D_{b} \bar{u} & \frac{1}{d_{\mathrm{b}}} & \\
& & 1
\end{array}\right)
\end{aligned}
$$

Thus, by equation 4.8 of $[\mathrm{B} 1]$ and noting that since $F$ is a cusp form we have $F_{d_{b}, 0}=0$, the above sum equals

$$
\begin{aligned}
& \sum_{k=1}^{q} \int_{-\infty}^{\infty} \sum_{b=0}^{q-1} \sum_{n \neq 0} F_{d_{b}, n}\left(\left(\begin{array}{ccc}
d_{b} & & \\
C_{b} q+D_{b} \bar{u} & \frac{1}{d_{b}} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{g^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
& \times \mathrm{e}\left(\frac{B_{\mathrm{b}} n}{D_{b}}\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y .
\end{aligned}
$$

Writing this in terms of $W$ we obtain

$$
\begin{aligned}
& \sum_{k=1}^{q} \int_{-\infty}^{\infty} \sum_{b=0}^{q-1} \sum_{n \neq 0} \frac{a_{d_{b}, n}}{\left|n d_{b}\right|} \\
& \times W\left(\left(\begin{array}{lll}
d_{b} n & & \\
& d_{b} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{b} & & \\
C_{b} q+D_{b} \bar{u} & \frac{1}{d_{b}} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
& \times \mathrm{e}\left(\frac{B_{b} n}{D_{b}}\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y .
\end{aligned}
$$

Observing

$$
\left(\begin{array}{ccc}
d_{b} n & & \\
& d_{b} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{b} & & \\
C_{b} q+D_{b} \bar{u} & \frac{1}{d_{b}} & \\
& & \\
&
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{b}^{2}} & & 1
\end{array}\right)=\left(\begin{array}{ccc}
d_{b}^{2} n & \\
y+C_{b} q d_{b}+D_{b} \bar{u} d_{b} & 1 & \\
-\frac{q^{3} z}{d_{b}^{2}} & & 1
\end{array}\right)
$$

the above equals

$$
\left.\left.\begin{array}{rl}
\sum_{k=1}^{q} \int_{-\infty}^{\infty} \sum_{b=0}^{q-1} \sum_{n \neq 0} \frac{a_{d_{b}, n}}{\left|n d_{b}\right|} W\left(\left(\begin{array}{ccc}
y+C_{b} q d_{b}+D_{b} \bar{u} d_{b} & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}}
\end{array}\right.\right. & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right), ~\left(\begin{array}{ll} 
& \\
& \times\left(\frac{B_{b} n}{D_{b}}\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y
\end{array}\right.
$$

Now, interchanging the integral with the finite sum over $b$ and with a change of variables we obtain

$$
\sum_{k=1}^{q} \sum_{b=0}^{q-1} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{d_{b}, n}}{\left|n d_{b}\right|} W\left(\left(\begin{array}{cc}
\frac{d_{b}^{2} n v}{t_{v}} & \\
\frac{y_{v}}{t} & v \\
-\frac{q^{3} z v}{t d d_{k}^{2}} & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{B_{b} n}{D_{b}}\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y
$$

Thus we have shown

$$
\begin{aligned}
& \sum_{u=1}^{q} \bar{\chi}(u) \sum_{k=1}^{q} \int_{-\infty}^{\infty} \sum_{b=0}^{q-1} F_{q}^{b}\left(\left(\begin{array}{lll}
q & & \\
\bar{u} & \frac{1}{q} & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
y & 1 & \\
-\frac{q^{3} z}{d_{k}^{2}} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{v}{t} & & \\
& v & \\
& & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y \\
& \quad=\sum_{u=1}^{q} \bar{\chi}(u) \sum_{k=1}^{q} \sum_{b=0}^{q-1} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{d_{b}, n}}{\left|n d_{b}\right|} W\left(\left(\begin{array}{cc}
\frac{d_{b}^{2} n v}{t} & \\
\frac{y, v}{t} & v \\
-\frac{q^{3} z v}{t d_{k}^{2}} & \\
\hline
\end{array}\right)\right) \mathrm{e}\left(\frac{B_{b} n}{D_{b}}\right) \mathrm{e}\left(\frac{k(b+\bar{u})}{q}\right) d y
\end{aligned}
$$

We observe by Lemma 3.1 that

$$
\sum_{u=1}^{q} \bar{\chi}(u) \mathrm{e}\left(\frac{k \bar{u}}{q}\right)=\frac{q \bar{\chi}(k)}{\tau(\bar{\chi}) \bar{\chi}(-1)}
$$

thus the above equals

$$
\frac{q}{\tau(\bar{\chi}) \bar{\chi}(-1)} \sum_{k=1}^{q} \bar{\chi}(k) \sum_{b=0}^{q-1} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{d_{b}, n}}{\left|n d_{b}\right|} W\left(\left(\begin{array}{cc}
\frac{d_{b}^{2} n v}{\frac{v_{v}}{t}} & v \\
-\frac{q^{3} 3 v}{t d_{k}^{2}} & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{B_{b} n}{D_{b}}\right) \mathrm{e}\left(\frac{k b}{q}\right) d y
$$

Since $\bar{\chi}(k)=0$ unless $(k, q)=1$ we can take $d_{k}=1$ in the above and obtain

Again, by Lemma 3.1 we have

$$
\sum_{\substack{k=1 \\(k, q)=1}}^{q} \bar{\chi}(k) \mathrm{e}\left(\frac{k b}{q}\right)=\frac{q \chi(b)}{\tau(\chi) \chi(-1)}
$$

so using the facts that $\chi \bar{\chi}=1$ and $\tau(\chi) \tau(\bar{\chi})=q$ the above equals

$$
q \sum_{b=0}^{q-1} \chi(b) \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{d_{b}, n}}{\left|n d_{b}\right|} W\left(\left(\begin{array}{lll}
\frac{d_{b}^{2} n v}{t} & \\
\frac{\dot{v}^{v} v}{t} & v & \\
-\frac{q^{3} z v}{t} & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{B_{b} n}{D_{b}}\right) d y
$$

Again, $\chi(b)=0$ unless $(b, q)=1$, in which case $D_{b}=q$ and $C_{b}=b$. So $A_{b} q-B_{b} b=1$ or $B_{b} b \equiv-1 \bmod q$, thus we have

$$
q \sum_{\substack{b=0 \\
(b, q)=1}}^{q-1} \chi(b) \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n}}{|n|} W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & \\
\frac{\frac{y v}{t}}{t} & v & \\
-\frac{q^{3} z v}{t} & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{-\bar{b} n}{q}\right) d y
$$

Finally

$$
\sum_{\substack{b=0 \\(b, q)=1}}^{q-1} \chi(b) \mathbf{e}\left(\frac{-\bar{b} n}{q}\right)=\frac{q \chi(-n)}{\tau(\chi) \chi(-1)}
$$

so using the facts that $(\chi(-1))^{2}=1$ and $\chi(-1) \chi(-n)=\chi(n)$ we have

$$
\frac{q^{2}}{\tau(\chi)} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
\frac{\frac{y v}{t}}{t} & v & \\
-\frac{q^{3} z v}{t} & & 1
\end{array}\right)\right) d y
$$

We observe

$$
\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
-\frac{q^{3} z v}{t} & & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{1}{v} & & \\
& \frac{1}{v} & \\
& & \frac{1}{v}
\end{array}\right)=\left(\begin{array}{ccc}
\frac{n}{t} & & \\
\frac{y}{t} & 1 & \\
-\frac{q^{3} z}{t} & & \frac{1}{v}
\end{array}\right)
$$

By Lemma 2.3 the coordinates of this matrix are

$$
\begin{array}{ll}
y_{1}=\frac{\sqrt{\frac{y^{2}}{t^{2} v^{2}}+\frac{q^{6} z^{2}}{t^{2}}+\frac{1}{v^{2}}}}{\frac{q^{6} z^{2}}{t^{2}}+\frac{1}{v^{2}}} & x_{1}=\frac{\frac{-y q^{3} z}{t^{2}}}{\frac{q^{6} z^{2}}{t^{2}}+\frac{1}{v^{2}}} \\
y_{2}=\frac{\frac{n}{t v} \sqrt{\frac{q^{6} z^{2}}{t^{2}}+\frac{1}{v^{2}}}}{\frac{y^{2}}{t^{2} v^{2}}+\frac{q^{6} z^{2}}{t^{2}}+\frac{1}{v^{2}}} & x_{2}=\frac{\frac{n y}{t^{2} v^{2}}}{\frac{y^{2}}{t^{2} v^{2}}+\frac{q^{6} z^{2}}{t^{2}}+\frac{1}{v^{2}}} \\
x_{3}=\frac{\frac{-n q^{3} z}{t^{2}}}{\frac{q^{6} z^{2}}{t^{2}}+\frac{1}{v^{2}}}
\end{array}
$$

or, since $t, v>0$, we have

$$
\begin{array}{ll}
y_{1}=\frac{t v \sqrt{y^{2}+q^{6} z^{2} v^{2}+t^{2}}}{q^{6} z^{2} v^{2}+t^{2}} & x_{1}=\frac{-y q^{3} z v^{2}}{q^{6} z^{2} v^{2}+t^{2}} \\
y_{2}=\frac{n \sqrt{q^{6} z^{2} v^{2}+t^{2}}}{y^{2}+q^{6} z^{2} v^{2}+t^{2}} & x_{2}=\frac{n y}{y^{2}+q^{6} z^{2} v^{2}+t^{2}} \\
x_{3}=\frac{-n q^{3} z v^{2}}{q^{6} z^{2} v^{2}+t^{2}} .
\end{array}
$$

Thus, by using the fact that

$$
W\left(\left(\begin{array}{ccc}
1 & x_{2} & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right)=\mathrm{e}\left(x_{1}+x_{2}\right) W(\tau)
$$

we have

$$
\begin{aligned}
&\left|W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
-\frac{q^{3} z v}{t} & 1
\end{array}\right)\right)\right| \\
&=\left|W\left(\left(\begin{array}{lll}
\frac{t v \sqrt{y^{2}+q^{6} z^{2} v^{2}+t^{2}}}{q^{6} z^{2} v^{2}+t^{2}} \frac{n \sqrt{q^{6} z^{2} v^{2}+t^{2}}}{y^{2}+q^{6} z^{2} v^{2}+t^{2}} & \\
& \frac{t v \sqrt{y^{2}+q^{6} z^{2} v^{2}+t^{2}}}{q^{6} z^{2} v^{2}+t^{2}} & 1
\end{array}\right)\right)\right| \\
& \times\left|\mathrm{e}\left(\frac{-y q^{3} z v^{2}}{q^{6} z^{2} v^{2}+t^{2}}+\frac{n y}{y^{2}+q^{6} z^{2} v^{2}+t^{2}}\right)\right| \\
&=\left|W\left(\left(\begin{array}{lll}
\frac{t v \sqrt{y^{2}+q^{6} z^{2} v^{2}+t^{2}}}{q^{6} z^{2} v^{2}+t^{2}} \frac{n \sqrt{q^{6} z^{2} v^{2}+t^{2}}}{y^{2}+q^{6} z^{2} v^{2}+t^{2}} & \\
& \frac{t v \sqrt{y^{2}+q^{6} z^{2} v^{2}+t^{2}}}{q^{6} z^{2} v^{2}+t^{2}} & 1
\end{array}\right)\right)\right|
\end{aligned}
$$

Now, by Theorem 2.11,

$$
\begin{aligned}
& \left\lvert\, W\left(\left(\begin{array}{lll}
\frac{t v \sqrt{y^{2}+q^{6} z^{2} v^{2}+t^{2}}}{q^{6} z^{2} v^{2}+t^{2}} \frac{n \sqrt{q^{6} z^{2} v^{2}+t^{2}}}{y^{2}+q^{6} z^{2} v^{2}+t^{2}} & \\
& \frac{t v \sqrt{y^{2}+q^{6} z^{2} v^{2}+t^{2}}}{q^{6} z^{2} v^{2}+t^{2}} & 1
\end{array}\right)\right)\right. \\
& \times\left(\frac{t v \sqrt{y^{2}+q^{6} z^{2} v^{2}+t^{2}}}{q^{6} z^{2} v^{2}+t^{2}}\right)^{n_{1}}\left(\frac{n \sqrt{q^{6} z^{2} v^{2}+t^{2}}}{y^{2}+q^{6} z^{2} v^{2}+t^{2}}\right)^{n_{2}}
\end{aligned}
$$

is bounded for $n_{1}>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $n_{2}>N_{2}\left(\nu_{1}, \nu_{2}\right)$. Thus, taking $n_{1}$ large, we see that

$$
W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
-\frac{q^{z} z v}{t} & & 1
\end{array}\right)\right)
$$

is rapidly decreasing as $y \rightarrow \pm \infty$. Taking $n_{2}$ large, we see that this function is bounded as $y \rightarrow 0$ and that

$$
\sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
-\frac{q^{3} z v}{t} & & 1
\end{array}\right)\right)
$$

is absolutely convergent.
Combining Lemmas 3.3 and 3.4 we obtain:
Corollary 3.5. Let $\chi$ be a primitive character $\bmod q$ and $F$ a cusp form, then for $z \in \mathbf{R}$,

$$
\begin{aligned}
& t, v>0 \\
& \sum_{u=1}^{q} \bar{\chi}(u) \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{lll}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
& \\
& \\
&
\end{aligned}
$$

where $(a, q)=d_{a}, u \bar{u} \equiv 1 \bmod q$, and $a a^{\prime} \equiv-d_{a} \bmod q$. The integral and sum are both absolutely convergent.

We can extend, at least in terms of $w$, the region for Lemma 3.2. We observe

## Lemma 3.6.

$$
\left.\int_{0}^{\infty} \int_{0}^{\infty} \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a u}{q d_{a}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
$$

is absolutely convergent for $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(s-1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$; and $\left.\int_{0}^{\infty} \int_{0}^{\infty} \frac{\partial}{\partial z}\left(\sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}1 & z & \\ & 1 & \\ & & 1\end{array}\right)\left(\begin{array}{ccc}d_{a} & \frac{a^{\prime}}{q} & \\ & \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}}\end{array}\right)\left(\begin{array}{ccc}\frac{t}{q^{3}} & & \\ & & v \\ & & 1\end{array}\right)\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}$
is absolutely convergent for $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(s+1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$.

Proof: From Lemma 3.2 we have that

$$
\left.\int_{0}^{\infty} \int_{0}^{\infty} \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
$$

is absolutely convergent for $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)>\max \left(\tilde{N}_{2}\left(\nu_{1}, \nu_{2}\right)+1,2\right)$, and thus

$$
\left.\int_{0}^{\infty} \int_{1}^{\infty} \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \pi}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
$$

is absolutely convergent for $\operatorname{Re}(s+w-2)>\widetilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$. Similarly

$$
\int_{0}^{\infty} \int_{0}^{\infty} \frac{\partial}{\partial z}\left(\left.\sum_{a=1}^{q^{2}} \tilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}\right.
$$

is absolutely convergent for $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)>\max \left(\tilde{N}_{2}\left(\nu_{1}, \nu_{2}\right)+1,3\right)$, and thus
$\left.\int_{0}^{\infty} \int_{1}^{\infty} \frac{\partial}{\partial z}\left(\sum_{a=1}^{q^{2}} \tilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}1 & z & \\ & 1 & \\ & & 1\end{array}\right)\left(\begin{array}{ccc}d_{a} & \frac{a^{\prime}}{q} & \\ & \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\ & & 1\end{array}\right)\left(\begin{array}{ccc}\frac{t}{q^{3}} & & \\ & v & \\ & & 1\end{array}\right)\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}$
is absolutely convergent for $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$. So we are left to consider

$$
\left.\int_{0}^{\infty} \int_{0}^{1} \sum_{a=1}^{q^{2}} \tilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{d}}{q d_{a}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& & v \\
& & 1
\end{array}\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
$$

and
$\int_{0}^{\infty} \int_{0}^{1} \frac{\partial}{\partial z}\left(\left.\sum_{a=1}^{q^{2}} \tilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}1 & z & \\ & 1 & \\ & & 1\end{array}\right)\left(\begin{array}{ccc}d_{a} & \frac{a^{\prime}}{q} & \\ & \frac{1}{d_{a}} & \frac{a \pi}{q d_{a}} \\ & & 1\end{array}\right)\left(\begin{array}{ccc}\frac{t}{q^{3}} & & \\ & v & \\ & & 1\end{array}\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}\right.$.
We have, by Corollary 3.5, that

$$
\begin{aligned}
& \sum_{u=1}^{q} \bar{\chi}(u) \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{lll}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right) \\
&=\frac{q}{\tau(\chi)} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{cc}
\frac{n v}{t} & \\
\frac{y_{v}}{t} & v \\
-\frac{q^{3} z v}{t} & 1
\end{array}\right)\right) d y
\end{aligned}
$$

Thus

$$
\begin{aligned}
&\left.\sum_{u=1}^{q} \bar{\chi}(u) \sum_{a=1}^{q^{2}} \tilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{lll}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{rrr}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right|_{z=0} \\
&=\frac{q}{\tau(\chi)} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{lll}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
& & 1
\end{array}\right)\right) d y
\end{aligned}
$$

and by Lemma 2.4 we have

$$
\left.\left.\begin{array}{rl}
\left.\frac{\partial}{\partial z}\left(\sum_{u=1}^{q} \bar{\chi}(u) \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{lll}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right)\right|_{z=0} \\
& =\frac{q}{\tau(\chi)} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{cc}
\frac{n v}{t} & \\
\frac{y v}{t} & v
\end{array}\right.\right. \\
& \\
&
\end{array}\right)\right) \frac{-2 \pi i y v^{2} q^{3}}{t^{2}} d y .
$$

So in either case, we are interested in

$$
W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
& & 1
\end{array}\right)\right)
$$

and the coordinates of this matrix are, by Lemma 2.3,

$$
\begin{array}{ll}
y_{1}=\frac{\sqrt{\frac{y^{2}}{t^{2} v^{2}}+\frac{1}{v^{2}}}}{\frac{1}{v^{2}}}=\frac{v \sqrt{y^{2}+t^{2}}}{t} & x_{1}=0 \\
y_{2}=\frac{\frac{n}{t v} \sqrt{\frac{1}{v^{2}}}}{\frac{y^{2}}{t^{2} v^{2}}+\frac{1}{v^{2}}}=\frac{n t}{y^{2}+t^{2}} & x_{2}=\frac{\frac{n y}{t^{2} v^{2}}}{\frac{y^{2}}{t^{2} v^{2}}+\frac{1}{v^{2}}}=\frac{n y}{y^{2}+t^{2}} \\
& x_{3}=0 .
\end{array}
$$

Thus using the fact that

$$
W\left(\left(\begin{array}{ccc}
1 & x_{2} & x_{3} \\
& 1 & x_{1} \\
& & 1
\end{array}\right) \tau\right)=\mathrm{e}\left(x_{1}+x_{2}\right) W(\tau)
$$

we have

$$
\begin{aligned}
\left|W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
& & 1
\end{array}\right)\right)\right| & =\left|W\left(\left(\begin{array}{ccc}
\frac{n v}{\sqrt{y^{2}+t^{2}}} & & \\
& \frac{n t}{y^{2}+t^{2}} & 1
\end{array}\right)\right) \mathrm{e}\left(\frac{n y}{y^{2}+t^{2}}\right)\right| \\
& =\left|W\left(\left(\begin{array}{ccc}
\frac{n v}{\sqrt{y^{2}+t^{2}}} & & \\
& \frac{n t}{y^{2}+t^{2}} & 1
\end{array}\right)\right)\right|
\end{aligned}
$$

and by Theorem 2.11, for $n_{1}>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $n_{2}>N_{2}\left(\nu_{1}, \nu_{2}\right)$ we have that

$$
\left|W\left(\left(\begin{array}{ccc}
\frac{n v}{\sqrt{y^{2}+t^{2}}} & & \\
& \frac{n t}{y^{2}+t^{2}} & \\
&
\end{array}\right)\right)\left(\frac{v \sqrt{y^{2}+t^{2}}}{t}\right)^{n_{1}}\left(\frac{n t}{y^{2}+t^{2}}\right)^{n_{2}}\right|
$$

is bounded. So, taking $n_{1}$ large, we see

$$
W\left(\left(\begin{array}{lll}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
& & 1
\end{array}\right)\right)
$$

is rapidly decreasing as $y \rightarrow \pm \infty$ and $v \rightarrow \infty$. Whereas taking $n_{2}$ large we see this function is bounded as $y \rightarrow 0, t \rightarrow 0$, and that

$$
\sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{lll}
\frac{n v}{t} & & \\
\frac{\gamma v}{t} & v & \\
& & 1
\end{array}\right)\right)
$$

is absolutely convergent.
Thus

$$
\begin{array}{r}
\left.\int_{0}^{\infty} \int_{0}^{1} \sum_{u=1}^{q} \bar{\chi}(u) \sum_{a=1}^{q^{2}} \tilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{lll}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v} \\
\\
\\
\\
\\
\\
\tau(\chi) \\
\end{array} \int_{0}^{\infty} \int_{0}^{1} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{lll}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
& & 1
\end{array}\right)\right) t^{w-1} v^{s-1} d y \frac{d t}{t} \frac{d v}{v} .
$$

is absolutely convergent for $\operatorname{Re}(s-1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{1} \frac{\partial}{\partial z}\left(\left.\sum_{u=1}^{q} \bar{\chi}(u) \sum_{a=1}^{q^{2}} \tilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{d}}{q d_{a}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right|_{z=0}\right. \\
& \times t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v} \\
& =\frac{-2 \pi i q^{4}}{\tau(\chi)} \int_{0}^{\infty} \int_{0}^{1} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{cc}
\frac{n v}{t} & \\
\frac{y v}{t} & v \\
& \\
& 1
\end{array}\right)\right) y t^{w-3} v^{s+1} d y \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

is absolutely convergent for $\operatorname{Re}(s+1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$.
We can now prove:

Theorem 3.7. For $\chi$ a primitive character mod $q$ and $F$ a cusp form, $L_{\chi}(w, F)$ extends to an entire function of $w$. If $\chi$ is even, we have

$$
\frac{q^{3 w-1} \tau(\chi)}{(\tau(\bar{\chi}))^{2}} L_{\bar{\chi}}(w, \tilde{F}) \tilde{\Phi}(s-1, w-1)=L_{\chi}(1-w, F) \Phi(s-1,-w),
$$

and if $\chi$ is odd, we have

$$
\frac{q^{3 w-1} \tau(\chi)}{(\tau(\bar{\chi}))^{2}} L_{\bar{\chi}}(w, \tilde{F}) \tilde{\Phi}(s-1, w)=L_{\chi}(1-w, F) \widehat{\Phi}(s+1,-w)
$$

Proof: We can use Lemma 3.6 to extend the L-function. Recall that

$$
\sum_{n \neq 0} \frac{\tilde{a}_{1, n} \bar{\chi}(n) \delta_{n}^{\chi}}{|n|^{w}}= \begin{cases}2 L_{\bar{x}}(w, \tilde{F}) & \text { if } \chi \text { is even } \\ 2 L_{\bar{\chi}}(w-1, \tilde{F}) & \text { if } \chi \text { is odd. }\end{cases}
$$

We first assume that $\chi$ is even. By Lemma 3.2,

$$
\begin{aligned}
& \frac{2 q^{3 w} \chi(-1)}{(\tau(\bar{\chi}))^{2}} \tilde{\Phi}(s-1, w-1) L_{\bar{\chi}}(w, \tilde{F}) \\
&=\sum_{u=1}^{q} \bar{\chi}(u) \int_{0}^{\infty} \int_{0}^{\infty} \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left.\left(\begin{array}{lll}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{d}}{q d_{a}}
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\left.\right|_{z=0} \\
& \times t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

and by Lemma 3.6 the integrals are absolutely convergent for $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(s-1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$. Thus for any choice of $w$ we can choose $s$ large enough so that
we can extend $L_{\bar{\chi}}(w, \tilde{F})$, and by Lemma 2.14, $\tilde{\Phi}(s-1, w-1)$ only has isolated zeros. So by choosing $s$ to miss the zeros of $\tilde{\Phi}(s-1, w-1)$, we see that $L_{\bar{X}}(w, \widetilde{F})$ extends to an entire function of $w$. Now applying Corollary 3.5 we obtain

$$
\left.\frac{q}{\tau(\chi)} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
-\frac{q^{3} z v}{t} & 1
\end{array}\right)\right)\right|_{z=0} t^{w-1} v^{s-1} d y \frac{d t}{t} \frac{d v}{v}
$$

In this case, we are interested in

$$
\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
& & 1
\end{array}\right)\right) t^{w-1} v^{s-1} d y \frac{d t}{t} \frac{d v}{v}
$$

which by a change of variables equals

$$
\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
y v & v & \\
& & 1
\end{array}\right)\right) t^{w} v^{s-1} d y \frac{d t}{t} \frac{d v}{v}
$$

Applying Lemma 2.2 we obtain

$$
\int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{ccc}
\frac{|n| v}{t} & & \\
y v & v & \\
& & 1
\end{array}\right)\right) t^{w} v^{s-1} d y \frac{d t}{t} \frac{d v}{v} .
$$

Now by interchanging the order of summation and integration, which may change the region of convergence, and a change of variables, the above equals

$$
\sum_{n \neq 0} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{lll}
t v & & \\
y v & v & \\
& & 1
\end{array}\right)\right)\left(\frac{|n|}{t}\right)^{w} v^{s-1} d y \frac{d t}{t} \frac{d v}{v}
$$

or

$$
2 L_{\chi}(1-w, F) \Phi(s-1,-w)
$$

By Lemma 2.15 and the fact that $a_{1, n}=O(|n|)$, this function is absolutely convergent for $\operatorname{Re}(s-1)>N_{1}\left(\nu_{1}, \nu_{2}\right), \operatorname{Re}(-w)>N_{2}\left(\nu_{1}, \nu_{2}\right)$, and $\operatorname{Re}(1-w)>2$. Thus we have

$$
\begin{aligned}
& \frac{2 q^{3 w} \chi(-1)}{(\tau(\bar{\chi}))^{2}} \widetilde{\Phi}(s-1, w-1) L_{\bar{\chi}}(w, \widetilde{F}) \\
&=\sum_{u=1}^{q} \bar{\chi}(u) \int_{0}^{\infty} \int_{0}^{\infty} \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left.\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right|_{z=0} \\
& \times t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

for $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(s-1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$, and

$$
\begin{array}{r}
\left.\sum_{u=1}^{q} \bar{\chi}(u) \int_{0}^{\infty} \int_{0}^{\infty} \sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{lll}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}}
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& & v \\
& & 1
\end{array}\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v} \\
\\
\\
\end{array}
$$

for $\operatorname{Re}(s-1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)<\min \left(-1,-N_{2}\left(\nu_{1}, \nu_{2}\right)\right)$. Thus, since $\chi(-1)=1$, we have

$$
\frac{q^{3 w-1} \tau(\chi)}{(\tau(\bar{\chi}))^{2}} \tilde{\Phi}(s-1, w-1) L_{\bar{\chi}}(w, \widetilde{F})=L_{\chi}(1-w, F) \Phi(s-1,-w)
$$

for $\operatorname{Re}(w)<\min \left(-1,-N_{2}\left(\nu_{1}, \nu_{2}\right)\right), \operatorname{Re}(s-1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$, and $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$; and by meromorphic continuation this completes the case where $\chi$ is even.

If $\chi$ is odd, we have

$$
\begin{aligned}
& \frac{2 q^{3 w} \chi(-1)}{(\tau(\bar{\chi}))^{2}} \widetilde{\Phi}(s-1, w-1) L_{\bar{\chi}}(w-1, \tilde{F}) \\
& =\frac{1}{2 \pi i} \sum_{u=1}^{q} \bar{\chi}(u) \int_{0}^{\infty} \int_{0}^{\infty} \\
& \quad \times\left.\frac{\partial}{\partial z}\left(\sum_{a=1}^{q^{2}} \tilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{lll}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{u}}{q d_{a}} \\
& & \frac{q}{2 \pi i \tau(\chi)} \int_{0}^{\infty} \int_{0}^{\infty} \\
\quad \times\left.\frac{\partial}{\partial z}\left(\int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v} \\
&
\end{array} \begin{array}{lll}
\frac{n v}{t} \\
\frac{y w}{t} & v & \\
-\frac{q^{3} z v}{t} & & 1
\end{array}\right)\right) d y\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}
\end{aligned}
$$

and the sum and integrals are absolutely convergent for $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(s+1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$. Again, just as in the even case, $L_{\bar{\chi}}(w-1, \widetilde{F})$ extends to an entire function of $w$. Since the sums and integrals are absolutely convergent, the above equals

$$
\left.\frac{q}{2 \pi i \tau(\chi)} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} \frac{\partial}{\partial z}\left(W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
-\frac{q^{3} z v}{t} & 1
\end{array}\right)\right)\right)\right|_{z=0} t^{w-1} v^{s-1} d y \frac{d t}{t} \frac{d v}{v}
$$

In this case, we observe, by Lemma 2.4 that

$$
\left.\frac{1}{2 \pi i} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} \frac{\partial}{\partial z}\left(W\left(\left(\begin{array}{cc}
\frac{n v}{t} & \\
\frac{y v}{t} & v \\
-\frac{q^{3} z v}{t} & 1
\end{array}\right)\right)\right)\right|_{z=0} t^{w-1} v^{s-1} d y \frac{d t}{t} \frac{d v}{v}
$$

$$
=\frac{1}{2 \pi i} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} \frac{2 \pi i y v^{2}}{t} W\left(\left(\begin{array}{lll}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
& & 1
\end{array}\right)\right) \frac{-q^{3}}{t} t^{w-1} v^{s-1} d y \frac{d t}{t} \frac{d v}{v}
$$

which in turn equals

$$
-q^{3} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
\frac{y v}{t} & v & \\
& & 1
\end{array}\right)\right) y t^{w-3} v^{s+1} d y \frac{d t}{t} \frac{d v}{v}
$$

Now, by a change of variables this equals

$$
-q^{3} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{|n|} W\left(\left(\begin{array}{ccc}
\frac{n v}{t} & & \\
y v & v & \\
& & 1
\end{array}\right)\right) y t^{w-1} v^{s+1} d y \frac{d t}{t} \frac{d v}{v}
$$

Again, we interchange the order of integration and summation, which may change the region of convergence, and applying Lemma 2.2 we have

$$
-q^{3} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{n} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{ccc}
\frac{|n| v}{t} & & \\
y v & v & \\
& & 1
\end{array}\right)\right) y t^{w-1} v^{s+1} d y \frac{d t}{t} \frac{d v}{v}
$$

which by a change of variables equals

$$
-q^{3} \sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{n|n|^{1-w}} \int_{0}^{\infty} \int_{0}^{\infty} \int_{-\infty}^{\infty} W\left(\left(\begin{array}{ccc}
t v & & \\
y v & v & \\
& & 1
\end{array}\right)\right) y t^{1-w} v^{s+1} d y \frac{d t}{t} \frac{d v}{v}
$$

We observe, since $\chi$ is odd that

$$
\begin{aligned}
\sum_{n \neq 0} \frac{a_{1, n} \chi(n)}{n|n|^{1-w}} & =\sum_{n=1}^{\infty} \frac{a_{1, n}(\chi(n)-\chi(-n))}{n^{2-w}} \\
& =2 \sum_{n=1}^{\infty} \frac{a_{1, n} \chi(n)}{n^{2-w}} \\
& \left.=2 L_{\chi}(2-w), F\right)
\end{aligned}
$$

So the above equals

$$
\left.-2 q^{3} L_{\chi}(2-w), F\right) \widehat{\Phi}(s+1,1-w)
$$

By Lemma 2.16 and the fact that $a_{1, n}=O(|n|)$, this function is absolutely convergent for $\operatorname{Re}(s+1)>N_{1}\left(\nu_{1}, \nu_{2}\right), \operatorname{Re}(1-w)>N_{2}\left(\nu_{1}, \nu_{2}\right)$, and $\operatorname{Re}(2-w)>2$. Thus we have

$$
\begin{aligned}
& \frac{2 q^{3 w} \chi(-1)}{(\tau(\bar{\chi}))^{2}} \widetilde{\Phi}(s-1, w-1) L_{\bar{\chi}}(w-1, \tilde{F}) \\
& \quad=\frac{1}{2 \pi i} \sum_{u=1}^{q} \bar{\chi}(u) \int_{0}^{\infty} \int_{0}^{\infty} \\
& \quad \times \frac{\partial}{\partial z}\left(\left.\sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{lll}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{d}}{q d_{a}}
\end{array}\right)\left(\begin{array}{lll}
\frac{t}{q^{3}} & & \\
& & v \\
& & 1
\end{array}\right)\right)\right|_{z=0} t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v}\right.
\end{aligned}
$$

for $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(s+1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$, and

$$
\begin{aligned}
& \left.\frac{1}{2 \pi i} \sum_{u=1}^{q} \bar{\chi}(u) \int_{0}^{\infty} \int_{0}^{\infty} \frac{\partial}{\partial z}\left(\sum_{a=1}^{q^{2}} \widetilde{F}_{d_{a}}^{0}\left(\left(\begin{array}{ccc}
1 & z & \\
& 1 & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
d_{a} & \frac{a^{\prime}}{q} & \\
& \frac{1}{d_{a}} & \frac{a \bar{d}}{q d_{a}} \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
\frac{t}{q^{3}} & & \\
& v & \\
& & 1
\end{array}\right)\right)\right)\right|_{z=0} \\
& \times t^{w-1} v^{s-1} \frac{d t}{t} \frac{d v}{v} \\
& \left.=\frac{-2 q^{4}}{r(\chi)} L_{\chi}(2-w), F\right) \widehat{\Phi}(s+1,1-w)
\end{aligned}
$$

for $\operatorname{Re}(s+1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$ and $\operatorname{Re}(w)<\min \left(1-N_{2}\left(\nu_{1}, \nu_{2}\right), 0\right)$. Thus, since $\chi(-1)=-1$, we have

$$
\left.\frac{q^{3 w-4} \tau(\chi)}{(\tau(\bar{\chi}))^{2}} \tilde{\Phi}(s-1, w-1) L_{\bar{\chi}}(w-1, \tilde{F})=L_{\chi}(2-w), F\right) \widehat{\Phi}(s+1,1-w)
$$

for $\operatorname{Re}(w)<\min \left(1-N_{2}\left(\nu_{1}, \nu_{2}\right), 0\right), \operatorname{Re}(s+1)>N_{1}\left(\nu_{1}, \nu_{2}\right)$, and $\operatorname{Re}(s+w-2)>\tilde{N}_{1}\left(\nu_{1}, \nu_{2}\right)$.
So by meromorphic continuation and replacing $w$ by $w+1$ we are done.
Now applying Lemmas $2.14,2.15$, and 2.16, Theorem 3.7 becomes, for $\chi$ even

$$
\begin{aligned}
& \frac{q^{3 w-1} \tau(\chi)}{\pi^{3 w-\frac{3}{2}}(\tau(\bar{\chi}))^{2}} L_{\bar{\chi}}(w, \tilde{F}) \Gamma\left(\frac{w+\alpha}{2}\right) \Gamma\left(\frac{w+\beta}{2}\right) \Gamma\left(\frac{w+\gamma}{2}\right) \\
&=L_{\chi}(1-w, F) \Gamma\left(\frac{1-w-\alpha}{2}\right) \Gamma\left(\frac{1-w-\beta}{2}\right) \Gamma\left(\frac{1-w-\gamma}{2}\right)
\end{aligned}
$$

and for $\chi$ odd

$$
\begin{aligned}
\frac{q^{3 w-1} \tau(\chi)}{i \pi^{3 w-\frac{3}{2}}(\tau(\bar{\chi}))^{2}} L_{\bar{\chi}}(w, \tilde{F}) \Gamma & \left(\frac{1+w+\alpha}{2}\right) \Gamma\left(\frac{1+w+\beta}{2}\right) \Gamma\left(\frac{1+w+\gamma}{2}\right) \\
& =L_{\chi}(1-w, F) \Gamma\left(\frac{2-w-\alpha}{2}\right) \Gamma\left(\frac{2-w-\beta}{2}\right) \Gamma\left(\frac{2-w-\gamma}{2}\right)
\end{aligned}
$$

Thus letting

$$
\epsilon_{\chi}= \begin{cases}\frac{(\tau(\bar{\chi}))^{2}}{\tau(\chi) \sqrt{q}} & \text { if } \chi \text { is even } \\ \frac{i(\tau(\bar{\chi}))^{2}}{\tau(\chi) \sqrt{q}} & \text { if } \chi \text { is odd }\end{cases}
$$

and

$$
\Gamma_{\nu_{1}, \nu_{2}}^{q}(w)=\left(\frac{q}{\pi}\right)^{\frac{3 w}{2}} \Gamma\left(\frac{w-\alpha}{2}\right) \Gamma\left(\frac{w-\beta}{2}\right) \Gamma\left(\frac{w-\gamma}{2}\right)
$$

so

$$
\tilde{\Gamma}_{\nu_{1}, \nu_{2}}^{q}(w)=\left(\frac{q}{\pi}\right)^{\frac{3 w}{2}} \Gamma\left(\frac{w+\alpha}{2}\right) \Gamma\left(\frac{w+\beta}{2}\right) \Gamma\left(\frac{w+\gamma}{2}\right)
$$

we have:

Corollary 3.8. For $\chi$ a primitive character $\bmod q$ and $F$ a cusp form, $L_{\chi}(w, F)$ extends to an entire function of $w$. If $\chi$ is even, we have

$$
L_{\bar{\chi}}(w, \widetilde{F}) \widetilde{\Gamma}_{\nu_{1}, \nu_{2}}^{q}(w)=\epsilon_{\chi} L_{\chi}(1-w, F) \Gamma_{\nu_{1}, \nu_{2}}^{q}(1-w)
$$

and if $\chi$ is odd, we have

$$
L_{\bar{\chi}}(w, \widetilde{F}) \widetilde{\Gamma}_{\nu_{1}, \nu_{2}}^{q}(1+w)=\epsilon_{\chi} L_{\chi}(1-w, F) \Gamma_{\nu_{1}, \nu_{2}}^{q}(2-w) .
$$

## BIBLIOGRAPHY

[AL] A. O. L. Atkin and J. Lehner, Hecke operators on $\Gamma_{0}(m)$, Mathematische Annalen, 185 (1970), 134-160.
[B1] D. Bump, Automorphic forms on $G L(3, R)$, Lecture Notes in Mathematics, 1083, Springer-Verlag, 1984.
[B2] D. Bump, Barnes' second lemma and its application to Rankin-Selberg convolutions, American Journal of Mathematics, 109 (1987), 179-186.
[BF] D. Bump and S. Friedberg, On Mellin transforms of unramified Whittaker functions on $G L(3, C)$, Journal of Mathematical Analysis and Application, 139 (1989), 205216.
[D] H. Davenport, Multiplicative Number Theory, Second Edition, Graduate Text in Mathematics, 74, Springer-Verlag, 1980.
[GJ] R. Godement and H. Jacquet, Zeta functions of simple algebras, Lecture Notes in Mathematics, 260, Springer-Verlag, 1972.
[GR] I. S. Gradshetyn and I. M. Ryzhik, Table of Integrals, Series, and Products, Corrected and Enlarged Edition, Academic Press, Inc., 1980.
[HM1] J. Hoffstein and M. R. Murty, L-series of automorphic forms on $G L(3, \mathbf{R})$, Number Theory, (1989), 398-408.
[HM2] J. Hoffstein and M. R. Murty, Twisting of $L$-series on $G L(3, \mathbf{R})$, unpublished.
[JPS] H. Jacquet, I. I. Piatetski-Shapiro, and J. Shalika, Automorphic forms on $G L(3)$, Part I and II, Annals of Mathematics, 109 (1979), 169-258.
[L] W. W. Li, Newforms and functional equations, Mathematische Annalen, 212 (1975), 285-315.
[0] A. Ogg, Modular Forms and Dirichlet Series, W. A. Benjamin, Inc., 1969.
[W] A. Weil, Über die Bestimmung Dirichletscher Reihen durch Funktionalgleichungen, Mathematische Annalen, 168 (1967), 149-156.

## APPENDIX

## REMARKS ON WEIL'S THEOREM

In this appendix we will present some remarks on Weil's converse theorem for $G L(2, \mathbf{R})$ modular forms. We let $G=G L(2, R)^{+}$be the subgroup of $G L(2, \mathbf{R})$ with positive determinant. In the introduction we considered $H$, the upper half plane, as a quotient space; however, here we will consider it in the classic sense. We define the action of $G$ on $H$ as follows:

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) z=\frac{a z+b}{c z+d} \quad \text { for }\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in G \text { and } z \in H .
$$

With this action we define the stroke of a function on $H$. Let $f$ be a function on $H$ and define, for $k \in \mathbf{Z}$,

$$
f(z) \|[\gamma]_{k}=(\operatorname{det} \gamma)^{\frac{k}{2}}(c z+d)^{-k} f(\gamma z) \quad \text { for } \gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in G .
$$

Before we can define a modular form we must define a subgroup of $\Gamma=S L(2, \mathrm{Z})$. For a positive integer $N$, the principal congruence subgroup of level $N$ is given by

$$
\Gamma(N)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma: a \equiv d \equiv 1 \bmod N \text { and } b \equiv c \equiv 0 \bmod N\right\}
$$

With this we can define a modular form. Let $k$ be any integer and let $\Gamma^{\prime}$ be any subgroup of $\Gamma$ containing $\Gamma(N)$. A function $\phi$ on $H$ is a modular form of weight $k$ on $\Gamma^{\prime}$ if
(a) $\phi$ is analytic on $H$,
(b) $\phi\left[[\gamma]_{k}=\phi\right.$ for all $\gamma \in \Gamma^{\prime}$, and
(c) for each $\gamma \in \Gamma, \phi(z)\left[[\gamma]_{k}\right.$ can be written in the form $\sum_{n=0}^{\infty} a_{n} \mathrm{e}\left(\frac{n z}{N}\right)$.

We say $\phi$ is a cusp form of weight $k$ on $\Gamma^{\prime}$, if in addition $a_{0}=0$ for all $\gamma \in \Gamma$. We let $M_{k}\left(\Gamma^{\prime}\right)$ denote the set of all modular forms of weight $k$ on $\Gamma^{\prime}$ and $S_{k}\left(\Gamma^{\prime}\right)$ denote the set of all cusp forms of weight $k$ on $\Gamma^{\prime}$.

In order to state Weil's theorem we must define a restricted set of modular forms. We let

$$
\begin{aligned}
& \Gamma_{0}(N)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma: c \equiv 0 \bmod N\right\} \text { and } \\
& \Gamma_{1}(N)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma_{0}(N): a \equiv 1 \bmod N\right\}
\end{aligned}
$$

and note that trivally we have $\Gamma(N) \subset \Gamma_{1}(N) \subset \Gamma_{0}(N) \subset \Gamma$. Since $T=\left(\begin{array}{ll}1 & 1 \\ & 1\end{array}\right) \in \Gamma_{1}(N)$, condition (b) in the definition of a modular form implies that for any $\phi \in M_{k}\left(\Gamma_{1}(N)\right)$

$$
\phi(z)=\phi(z) \left\lvert\,[T]_{k}=\phi\left(\left(\begin{array}{ll}
1 & 1 \\
& 1
\end{array}\right) z\right)=\phi(z+1) .\right.
$$

Thus $\phi$ has an expansion of the form

$$
\phi(z)=\sum_{n=0}^{\infty} a_{n} \mathrm{e}(n z)
$$

In fact, $\left|a_{n}\right|=O\left(n^{c}\right)$ for some $c \in \mathbf{R}$ ([0] p. IV-43). For any function $f$ which can be written in the form $f(z)=\sum_{n=0}^{\infty} a_{n} \mathrm{e}(n z)$, the $L$-function associated with $f$ is given by

$$
L(s, f)=\sum_{n=1}^{\infty} \frac{a_{n}}{n^{s}} .
$$

Also, for any character $\chi$ we have the twist of $f$ by $\chi$

$$
f_{\chi}(z)=\sum_{n=0}^{\infty} a_{n} \chi(n) \mathrm{e}(n z)
$$

and the twisted L-function associated with $f$

$$
L_{\chi}(s, f)=\sum_{n=1}^{\infty} \frac{a_{n} \chi(n)}{n^{s}}
$$

Finally, for $\chi$ a character $\bmod N$ we let

$$
M_{k}(N, \chi)=\left\{\phi \in M_{k}\left(\Gamma_{1}(N)\right): \phi \mid[\gamma]_{k}=\chi(d) \phi \text { for all } \gamma=\left(\begin{array}{cc}
* & * \\
* & d
\end{array}\right) \in \Gamma_{0}(N)\right\}
$$

and

$$
S_{k}(N, \chi)=M_{k}(N, \chi) \cap S_{k}\left(\Gamma_{1}(N)\right)
$$

With this we can now state Weil's converse theorem.

Theorem A.1. [W] Fix $N$ and $k$ positive integers and $\varepsilon$ a character $\bmod N$. Let $\left\{a_{n}\right\}_{n=0}^{\infty}$ be a sequence of complex numbers with $\left|a_{n}\right|=O\left(n^{c}\right)$ for some $c \in \mathbf{R}$ and let $\phi(z)=$ $\sum_{n=0}^{\infty} a_{n} \mathrm{e}(n z)$. Further suppose $\phi \left\lvert\,\left[H_{N}\right]_{k}=\frac{1}{\omega i^{k}} \phi\right.$ for $\omega=1$ or -1 and $H_{N}=\left(N^{-1}\right)$. If $\phi \in M_{k}(N, \chi)$ we have the following:
(a) The function

$$
\left(\frac{\sqrt{N}}{2 \pi}\right)^{s} \Gamma(s) L(s, \phi)+a_{0}\left(\frac{1}{s}+\frac{\omega}{k-s}\right)
$$

extends to an entire function which is bounded in every vertical strip and we have the functional equation

$$
\left(\frac{\sqrt{N}}{2 \pi}\right)^{s} \Gamma(s) L(s, \phi)=\omega\left(\frac{\sqrt{N}}{2 \pi}\right)^{k-s} \Gamma(k-s) L(k-s, \phi)
$$

(b) For every character $\chi \bmod q$ where $(q, N)=1$ we have

$$
\left(\frac{q \sqrt{N}}{2 \pi}\right)^{s} \Gamma(s) L_{\chi}(s, \phi)
$$

extends to an entire function which is bounded in every vertical strip and we have the functional equation

$$
\left(\frac{q \sqrt{N}}{2 \pi}\right)^{s} \Gamma(s) L_{\chi}(s, \phi)=C_{\chi}\left(\frac{q \sqrt{N}}{2 \pi}\right)^{k-s} \Gamma(k-s) L_{\bar{\chi}}(k-s, \phi)
$$

where

$$
C_{\chi}=\frac{\omega \varepsilon(q) \chi(-N) \tau(\chi)}{\tau(\bar{\chi})}
$$

Conversely, let $\mathcal{Z}$ be a subset of the integers meeting every arithmetic progression of the form $\{u+n v\}_{n \in \mathbf{Z}}$ with $(u, v)=1$. If condition (a) is satisfied and if for all $q \in \mathcal{Z}$ condition (b) is satisfied, then $\phi \in M_{k}(N, \chi)$. If in addition, $L(s, \phi)$ converges absolutely for $\operatorname{Re}(s)>k-\alpha$ for some $\alpha>0$, then $\phi \in S_{k}(N, \chi)$.

The goal of the following work is to establish a functional equation for the L-function twisted by a character mod $q$, where $q$ and $N$ are not necessarily coprime. In Theorem A. 6 we will prove a portion of this theorem which demonstrates the necessity of the requirement that $(q, N)=1$ in this setting. The remainder of the proof of Theorem A. 1 is not related to this matter and will not be reproduced. A proof can be found in [0].

Before we can prove Theorem A. 6 we need to establish several lemmas. We begin with an easy result.

Lemma A.2. If $\chi$ is a primitive character $\bmod q$ and $f$ is any function which can be written in the form $f(z)=\sum_{n=1}^{\infty} a_{n} \mathrm{e}(n z)$ where $\left|a_{n}\right|=O\left(n^{c}\right)$ for some $c \in \mathbf{R}$, then

$$
f_{\chi}(z)=\frac{\tau(\chi) \chi(-1)}{q} \sum_{b=1}^{q} \bar{\chi}(b) f\left(z+\frac{b}{q}\right) .
$$

Proof: By the definition of $f_{X}$ and Lemma 3.1 we have

$$
\begin{aligned}
f_{\chi}(z) & =\sum_{n=1}^{\infty} a_{n} \chi(n) \mathrm{e}(n z) \\
& =\sum_{n=1}^{\infty} a_{n} \mathrm{e}(n z) \frac{\tau(\chi) \chi(-1)}{q} \sum_{b=1}^{q} \bar{\chi}(b) \mathrm{e}\left(\frac{b n}{q}\right) .
\end{aligned}
$$

Since $\left|a_{n}\right|=O\left(n^{c}\right)$ the sum is absolutely convergent so we can rearrange the sum and obtain

$$
\frac{\tau(\chi) \chi(-1)}{q} \sum_{b=1}^{q} \bar{\chi}(b) \sum_{n=1}^{\infty} a_{n} \mathrm{e}\left(n\left(z+\frac{b}{q}\right)\right)
$$

which clearly equals

$$
\frac{\tau(\chi) \chi(-1)}{q} \sum_{b=1}^{q} \bar{\chi}(b) f\left(z+\frac{b}{q}\right)
$$

With this result we can express $\Gamma(s) L_{\chi}(s, f)$ as a Mellin transform of $f_{\chi}$.

Lemma A.3. If $\chi$ is a primitive character $\bmod q$ and and $f$ is any function which can be written in the form $f(z)=\sum_{n=1}^{\infty} a_{n} \mathrm{e}(n z)$ where $\left|a_{n}\right|=O\left(n^{c}\right)$ for some $c \in \mathbf{R}$, then

$$
(2 \pi)^{-s} \Gamma(s) L_{\chi}(s, f)=\int_{0}^{\infty} f_{\chi}(i r) r^{s} \frac{d r}{r} \quad \text { for } \operatorname{Re}(s)>\max (c+1,0)
$$

Proof: In the region $\operatorname{Re}(s)>\max (c+1,0)$ the L-function is absolutely convergent as is $\Gamma(z)=\int_{0}^{\infty} e^{-r} r^{z} \frac{d r}{r}$. Thus

$$
\begin{aligned}
\Gamma(s) L_{\chi}(s, f) & =\int_{0}^{\infty} e^{-r} r^{s} \frac{d r}{r} \sum_{n=1}^{\infty} \frac{a_{n} \chi(n)}{n^{s}} \\
& =\sum_{n=1}^{\infty} a_{n} \chi(n) \int_{0}^{\infty} e^{-r}\left(\frac{r}{n}\right)^{s} \frac{d r}{r}
\end{aligned}
$$

which by a change of variables equals

$$
\sum_{n=1}^{\infty} a_{n} \chi(n) \int_{0}^{\infty} e^{-2 \pi n r}(2 \pi r)^{s} \frac{d r}{r}
$$

Since we are in the region in which the integral and the sum are absolutely convergent we can interchange the order of summation and integration and obtain

$$
(2 \pi)^{s} \int_{0}^{\infty} \sum_{n=1}^{\infty} a_{n} \chi(n) \mathrm{e}(i r n) r^{s} \frac{d r}{r}
$$

which equals

$$
(2 \pi)^{s} \int_{0}^{\infty} f_{\chi}(i r) r^{s} \frac{d r}{r}
$$

If, as before, we let $H_{N}=\left(\begin{array}{ll} & -1\end{array}\right)$ we have
Lemma A.4. Let $\phi$ be a function on $H$ such that for some $\varepsilon$, a character mod $N$, we have $\phi \mid[\gamma]_{k}=\varepsilon(d) \phi$ for all $\gamma=\left(\begin{array}{ll}* & * \\ * & d\end{array}\right) \in \Gamma_{0}(N)$ and $\phi \left\lvert\,\left[H_{N}\right]_{k}=\frac{1}{\omega i^{k}} \phi\right.$ where $\omega=1$ or -1 . If $(q, N)=1,(b, q)=1$ and $u$ and $v$ are integers such that $q v-b N u=1$, then

$$
\phi\left(z+\frac{b}{q}\right)=\frac{\omega i^{k} \varepsilon(q)}{(\sqrt{N} q z)^{k}} \phi\left(\frac{u}{q}-\frac{1}{N q^{2} z}\right)
$$

Proof: We first note that such $u$ and $v$ exist since we have

$$
\underset{(q, N)=1}{(b, q)=1} \Rightarrow(b N, q)=1
$$

We let $\gamma=\left(\begin{array}{cc}q & -b \\ -N u & v\end{array}\right)$ and evaluate $\left.\phi\left(z+\frac{b}{q}\right) \right\rvert\,\left[H_{N} \gamma\right]_{k}$ in two ways. First noting $\gamma \in \Gamma_{0}(N)$ we have

$$
\begin{aligned}
\left.\phi\left(z+\frac{b}{q}\right) \right\rvert\,\left[H_{N} \gamma\right]_{k} & \left.=\left(\left.\phi\left(z+\frac{b}{q}\right) \right\rvert\,\left[H_{N}\right]_{k}\right) \right\rvert\,[\gamma]_{k} \\
& \left.=\frac{1}{\omega i^{k}} \phi\left(z+\frac{b}{q}\right) \right\rvert\,[\gamma]_{k} \\
& =\frac{\varepsilon(v)}{\omega i^{k}} \phi\left(z+\frac{b}{q}\right)
\end{aligned}
$$

We also observe $H_{N} \gamma=\left(\begin{array}{cc}0 & -1 \\ N & 0\end{array}\right)\left(\begin{array}{cc}q & -b \\ -N u & v\end{array}\right)=\left(\begin{array}{cc}N u & -v \\ N q & -N b\end{array}\right)$. Thus

$$
\begin{aligned}
\phi\left(z+\frac{b}{q}\right)\left[\left[H_{N} \gamma\right]_{k}\right. & =\frac{\left(N q v-N^{2} u b\right)^{\frac{k}{2}}}{(N q z)^{k}} \phi\left(\frac{N u\left(z+\frac{b}{q}\right)-v}{N q\left(z+\frac{b}{q}\right)-N b}\right) \\
& =\frac{(N(q v-N u b))^{\frac{k}{2}}}{(N q z)^{k}} \phi\left(\frac{N u z+\frac{1}{q}(N u b-q v)}{N q z+N b-N b}\right) \\
& =\frac{N^{\frac{k}{2}}}{(N q z)^{k}} \phi\left(\frac{N u z-\frac{1}{q}}{N q z}\right) \\
& =\frac{1}{(\sqrt{N} q z)^{k}} \phi\left(\frac{u}{q}-\frac{1}{N q^{2} z}\right) .
\end{aligned}
$$

Combining these two equations we obtain

$$
\phi\left(z+\frac{b}{q}\right)=\frac{\omega i^{k}}{\varepsilon(v)(\sqrt{N} q z)^{k}} \phi\left(\frac{u}{q}-\frac{1}{N q^{2} z}\right)
$$

Since $q v-b N u=1$ we have $q v \equiv 1 \bmod N$, so $\varepsilon(q) \varepsilon(v)=1$. Thus

$$
\phi\left(z+\frac{b}{q}\right)=\frac{\omega i^{k} \varepsilon(q)}{(\sqrt{N} q z)^{k}} \phi\left(\frac{u}{q}-\frac{1}{N q^{2} z}\right) .
$$

Lemma A.5. Let $N$ and $k$ be positive integers, $\varepsilon$ be a character $\bmod N$, and $\phi(z) \in$ $S_{k}(N, \varepsilon)$. Further suppose $\phi\left[\left[H_{N}\right]_{k}=\frac{1}{\omega i^{k}} \phi\right.$ for $\omega=1$ or -1 . Then for every character $\chi$ $\bmod q$ where $(q, N)=1$

$$
\phi_{\chi}(z)=\frac{\omega \chi(-N) \varepsilon(q) \tau(\chi)}{\tau(\bar{\chi})}\left(\frac{i}{\sqrt{N} q z}\right)^{k} \phi_{\bar{\chi}}\left(\frac{-1}{N q^{2} z}\right)
$$

Proof: As noted earlier, since $\phi \in S_{k}(N, \chi)$ we have

$$
\phi(z)=\sum_{n=1}^{\infty} a_{n} \mathrm{e}(n z)
$$

where $\left|a_{n}\right|=O\left(n^{c}\right)$ for some $c \in \mathbf{R}$. Thus, by Lemma A. 2

$$
\phi_{\chi}(z)=\frac{\tau(\chi) \chi(-1)}{q} \sum_{b=1}^{q} \bar{\chi}(b) \phi\left(z+\frac{b}{q}\right) .
$$

Since $\chi(b)=1$ unless $(b, q)=1$ we have by Lemma A. 4

$$
\bar{\chi}(b) \phi\left(z+\frac{b}{q}\right)=\frac{\omega i^{k} \varepsilon(q)}{(\sqrt{N} q z)^{k}} \bar{\chi}(b) \phi\left(\frac{u}{q}-\frac{1}{N q^{2} z}\right)
$$

where $-b N u \equiv 1 \bmod q$. Thus $\bar{\chi}(b)=\chi(-N u)$ and as $b$ runs through a complete set of residues modulo $q$ so does $u$. Thus

$$
\phi_{\chi}(z)=\frac{\tau(\chi) \chi(-1)}{q} \frac{\omega i^{k} \varepsilon(q) \chi(-N)}{(\sqrt{N} q z)^{k}} \sum_{u=1}^{q} \chi(u) \phi\left(\frac{u}{q}-\frac{1}{N q^{2} z}\right) .
$$

Finally, applying Lemma A. 2 again this equals

$$
\frac{\tau(\chi) \chi(-1)}{\tau(\bar{\chi}) \bar{\chi}(-1)} \frac{\omega i^{k} \varepsilon(q) \chi(-N)}{(\sqrt{N} q z)^{k}} \phi_{\bar{\chi}}\left(\frac{-1}{N q^{2} z}\right) .
$$

With this we can now prove the part of Theorem A. 1 which will be investigated. We restrict our attention to cusp forms in order to simplify the computations.

Theorem A.6. Let $N$ and $k$ be positive integers, $\varepsilon$ be a character $\bmod N$, and $\phi(z) \in$ $S_{k}(N, \varepsilon)$. Further suppose $\phi\left[\left[H_{N}\right]_{k}=\frac{1}{\omega i^{k}} \phi\right.$ for $\omega=1$ or -1 . Then for every character $\chi$ $\bmod q$ where $(q, N)=1$

$$
\left(\frac{q \sqrt{N}}{2 \pi}\right)^{s} \Gamma(s) L_{\chi}(s, \phi)
$$

extends to an entire function and satisfies the functional equation

$$
\left(\frac{q \sqrt{N}}{2 \pi}\right)^{s} \Gamma(s) L_{\chi}(s, \phi)=C_{\chi}\left(\frac{q \sqrt{N}}{2 \pi}\right)^{k-s} \Gamma(k-s) L_{\bar{\chi}}(k-s, \phi)
$$

where

$$
C_{\chi}=\frac{\omega \varepsilon(q) \chi(-N) \tau(\chi)}{\tau(\bar{\chi})} .
$$

Proof: Since $\phi \in S_{k}(N, \varepsilon)$ we can apply Lemma A. 3 and obtain

$$
\left(\frac{q \sqrt{N}}{2 \pi}\right)^{s} \Gamma(s) L_{\chi}(s)=(q \sqrt{N})^{s} \int_{0}^{\infty} \phi_{\chi}(i r) r^{s} \frac{d r}{r}
$$

For the integral we observe

$$
\int_{0}^{\infty} \phi_{\chi}(i r) r^{s} \frac{d r}{r}=\int_{0}^{\frac{1}{a \sqrt{N}}} \phi_{\chi}(i r) r^{s} \frac{d r}{r}+\int_{\frac{1}{q \sqrt{N}}}^{\infty} \phi_{\chi}(i r) r^{s} \frac{d r}{r}
$$

Applying Lemma A. 5 to the first summand we have

$$
\begin{aligned}
\int_{0}^{\bar{a} \sqrt{N}} \phi_{\chi}(i r) r^{s} \frac{d r}{r} & =\frac{\omega \chi(-N) \varepsilon(q) \tau(\chi)}{\tau(\bar{\chi})} \int_{0}^{\frac{1}{q \sqrt{N}}}\left(\frac{i}{\sqrt{N} q i r}\right)^{k} \phi_{\bar{\chi}}\left(\frac{-1}{N q^{2} i r}\right) r^{s} \frac{d r}{r} \\
& =\frac{C_{\chi}}{(q \sqrt{N})^{k}} \int_{0}^{\frac{1}{a \sqrt{N}}} \phi_{\bar{\chi}}\left(\frac{i}{N q^{2} r}\right) r^{s-k} \frac{d r}{r}
\end{aligned}
$$

Making the change of variables $r \rightarrow \frac{1}{r N q^{2}}$ this becomes

$$
\frac{C_{\chi}}{(q \sqrt{N})^{k}} \int_{\frac{1}{q \sqrt{N}}}^{\infty} \phi_{\bar{\chi}}(i r)\left(\frac{1}{N q^{2} r}\right)^{s-k} \frac{d r}{r}
$$

which equals

$$
\frac{C_{\chi}}{(q \sqrt{N})^{2 s-k}} \int_{\frac{1}{q \sqrt{N}}}^{\infty} \phi_{\bar{\chi}}(i r) r^{k-s} \frac{d r}{r}
$$

Thus

$$
\int_{0}^{\infty} \phi_{\chi}(i r) r^{s} \frac{d r}{r}=C_{\chi}(q \sqrt{N})^{k-2 s} \int_{\frac{1}{q \sqrt{N}}}^{\infty} \phi_{\bar{\chi}}(i r) r^{k-s} \frac{d r}{r}+\int_{\frac{1}{q \sqrt{N}}}^{\infty} \phi_{\chi}(i r) r^{s} \frac{d r}{r}
$$

and so we have

$$
\left(\frac{q \sqrt{N}}{2 \pi}\right)^{s} \Gamma(s) L_{\chi}(s)=C_{\chi}(q \sqrt{N})^{k-s} \int_{\frac{1}{q \sqrt{N}}}^{\infty} \phi_{\bar{\chi}}(i r) r^{k-s} \frac{d r}{r}+(q \sqrt{N})^{s} \int_{\frac{1}{q \sqrt{N}}}^{\infty} \phi_{\chi}(i r) r^{s} \frac{d r}{r}
$$

These integrals converge for all values of $s$ since $\phi(i r)=\sum_{n=1}^{\infty} a_{n} \mathrm{e}(n i r)$ decays exponentially as $r \rightarrow \infty$. Thus $\left(\frac{q \sqrt{N}}{2 \pi}\right)^{s} \Gamma(s) L_{\chi}(s)$ extends to an entire funcion of $s$. Also, replacing $s$ by $k-s, \chi$ by $\bar{\chi}$, and multiplying by $C_{\chi}$ we obtain

$$
\begin{aligned}
C_{\chi}\left(\frac{q \sqrt{N}}{2 \pi}\right)^{k-s} & \Gamma(k-s) L_{\bar{\chi}}(k-s) \\
& =C_{\chi} C_{\bar{\chi}}(q \sqrt{N})^{s} \int_{\frac{1}{\sqrt{N}}}^{\infty} \phi_{\chi}(i r) r^{s} \frac{d r}{r}+C_{\chi}(q \sqrt{N})^{k-s} \int_{\frac{1}{q \sqrt{N}}}^{\infty} \phi_{\bar{\chi}}(i r) r^{k-s} \frac{d r}{r}
\end{aligned}
$$

Thus the proof will be complete if we show $C_{x} C_{\bar{x}}=1$. We observe

$$
C_{\chi} C_{\bar{\chi}}=\omega^{2}(\varepsilon(q))^{2} \chi(-N) \bar{\chi}(-N)=(\varepsilon(q))^{2}
$$

So it will suffice to show $(\varepsilon(q))^{2}=1$.
For any $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}(N)$ we have $a d-b c=1$ with $c \mid N$ which implies $a d \equiv$ $1 \bmod N$. Also $H_{N} \gamma H_{N}^{-1}=\left(\begin{array}{cc}d & -\frac{c}{N} \\ -N b & a\end{array}\right) \in \Gamma_{0}(N)$. With this we evaluate $\phi \mid\left[H_{N} \gamma\right]_{k}$ in two ways. First

$$
\left.\phi\left|\left[H_{N} \gamma\right]_{k}=\left(\phi \mid\left[H_{N}\right]_{k}\right)\right|[\gamma]_{k}=\frac{1}{\omega i^{k}} \phi \right\rvert\,[\gamma]_{k}=\frac{\varepsilon(d)}{\omega i^{k}} \phi
$$

On the other hand

$$
\phi\left|\left[H_{N} \gamma\right]_{k}=\left(\phi \mid\left[H_{N} \gamma H_{N}^{-1}\right]_{k}\right)\right|\left[H_{N}\right]_{k}=\varepsilon(a) \phi \left\lvert\,\left[H_{N}\right]_{k}=\frac{\varepsilon(a)}{\omega i^{k}} \phi\right.
$$

Thus $\varepsilon(a)=\varepsilon(d)$, which implies, since $a d \equiv 1 \bmod N$, that $\bar{\varepsilon}(a)=\varepsilon(a)$. In particular, $(\varepsilon(q))^{2}=1$.

Relaxing the restriction that $(q, N)=1$ in the hypothesis of this theorem is our goal. Most of the following results have been proven using representation theory ([L]). However, all of the following proofs will be done classically. Note that in the previous discourse the significance of $(q, N)=1$ appeared in the proof of Lemma A.4. More precisely in the choice of $\gamma$. We will first prove a simple version of Lemma A. 4 where $(q, N)>1$ and the transformation law for the action of $H_{N}$ on $\phi$ is not required.

Theorem A.7. Let $\phi$ be a function on $H$ such that for some $\varepsilon$, a character mod $N$, we have $\phi[\gamma]_{k}=\varepsilon(d) \phi$ for all $\gamma=\left(\begin{array}{ll}* & * \\ * & d\end{array}\right) \in \Gamma_{0}(N)$. If for $q, b, \bar{b} \in \mathrm{Z}$ we have $N \mid q,(b, q)=1$, and $\bar{b} b \equiv 1 \bmod q$ then

$$
\phi\left(z+\frac{b}{q}\right)=\frac{\varepsilon(-\bar{b})}{(q z)^{k}} \phi\left(\frac{-1}{q^{2} z}-\frac{\bar{b}}{q}\right) .
$$

Proof: Since $\bar{b} b \equiv 1 \bmod N$ there exists a $v \in \mathbf{Z}$ such that $b \bar{b}-q v=1$. We let $\gamma=$ $\left(\begin{array}{cc}-\bar{b} & v \\ q & -b\end{array}\right)$ and as in the proof of Lemma A.4 we evaluate $\left.\phi\left(z+\frac{b}{q}\right) \right\rvert\,[\gamma]_{k}$ in two ways. First, we observe that $\gamma \in \Gamma_{0}(N)$ since $N \mid q$. Thus

$$
\phi\left(z+\frac{b}{q}\right) \left\lvert\,[\gamma]_{k}=\varepsilon(-b) \phi\left(z+\frac{b}{q}\right) .\right.
$$

On the other hand, we observe

$$
\begin{aligned}
\phi\left(z+\frac{b}{q}\right) \|[\gamma]_{k} & =(q z)^{-k} \phi\left(\frac{-\bar{b}\left(z+\frac{b}{q}\right)+v}{q\left(z+\frac{b}{q}\right)-b}\right) \\
& =(q z)^{-k} \phi\left(\frac{-\bar{b} z-\frac{1}{q}(b \bar{b}-q v)}{q z}\right) \\
& =(q z)^{-k} \phi\left(\frac{-\bar{b} z-\frac{1}{q}}{q z}\right) \\
& =\frac{1}{(q z)^{k}} \phi\left(\frac{-1}{q^{2} z}-\frac{\bar{b}}{q}\right) .
\end{aligned}
$$

Thus

$$
\frac{1}{(q z)^{k}} \phi\left(\frac{-1}{q^{2} z}-\frac{\bar{b}}{q}\right)=\varepsilon(-b) \phi\left(z+\frac{b}{q}\right) .
$$

Note that this is not quite the form which is needed since $\varepsilon(-\bar{b})$ depends on $b$. This problem is eliminated by taking $\varepsilon$ to be the trivial character. Thus our hypothesis becomes $\phi \mid[\gamma]_{k}=\phi$ for all $\gamma \in \Gamma_{0}(N)$. Noting that $-I \in \Gamma_{0}(N)$ and $\phi \mid[-I]_{k}=(-1)^{k} \phi$ we observe that $k$ must be even. So we have

Corollary A.8. Let $\phi$ be a function on $H$ such that $\phi \mid[\gamma]_{2 k}=\phi$ for all $\gamma \in \Gamma_{0}(N)$. If for $q, b, \bar{b} \in \mathrm{Z}$ we have $N \mid q,(b, q)=1$, and $\bar{b} b \equiv 1 \bmod q$, then

$$
\phi\left(z+\frac{b}{q}\right)=\frac{1}{(q z)^{2 k}} \phi\left(\frac{-1}{q^{2} z}-\frac{\bar{b}}{q}\right) .
$$

With this result we have the analogs of Lemma A. 5 and Theorem A.6.

Lemma A.9. Let $N$ and $k$ be positive integers and $\phi(z) \in S_{2 k}(N, 1)=S_{2 k}\left(\Gamma_{0}(N)\right)$. If $\chi$ is a character mod $q$, where $N \mid q$, then

$$
\phi_{\chi}(z)=\frac{\chi(-1) \tau(\chi)}{(q z)^{2 k} \tau(\bar{\chi})} \phi_{\bar{\chi}}\left(\frac{-1}{q^{2} z}\right) .
$$

Proof: Since $\phi \in S_{2 k}(N, 1)$ we have, by Lemma A. 2

$$
\phi_{\chi}(z)=\frac{\chi(-1) \tau(\chi)}{q} \sum_{b=1}^{q} \bar{\chi}(b) \phi\left(z+\frac{b}{q}\right) .
$$

Observing $\chi(b)=0$ unless $(b, q)=1$ we can apply Corollary A. 8 and obtain

$$
\frac{\chi(-1) \tau(\chi)}{q} \sum_{b=1}^{q} \frac{\bar{\chi}(b)}{(q z)^{2 k}} \phi\left(\frac{-1}{q^{2} z}-\frac{\bar{b}}{q}\right)
$$

which in turn equals

$$
\frac{\tau(\chi)}{q(q z)^{2 k}} \sum_{b=1}^{q} \chi(-\bar{b}) \phi\left(\frac{-1}{q^{2} z}-\frac{\bar{b}}{q}\right)
$$

Again, applying Lemma A. 2 we obtain

$$
\frac{\tau(\chi)}{(q z)^{2 k} \tau(\bar{\chi}) \bar{\chi}(-1)} \phi_{\bar{\chi}}\left(-\frac{1}{q^{2} z}\right) .
$$

By using this lemma and the methods used in the proof of Theorem A.6, mutatis mutandis, one can show

Corollary A.10. Let $N$ and $k$ be positive integers and $\phi(z) \in S_{2 k}(N, 1)=S_{2 k}\left(\Gamma_{0}(N)\right)$. If $\chi$ is a character $\bmod q$, where $N \mid q$, then

$$
\left(\frac{q}{2 \pi}\right)^{s} \Gamma(s) L_{\chi}(s, \phi)
$$

extends to an entire function and satisfies the functional equation

$$
\left(\frac{q}{2 \pi}\right)^{s} \Gamma(s) L_{\chi}(s, \phi)=\tilde{C}_{\chi}\left(\frac{q}{2 \pi}\right)^{2 k-s} \Gamma(2 k-s) L_{\bar{\chi}}(2 k-s, \phi)
$$

where

$$
\tilde{C}_{\chi}=\frac{\chi(-1) \tau(\chi)}{i^{2 k} \tau(\bar{\chi})} .
$$

Up to this point we have established a functional equation for the L-function twisted by characters $\bmod q$, where $(q, N)=1$ and $(q, N)=N$. In order to reduce the restrictions on $q$ and $N$ further we recall a result of Atkin and Lehner ([AL]). For $\phi(z)=\sum_{n=1}^{\infty} a_{n} \mathrm{e}(n z)$, we extend $a_{n}$ to $\mathbf{Q}$ by setting $a_{\alpha}=0$ for $\alpha \notin \mathbf{Z}$. We define Atkin and Lehner’s Hecke operators $T_{p}$ and $U_{q}$ as follows:

$$
\begin{aligned}
& \left(T_{p} \phi\right)(z)=\sum_{n=1}^{\infty}\left(a_{n p}+p^{2 k-1} a_{\frac{n}{p}}\right) \mathrm{e}(n z) \\
& \left(U_{q} \phi\right)(z)=\sum_{n=1}^{\infty} a_{n q} \mathrm{e}(n z)
\end{aligned}
$$

For $\varphi \in S_{2 k}\left(\Gamma_{0}(N)\right)$ we say $\varphi$ is a newform of weight $2 k$ and level $N$ if for primes $(p, N)=1$ and $q \mid N$, there exist $\alpha, \beta, \lambda, \mu \in \mathbf{C}$ such that $T_{p} \varphi=\alpha \varphi, U_{q} \varphi=\beta \varphi, \varphi \mid\left[H_{N}\right]_{2 k}=\lambda \varphi$, and $\overline{\varphi(-\bar{z})}=\mu \varphi(z)$. This definition is equivalent to that of Atkin and Lehner ([L] Theorem 9). We say $\varphi(z)=\sum_{n=1}^{\infty} a_{n} \mathrm{e}(n z)$ is normalized if $a_{1}=1$. Let $\mathcal{N}_{2 k}\left(\Gamma_{0}(N)\right)$ denote the set of all normalized newforms of weight $2 k$ and level $N$. Finally, if $q$ is a prime dividing $N$ such that $q^{\alpha} \| N$, we let $W_{q}$ denote any matrix of the form

$$
W_{q}=\left(\begin{array}{cc}
q^{\alpha} x & y \\
N u & q^{\alpha} v
\end{array}\right) \quad \text { where } x, y, u, v \in \mathbf{Z} \text { such that } \operatorname{det} W_{q}=q^{\alpha} .
$$

We now state, without proof, a theorem of Atkin and Lehner.
Theorem A.11. [AL] If $\varphi(z)=\sum_{n=1}^{\infty} a_{n} \mathrm{e}(n z) \in \mathcal{N}_{2 k}\left(\Gamma_{0}(N)\right), p$ is a prime with $(p, N)=1$ and $q$ is a prime dividing $N$ such that $q^{\alpha} \| N$, then
(a) $T_{p} \varphi=a_{p} \varphi$
(b) $U_{q} \varphi=a_{q} \varphi$
(c) $\varphi \mid\left[W_{q}\right]_{2 k}=\lambda(q) \varphi$ where $\lambda(q)= \pm 1$.

With this result we can relax the condition on $q$ and $N$ by assuming $\varphi$ is a newform of even weight. We begin with

Lemma A.12. Let $\varphi \in \mathcal{N}_{2 k}\left(\Gamma_{0}(N)\right)$, let $q$ be a prime dividing $N$, and let $\alpha$ be an integer such that $q^{\alpha} \| N$. Further suppose that $\varphi$ satisfies $\varphi \left\lvert\,\left[H_{N}\right]_{2 k}=\frac{1}{\omega i^{2 k}} \varphi\right.$ where $\omega=1$ or -1 . Then if $(b, q)=1$ and $\beta$ is a nonnegative integer we have

$$
\varphi\left(z+\frac{b}{q^{\alpha+\beta}}\right)=\frac{\omega i^{2 k}}{\lambda(q)\left(\sqrt{\widetilde{N}} q^{\alpha+\beta} z\right)^{2 k}} \varphi\left(\frac{u}{q^{\alpha+\beta}}-\frac{1}{\widetilde{N} q^{2(\alpha+\beta)} z}\right)
$$

where $N=q^{\alpha} \tilde{N}, q^{\alpha+\beta} v-u b \widetilde{N}=1$ and $\lambda$ is from Theorem A.11(c).
Proof: We are under the hypothesis that $(b, q)=1$ and $(q, \tilde{N})=1$, thus we can find $u, v \in \mathrm{Z}$ such that $q^{\alpha+\beta} v-u b \tilde{N}=1$. Letting $W_{q}=\left(\begin{array}{cc}q^{\alpha+\beta} & -b \\ -q^{\alpha} \tilde{N} u & q^{\alpha} v\end{array}\right)$, we will evaluate $\left.\varphi\left(z+\frac{b}{q^{\alpha+\beta}}\right) \right\rvert\,\left[H_{N} W_{q}\right]_{2 k}$ in two ways. By Theorem A. 11 we have

$$
\begin{aligned}
\left.\varphi\left(z+\frac{b}{q^{\alpha+\beta}}\right) \right\rvert\,\left[H_{N} W_{q}\right]_{2 k} & \left.=\left(\left.\varphi\left(z+\frac{b}{q^{\alpha+\beta}}\right) \right\rvert\,\left[H_{N}\right]_{2 k}\right) \right\rvert\,\left[W_{q}\right]_{2 k} \\
& \left.=\frac{1}{\omega i^{2 k}} \varphi\left(z+\frac{b}{q^{\alpha+\beta}}\right) \right\rvert\,\left[W_{q}\right]_{2 k} \\
& =\frac{\lambda(q)}{\omega i^{2 k}} \varphi\left(z+\frac{b}{q^{\alpha+\beta}}\right)
\end{aligned}
$$

On the other hand, we observe

$$
H_{N} W_{q}=\left(\begin{array}{cc}
q^{\alpha} \tilde{N} u & -q^{\alpha} v \\
q^{2 \alpha+\beta} \widetilde{N} & -q^{\alpha} b \widetilde{N}
\end{array}\right)
$$

Thus

$$
\begin{aligned}
\left.\varphi\left(z+\frac{b}{q^{\alpha+\beta}}\right) \right\rvert\,\left[H_{N} W_{q}\right]_{2 k} & =\frac{\left(q^{2 \alpha} \tilde{N}\right)^{k}}{\left(q^{2 \alpha+\beta} \tilde{N} z\right)^{2 k}} \varphi\left(\frac{q^{\alpha} \tilde{N} u\left(z+\frac{b}{q^{\alpha+\beta}}\right)-q^{\alpha} v}{q^{2 \alpha+\beta} \tilde{N}\left(z+\frac{b}{q^{\alpha+\beta}}\right)-q^{\alpha} b \tilde{N}}\right) \\
& =\frac{1}{\left(q^{\alpha+\beta} \sqrt{\widetilde{N}} z\right)^{2 k}} \varphi\left(\frac{q^{\alpha} \tilde{N} u z+\frac{1}{q^{\beta}}\left(b \tilde{N} u-q^{\alpha+\beta} v\right)}{q^{2 \alpha+\beta} \tilde{N} z}\right) \\
& =\frac{1}{\left(q^{\alpha+\beta} \sqrt{\tilde{N}} z\right)^{2 k}} \varphi\left(\frac{u}{q^{\alpha+\beta}}-\frac{1}{q^{2 \alpha+2 \beta} \tilde{N} z}\right)
\end{aligned}
$$

Whence

$$
\varphi\left(z+\frac{b}{q^{\alpha+\beta}}\right)=\frac{\omega i^{2 k}}{\lambda(q)\left(\sqrt{\tilde{N}} q^{\alpha+\beta} z\right)^{2 k}} \varphi\left(\frac{u}{q^{\alpha}}-\frac{1}{q^{2(\alpha+\beta)} \tilde{N} z}\right) .
$$

We could now proceed to prove the analogs of Lemma A. 5 and Theorem A.6, however we will first generalize Lemma A. 12 further. First we need to establish the following result.

Lemma A.13. If $\varphi(z)=\sum_{n=1}^{\infty} a_{n} \mathrm{e}(n z) \in \mathcal{N}_{2 k}\left(\Gamma_{0}(N)\right)$ and $q$ is a prime dividing $N$, then

$$
a_{q} a_{n}=a_{n q} \quad \text { for all } n \geq 1
$$

and

$$
\varphi\left(q^{m} z\right)=\frac{1}{\left(q a_{q}\right)^{m}} \sum_{r=0}^{q^{m}-1} \varphi\left(z+\frac{r}{q^{m}}\right) \quad \text { for all } m \geq 0
$$

Proof: By Theorem A.11(b) we observe

$$
a_{q} \varphi(z)=\left(U_{q} \varphi\right)(z)=\sum_{n=1}^{\infty} a_{n q} \mathrm{e}(n z)
$$

But trivially

$$
a_{q} \varphi(z)=\sum_{n=1}^{\infty} a_{q} a_{n} \mathrm{e}(n z)
$$

So by the uniqueness of the Fourier expansion

$$
a_{q} a_{n}=a_{n q} \quad \text { for all } n \geq 1
$$

We prove the remaining statement by induction. We first note that the result is trivial for $m=0$. However, we must prove the result for $m=1$ which is used in the general case.

If $m=1$ we have

$$
\begin{aligned}
\sum_{r=0}^{q-1} \varphi\left(z+\frac{r}{q}\right) & =\sum_{r=0}^{q-1} \sum_{n=1}^{\infty} a_{n} \mathrm{e}\left(n\left(z+\frac{r}{q}\right)\right) \\
& =\sum_{n=1}^{\infty} a_{n} \mathrm{e}(n z) \sum_{r=0}^{q-1} \mathrm{e}\left(\frac{n r}{q}\right)
\end{aligned}
$$

Now since

$$
\sum_{r=0}^{q-1} \mathrm{e}\left(\frac{n r}{q}\right)= \begin{cases}q & \text { if } q \mid n \\ 0 & \text { otherwise }\end{cases}
$$

we have the above equals

$$
q \sum_{n=0}^{\infty} a_{n q} \mathrm{e}(n q z)=q a_{q} \varphi(q z)
$$

Now assuming the result is true for $m$ we have

$$
\begin{aligned}
\varphi\left(q^{m+1} x\right) & =\varphi\left(q^{m}(q z)\right) \\
& =\frac{1}{\left(q a_{q}\right)^{m}} \sum_{s=0}^{q^{m}-1} \varphi\left(q z+\frac{s}{q^{m}}\right) \\
& =\frac{1}{\left(q a_{q}\right)^{m}} \sum_{s=0}^{q^{m}-1} \varphi\left(q\left(z+\frac{s}{q^{m+1}}\right)\right)
\end{aligned}
$$

Applying the result for $m=1$ we have that this equals

$$
\begin{aligned}
\frac{1}{\left(q a_{q}\right)^{m}} \sum_{s=0}^{q^{m}-1} \frac{1}{q a_{q}} \sum_{r=0}^{q-1} \varphi\left(z+\frac{s}{q^{m+1}}+\frac{r}{q}\right) & =\frac{1}{\left(q a_{q}\right)^{m+1}} \sum_{s=0}^{q^{m}-1} \sum_{r=0}^{q-1} \varphi\left(z+\frac{s+q^{m} r}{q^{m+1}}\right) \\
& =\frac{1}{\left(q a_{q}\right)^{m+1}} \sum_{r^{\prime}=0}^{q^{m+1}-1} \varphi\left(z+\frac{r^{\prime}}{q^{m+1}}\right)
\end{aligned}
$$

So by induction we have the desired result for all $m \geq 0$.
With this we prove the following lemma.

Lemma A.14. Let $\varphi \in \mathcal{N}_{2 k}\left(\Gamma_{0}(N)\right)$ and let $q$ be a prime such that $q^{\alpha} \mid N$. Further suppose that $\varphi$ satisfies $\varphi \left\lvert\,\left[H_{N}\right]_{2 k}=\frac{1}{\omega i^{2 k}} \varphi\right.$ where $\omega=1$ or -1 . Then if $(b, q)=1$ we have

$$
\varphi\left(z+\frac{b}{q^{\alpha}}\right)=\frac{\omega i^{2 k}}{\lambda(q)\left(q^{\alpha} \sqrt{\widetilde{N}} z\right)^{2 k}} \varphi\left(\frac{u}{q^{\alpha}}-\frac{1}{q^{2 \alpha} \tilde{N} z}\right)
$$

where $u b \widetilde{N} \equiv-1 \bmod q^{\alpha}, q^{\alpha+\beta} \| N$ and $N=q^{\alpha+\beta} \widetilde{N}$.

## Proof: By Lemma A. 13

$$
\begin{aligned}
\varphi\left(z+\frac{b}{q^{\alpha}}\right) & =\varphi\left(q^{\beta}\left(\frac{z}{q^{\beta}}+\frac{b}{q^{\alpha+\beta}}\right)\right) \\
& =\frac{1}{\left(q a_{q}\right)^{\beta}} \sum_{r=0}^{q^{\beta}-1} \varphi\left(\frac{z}{q^{\beta}}+\frac{b}{q^{\alpha+\beta}}+\frac{r}{q^{\beta}}\right) \\
& =\frac{1}{\left(q a_{q}\right)^{\beta}} \sum_{r=0}^{q^{\beta}-1} \varphi\left(\frac{z}{q^{\beta}}+\frac{r q^{\alpha}+b}{q^{\alpha+\beta}}\right)
\end{aligned}
$$

Now since $(b, q)=1$ and $q$ is a prime we have $\left(r q^{\alpha}+b, q\right)=1$, so we apply Lemma A. 12 and obtain that the above equals

$$
\frac{\omega i^{2 k}}{\left(q a_{q}\right)^{\beta} \lambda(q)\left(\sqrt{\widetilde{N}} q^{\alpha} z\right)^{2 k}} \sum_{r=0}^{q^{\beta}-1} \varphi\left(\frac{u}{q^{\alpha+\beta}}-\frac{1}{\widetilde{N} q^{2 \alpha+\beta} z}\right)
$$

where $u\left(r q^{\alpha}+b\right) \widetilde{N} \equiv-1 \bmod q^{\alpha+\beta}$ and $\lambda$ is from Theorem A.11(c). Thus, we can replace $u$ by $-\overline{r q^{\alpha}+b} \bar{N}$ where $\left(r q^{\alpha}+b\right) \overline{r q^{\alpha}+b} \equiv 1 \bmod q^{\alpha+\beta}$ and $\tilde{N} \overline{\widetilde{N}} \equiv \bmod q^{\alpha+\beta}$. Since we are summing over $0 \leq r \leq q^{\beta}-1$, an elementary number theory argument implies the above equals

$$
\begin{aligned}
& \frac{\omega i^{2 k}}{\left(q a_{q}\right)^{\beta} \lambda(q)\left(\sqrt{\tilde{N}} q^{\alpha} z\right)^{2 k}} \sum_{r=0}^{q^{\beta}-1} \varphi\left(\frac{-\left(r q^{\alpha}+\bar{b}\right) \overline{\tilde{N}}}{q^{\alpha+\beta}}-\frac{1}{\widetilde{N} q^{2 \alpha+\beta} z}\right) \\
&=\frac{\omega i^{2 k}}{\left(q a_{q}\right)^{\beta} \lambda(q)\left(\sqrt{\tilde{N}} q^{\alpha} z\right)^{2 k}} \sum_{r=0}^{q^{\beta}-1} \varphi\left(\frac{-r \tilde{N}}{q^{\beta}}-\frac{\overline{b \widetilde{N}}}{q^{\alpha+\beta}}-\frac{1}{\tilde{N} q^{2 \alpha+\beta} z}\right) .
\end{aligned}
$$

Now as $r$ runs through $\left\{0, \ldots, q^{\beta}-1\right\}$ so does $-r \overline{\widetilde{N}}$ modulo $q^{\beta}$. Thus, the above equals

$$
\frac{\omega i^{2 k}}{\left(q a_{q}\right)^{\beta} \lambda(q)\left(\sqrt{\widetilde{N}} q^{\alpha} z\right)^{2 k}} \sum_{r^{\prime}=0}^{q^{\beta}-1} \varphi\left(\frac{r^{\prime}}{q^{\beta}}-\frac{\overline{b \tilde{N}}}{q^{\alpha+\beta}}-\frac{1}{\widetilde{N} q^{2 \alpha+\beta} z}\right)
$$

which by Lemma A. 13 equals
$\frac{\omega i^{2 k}}{\lambda(q)\left(\sqrt{\tilde{N}} q^{\alpha} z\right)^{2 k}} \varphi\left(q^{\beta}\left(\frac{-\overline{b \widetilde{N}}}{q^{\alpha+\beta}}-\frac{1}{\tilde{N} q^{2 \alpha+\beta} z}\right)\right)=\frac{\omega i^{2 k}}{\lambda(q)\left(\sqrt{\widetilde{N}} q^{\alpha} z\right)^{2 k}} \varphi\left(\frac{-\overline{b \tilde{N}}}{q^{\alpha}}-\frac{1}{\tilde{N} q^{2 \alpha} z}\right)$.
Since $-\overline{b \tilde{N}} b \tilde{N} \equiv-1 \bmod q^{\alpha+\beta}$ implies $-\overline{b \tilde{N}} b \tilde{N} \equiv-1 \bmod q^{\alpha}$ we have the desired results.
Before we proceed, we combine Lemma A. 12 and Lemma A.14.

Corollary A.15. Let $\varphi \in \mathcal{N}_{2 k}\left(\Gamma_{0}(N)\right)$ and let $q$ be a prime dividing $N$ such that $q^{\alpha} \| N$, and write $N=q^{\alpha} \tilde{N}$. Further suppose that $\varphi$ satisfies $\varphi \left\lvert\,\left[H_{N}\right]_{2 k}=\frac{1}{\omega i^{2 k}} \varphi\right.$ where $\omega=1$ or -1. Then if $(b, q)=1$ and $Q$ is any power of $q$ we have

$$
\varphi\left(z+\frac{b}{Q}\right)=\frac{\omega i^{2 k}}{\lambda(q)(Q \sqrt{\widetilde{N}} z)^{2 k}} \varphi\left(\frac{u}{Q}-\frac{1}{Q^{2} \widetilde{N} z}\right)
$$

where $u$ is such that $u b \tilde{N} \equiv-1 \bmod Q$ and $\lambda$ comes from Theorem A.11(c).

We can now prove the analog of Lemma A. 5 in this generality.

Lemma A.16. Let $\varphi \in \mathcal{N}_{2 k}\left(\Gamma_{0}(N)\right)$ and let $q$ be a prime dividing $N$ such that $q^{\alpha} \| N$. Further suppose that $\varphi$ satisfies $\varphi \left\lvert\,\left[H_{N}\right]_{2 k}=\frac{1}{\omega i^{2 k}} \varphi\right.$ where $\omega=1$ or -1 . If $Q$ is any power of $q$ and $\chi$ is a primitive character $\bmod Q$ we have

$$
\varphi_{\chi}(z)=\frac{\omega \chi(-\tilde{N}) \tau(\chi)}{\lambda(q) \tau(\bar{\chi})}\left(\frac{i}{\sqrt{\widetilde{N} Q z}}\right)^{2 k} \varphi_{\bar{\chi}}\left(\frac{-1}{\widetilde{N} Q^{2} z}\right)
$$

where $N=q^{\alpha} \tilde{N}$ and $\lambda$ is from Theorem A.11(c).
Proof: By Lemma A. 2 and Corollary A. 15

$$
\begin{aligned}
\varphi_{\chi}(z) & =\frac{\tau(\chi) \chi(-1)}{Q} \sum_{b=1}^{Q} \bar{\chi}(b) \varphi\left(z+\frac{b}{Q}\right) \\
& =\frac{\tau(\chi) \chi(-1)}{Q} \sum_{b=1}^{Q} \bar{\chi}(b) \frac{\omega i^{2 k}}{\lambda(q)(\sqrt{\tilde{N}} Q z)^{2 k}} \varphi\left(\frac{u}{Q}-\frac{1}{\tilde{N} Q^{2} z}\right)
\end{aligned}
$$

where $u b \tilde{N} \equiv-1 \bmod Q$ and $\lambda$ is from Theorem A.11(c). Thus $\chi(b) \chi(-u \tilde{N})=1$ which implies $\bar{\chi}(b)=\chi(-u \tilde{N})$. Also, as $b$ runs through a complete set of representatives modulo $Q$, so does $u$. Therefore, the above equals

$$
\frac{\omega \tau(\chi) \chi(\tilde{N})}{\lambda(q) Q}\left(\frac{i}{\sqrt{\tilde{N} Q z}}\right)^{2 k} \sum_{u=1}^{Q} \chi(u) \varphi\left(\frac{u}{Q}-\frac{1}{\widetilde{N} Q^{2} z}\right)
$$

which by Lemma A. 2 equals

$$
\begin{array}{r}
\frac{\omega \tau(\chi) \chi(\tilde{N})}{\lambda(q) Q}\left(\frac{i}{\sqrt{\tilde{N}} Q z}\right)^{2 k} \frac{Q}{\bar{\chi}(-1) \tau(\bar{\chi})} \varphi_{\bar{\chi}}\left(\frac{-1}{\tilde{N} Q^{2} z}\right) \\
\quad=\frac{\omega \tau(\chi) \chi(-\tilde{N})}{\lambda(q) \tau(\bar{\chi})}\left(\frac{i}{\sqrt{\tilde{N}} Q z}\right)^{2 k} \varphi_{\bar{\chi}}\left(\frac{-1}{\widetilde{N} Q^{2} z}\right)
\end{array}
$$

By using this lemma and the methods used in the proof of Theorem A.6, mutatis mutandis, one can show our desired goal.

Theorem A.17. Let $\varphi \subset \mathcal{N}_{2 k}\left(\Gamma_{0}(N)\right)$ and let $q$ be a prime dividing $N$ such that $q^{\alpha} \| N$, and write $N=q^{\alpha} \tilde{N}$. Further suppose that $\varphi$ satisfies $\varphi \left\lvert\,\left[H_{N}\right]_{2 k}=\frac{1}{\omega i^{2 k}} \varphi\right.$ where $\omega=1$ or -1 . If $Q$ is any power of $q$ and $\chi$ is a primitive character mod $Q$ we have

$$
\left(\frac{Q \sqrt{\tilde{N}}}{2 \pi}\right)^{s} \Gamma(s) L_{x}(s, \varphi)
$$

extends to an entire function of $s$ and satisfies

$$
\left(\frac{Q \sqrt{\widetilde{N}}}{2 \pi}\right)^{s} \Gamma(s) L_{\chi}(s, \varphi)=\widehat{C}_{\chi}\left(\frac{Q \sqrt{\widetilde{N}}}{2 \pi}\right)^{2 k-s} \Gamma(2 k-s) L_{\bar{\chi}}(2 k-s, \varphi)
$$

where

$$
\widehat{C}_{\chi}=\frac{\omega \chi(-\tilde{N}) \tau(\chi)}{\lambda(q) \tau(\bar{\chi})}
$$
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