THE APPLICATION QF SYSTEMS ENGINEERING
TECHNIQUES TO THE ANALYSIS OF

INTERCITY TRAVEL

By

OWEN DALE ?SBORNE
/
Bachelor of Science
University of Missouri
Columbia, Migsouri

1966

Master of Science
Oklahoma State University
Stillwater, Oklahoema
1967

Submitted to the Faculty of the Graduate Cpllege
of the Oklahoma State University
in partial fulfillment of the requirements
for the Degree of
DOCTOR OF PHILOSOPHY

May, 1973






THE APPLICATION OF SYSTEMS ENGINEERING
TECHNIQUES TO THE ANALYSIS OF

INTERCITY TRAVEL

Thesis Approved;

MM

Thesis Adviser

/45%52445 /4 _Zfizézzz__
Mmaée/\

W&M@%\

ANAN Y PN

Dean of the Graduate College

§73419

OKLAHOMA
STATE UNIVERSITY
LIBRARY

FEB 181974



ACKNOWLEDGMENTS

I wish to express my sincere appreciation te Dr, Bennett Basere,
chairman of my doctoral committee and my thesis adviser, for his assist-
ance during my research. His willingness to provide prompt guidancg and
encouragement throughout my doctoral program is deeply appreciated.

Dr, Basore's patience during the final few months of this doecuments
preparation is especially appreciated.

To the other members of my dectoral advisory committee, Dr. Charles
Bacon, Dr. Gerald Lage, and Dr. Kenneth McCollem, goes a special thanks
for their enceuragement and consideration.

To Dr. Ronald Mohler goes a special thank you for his empathy and
personal understanding during this past year.

T would like to gratefully acknowledge the finangial suppert rem
ceived from the Center for Systems Science under NSF Grant GU—3160. I
particularly value the interactions and associations with graduate stu-
dents and faculty members from other academic discipiines during my werk
with the Multi~disciplinary Studies greup.

Thanks is also extended to the many prefessors who have contributed
to my academic and professional growth during my dectoral program.

Finally, the deepest gratitude and thanks geoes to my wife, Judy.
Her many hours spent typing the final draft copy of this thesis are

deeply appreciated. For her understanding during the partriGUIarly



trying ciPcumstances of this past year, I give special thanks. To my
daughters, Cathy and Jennifer, goes the promise that "Dad will have more

tinmie to spend with them jin the future'.



Chapter

TI.

IT,

IT1.

Iv.

TABLE OF CONTENTS

THE RESEARCH PROBLEM . . . .

Intreduction . . . . .

Statement of the Problem

Approach to the Prablem

.

Significance of the Problem

Summary o« ¢ o o o « o o
REVIEW OF RELATED LITERATURE

Intreduction . . . . .
Trip Generation . . . .
Trip Distributien . . .

The Fratar Methed

The Intervening Oppertunities Model

The Gravity Model
Traffic Assignment . .
Traffiec Quality » « .« .«

.

L]

L]

0

s 2 »

» o

» 9 .

Applications ef Linear Graph Theory .
Summary « « s o s o ¢ s 2 e e s s e

LINEAR GRAPH THEORY ., . . .

Introduction ., . . «
Liinear Graph Analysis ..
Definitions . . .
Postulates . » . &

.

*

.

2 o e

Fundamental Circuit Equations .
Fundamental Cut Set Equations .

Formulation . , .
SUummary . « « o o » « o

THE HIGHWAY TRAVEL MODEL . .

Introduction . « .+ « .
The Study Area . . , .
Definitien and Modeling
Origin Areas . . .
Highway Links . .

Equivalent Distance Conductange.

s 4 .

L) - L]

of Components

.

»

-

Y

.

*

L]

Operator Cost Conductance . .

Destination Areas

.

- e e

Page

AW KR . Y

~J

10
10
11
12
17
18
19
20

22

22
23
24
27
31
32
33
36

37

37
37
38
Lo
4o
48
49
52



Chapter
IV. (CONTINUED)

Model Formulation and Solution
Summary .+ » « o o o o o 4 s s .

V., MODEL, COMPARISONS . « ¢ &+ « o s & o

Introductlon . . ¢ « « o ¢ » »
The Modified BPR Model . . . .

.
L]
»
*
-
»
.

e o o e

Build Spiderweb Network (BLDSPWB) . o e
Format Spiderweb Network (FMTSPWB) . . .
Build Spiderweb Trees (BLDSPTR) . . . .
Format Spiderweb Trees (FMTSPTR) . . . .

Build Trip Table (BLDTT) .

e & e e o s =

Load Spiderweb Network (LDSPWB) . . . .
Format Spiderweb lLoads (FMTSPLD) . . . .

Comparisons of Results . . .
Summary » « ¢ « « o o 2 s e o &

VIi. SUMMARY AND CONCLUSIONS . . ¢ « +

SUMMArY « « o o ¢ o = « ¢ o o
Conclusions . « « « &+ o « » o &«

s & s 8 ® @ @

Recommendations for Further Research . . . .

A SELECTED BIBLIOGRAPHY . . . « .« +» « .« « &

APPENDIX A -~ SAMPLE SUFFICIENCY RATING DATA . . . . . . .

APPENDIX B - COMPUTER PROGRAM LISTINGS AND SAMPLE OUTPUTS

Program SOLVE . . . . . .
Program OWEN . . . , . .
Program BLDTT . . . . . .

Program FORMAT SPTDERWEB NETWORK (FMTSPWB)

Output . « o o o o o« @

Program FORMAT SPIDERWEB TREES (FMTSPTR)

Output o o o« o o o« o &«

. I

e« » o s -

Program BUILD TRIPTABLE (BLDTT) Output

Program FORMAT SPIDERWEB LOADS (FMTSDLD)

OQutput . « + ¢ & o« « &

APPENDIX C - SAMPLE ROAD USER COST DATA . .

e & e ® 9 m =

» o & o . o o

-

Page

55

60

60
61
61
64
6L
65
65
66
66
66
70

72
72
77
79
84
86
87
93
97

104

106
108

115

118



Table

T,
I71.
ITI.,

Iv.

VI,
VII.
VITT.

IX,

XI.
XII.
XTI .

XIV,

_LIST OF TABLES ..

Complementary Varijables for Typical Processes . .

Sufficiency Rating Assignment Schedule

Link Pistance Comparisons . .

<

Highway Travel Costs » o« o« -«

Prediected Volume Comparisons

Sufficiency Rating Report
Listing of Program SOLVE
Listing of Program OWEN .
Listing of Program BLDTT
Output Listing of Program
Output Listing of Program
Qutput Listing of Program

Output Listing of Program

.

(FMTSPWB)

(FMTSPTR)

(BLDTT)

-

(FMTSPLD)

Road User Costs for Passenger Cars in

Page

28
L5
50
53
68
85
89
A
98
105
167
109
116

119



LIST OF FIGURES

Figure

1.

City S8ize in Relation to External Corden Crpssings . . ,

Steps in Solution of a Physical System by Linear Graph
Theory « +» o « o 5 ¢ o « e = o o s s a s o a s a s o »

Oklahoma Highway Commissioner Districts . . . . « + . .

Travel Generation/Attraction Zones of the First
Commigsioner District . « o« ¢ o o o o o « a o 2 o = &

System Linear Graph for the First Commissioner District
Highway Network .+ o 4 &« « o 5 = o ¢ « o 2 s « 2 & « =«

Major Interior Highways of the First Commissioner
DistriCt~n-9--w----~---fnwp----

Calibration Example System Graph # & & a e e @8 e s » a @
Modified BPR Program Execution Flow Chart . . « « . .

Spiderweb Network for the First Commissioner District .

Page

16

25
39

b1

43

47
57
62

63



CHAPTER I
THE RESEARCH PROBLEM
Introduction

The solving of traffic and highway prohlems often eludes the pres-‘
ent methods of research, There is no doubt that today people ha&e the
gkills and techniques to build better highways and safer vehicles, but
successful research depends on atfitudes, concepts, and imagination and
these have not kept pace with the ever-~increasing complexities of high-
way transportation. Research, to be successful, must proceed through
the successive steps of measurement, analysis, and interpretation. This
is required in order to understand the status quo of a given transpor-
tation system. But understandiqg the status quo of a gystem is not suf~
ficient for the planning phase of transportation research. Researchers
are in the technological position of being able to implement almost any
given transportation system. But the questions of which system is to be
built to gatisfy man's desire to travel and what effects will these
facilities have on man's travel patterns have evaded identification by

modern day transportation planners.
Statement of the Problem

Transportation planning requires an accurate estimation of travel
demands. Accurate travel demand estimation requires knowledge of the

factors which generate travel as well as those factors which impede



travel flow., Present planning models do not allow the traffic engineer
to determine precise travel demand estimates on a regional intercity
transportation network.

Congiderable effort has been devoted to the study of the positive
factors of trip generation and distribution but little is known of the
negative side. Positive factors in travel demand are those fagtors
which increase the number of trips generated and attracted by various
origins and destinationg, while the negative fact;rs tend to decrease
trip interchanges. During the past decade, transportation modeling has
been dominated by the following hypothesis: The interaction between any
two populations can be expected to be directly related to their size;
and since distance involves friction, inconvenience, and cost, such
interaction can be expected to be inversely related to distance, This
hypothesis leads to such conclusions as the numher of trips between two
places will be the same whether they are connected by a limited access
freeway or separated by an impassible rayine. Little has been done to
question this basic hypothesig or to attempt to relate the impeding
factors of traffic flow to the physical characteristics of the trans-
portation system., This thesis will attempt to do both.

Many researchers have concluded that a sufficient explanation of
the negative factors involved in the travel phenomenon lies in distance.
A few, however, have dared to speak out on the dangers of oversimpli-
fying traffic impeding factors. Greenshields (21) for one has stated
that "a fallacy to which the traffic planner clings is that time of
travel is the only important wvariable to be congidered,"

This thesis is concerned with the components of travel impedance

and travel modeling. In particular it is concerned with the



characteristics of a given highway network and how these characteristics
affect interecity travel. Such factors as access control, geometric
width, gradient, curvature, surface condition, are but just a few of

the factors which will be of concern in this thesis. An intercity
travel model based upon the concepts of linear graph theory is

investigated,
Approach to the Problem

The approach used in this thegis involves the use of techniques of
system analysis which were developed primarily for the analysjis of
electrical networks. However, during the past few years this funda-
mental approach of analysis has been applied usefully to many other
areas, such as mechanical, hydraulic, and heat transfer systems.
Analysis of an intercity transportation network also seems amenable to
this technique, namely analysis by linear graph theory,

A system, as the term is used here, refers to an orderly arrange~
ment of interrelated elements acting together to achieve a specific
purpose, Thus, a system must have an avowed purpose, be free of extra-
neous or mathematically redundant parts, and have elements or compo~
nents joined in an orderly fashion, Digcussion in this thesis is
limited to systems made up of components having only two terminals,
although there is no limit on the number of terminals the components
may have in general systems theory (17). The selection of the units
that will serve as components depends first on what type of system is
being analyzed (i.e.,, transportation, electrical, sewage treatment) and
seoond, on the specific questions to be answered by the analysis of the

system. For example, in a study of traffic flow the components selected



for study in an intraurban setting would be quite different from those
needed on the interurban scale.

Linear graph theory is an orderly technique for formulating the
mathematical characteristics of a physical system. The principles of
linear graph theory are stated briefly in Chapter III, A more detailed
discussion of the subject is given jin Mimeographed notes by Yarlagadda
(61) and two of the prominent texts in the field (34) (37).

The essential steps for computation of a systems' characteristics
are these:

(1) To establish a mathematical description of the relevant
physical characteristics of the gsystem components exw
pressed in terms of measurements,

(2) To establish in mathematical form, and in terms of
measurements from a knowledge of the component charace
teristics and their mode of interconnection, the chare
acteristics of the system; i.e., a mathematical model
of the system.

Components are described mathematically by relating two measurements of
the components 1in "isolation'' from other components, The measurements
must be such that one is a "through'" (or series) measurement, which
when summed at each vertex of the system graph must equal zero, and the
other is an "across!" (or parallel) measurement, which when summed
around each circuit of the system graph must equal zero. The relation-
ship between the '"through'" and "across'' measurements is expressed math~
ematically and called the terminal equation of eaﬁh of the components.
The details of how this information is incorporated to arrive at the

system solution are given in Chapter III.



Particularly attention is given in the modeling to the character
of travel impedance. An Ohm's law type relationship is hypothegized
for each highway setment in the network. Travel demand, the "acrosg"
variable, acts analogously to potential difference in an electric cir-
cuit, while traffic flow, the "through' variable, is the counterpart of
current flow in a passive element.

A unique travel impedance parameter is associated with each high-

- way segment, This parameter, analogous to resistance in an electric
circuit, is related to both the physiecal characteristics of the highway

segment and to travel cost along the gegment,
Significance of the Prohlem

When one examines research conclusions in the area of travel fore-
casting the need for additional study of travel impedance becomes quite
clear. Heanue and Pyers (25) state;

Additional research is also needed to examine the impedance

effect of physical or topographical features on travel.

More insight into basic causes of the jmpedance is essen-

tial to the development of comprehensive techniques for

projecting the impedance.,

Similar conclusions have been reached by others involved in the
transportation planning process. Travel impedance effects have also
been felt in the trip generation process. The number of trips generated
at any given node will tend to increase as its physical accessibility
increases, In trip distribution travel impedance effects the trip
interchange proportions. Traffic appears to assign itself in a minimum
energy (minimum impedance) fashion between alternative routes and modes.

Thus, the area of travel impedance is surely one worthy of additional

study --~ particularly when the method of analysis (linear graph theory)



offers the possibllity of contributing some new and interesting conceptis

to the traffic problem.
Summary

This chapter has provided an introduction to the study of intercity
travel and indicated the particular problem of concern in this thesis
namely: the modeling of intercity travel impedance through linear graph
analysis. Analysis by linear graph theoretic techniques has been shown
to be useful in the mddeling of elegirical systems and the extension of
these techniques to trangportation flow analysis, seems a natural one.
Particular attention will be given to the accurate representation and
significance of travel impedance for the route components in the travel

system.



CHAPTER 11
REVIEW OF RELATED LITERATURE
Introduction

This chapter describes and discusses previous research in trans-
portation planning. It will give a brief account of the traffic estima-
tion process and the models used to date to study the travel phenomena.
The problem of traffic estimation can be loosely divided into three
parts, i.e., the problems of (1) trip generation, (2) trip distribution,
and (3) traffic assignment. Trip generation'refers to the process of
estimating the number of trips originating from a certain areaj; trip
digtribution refers to the way in which these trips are distributed over
possible destinatjons; and traffic assignment refers to the way in which
trips are assigned to alternative routes and modes of travel. In the
discussion which follows special attention will be given to the way in
which travel impedance has entered into the analysis of each phase of
the transportation planning process. Also included will be a review of
studies in traffic quality and the application of linear graph theory to
socio-economic problems in general and trangportation problems in

particular.
Trip Generation

The ultimate goal of trip generation analysis is to establish an

adequate functional relationship between trip end-volume and the land



use and socio-economic characteristics of the units from which they
originate or to which they are destined. Research in this area is domi=
nated by the application of multiple regression techniques to relate the
trip end-volumes to variables in the study unit which may affect the
generation or attraction capacity of the unit. Most research has been
concerned with the urban setting with trips stratified by trip purpose.
Variables found significant in the urban transportation planning process
have been classified into three basic categoriesj demographic, economic,
and land use. Examples of demographic data used include total popula~-
tion, school enrollment, and the number of household units in a particu-
lar zone. Economic data includes such itemg as total employment, median
income, automobile ownership, and retall sales. Specified activities in
a zone and other selected categories of information are considered as
elements of basic land use data.

In a study of intercity travel characteristics in Missouri by
Hosford (28), it was determined that only a few factors need be con-
sidered to reasonahbly estimate trip attraction factors for a given trip
purpose., Hosford included the total population of a zone, the number of
car registrations, and the total number of males and females employed in
determining zonal attraction indices. For estimating personal business
trips he included the urban population of the zone, the sum of school
enrollment, service employment, and retail trade employment while de-
leting the previougly mentioned factors of total males and females
employed in the zone. For social-recreational and vacation trips, he
found that only total population and a rating of parks, lakes, ahd sea-
shores in the zone needed to be considered, For each trip purpose,

Hosford employed a travel deterrance factor, which he called the "f"



factor, that was a linear function of travel time between any two
zones.

Studies by Basore, Mylorie, Brokke, and Whiteside (4) (41) (9) (58)
have concluded that for the analysis of intercity travel demand only one
generation variable need be considered. Basore concluded that the total
personal income of a region is highly correlated with its trip genera-
tion and attraction capacity. Mylorie, Brokke, and Whiteside employ the
total population of the region as 1ts generation factor. The studies
cited demonstrated good results when aggregate trips (trips not strati-
fied by trip purpose) are the desired result. In each study the travel
impedance function is related to distance only.

Kassoff and Deutchman (32) directed their attention to the conse-
quences associated with alternate approaches to the trip generation
process. In particular, their concern was whether data aggregated for
all trip purposes or disaggregated data yielded better results. Their
conclusions were that aggregate data procedures were slightly inferior
statistically to approaches where the data were disaggregated by trip
purpose., Their research dealt with the urban area, however, and it is
questionable whether these results can be generalized to the laeger
scale required for the analysis of intercity travel.

When work trips are analyzed in an urban setting, a more detailed
breakdown of travel creation factors is required than is the case for
intercity trips for all purposes.

It should also be pointed out that the desire for intercity travel
at a level in excess of the actuality of the occurrence is believed to

be an inherent factor in our society (36),
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Trip Distribution

Trip distribution analysis is the process by which the trips
derived in the trip generation process are distributed between competing
destination zoneg in the study area. Trip distributiommethodshave been
generally divided into two basic types: (1) growth factor techniques,
and (2) mathematical travel methods. The basic philosophy underlying
growth factor methods is that present travel patterns can be projected
into the future on the basis of anticipated differential zonal growth
rates., The mathematical travel formulas are expressions which distrib-
ute trips on the basgis of various assumptions on the "form" of the trip
distribution phenomena and on observations of the characteristics of the
land-use pattern and the transportation system.

The following discussion will present the basic model theory and a
discussion of the results obtained from the application of the three
most widely used trip distribution procedures: (1) the Fratar Method,
(2) the Intervening Opportunities Model, and (3) the Gravity Model.
These model descriptions have been abstracted from two well-known

sources on the subject (25) (55).

The Fratar Method

The Fratar Method is based on the assumption that the change in
trips in an interchange is directly proportional to the change in trips
in the origin and destination zones contributing to the interchange. It
is an iterative procedure which transforms a base year trip table into a
future year trip table by application of growth factors to each origin
and destination zone. Thus, the Fratar procedure expandsbexisting

travel patterns by considering growth in each portion of the study area
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without any specific consideration of the transportation network. If
changes in the travel impedance between zones were sufficient to bring
about changes in travel patterns in the forecast year, the Fratar or any
other growth factor technique would not reflect this. Another short-
coming of this method is that it does not allow for any origin or desti-
nation zones to enter or leave the system under study. If there were no
trips between two zones in the base year, no amount of growth in either
zone could produce trips in the forecast year. In general, the Fratar
growth factor procedure expands trips correctly for stable areas but
shows significant weakness in areas undergoing land use changes. Thege
problem areas have caused most researchers to abandon the Fratar proce-

dure in favor of the mathematical travel formulas discussed next.

The Intervening Opportunities Model

The intervening opportunities model utilizes a probability concept
which in essence requires that a trip remain as short as possible,
lengthening only as it fails to find an acceptable destination at lesser
distance, More precisely, the model»states that the probability that a
trip will terminate within some volume of destination points is equal to
the probability that this volume contains an acceptable destination,
times the probability that an acceptable destination closer to the
origin of the trip has not been found. Mathematically this can be

expressed as:

TivJ = Tie:"Lbl:i - éLD’]



12

T,; = trips originating in zone i with destinations in zone j
T, = trip origins in zone i
O = trip destinations considered before zone j (i.e., destina~

tions closer to zone i than zone j is to zone i)

i

Dy trip destinations in zone j
L = probability per destination of the acceptability of the
destination at the zone under consideration; L is an
empirically derived function describing the rate of trip
decay with increasing trip destinations and increasing
trip length
e = base of natural logarithmg
Thus, spatial separation for the intervening opportunities model is
measured in terms of the number of intervening opportunities as opposed
to travel time, cost, or distance between zones used by the gravity
model which will be discussed in the section which follows.
The intervening opportunities model has found most wide acceptance
in urban travel studies (52). Its application to intercity travel seems

to be weakened by the difficulty encountered in determining the "L"

factors, and the usually greater inhomogeneity of destinations.

The Gravity Model

The dgravity model is perhaps the most widely used and tested
approach to the problem of trip distribution (28). It has been used in
many forms but its most basic form resembles closely Newton's gravita~
tional law for masses. One of the simplest formulations of the

gravity model may be expressed mathematically as follows:
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T¥J = the measure of traffic between zone i and j

P; = the population of zone i

ap = a parameter to be estimated from data

dy % = distance between zone i and j squared
Thus, the traffic between i and j is directly propoertional to the prod-
uct of the two populations and inversely proportional to the square of
the distance between them. The assumption that T,; is directly propor-
tional to P,P; may be justified in the following manner (49). Other
things being equal, traffic is proportional to the number of possible
pairwise interactions between members of the two populationg. The
number of pogsible pairwise interactions is clearly PiPJ. The denomi~-
nator in the gravity model expression given above is introduced on the
grounds that the gravitational attraction between two nodes is attenu-~
ated by some impedance factor, in this case expressed as a function of
the distance between the two nodes. An intuitively satisfying justifi-
cation for the form of the denominator in the gravity model is suggested
by Basore (4). If the region surrounding any origin node is considered
to be homogeneous in its attraction characteristics, the number of
possible destinations would be proportional to distance. Thus, the
attraction of any one destination at a distance d from the origin would
be inversely proportional to d. Therefore, the distance squared term
which appears in the denominator of the simple gravity expression may be

considered proper in the idealized form of the models
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The basic form of the gravity model has been modified in many ways.
In certain instances the numerator factors have been weighted and/or
raised to some appropriate exponent., Many examples exist where the
attraction factor of one area is made up of many characteristics of the
area -- socio-economic, demographic, etc. (28) (62). All models which
have the characteristics described above and in the equation given
earlier may be called gravity models. 8uch models have often been em-
ployed to explain intraurban travel (55) and somewhat less often to
explain interurban travel.

The impedance factor found to be most significant when the gravity
model is applied to urban areas is travel time. Generally, travel time
is introduced into the model through the use of travel time factors.
These factorsg are used to measure how important travel time is to the
selection of a given destination. Trips are normally divided into cate~
gories by trip purpose and different travel time factors are developed
for each trip purpose. Travel time then takes the place of distance in
the basic gravity model formulations and the travel time factor serves
as the exponent of time (45). Travel time factors have also been used
in the analysis of intercity travel (28).

When one examines the results of the application of the gravity
model it is seen that in certain cases inaccurate trip predictions
result. One common error in prediction results when two zones are close
to each other. 1In this case the model usually results in overprediction
of interzonal trips. This would be expected by examination of the
model. As the distance between any two zones approaches zero the esti-
mated trips between the zones becomes infinite. Inaccurate predictions

from gravity models may be due to two basically different factors.
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First, gravity models may be fundamentally 'wrong' for explaining
interurban travel. Second, gravity models may never have been imple~-
mented properly. By this second statement, it is implied that the
proper combination of variables may never have been employed. A rea-
sonably strong case may be made for either of the positions stated
above.

Let us examine the first hypothesis in more detail with particular
attention given to the role of city size in demand for intercity travel.

The gravity formula would predict a proportional increase in inter-
city trips as the size of the citjies under consideration increase. This
is not borne out by observations, as is indicated by Figure 1, or
supported by theory (5).

Intercity travel enables individuals to satisfy their desires in
areas other than the one in which they live. Opportunities to satisfy
these desires increase with city size, since ag city size increases so
does the number and variety of goods available for consumption and the
opportunities for entertainment. Thus, it might be expected that as
city size increases the amount of travel away from the city by residents
decreases and the amount of travel to it by non-residents from smaller
cities increases. This is essentially borne out by the relationship
shown in the graph of Figure 1; as the population of a city increases
the external trips per resident decrease. This conclusion is of little
solace to the urban traffic planner but is quite significant in the
study of intercity travel.

When the above conclugions, drawn from observations of data, are
combined with the concepts of Cristallus Central Place Theory (53), the

following statements above city size and intercity travel may be made:
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(1) Most intercity travel gravitates toward the larger cities in a
hierarchial manner as people attempt to satisfy their desires for goods
and services; (2) The ability of a city to satisfy desires is indica~
tive of the attraction it possesses; (3) A city attracts trips from its
trading area; (4) Since travel requires time, money, and inconvenience
it is assumed that a person would, in most cases, minimize these imped-
ing factors to travel,
Thus, the travel between any twp cities may be explained more

readily by the differences in the two cities in both size and functidﬁ,
than by the product of their populations, total personal incomes, or

a combination of such factors.
Traffic Assignment

Traffic assignment is the process of allocating a given set of
trip interchanges to a specific transportation system. It should be
noted that the above definition includés not only the loading of a
zone-to-zone trip table on a highway network but also the assignment of
trips to competing nodes in the transportation system. Since the re-
search reported on in this tﬁesis is concerned with the analysis of an
intercity highway network, a discussion of modal split analysis will not
be included here,

Traffic assignment models to date are based on the solution of the
classic problem of determining the shortest path through a maze (55).
This is accomplished through the establishment of a set of minimum path
trees. Travel is assigned to a network based on the minimum impedance
path from origin to destination. JIn general this assignment is made on

an "all or nothing" basis. For example, in many studies the traffic
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volume between two zones is assigned ta the route with the shortest
travel time and nothing iz assigned to any of the many alternative
routes. Thig "all or nothing" hypothesis is the prime weakness of cur-
rent assignment techniques. A model which will more realistically

reflect the travelers route~choice decision is needed.
Traffic Quality

Recognition of the importance of aesthetic factors in determining
travel behavior has led several researchers to attempt‘to express quan-
titatively the effect of comfort and convenience factors on traffic
flow. Greenshields was one of the first to derive a mathematical
expression for "quality of traffic flow" (21) (22) (23). He postulated
that highway travel is improved as the time and effort needed to travel
on the network are reduced to a minimum. In the limit, the ultimate in
transportation would be experienced if one could step into his vehicle,
press a button, and immediately be at his destination -~ no time re-
quired, and no effort needed to ch;nge direction or speed. Using the
change of speed and direction as measures of quality, Greenshields has
derived a dimensijonless number ﬁhich he asserts characterizes travel on
a given route. He compares his traffic number with other numbers which
characterize flow =~ the Reynolds numher for flow in pipes, and the
Fronde number for flow in open channels, etc. Greenshield's traffic
number correlates with, but does not measure directly, cost, comfort,
and safety.

Michaels (40) makes use of an attitude scale to determine the
priorities given by drivers to the factors which affect their route

choice decisions. He concludes that alternative highway routes are
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judged by the user in the following order: (1) time savings, (2) direct
and indirect operating cost savings, and (3) comfort and convenience
savings,

Riedesel and Cook (50) attempt to quantify the aesthetic, social,
and economic effects of a proposed highway on the area it serves, and
to relate these effects to cost and service considerations so that

srational, systematic comparisons of alternative routes can be made.
Applications of Linear Graph Theory

Mathematical models of physical systems based on models of the
system components and their pattern of interconnection have been well
established (34). Many of the applications of the methodology of linear
graph analysis to the study of socio-economic system problems can be
attributed to Herman Koenig. He has demonstrated the application of
this methodology in establishing discrete state modelg of nonprofit
organizations. Problems of optimization in distribution logistics,
production-inventory scheduling of the firm, and optimum geographical
location of consumer oriented facilities have been approached through
the analysis of linear graphs. Currently research is being conducted
on ecological systems problems with the aid of system modeling
techniques,

Ellis has made use of a system theory model for determining state-
wide recreational traffic flows in the state of Michigan (14). Ellis
used travel time raised to a fixed exponent as a measure of travel
resistance in his model. His results have been compared with those ob~

tained from the application of a gravity model for the same recreational
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system. The system theory model proved to yield slightly better results
than the gravity model (15).

Grecco and Breuning have applied linear graph analysis to work-trip
and shopping-trip distribution. They were particularly concerned with
the generation and distribution phase of the analysis process. Atten-
tion was given to the factors that generate and attract work trips and
how these trips are distributed. A combination of trip frequency and
travel time was used to determine the resistance factors for the urban
route components in the network (19).

McLaughlin has used linear graph theory in combination with diver-
sion curves to study the problem of urban traffic assignment. He
developed a "value function!, which he related to travelers route choice
decisions. He has tested his model with actual travel counts in an
urban area and found the results quite satisfactory (42).

Pearson reported on the development of a measure of air travel
desire from a model of intercity travel which makes use of graph theo-
retic techniques. His model produced acceptable results when tested
with Canadian air travel data (47).

" The above studies have demonstrated the varied use of graph theory
analysis in socio-economic and transportation system problems. Its
application to the study of intercity travel impedance seems a

reasonable extension.
Summary

This chapter has reviewed selected research studies on the three
phases of the transportation planning process which are applicable to

the problem of interest in this thesis. Travel impedance has been
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shown to relate to trip generation, trip distribution, and traffic
assignment. Studies in the determination of traffie quality have shown
the importance of the social énd aesthetic factors in travel behavior.
These studies indicate, however, that it is aétual travel time and cost
which are most important in determining travel patterns. Both cost and
time are directly related to the design and condition of the highway
system. These: physical characteristics of the network will be con-~’

sidered in the models of the route components which will follow.



CHAPTER ITI
LINEAR GRAPH THEORY
Introduction

"Systems engineering! has moved to the fore as one of the many new
and sophisticated terms of this past decade. There are those who believe
that it i$ the same 01d engineering process with a new title. Others be-
lieve that it is both new and different because of its ready adaptation
to the multi-disciplinary approach and of its emphasis on the system and
its components. The first phase of system theory as presented here is
concerned specifically with a method for developing mathematical models
of systems of interconnected components. The second phase of system
theory is concernea primarily with the use of mathematical models is
simulating the behavieral characteristics of systems of interacting
components as a function of the system structure. Thus, system theory
can, in general, be divided into twé broad aspects: (1) modeling
theory -- the process of generating a model of the system from the sys-
tem structure, i.e., the models of the constituent components and. their.
interconnection pattern, and (2) behavioral theery -~ the process of
analyzing the solution characteristics of the system model in order to
simulate the physical behavior of the system as a functien of a change
in its structural features, parameters, or forcing functions.

The material presented in this chapter is intended to provide the

reader whe is not familiar with the systems modeling in general, and
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modeling by the use of linear graphs jn particular, with the basic
fundamentals of the process, The material presented is abstracted from
two preminent texts in the field (34) (37) and notes prepared by

Yarlagadda (61).
Linear Graph Analysis

By definitien, a system is a collection of discrete components,
each having certain definable characteristics, together with a pre-
scribed pattern of interconnections or interrelations. Components of a
system may be pieces of physical hardware - such as a hydraulic servo-~
valve, an amplifier, a two-terminal inductor, or a three-terminal
transister -~ or they may represent less precisely defined components
encountered in secio-~economic or biological systems. The analysis made
in this thesis is for two-terminal components although the application
of linear graph theory is in no way restricted to such components.

Linear graph analysis provides the vehicle te formulate a mathe-
matical model of a system and includes two essential features (1) a
model of the characteristics of the components, and (2) a model of
their interconnection patterns. A fundamental axiom 6f the appreach is
that the mathematical models of the components are independent of how
the components are intercennected. This implies that the various compo-
nents can be 'removed'" either literally or conceptaully from the remain-
ing components and studied in "iselation'" to establish models of their
characteristics. It is precisely this feature that makes this approach
a universal tool of analysis -~ the analyst éan go as far as he wishes
in breaking down a system in search of "building blocks'" that are suffi-

ciently simple to be modeled.
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Linear graph theory is an orderly technique for formulating the
mathematical characteristics of a system. The steps in the solution of
a system by linear graph analysis are illustrated by the block diagram
of Figure 2.

The discussion which follows is detailed enough to present the
reader with a familiarization with the techniques, yet brief enough to
force further inquiry into the references previously cited. As men-
tioned earlier, because of the elemental nature of the work that fol-
lows, discussion will be limited to systems made up of two-terminal
components. For computation of the system characteristics, two steps
are necessary; namely:

(1) To establish a mathematical model of the relevant

prhysical characteristics of the system components from
theory and measurements.

(2) To establish in mathematical terms a model of the

system -~ from a knowledge of the component characteris-
tics and their mode of interconnection.

An oriented linear graph is a collection of oriented elements which
provides the basis for mathematically describing a system. Since cer-
tain terminology might be unfamiliar to some readers, the following
brief definitions will be given. These definitions and the fundamental
postulates of system theory will provide the foundation upon which the
formulation techniques are based. A basic familiarization with the

terminology of set theory is assumed.
Definitions

(1) Element or Edge - An element or edge is a line segment
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(arc) with its end points.

Vertex - A vertex is an end point of an element or
edge.

Oriented Element - An element with an ordered pair

of vertices.

Oriented graph - a collection of oriented elements.
Subgraph - Any subset of the elements of a graph.
Path - A path is a sequence (E;, Ep, Ey, ....) of
elements of a graph such that the terminal vertex of
each element coincides with the initial vertex of the
succeeding element.

Connected graph - A graph is connected if there exists
at least one path between every pair of vertices.
Distinct path - Two paths are distinct if they have no
vertices in common other than the terminal vertices.
Circuit - A circuit is a connected subgraph such that
there are exactly two distinct paths between any pair
of vertices of the subgraph.

Tree - A tree is a connected subgraph of a cennected
graph such that it contains all the vertices of the
graph and has no circuits.

Branch - A branch is an element of a tree.

Co-tree- A subgraph, which is the complement of a
tree.

Chord - An element of the co~tree is chord.

Cut set - A cut set of a connected graph is a set of

elements such that (a) If this set of element is

26
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removed from the graph, the graph becomes two parts
by counting the isolated vertices also as parts;,
(b) No proper subset of these elements has the above

property.
Postulates

In the mathematical analysis of any given type of physical system
(electrical, thermal, mechanical, etc.), the tie between the mathematics
and the system is generally accomplished through the use of two basic
complementary variables; the "across!" or X variable and the ''through' or
Y variable. Typical complementary variables used for modeling thé char-
acteristics of physical and socioe-econemic processes are given in
Table I.

The terminal characteristics of a linear "non-dynamic' component
may be completely described by an equatien which relates the X and Y

variables of the following form:
Y = GX . (3.0)

This equation, which is referred to as the terminal equation, plus the
terminal graph of the component, forms fhe terminal representation of
the cemponent. Although a linear relatienship is shewn in Equatien
(3.0), there is no such restriction on the form of the component equa-
tions in general. »The techniques of linear graph theory can be applied
to any lumped system, whether or not it is composed of linear elements.
There is no reason why systems considered via this technique should not
be allowed to contain nonlinear elements, as the word 'linear! in linear

graph connotes '"line" in the geometrical sense and should not be
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TABLE I

COMPLEMENTARY VARIABLES FOR
TYPICAL PROCESSES

Process Across Variable (X) Through Variable (Y)
Electrical Voltage Current

Mechanical Translatieénal Force
Translational Velacity

Mechanical Angular Terque

Rotatioenal Velocity

Ecenemic Price per unit Geads transferred

per unit time

Hydraulic Pressure Flow rate
Heat Transfer Temperature Heat flow
Urban Travel Density Flow rate
Intercity Desire Flow
Travel

General Propensity Flow
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confused with the use of linear in the algebraic sense.

It need only be required that the components be described mathe-
matically by relating the measurements X and Y on the component taken in
isolation. These measurements on the component are independent of the
system in which it is used. These measurements must be such that one is
a "through" (er series) measurement, Y, which when summed at the vertices
of a graph must equal zero, and the ether is an 'across" (or parallel)
measurement, X, which when summed around a circuit of elements must
equal zero. The selection of the proper X and ¥ measurements for the
intercity transportation problem considered in this thesis will be pre-
sented in Chapter IV.

The performance of a system depends not only en the individual
componeﬁts, but also in the way they are conne¢ted. An intercennection
model is also necessarx’before a solutioen can be obtained. If the
terminal graphs of a set of components are interconnected in a one~to-
one correspondence with the union of physical components, the result is
a collection of line segments known as a system graph. The interconnec-
tion model satisfies two fundamental postulates. These postulates, the
familiar Kircheff's laws for electrical networks or Newton's first law

and the compatibility law in mechanics are stated below.

& PR

Vertex P%Stulate. Let the system graph ofva system contain "e'!

ariented elements and let Y, represent the fundamental through variable

t
of the ith element, then at the v h vertex of the graph,
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where;
. .th . ' th
a; = 0 if the i~ element is not incident at the v =~ vertex
; .th . th
a; = 1 if the i" element is oriented away from the v~ vertex
. .th . . th
a4 = -1 if the i element is oriented toward the v =~ vertex.

Circuit Postulate. Let the system graph of a physical system con-

tain "e! oriented elements and let X, represent the fundamental across

variable of the ith element, then for the‘jth circuit of the graph

0 1if the ith element is not in the jth circuit

5
1

. . . .th .
b; = 1 if the orientation of the i element is the same as
. .th . .
the erientatien chesen for the j circuit

-1 if the orientation of the ith element is opposite to

Z
1l

that of the jth circuit.

Regardlesq of the complexity of any given system, it can be solved by
the combined use of the terminal equations, and the circuit and vertex
equations. However, neot all of these equations are independent equa-
tions. To select the minimum number of independent equations for the
system analysis, the fundamental cut set and fundamenfal circuit equa-
tions are used in lieu of the above postulates. These equations can be
developed by using the following techniques.

The vertex postulate implies that oene equation in the through
variables Y can be written at each vertex of the system graph. The
circuit pestulate implies thaf one equation in the across variables X

can be written for each circuit. Since these equations are not
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normally independent, it is useful to establish a tree of the graph
which will guarantee a set of independent equafions. This tree, called
the formulatien tree, is used to establish the fundamental circuit and

cut set equations defined below.

Fundamental Circuit Equat ions

A tree is selected from the elements of the system graph. Since
there are many such trees, the one actually used in the analysis is
called the formulation tree as indicated abeve. The number of independ-~
ent circuit equations will be equal to the number of cherds (elements of
the co~tree). The fundamental circuit equations are developed by in-
cluding ene and exactly one chord for each c¢ircuit written in accordance
with the circuit pestulate. A directioen orientation is assigned te each
chord used. When the acress variables are separated into branches and
chords, the independent circuit equations are given by the preduct of

the circuit matrix and a column vector of the across variables.

[’B, L I] Xy

X,

=0 (3.1)

By, is 4 eoefficient matrix corresponding to the branches
" I is an identity matrix corresponding te the chords

Xy is the colﬁmn:vector of the branch acress variables

"X, is the column vector of the chord across variables.

The e~ v +1 fundamental circuit equations are defined by the circuit

postulate and, thus, the matrix [Bfl I] is of order (e-v+1) X e,
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vhere e is the number of elements in the system graph and v is the num-
ber of vertices. A completion of the matrix preduct gives the across

variables of the chords explicitly as
Xg = =By, Xy . (3.2)

Fundamental Cut Set Equations

A convenient set of independent equatiens in the through variables
may be established by applying the vertex postulate in the following
manner. The fundamental set of cut sets with respect to a tree is the
set formed by each branch of the tree and all chords fer which the fun-
damental circuit (with respect to the tree) contains this branch. The
independent cut set equations are given by the matrix product of the
cut set matrix and the column vector of the through variables. Symbol-

ically, the fundamental cut set. equations take this form:

[I Cfl]‘ Yoy

Y,

-0 (3.3)

where:
Cp, is a coefficient.matrix corresponding to the chgrds
I is an identity matrix corresponding to the tree
Y, is a column vector of the branch threugh variables

Y, is a column vector of the chord threugh variables.

The fundamental cut set equations are defined by the vertex pestulate
and, thus, the matrix [I,Cfl] has order (v-1) X e. The branch through

-

variables may be expressed explicitly as:

Yy, = =Cp; Y, . ' (3.4)
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If a tree is selected from a graph, and the fundamental circuit and
cut set matrices are formed with the columns of B = [Bi,;i I] and

Cam [I C,i] arranged in the same order,: it may be shown that:
CB =0 and BC =0 (3.5)
which implies
Cey = =By, or By, = =Cyql . (3.6)

Thus, the fundamental cut set matrix coerresponding to a tree can be
uniquely determined; from the fundamental circuit matrix of the same

tree, and vice versa (61).
Formulatien

The analysis of a system is based on the establishment of terminal
equations, the fundamental cut set equatiens and the fundamental circuit
equations. The fermulation requires that the given across variables
(acrss drivers) be placed in the branches (Xy.,) of a tree and the given
through variables (through drivers) be placed in the chords (Y,_,) of
the co~tree. This assignment keeps the algebra invelwved in the solution
of the system equations at a minimum and assures that a solution can be
found. Several formulation procedures are available to the systems
analyst, depending upen the form of the terminal equations and the num-
ber of independent equations afforded by each procedure. The branch
formulation precedure is utilized in the solutions presented in later

chapters, and, thus, will be outlined in general form here.

General Branch Ferm. The derivatien of the general branch equa~

tions requires that the terminal equatiens be explicit in the through
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variables. The coupling pdrameter matrices G2 and Gg1 are zera since
two terminal components are assumed and, thus, G 1 and Gzz are diagonal.
This leads to some simplification in the matrix calculations as it shall

be seen later in the development.

Yoz G1 O Xo-2

. = (3.7)
Yoy -0 Gzal| Xo-1 |-

The fundamental cut set equations are

I 0 Gy CGe | Y1
0] I Coon Coo Yyoz
=0 . (3.8)
Yc—l
Yoo

Expanding Equation (3.8) such that Y., and Y,., are in different

columns yields:

I Gz Yyp-a 0 C1l[ Y- 2]
ot = 0 . (3'9)
0 ng' Yc..g : T C21 YQ'-J-

The terminal Equations (3.7) are substituted in (3.9)
I Cig {|Yp-1 0] Ci1 jiG1 0] ”Xb_g
+ =0 . (3.10)

0 ng Yc-—B I Ce1 0 ng Xc_l

Now, X;.; is expressed in terms of X,_; and X;_, from the circuit equa-

tions and Equation (3.6)
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- - Gt T o] [Xpey ]
-Cy g -Cd o T Xy
=0 . (3.11)
=1
Xo-2
Expanding (3.11), one has
-’ =Car| [[%_s I 0
+ [’%q] " [‘x‘,,z] =0. (3.12)

T

-Cigd  ~Ca| | Xp-2 0 I

Taking the top set of equations and the identity X,_, = Xy., yields:

Xp- 5 0 1 X1
= (3-13)
X-1] G CaaT| | Xy-z
Substituting (3.13) into (3.10),
T Cio || Y1 (0] Ci1 G11 0] 6] I b (R
- . =0 (3.14)
0 CezliYe-» I Ce 0 Goz JiC11"  Coi™) | Xp-p
or
I Cig [[Yp-2 Wii1 Wip Xp-1
+ =0 (3.15)
0 CoallYe-sp Wa1 Waz j | Xp-2

where W11, ete., are coefficient sub matrices of the matrix triple

product in (3.14).
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Since X,.1 and Y,.p are knoewn functions, the selution is deter-
mined by solving the equations contained in the lower set of (3.15) for

Xb...g .
Coz » Ygug + Woi « Xpu1 + Woz » Xpop = O (3.16)

Xpop = Woz' ['Wél Xp-1 ~Cz3 Yh-z] {3.17)

where:
Xy~ are the unknown branch across variables
Y,-o are the specified through drivers in the co-tree

X,-1 are the specified across variables in the tree.

The number of equations to be solved is v~ 1-Nx, where v is the number
of vertices and Nx is the number of driver elements for which across

variables are known.
Summary

The general formulation technique presented here may be used when
the system is made up of two terminal algebraic components. It is
necessary that the elements with specified acreoss variables (Xb_l) ke
included as branches of the formulation tree and those elements with
specified threugh variables (Y}wg) be included as cherds. The number of
unknown branch acress variables in the set (Xb_g) determines the number
of independent .equations in the final branch form.

By proper substitution and matrix manipulatien, Equation (3.17) can
be solved for numerical answers. The computer program used to carry out
the solution of the branch formulation highway travel meodel is given in

Appendix B.



CHAPTER IV
THE HIGHWAY TRAVEL MODEL
Introduction

This chapter will be devoted to a description of the intercity
travel model developed and tested in this thesis. This model employs
the techniques of linear graph analysis to solve for traffic flows on
the route compenents under varying travel impedance conditions. The
role of highway design and condition is given special attention through
the development of an equivalent distance factor which is applied to the
route components to determine the relative deterrence to travel encount-

ered on each route.
The Study Area

The Oklahoma state highway system is divided into eight regions
for the purpose of planning and representation. Each district is repre-
sented by an appeinted commissioner, who is responsible for evaluation
of the needs for road improvements within his district;. In order to
aid the commissioners with their planning decisions, the state highway
department planning division conducts extensive highway needs studies
and prepares a report which summarizes the condition of all highways
within each district. The resul£s of that report (44) are used to
determine the impedance of the route components described later in this

chapter,
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Each of the eight commissioners'districts shown in Figure 3 con-
tains about ten counties, but not all distri;ts have the degree of
inhomogeneity in road type and condition or city size to be suitable as
a representative test area for the modeling presented here. The area
chosen for consideration is the 1st highway commissioner's district. It
is composed of ten counties, Ottawa, Delaware, Mayes, Craig, Nowata,
Rogers, Tulsa, Washington, Pawnee, and Osage, in the northeastern part
of the state. This distriet is characterized by various terrain, varied
road types -~ from limited access tollways to ill repaired blacktop
highways -- and varied city sizes. Another factor influencing the
choice of district #1 is the availability of origin-destination surveys
for various cities within its boundaries. Of the thirty-five such
studieg conducted during a five year period from 1964-1968, district #1
was fortunate to get more than its normal share. In particular origin-
destination studies were conducted in Nowata (43), Miami (39), Pawhuska
(46), Hominy (27), and Vinita (37), during 1966-1968. The information
contained in these surveys proved invaluable in providing input and test

data for the models presented later in this chapter,
Definition and Modeling of Components

The system to be studied in this section consists of all cities,
which have populations over 2,500, their associated surrounding regions
in the 1st highway cemmissioner's district and the road system of the
digtrict. Three types of components are identified in the system:

(1) Origin areas for travelers.

(2) Highway links.

(3) Destination areas for travelers.



Figure 3.

Uklahoma Highway Commissioner Districts
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Each component is modeled by means of an oriented line segment and
an equation relating two variables X and Y. The Y variable is taken to
be the flow of vehicles in each component, measured on a per day basis.
It would be quite feasible to consider the measure of the Y variable to
be vehicles/month or per week rather than per day, if the data were
a&ailable in such a format. The variable X is taken to be the propen-
sity to travel, or the demand pressure to travel. Propensity to travel
" is congidered to be annilated by the process of making a trip from an

origin area to an appropriate destination,

Origin Areas

The origin areas are modeled as two~terminal flow drivers of known
magnitudes. Their component equations are taken as:

Yoi = Known i = 1gecanceeed25 (4.0)
The known magnitude is taken to be the number of trips/day originating
from each origin area zone, These trip volumes are assumed to be
directly proportional to the personal income of the zone. Each origin
is represented by a point source emanating from a node which is con-
sidered to be at the agtivity centroid of each zone. For all zones the
activity centroid is defined by a city of population over 2,500. These
cities together with the regions they represent are shown in Figure L.
The boundaries shown do not represent distinct geographical boundaries
in all cases but rather indicate in general the origin area study unit.
The personal income data used for trip generation analysis for each
origin area was only available on a per county level of resolution., 1In
order to arrive at estimates for the generation capabilities of some of

the smaller geographic units, it was necessary to assume that the
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personal income of the region was proportional to the city size in
urban areas and uniformly distributed in rural areas. The line segment
repregenting an origin area is congidered to be connected in the sgystem
linear graph of Figure 5 from an arbitrary reference point (not shown
in the figure for clarity) and the appropriate activity centroid. The
orientation is taken as away from the datum as each origin zone is

sequentially considered in the analysis.

Highway Links

It is postulated that the highway links connected by the origin and

destination areas could be modeled as:
Yhd =dehd j = 1,2,;,.-09”50 (l‘:.i)

The parameter G, represents "ease of travel; i.e,, if 1/G, is large,
the flow of vehicles for a given propensity difference across a link is
small., It is postulated that for the trip purposes considered here two
factors of the route are influential; the time and effort required to
travel the routé, and the direct out-of-pocket expenses incurred in so
doing. Time and effort effects ﬁill be measured through the development
of the "equivalent distance!" parameter for each route component. Note
that travel distance, as such, is considered to be a less representative
measure of trip deterrence than time and effort. It has been discovered
in previous studies that for many trip-making purposes people are will-
ing to chooge a longer route if they can save time. and effort by so
doing. Cost of travel is also considered as a measure of trip impedance
and will include such factors as road user costs, fuel, tires, oil,

maintenance and repairs, depreciation, time costs and extra charges such
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as toll costse. The "equivalent distance'" concept as a measure of travel
impedance is now examined more clasely,

The equivalent distance,vDEQ, for any highway link is obtained by
examining its design and current condition. These two factors are
broken down further into their component parts and points are assigned
to each -~ a total of 100 points implying a road of excellent design and
condition, (i.e., one which would allow free traffic flow at a speed of
60 mph). This free flow condition must be considered to be within the
volume design limitations of the particular roadway since the effect of
traffic congestion upon travel impedance is not explicitly considered.
This is a reasonable approach for intercity travel in the area under
study but would obviously be an improper assumption if one were studying
the urban travel patterns within the city of Tulsa. The data used to
obtain a measure of the design and condition of each road section con-
sidered in the study was obtained from the state'Highway Department
(44). A sample of this data is shown in Appendix A. The weights given
in the sufficiency rating assignment schedule shown in Table II are
based on many years of observation and experience of the Department,

The general expression for the equivalent distance factor of a

given link is devised as follows:

y = 3 P(i——-—-—“ ' (4.2)
beq = I (2)(ag; b2

where:
DEQ; = equivalent distance factor for the jth link.

djx = length in miles of the kth subsection of link j.



TABLE II

SUFFICIENCY RATING ASSIGNMENT SCHEDULE
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Total Design Rating

Total Roadway Rating 65 + 35

Design Condition

Surface width 16 Foundation 14
‘Surface type 8 Wearing surface 10
Shoulder width and type 6 Drainage 7
Curvature ‘ 8 Shoulders L
Gradient 5

Stopping sight distance 8 Total Condition Rating 35
Pagsing opportunity 8

Hazards _5

65 = 100

T
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SR percentage design and condition sufficiency rating for

it

Jx

the kth subsection of link j.
P = a binary variable such that P = O if the kth subsection
of link j is rural and P s 1 if the kth subsection of link

J is urban.

]

n total number of subsections of link j.

An example of the use of this general expression for the determina-
tion of the equivalent distance measure is givéﬁ for two dissimilar
route sections. This example points out the effects of design and con-
dition of the roadway on its equivalent length. First, link number 102
which is chosen to represent State Highway 51 between Broken Arrow and
Tulsa (the Broken Arrow Expressway), is examined. A careful examination
of Fligure 6 showing the majof roadways in the study area and the system
linear graph (Figure 5) points out the element assignment pattern of the
system graph, An element in the graph is placed in one to one corre~
spondence with either a route compgonent or an origin/destination con~
ponent. From the data (44) it is seen that this road section is a
limited access divided four lane: highway consisting of 3.9 miles rating
100, 4.2 miles rating 92, and 5.0 miles with a 99 rating. The equiva-

lent distance constant for this section would be obtained as follows:

DEQ 'g.* 422 + 229 = 135

-2 _ 210
1 292 7 .99

102

L1

This compares to an actual hiéhway distance of 13.1 miles.

Second link number 135 which is chosen to represent highway 169
between Collinsv}lle and Nowata is examined. Upon examining the data
(44), it is seen that this two lane roadway is made up of sections in

three counties which vary considerably in both design and condition.



Figure 6.

(

Major Interior Highways of the First Commissioner District

L7
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In additien, some sections of the roadway pass through urban areas. The

equivalent distance constant for section 135 would be obtained as:

_ 1.0 2.8 L. L 2.0 0.7(2) 4.9

DEQi35 =55 * "o * .48 " .60 T .57 " .50 "

p i R R R R R
This compares with an actual highway distance of 28.7 miles for link
number 135. All urban read sections, except urban expressways, have had
their equivalent distance factors doubled to adequately account feor the
normal increase in impedance encountered in urban areas (fhe free flow
speed conditien in an urban area is approximately one-~half of that for

a rural section).

Equivalent Distance Conductance. The parameter G; based on the

equivalent distance concept for each highway link is defined as follows:

G . Kd DJ ) (4 3)
;= DEQL. .
(D, )® “DEQ
where
Dy = the total length of the jth link.

DEQy = the equivalent distance factor for the jth link.

-
[>4
1}

the dimensional adjustment constant - fixed for all

route components.

Thus, it is seen from the above that as the condition of a given
route decreases the '"deterrence to travel" factor increases according to

the ratio (DJ/DEQJ). It is appropriate to check various hypothetical
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conditions for the component model to see if the results predicted by
the component equations satisfy the researcher's intuition. Assume that
the potential for travel x on any given link is known and constant over
some time interval when the design or condition of a subsection of the
route is changed. Suppose that the link is modified in such a way as to
decrease the equivalent distance perceived by the travel consumer. What
would we expect? Does the component model accurately reflect this ex~
pectation? The answer is '"yes', as DERQ decreases the deterrence to
travel factor also decreases and an increase in the actual flew of trips
on the route would be anticipated. Similar situations allewing for
changes in the compenent equation variables and parameters verify intui-
tively the structure of the component equations. Table III shows a com-
parison of the actual highway distances, air distances, and equivalent
distances for each compenent. (Seme reute distances are shown less than
air distances; this is because of slight lecation errors in the data

used as input for the calculations of air distances by the BPR programs.)

Operator Cost Conductance. The use of operator cost as a measure

of route conductance takes the feollewing form:

K,
Gy = T (Lolt)
1
where:
c = the total out of pocket and time ceosts of traveling from

14

zone i to zone j.
K, = the dimensional adjustment constant - fixed for all route

components.
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TABLE III

LINK DISTANCE COMPARISONS

Link Nodes Air Distance Route Distance EQ Distance

Number Connected (mileg) (miles) (miles)
101 1=b 8 5.4 1bo b
102 1=7 15 13.1 13.5
103 1-9 23 29,1 32.7
104 1-11 12 15.4 36,1
105 1~13 11 12.9 36.9
106 1-15 9 10.7 20,2
107 2-6 5 3.9 7.5
108 2-10 28 29.3 39.3
109 2~11 26 29,8 39.5
110 212 21 21.7 46,7
111 2-18 25 23.9 41.0
112 2~25 16 17.7 39.4
113 3-8 24 24,5 27.6
114 3-17 4 4,9 9.8
115 3-20 13 13.7 23.2
116 3~20 13 12.1 13.1
117 L-15 12 16.9 47,2
118 Lm23 20 25.0 45.5
119 5~8 23 28.0 35.5
120 5-9 17 16.4 27.4
121 5-14 30 38,3 92.1
122 7-9 20 27.7 - 30,7
123 7-13 15 18,8 20,7
124 7-15 13 16.1 18.6
125 8~9 31 31.7 36.1
126 8~12 21 27,2 38.9
127 8~14 27 35.4 63.5
128 8-19 15 16.6 24.8
129 8-20 14 14.8 23.5
130 9-10 11 17.2 42,3
131 9-12 26 30.5 45.3
132 9~13 13 19.1 58.5
133 9-19 17 19.6 28.8
134 10-11 9 8.6 20.2
135 10-12 27 28.7 Lo,k
136 10~-13 6 8.1 36.2
137 11~21 23 23.7 38,7
138 11-25 19 26.3 40.3
139 12-19 14 22.7 32.9
140 14-19 37 48.3 76.5
141 14-20 20 28.9 55.8
142 15=16 9 12.3 21.0
143 18-21 17 14.8 23.6
144 18-22 19 27.8 34.8

145 18-15 1k 15.2 38,6
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TABLE III (Continued)

Link Nodes Air Distance Route Distance EQ Distance

Number Connected (miles) (miles) (miles)
146 21-22 2L 25.6 35.1
147 21-23 9. 9.6 23,7
148 21-25 17 25.6 48.3
149 22-24 17 20.8 30.2

21.2 35.9

150 232k 17
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The total costs are determined as follows:

Ciy = Cydyy + Cetyy + Cyy (&,5)
where:
C, = vehicle operating costs per mile.
dyy = route distance in miles from zone i to zone j.
Ct = time costs per minute.
tyy = travel time in minutes from zone i to zone j.
Cyy = toll costs, other unuSual costs.

The travel time for each link was determined by examining its
equivalent distance coefficient and asguming that under a 100% rating
condition one could travel at a rate of one mile/minute. An intuitive
test of this form of the highway component equatibns is also in order.
As the cost of travel on any link increases for a given constant pro-
pensity to travel the flow of trips on the link tends to decrease. The
total highway travel costs given in Table IV were derived by appropriate
use of the tables for determining road user costs for Passenger Cars in

Rural areas included in Appendix C,

Destination Areas

The destination areas are modeled in teyms of an attraction index
of each area. The attraction index is taken to be directly proportional
to the persgonal income of the area., In the linear graph theory model

the destination component equations take the form:

Ya1 = KeAyX g4 i = 14250000025 (4.6)
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TABLE IV

HIGHWAY TRAVEL COSTS

Link Nodes Operating Cost Time Cost Total Cost

Number Connected (dollars) (dollars) (dollars)
101 1~4 .25 43 .68
102 1-7 .90 o0 1.30
103 1~9 1.74 .98 2.72
104 11 » Th 1.08 1.82
105 1-13 - 62 1.10 1,72
106 1-15 252 «60 1.12
107 2-6 .19 022 ol1
108 2-10 1.64 1.18 2.82
109 2-11 1.67 1.18 2,85
110 2-12 1,04 1.41 2.45
111 2-18 1.64 1.23 2.87
112 2-25 .85 1.18 2.03
113 3-8 1.47 .82 2.69%
114 S 3=17 .23 .29 .52
115 3-20 .68 .69 1.37
116 ' ~3=20 .78 <39 1.37%*

© 117 L-15 .81 1.42 2,23
118 423 1.20 1.36 2456
119 5-8 1,73 1.06 2.79
120 5"'9 082 182 ',1-64!:
121 5-14 1.84 2,78 4,62
122 7-9 1.80 .92 2.92%*
123 7-13 1.22 .62 1,84
124 7-15 .96 .55 1.51
125 8~-9 1.90 1.05 3.70%
126 8-12 1.53 1,16 2.69
127 8-14 1.75 1.91 3.66
128 8-19 .86 o7k 1.60
129 8-20 .73 .70 1.43
130 9-10 .82 1.27 2.09
131 9-12 1,61 1,36 2.97
132 9~-13 +91 1.75 2.66
133 9~19 1.01 .86 1.87
134 10-11 L1 .60 1.01
135 10-12 1.52 1.27 2.79
136 10-13 .38 1.08 1.46
137 11-12 1.18 1,16 2.34
138 11~25 1.40 1,21 2.61
139 12~19 1.20 .98 2,18
140 14~19 2,47 2.29 L.76
141 14=20 1.38 1.70 3.08
142 15-16 .62 .63 1.25
143 18-21 75 .71 1.46
144 18-22 1.72 1.04 2.76

145 18-25 +73 1.15 1,88



TABLE IV (Continued)

5k

Link

Operating Cost

Total Cost

Nodes Time Cost
Number Connected (dollars) (dollars) (dollars)
146 21-22 1,43 1.05 2.48
147 21-23 o 16 .71 1.17
148 21-25 1.25 1.45 2.70
149 22m24 1.10 .90 2.00
23-24 1,08 2.15

150

1.07

*Includes turnpike

toll charges,
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where:

K, = the dimensional adjustment constant - fixed for all desti-

nation components,

A, = the attraction index of destination area i.

Yaf’ the flow of trips/day through the ith destination component.

Xy, = the travel demand pressure causing the flow.

Since no satisfactory measurement technique has been devised to
quaﬁtify the conceptually interesting variable X;,, a formulation pro-
cedure, the branch equation method previously described, was used in the

solution. This procedure does not require knowledge of the across

variable =- only flows need measuring,
Model Formulation and Solution

With the component equations outlined in the previous section and
the system linear graph shown in Figure 5, the model formulation is now
complete., All that appears to remain is an appropriate choice of a
formulation tree and the solution should follow the form outlined in
the branch equation method given in Chapter III. However, éince each
origin area is also a destination area and vice versa this procedure
will lead to erroneous results, That is, trips which originate at zone
i destined to zone j would be galcelled in part by trips originating at
zone j with destination zone i, due to the algebraic summation of these
trips along route ij. Thus, an alternative solution procedure is needed
which will account for these unrealistic cancellations. The '"net" flow
of travel from zone i to zone j is not of jinterest, but rather the total

volume of flow on each route.
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To accomplish this goal the wellwknown Superéosition Principle is
modified to realistically reflect the transportation problem at hand,

At any point of a linear network, the response to a number

of excitations (through and/or acrogs drivers) acting simul-

taneously is equal to the sum of the absolute values of the

responges at that point due to each excitation acting alone

in the network. .

Note that the modification is in the summation of the responses ==
sum of absolute values replaces algebraic sum in the normal superposi~
tion principle.

In the problem of concern here, this statement implies that one may
consider each zone to act as an origin zone while other zones appear as
destinations, calculate the flows of tripg on each route component and
then proceed to the next zone. The total volume of trips on any route
component will be equal to the sum of the absolute values of the trips
contributed by each origin area. In each step of this process, the
solution is obtained by the branch fermulation procedure outlined in
Chapter III with the modified superposition principle applied to find
the total travel values.

The impedance values for the components shown in the system linear
graph of Figure 5 have been related to two quite dissimilar quantities.
In the case of the highway éomponents, the impedance was taken to be
proportional to road length, design, and condition through the route
equivalent distance, or to the cost of travel. In the case of destina-
tion components the component conductance was directly related to the
personal income of the region the compenent was chosen to represent, In
order that the model be calibfated to accurately reflect traffic flow on
the route components 1t is necessary to examine the dimensional adjust-

ment constants given in the component equations with some care. The
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implementation of the calibration procedure and its affect-on the dis-
tribution of traffic over the network is best explained in terms of the
following simple example.

Congider the system linear graph shown in Figure 7 representing a
hypothetical area composed of three origin/destination components and

three route components.

Figure 7. Calibration Ex-
ample System
Graph

The route component impedance is represented by operator costs as
given in Equation (4.4). The destination areas are modeled in terms of
the personal income attractiveness of each zone és given in Equation
(4.6), The single origin area is. modeled as a flow driver of known
magnitude in accordance with Equation (k.0). f’

The calibration of the model is és follows: From available érigin/~
destination surveys for the study area, the number of trips observed at

zones 2 and 3 may be obtained. The dimensional adjustment constants,

K, and K, , are adjusted by regression analyéis so that the summation of



the squared differences between the observed trips and the predicted
trips is as small as possible, This adjustment does not affect the
total number of trips in the network entering the data node, but only
how these trips are distributed on the network and between alternative
destinations. Further, it should be understood that these two constants
are the only two constants needed in the analysis regardless of size of
the network considered.

The solution of the system shown in Figure 5 was accomplished
through use of the compufer program given in Appendix B which ig an
application of the branch formulation technidue. The results of the

various computer runs are presented in tabular form in Table V.
Summary

This chapter has been devoted to the development of the component
models defined for the Highway Travel system. Special attention has
been given to accurate reflection of the effects of highway design and
condition and travel costs in formulating the component models for the
two~terminal highway components. Origin and destination area components
were defined and modeled. The origin areas were modeled as known
through drivers, the destination areas as two-~terminal passive compo-
nents with their impedance values inversely proportional to the personal
income of the destination zone. The highway links were modeled as two-
terminal passive components, with both travel costs and equivalent
distance used to reflect the deterring influence on travel.

The solution procedure for determining the trip volumes on each
highway component is as follows: Each origin area is sequentially

excited with its known trip generation volumes while all other areas
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are viewed as possible destinations. The total volume of trips on any
given link is taken to he the absolute sum of trips created by each
origin area. This summation is obtained by application of a modified
form of the superposition principle. The results of the numerical solu~
tion are shown in Table V,

The two calibration constants are used to reflect the propor-
tionality of trips to personal income in the case of the origin/
destination components and trips to reciprocal impedance in the case of
highway components. These constants were obtained by examining the
distribution of known trips from origin/destination surveys for selected
cities within the study region. Since the system contains only known
through drivers and no across drivers thesge constants do not have any
effect on the total trips generated in the network. They do, however,
effect the distribution of trips along the various highway 1inks and
destination zone components. The values chosen were those wﬁich most
nearly reflected travel patterns for the areas with known origin/
destination data. This is in effect the calibration check for the

model,



CHAPTER V
MODEL COMPARISONS
Introduction

It is difficult to ascertain the utility of any new alternative
approach to transportatieon analysis without comparing it with some
accepted standard analysis approach. The Bureau of Public Roads System
360 Transportation Planning Package developed by Brokke and his associ-
ates hag been widely used and accepted in the study of urban patterns.
It has to a lesser extent been used in the analysis of intercity travel.
In the discussion which folloﬁs, the results will be seen of applying a
modified form of the BPR package to the study area considered in this
thesis. The modification results from the use of an intuitive gravity
model developed by Basore.et .al,, for the generation of the trip tables
required by the package. The trip table generation model was developed
for a study of statewide travel patterns in Oklahoma and the results of
applying the model have shown it to reasonably reflect travel patterns
on a statewide basis. The use of this procedure on a smaller geographi-
cal area should present no unusual difficulties. The results of the
application of the modified BPR pracedure to the 1st Commissioner's
District should provide an interesting and enlightening comparison for
the results of the linear graph analysis presented in Chapter IV.

The BPR programs were obtained on magnetic tape from Jerry Howell

of the State Highway Department. They were made ogperational on Oklahoma
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State University's IBM 360-65 system with the assistance of Iris

McPherson of the University Computer Center.,
The Modified BPR Model

The following discussion provides a brief description of the BPR
programs used in the analysis of travel patterns in the 1st Commission-
er's District. The programs were executed as outlined in the flow diaA
gram given in Figure 8. The readerkis referred to Appendix B and the
program documentation (56) for more ingight into the use of the BRP

battery.

Build Spiderweb Network (BLDSPWB)

The purpose of this program is tp prepare a spiderweb network
description from connector cards and coardinate cards supplied by the
user. The program was originally written by Brokke (9) for usge in a
ntionwide highway travel study but has been successfully used for stud-
ies of smaller geographic units. A gpiderweb network is a network of
nodes and links connecting these nodes. The spiderweb network developed
for the 1st Commissioner's District is shown in Figure 8. The nodes
shown in Figure 8 represent the activity centroids of the zones defined
| for the linear graph model. Although the links do not represent actual
highway links, they were chosen to resemble, as closely as possible, the
actual highway network of the region. A comparison of Figure 6 and
Figure 9 will demonstrate this fact.

The BLDSPWB program accepts up to 8,170 nodes and 8 connectors for
each node. Unfortunately, eight-way intersections are extremely rare in

nature, and the use of eight connectors for each node would make the



BUILD SPIDERWEB NETWORK
(BLDSPWB)

v

FORMAT SPIDERWEB NETWORK
(FMTSPWB)

y

BUILD SPIDERWEB TREES
(BLDSPTR)

y

FORMAT. SPIDERWEB TREES
(FMTSPTR)

v

BUILD TRIP TABLE
(BLDTT)

v

LOAD SPIDERWEB NETWORK
"(LDSPWB)

v

FORMAT SPIDERWEB LOADS
(FMTSPLD)

Figure 8. Modified BPR Pro-

gram Execution
Flow Chart

62



Figure 9.

I

Spiderweb Network for the First Commissioner District

€9
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network representation more schematic than real. Thus, for most nodes
fewer than eight connectors were used.

The advantage of using the full complement of connector options
comes in studying travel demand (L), where some connections can be
viewed as potential routes or desired lines of travel.

A description of the input data required by the program énd the

appropriate execution cards are shown in Appendix B,

Format Spiderweb Network (FMTSFWB)

The purﬁose of this program is to provide a standard format output
of the spiderweb network description built by BLDSPWB. There are no
program options, and the formatted output consists of the link impedance
and link distance (these should be equal) and the corresponding speed on
the link. In addition, the zone number and name are formatted. The
formatted output also supplies the‘x—y coordinates of each node. A
ligting of the execution setup for this program is shown in Appendix B.

The formatted output is shown in Appendix B.

Build Spiderweb Trees (BLDSPTR)

The purpose of this program is to provide a filé of minimum path
trees, one tree for each node based on link length. The program has the
option of building either minimum travel time path trees or minimum dis-
tance path trees. The option chosen was minimum distance path trees. A
minimum path tree may be defined as a record indicating the shortest
route from a given node to all other nodes in the spiderweb network.

These trees, one for each network node, are used in determining the
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proper loéﬁing of trips on the network, The computer listing required

for execution of BLDSPTR is shqown in Appendix B.

Format Spiderweb Trees (FMTSPTR)

The purpose of this program is to provide a standard format print-
out of selected minimum path trees. This output may be studied by the
user as a check on the’minimum distance routings created by the BLDSPTR
program. It may also provide information which will allow deletion of
a link included in the original spiderweb network. Up té thirteen
trees may be printed out in any one execution of the program. A sample
listing of the standard formatted output is given in Appendix B. The

computer input required for execution is shown in Appendix B.

Build Trip Table (BLDTT)

The purpose of this program jis to provide a trip table - a list of
trip interchange volumes., It wae originally developed for the Oklahoma
Transportation Study conducted by the Multidisciplinary Studies Group at
Oklahoma State University (4). It empleys the intuitive gravity model
described in Chapter II, and has been calibrated and tested for the
State of Oklahoma. The output subroutine allows for.a standard format-
ting of the predicted trip interchange and trip end volumes. The pro-~
gram requires as input the location of each node in the spiderweb
network and the personal income of the zone the node represents. A
description, listings, and gsample output of the program is given in
Appendix B. This program is the only program'executed in the flow

chart of Figure 8 which is not a standard part of the BPR package.
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Tﬁe trip interchanges generated by the program are assumed to be
symmetrical and only the upper triangle trip table matrix is shown in

Appendix B.

Load Spiderweb Network (LDSPWB)

The purpose of this program is to provide a loaded spiderweb net-
work. Trips generated by the BLDIT program are loaded onto the network
via the minimum path tree record produgced by BLDSPTR. The LDSPWB loads
the links of the spiderweb network with trip volumes such that if a link
is a member of a minimum path tree éonnecting a pair of nodes, the trip
volume for that pair of nodes generated by BLDIT is loaded onto that
link. The BPR package does not.provide unidirectional loading, so it is
necessary to load volumes from one~half the trip table matrix (above the
diagonal) and then transpose the matrix and add the loads from the
second one-half of the trip table (below the diagonal).

The computer listing necessary for execution of LDSPWB is given

in Appendix B,

Format Spiderweb Loads (FMTSPLD)

The purpose of thisg program is to provide a standard formatted
output of the loaded spiderweb network. The program lists the total
network volumes for each spiderweb network link. A listing of this pro-

gram is shown in Appendix B. Sample output is shown in Appendix B.
Comparison of Regults

The'results obtained from the numerical solutien of the linear

graph highway travel model and the modified BPR model are shown in
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Table V. They are compared with actual traffic volumes recorded in the
study area by the Planning Divisiﬁn of the State Highway Department. It
should be pointed out that these observed volumes include through trips.
That is, trips which have either an origin or destihation external to
the study area. The study area has been consgidered as a closed system
and neither the through<driver origin volumes in the linear graph model
nor the traffic generation model used in the medified BPR approach
‘account for through traffic velumes. Therefore, it is necéssary to de~
duct from the actual volumes that portion which are due to through
traffic movements before conclusions can be drawn about how well the
various models predict travel patterns. This is very difficult if not
impossible to accomplish since through trips vary from 10% of the total
volume on some minoer highways to as much as 70% on limited access
highways,

There are several obsgervations one may make upon careful examina-
tion of the model results, First, as predicted, the BPR model appears
to overestimate trips for nodes which are in very close proximity. This
ig due to the unrealistic underestimation of travel impedance for such
situations. Brokke (9) devéloped the model'for trips of léngth greater
than 20 miles and makes no claims concerning its validity for short
trips. It is alsoe seen that certain links in the network were seldom
included as an element in a minimuym path tree and, thus, little or no
traffic was assigned to this route by the BPR routines. This is evi~
denced mogt clearly by Link #140, the longest link in the spiderweb net-
work. There appears to be a tendency for the BPR model to underestimate

traffic flow between the smaller (smaller in personal income) zones.
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PREDICTED VOLUME COMPARISONS
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Link

Actual

BPR

EQ Distance

Cost
Number Volume Volume Volume Volume3
trips/day trips/day . . trips/day trips/day
101 17,300 79,333 30,946 23,112
102 16,000 9,202 24,025 17.632
103 17,400 3,482 9,212 4,261
104 5,200 16,662 9,111 9,747
105 2,700 18,320 7,463 5,127
106 9,500 21,626 6,230 6,262
107 5,200 28,746 17,012 11,262
108 3,900 4,126 1,236 Ly121
109~ A A 1,230 3,461
110 1,900 484 926 2,537
111 1,600 162 913 2,961
112 1,100 37k 712 2,847
113 1,300 348 961 2,892
114 10, 300 5,438 12,047 L,261
115 6,200 208 1,420 L,723
116 3,100 B 2,063 3,123
117 9,000 338 12,291 6,307
118 3,100 780 964 4,128
119 3,700 106 631 2,623
120 3,100 1,348 1,264 1,467
121 700 100 61 128
122 6,300 146 2,174 3,126
123 11, 300 238 1,008 6,120
124 9,500 620 1,132 L,578
125 7,000 506 3,124 2,072
126 1,200 184 631 672
127 500 34 9k 574
128 2,000 102 738 327
129 2,500 196 6154 1,024
130 2,100 546 1,010 523
131 1,300 50 562 431
132 2,100 192 1,240 1,020
133 2,700 476 2,346 1,021
134 1,900 1,266 1,637 1,117
135 2,000 346 361 634
136 6,200 7,396 964 1,232
137 1,300 796 431 327
138 1,100 820 238 832
139 650 132 782 703
140 500 L 31 534
141 1,700 50 127 511
142 700 3,998 2,612 700
143 1,600 L2 931 516
144 750 36 433 222
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TABLE V (Continued)

Link Actual BPR EQ Distance Cost

Number Volume Volume Volume Vol_ume3
trips/day trips/day trips/day trips/day

145 850 340 227 328

146 1,000 106 463 904

147 2,100 210 3,261 1,081

148 850 94 372 264

149 750 16 564 392

150 1,500 166 431 361

%Source: Map of Oklahoma Average Daily Traffic Volumes for the
State Highway System, Planning Division Oklahoma State Highway
Department, 1969.

2Dimensional Adjustment Constant Values K, 1 X 109, K, = 1

3

it

il

Dimensional Adjustment Constant Values K, = 1 X 109, K, = 2 1072

A . . .
Both link 108 and 109 correspond to highway 75 for a major portion

of their length.

BOnly one link may be used in the spiderweb network between any
two nodes.
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The linear graph results provide an interesting contrast to the BPR
predictions in some cases. When the equivalent distance concept was
used in modeling the route components, it is seen that the results
appear to compare slightly better with the actual volumes than did the
modified BPR predictions. The predicted trip volumes.appear to be
unusually high for the Tulsa region, however. This is due in part to
the high conductance (low impedance) of this destination component.
Tulsa appears as a sizable "sink!" for trips emanating in the zones
adjacent to zone 1, The large variations in predicted volumesg on the
various route components are a result of the exaggerated effects of the
distance squared factor in the highway component equations. To this
extent both the BPR and linear graph models seem to have a weakness.
Perhaps a model which placed considerable weight on the effects of con-
gestion in urban areas would yield hetter results.

The use of total operating cost as a measure of travel impedance
had a smoothing effect on the wide ranged projections of both the equiv-
alent distance linear graph model and the modified BPR model. This is a
result of the surprigingly little difference in actual travel costs
over many dissimilar route sectiong in the network. This smoothing
tends to make the attraction indices of the destination areas become
more important in the assignment process than the impedance of the
travel paths, Thus, routeg entering regions with large attraction indi-

ces carry a large percentage of the traffic generated in the sgtudy area.
Summary

This chapter has been devoted to the development of the Modified

BPR model for the study area, to permit a comparison of the results of
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its application with those obtained from the linear graph theoretic
approach presented in Chapters III and IV.

The description of each phase of the modified BPR procedure should
supply the reader with a basic understanding of the intercity travel
model most widely used and accepted today. The results of the linear
graph theoretic approach and the development of an equivalent distance
factor and travel cost factors for the highway network compare quite
favorably with the modified BPR prediction for the study area, Most
important is the distinction between the traffic assignment procedure
employed by each technique. The systems model distributes trips on a
minimum energy fashion while the BPR procedure employs the less satis-

fying all-or-nothing assignment,



CHAPTER VI
SUMMARY AND CONCLUSiONS
Summary

Thig thesis has been devoted to the madeling of intercity travel
thfough the application of analysis techniques of linear graph theory.
This approach has lead to a rigerous examinatien of the effects of high-
way design and condition and travel costs on traffic distribution
patterns., The problems of trip generation, trip distribution and traf-
fic assignment have been approached through the commen linear graph
analysis method. The determination of the transportation network char-
acteristics has followed a general systematic procedure; namely:

(1) An establishment of a mathematic description of the relevant
characteristics of the gsystem components expressed in terms
of measurements.

(2) An establishment in mathematical form and in terms of
measurements, from a knowledge of the component character-
istics and their mode of intercannecfion, the characteristics
of the system; i.e., a mathematical model of the system.

As a review of the literature progressed, the need for an accurate
measwre of the negative aspects of the travel phenemena became apparent.
Several researchers pointed out the need for further study into the
effects of "traffic quality" varjableg on trip-making behavior. The

necegsity for accurate component meodelg in the linear graph theory
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appreach makeg this apprdach especially applicable to intercity travel

patterns, Previous studies have concluded that agtual travel time and

travel cost are the most important deterring parameters in determining

travel behavior. Both cost and time are directly related to the design
and condition of the highway system.

The general branch formulation technique of linear graph theory was
modified in the numerical solution of the highwéy travei model. This
mo&ification resulted from an unysual applicatien of the Superposition
Principle to the network problem., The compenents modeled were all de-
fined as linear two terminal components, although there is neither a
restriction to congideration of only a two terminal component or linear
components in the linear graph approach in general, The use of the word
"linear" in linear graph theory isg derived from the word "line'" and in
no way precludes the use of nonlinear dynamic component models in the
systems analysis.

The study area was chosen so as to be representative in both eco~
nomic and demographic respects of the southwest region. Although the
region was congidered as a closed area for the purposes of this study,
there is no such limitation to the analysis procedure presented here.
The effects of zones which are external to any given study area may be
easily incorporated into the model and would greatly enhance its
validity.

The components defined in the study were: (1) origin area com-
ponents, (2) highway link compeonents, and (3) destination area compo-
nents. The origin areas were modeled as through variable drivers of
known magnitudes. The highway links were modeled as two terminal pase

sive elements. The conductance of each link being taken as inversely
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related to a measure of its equivalent distance. The equivalent dis-
tance of each component was obtained from data representing the design
and condition of the link, The highway link components were also

- modeled with total travel cost chosen to reflect the impedance of each
link. The destination area components were modeled as two terminal
passive elements whose conduction was taken to be directly related to
the personal income generated within the area.

The numerical solution procedure allowed for the consideration of
each origin area sequentially, with the actual travel predicted on any
‘given link being the abselute sum of trips contributed by all origins
acting together.

The modified BPR model developed and tested by Basore et al. (L&)
was . implemented for the study area considered in this thesis. The
results of the BPR model were compared with those obtained through the
linear graph theory approach. The results of these simulations still
leaves one with dissatisfaction congerning the ability of any given
model to adequately explain all phases of travel behavior. The system
theory method doeg, however, intuitively explain many of the areas of

weakness of the modified BPR epproach.
Conclugionsg

The primary objective of the research reported on here was teo
develop a model of intercity travel flow which accurately included the
effects of travel impedance, The justification for this research and
for further research into the application of linear graph theory to
problems of traffic forecasting can be evaluated on the basis of the

following conclusions:
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Models of this type have many advantages. The parameters
which influence travel patterns can be better understood
through testing and evaluation in a mathematical model.

A procedure for keeping the model up to date can be de-
viged which will make periodic tests and adjustments
possible.

The complex interactions of travelers, facilities, origins,
and destinations cannot be gimply stated in equation form
without formulation techniques such as linear graph theory.
Through the use of linear gfaph theory, it is possible to
establish a mathematical model of the relevant physical
characteristics of system components in terms of measure-
ments.,

A mathematical model of the system can be formulated in
termg of the characteristics of the components and their
mode of interconnection,

Changeg in system parameters can be made easily without
disturﬁing the principles af the technique.

The linear graph approach provides for a balanced flow
between origins and destinations. (In contrast, the BPR

loading program assigns traffic on an all-or-nothing basis.)

The novelty in the approach, i.e., the system theory approach, has

been the

introduction of the modified Superposition Principle. It has

numerous possible extensions and applications in general problems of

distribution logistics, and has been shown to be a useful and meaningful

extension of network theory in the analysis of transportation systems.
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The applicability of this procedure is limited only by the memory
size of the computers used to compute the necegsary matrix inverses and
perform the matrix multiplications required in the solution procedure.
Although this would have been a considerable weakness in the possibility
of extension of the model to higher order systems a few years ago, ad~
vances in computer technology and matrix manipulation techniques have
overcome any such deficiencies.

An interesting conclusion is drawn when comparing the linear graph
model with the intervening opportunities model presented in the litera~
ture review. By its inherent nature, the linear graph approach ipcludes
the effect of intervening opportunities in a deterministic way. That
is, travelers select links according to the relative path impedance, not
on an all-or-nothing basis. They are allowed to drop off at any desti-
natjion along any link-route in a proportion determined by this relative
resigtance of the various paths as seen from that peint. The model was
not formulated with this specific objective in view, however. The aim
at first was to model the highway link components correctly by accurate
reflection of the effects of highway design, condition, and travel
costs.

Since the model requires only the trip volume magnitudes at each
origin zone as input data, the number of rather expensive and time con-
suming origin and destination surveys needed for intercity travel analy-
sys may be reduced. After calibration of the model from O/D data only
highway trip counters would be needed to provide analysis data for the
model. These counters could be placed on all major routes leaving any

particular origin area.
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Finally, the principal contribution of this study has been the
demonstration that the use of linear graph theory has considerable prom-
ise in the anslysis of intercity transportation systems. The method of
formulation is such that the relevant physical characteristics of the
system components may he easily obtained in terms of actual measure=
ments. This is of particular consequence when the parameter values must
be derived from empirical data as wés demonstrated by the development of
the equivalent distance concept as a measure of route impedance. The
equivalgnt distance function was developed to relate the design and con-
dition of a roadway impeding effect on trip-magking activity. The traf= .
fic flows along the route components obfained from the linear graph
approach compared favorably with results obtained from the modified

BPR procedure.
Recommendations for Further Research

There are a number of desirable investigations and extensions re~
lated to this research that could be considered. These investigations
might include:

(1) a test of the model in another study areaj

(2) a congideration of the use of time-varying impedance and

attraction parameters;

(3) a sensitivity analysis of the effects of changes in the

parameter adjustment (calibration) constants;

() an application of the model for specific trip purposes;

(5) a study of the effects of alternate impedance functions

for the highway link components and destination components;
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(6) an application of the model top studies of modal split
analysis, where the path conductance would correspond
to the attractiveness qof alternate transport modes; and

(7) an inclusion of the effects of through traffic in the

analysis of intercity travel.

Before realistic tests of the model may be extended, improvements
must be made in the type of data collected for transportation analysis.
Data must be collected with the view in mind that it will provide
answers to sgpecific questions about the'travel phenomena. The formula-

tion of rigorpus mathematical models leads to such questions.
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APPENDIX A

SAMPLE SUFFICIENCY RATING DATA
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Program SOLVE

This program was used to construct the branch equation matrix for
the highway system descfibed in the system linear graph of Figure 5, and
to solve for the destination through variables. These results were used
to obtain values for the route through variables. The program is
written in Fortran IV and was executed via remote terminal operation on
the CDC 3300 computer at Oregon State University. In addition to the
program, the following data cards were used:

1 card, constants k; , ks, ks

25 cards, destination éttraction indices (total personal income)

50 cards, equivalent distance and cost values for the highway links

25 cards, a list of passive elements in each fundamental cutset,

with signs, first entry number of elements in cutset for
control of DO loops

25 cards, a list of origin frip_entries in the Y vector.

This data has been presented in tabular form earlier in this thesis
and will not be repeated here. Statement number 11 was modified for the
calculation of the impedance of the route components on a cost basis.
The EDIT mode of operation was used in executing the program on the
remote terminal. Thi§ allows for changes to be made in either the
source deck or the data as the program steps are executed. This is an
important feature since each node is to represent both an origin area
and a destination during separate runs of the program.

The matrix inversion subroutiné'MATINV was adapted from the
Computer Center Library. Several matrix inversion subroutines were
available but this particular one was recommended by Mr. George Lewis

of the Computer Center as the most accurate.
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Two measures of numerical accuracy were used, both rule-of-thumb,
since for larger order systems it would not be feasible to compute GG
and compare it to the unit matrix. The first check was the size of the
determinant of G. This determinant is computed as a normal feature of
MATINV. It was typically on the order of 1060 for the constants chosen,
a large value which precludes the likelihood of calling for a division
by a small number. The second check was the application of the cutset
postulate at the reference node of the graph. Here, at each step, one
origin "leaves'" and all destinations "enter' and, thus, the destination
trip predicted should equal the total of the origin trips generated.
While it is not possible to state conclusively that the numerical error
of any particular entry of the inverse or any particular destination or
route volume computation is zero, it seems reasonable to expect any such
error to be within 3 to 4 percent. A listing of program SOLVE :is given

in Table VII.
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TABLE VII

LISTING OF PROGRAM SOLVE

*J0B,[71053],[ELEN], [OWEN D OSBORNE]
COPY, 0=SOLVE

[+ X+ X +]

[+ NeN+]

OO0

[r e N +]

105
300

100

301

101
1

400

103

20

21

22
23

30
32

a3
34

PROGRAM SOLVE
DIMENSION G(25,26),KUTSET(25,16),E(75),CONS(2),ATT(25),DIF(25)
$,PCT(25)

COMMON G,KUTSET

READ(60,105) CONS(1),I=1,3

FORMAT( 15X, 3F5.0)

WRITE(61,300) CONS(I),I=1,3

FORMAT( 15H CONSTANTS ARE ,3F7.3///)

READ MATRIX E FROM CARDS

DO 10 1=1,25

READ( 60, 100) ,ATTR

FORMAT( 11X, Fé4.1)

E(1)=CONS(1)*ATTR

WRITE(61,301) 1,E(1),I=1,25

FORMAT (26HATTRACTION OF DESTINATION ,Iz,aa 1S.,¥7.4/)
DO 11 1=26,75

READ( 60, 101) C,DEQ,D

FORMAT(lsx,3F4.3)

E(I)=CONS(2)/D*DEQ
WRITE(61,400)1,E(1),1=26,75 )
FORMAT(6H LINK ,13,10H VALUE 1S ,F7.4/)

READ IN CUTSETS

READ(60,103) (KUTSET(I,J),J=(,16),I=1,25
FORM T(11X,1614)

BUILD DIAGONAL ELEMENT OF MATRIX G FROM ARRAY E

DO 40 I=1,25

DO 20 J=1,25
6(1,J)=0
NI=KUTSET(I, 1)+1
DO 23 J=2,N1
M=KUTSET(1,J)
1F(M)21,991,22
G(1,1)=G(1,1)+E(-M)
GO TO 23
G(I,1)=G(1,1)+E(M)
CONTINUE . ‘

BUILD OFF DIAGONAL ELEMENTS OF MATRIX -~ UPPER TRIANGLE ONLY

JI=1+1

DO 40 J=1J,25

N2=KUTSET(J, 1)+1

KSWw=0

DO 40 K=2,N1

DO 40 1=2,N2

IF(KUTSET(I K)-KUTSET(J,L))30,32,30
IF(KUTSET(I,K)+KUTSET(J,L))40,32,40
KPROD! = KUTSET(I x)*xurszr(: L)
IF(KSW)33,34,33
1F(KPROD1*KPROD)992 992, 35

KSWusi



TABLE VII (Continued)
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o000

41
201
104

o0

70

600

60
200
500
700

202

[+ X2 N2l

991
901

992

902 FORMAT(16A1ERROR ON CARDS ,13,58 AND ,13,31H OF CUTSET. SIGNS DO N

999

KPROD=KPROD1
M=KUTSET(1,K)
1F(M)36,37,37
MmaM
1F(KPROD) 38, 39, 39
G(1,J)=G(1,J) -E(M)
GO TO 40
G(I,J)=G(I,J)+E(M)
CONTINUE

FILL IN LOWER TRIANGLE OF MATRIX G

DO 41 I=1,25

Ni=I+1

DO 41 J=N1,25

G6(J,1)=6(1,J)
WRITE(61,201)(G(1,J),J=1,5),1=1,5
FORMAT(5(5£17.10/))
READ(60,104)G(1,26),1=1,25

FORMAT( 15X,F8.0)

CALL MATINV (G,25,6(1,26),1,DETERM)
WRITE(61,201)(G(1,J),J=1,5),1=1,5

PREMULTIPLY BY MATRIX D

SUM=0

DISC=0

PCTO=0

DO 70 I=1,25

DIF(1)=0

DO 60 1I=1,25
READ(60,600)ATT(1)
FORMAT( 15X, F8.0)
G(1,26)=G(1,26)*E(1)
SUM=SUM+G(I, 26)
DIF(1)=G(I,26)-ATT(1)
DISC=DISC4DIF(I)
PCTO=PCTO+PCT(1)
WRITE(61,200)1,E(1),6(1,26),DIF(1),PCT(I)

FORMAT( 13H DESTINATION,12,14H ATTRACTION = ,F7.4,9H TRIPS = ,F10.0

$, 10H ERROR IS ,F10.0,11H PCT OUT =,F5.0/)
WRITE(61, soo)suu,nxsc
FORMAT(7H SUM = ,2(E20. 10)///)
WRITE(61,700)PCTO
FORMAT(8H PCTO = ,F8.0//)
WRITE(61,202) DETERM
FORMAT( 12HODETERMINANT, ,E20.10)
GO TO 999

ERROR ROUTINES

WRITE(61,901)1,J

FORMAT( 15H1ERROR ON GARD ,13 274 OF CUTSET. ELEMENT INDEX =

$9H 1S ZERO.///)
GO TO 999
WRITE(61,902) 1,3

$OT AGREE.///)
CONTINUE
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130

205
210
220
230
250
260
270
310
320

(2 N2 1]

330
340
350
355
360
370

[+ X2 N3]

380
390

RETURN
END

SUBROUTINE MATINV(A,N,B,M,DETERM)

DIMENSION A(25,25),B(25,1),1PIVOT(25),INDEX(25,2),PIVOT(25)

INTIALIZATION

DETERM=1,0

DO 20 J=1,N
1P1VOT(J)=0
DO 550 I=1,N

SEARCH FOR P1VOT ELEMENT

AMAX=0.0
DO 105 J=1,N

IF (IPIVOT(J)-1) 60, 105, 60.

DO 100 K=1,N

IF (IPIVOT(K)-1) 80, 100, 740

1F (ABSF(AMAX)~ABSF(A(J,K))) 85, 100, 100
TROW=J

I1COLUM=K

AMAX=A(J,K)

CONTINUE

CONTINUE
IPIVOT(ICOLUM)=IPIVOT(ICOLUM)+1

INTERCHANGE ROWS TO PUT PIVOT ELEMENT ON DIAGONAL

IF (IROW-ICOLUM) 140, 260, 140
DETERM=-DETERM

DO 200 L=1,N
SWAP=A(IROW,L)
A(IROW,L)=A(1COLUM,L)
A(ICOLUM, L)=SWAP

IF(M) 260, 260, 210

DO 250 L=1, M
SWAP=B(IROW,L)
B(IROW,L)=B(ICOLUM,L)
B(ICOLUM,L)=SWAP

INDEX(I, 1)=IROW

INDEX(1, 2)=ICOLUM
PIVOT(1)=A(ICOLUM,ICOLUM)
DETERM=DETERM*PIVOT(1)

DIVIDE PIVOT ROW BY PIVOT ELEMENT

A(ICOLUM, ICOLUM)=1.0

DO 350 L=1,N
A(ICOLUM,L)=A{1COLUM, L)/PIVOT(I)
IF(M) 380, 380, 360

DO 370 L=1,M
B(ICOLUM,L)=$(1COLUM,L)/PIVOT(I)

REDUCE NON-PIVOT ROWS
DO 550 Li=1,N

IF(L1-ICOLUM) 400, 550, 400
T=A(L1,ICOLUM)
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420
430
450
455
460
500
550

[+ e N+l

600
610

. 620
630
640
650
660
670
700
705
710
740
750

CALL, 4.

RUN.

A(L1,1COLUM)=0,0

DO 450 L=1,N
A(L1,L)=A(L1,L)~A(1COLUM,L)*T
IF(M) 550, 550, 460

DO 500 L=1,M
V(L1,L)=B(L1,L)~B(I1COLUM,L)*T
CONTINUE

INTERCHANGE COLUMNS

DO 710 I=1,N

L=N+1-1

IF (INDEX(L, 1)-INDEX(L,2)}) 630, 710, 630
JROW=INDEX(L, 1)
JCOLUM=INDEX(L, 2)

DO 705 K=1,N
SWAP=A(K, JROW)

A(K, JROW)=A(K, JCOLUM)
A(K, JCOLUM)=SWAP
CONTINUE

CONTINUE

RETURN

END
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Program OWEN

This program was used to solve for the spiderweb loads using the
modified BPR approach. The program is written in modular form machine
language and was executed on the IBM SYSTEM 360 MODEL 65 computer at
Oklahoma State University. Disk data sets replaced the original mag-.
netic files used to store the outputs of each step in the program. The
program was executed in seven steps as shown in Figure 7. A listing of
the execution cards and data cards for the 25 node spiderweb network
problem is shown in Table VIII. The sub-program BLDTT was written in
Fortran IV and is shown in this. Appendix. Sample standard format out-
puts for the 25 noede spiderweb network are shown in Tables X, XI, XIII,

and XIV.



LISTING OF PROGRAM OWEN

TABLE VIII
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/ /O WEN
/*RCUTF

/7

//SYEPOL EXEC PGM=BLDSPWR, TIME=(,10),REGION=30XK
//DFNTAPE DD SYSOUT=A
//NWRCDD DD DI SP=0LD,

/77

GO

END

END

//STEPD2 EXEC PGM=FMTSPWB, TIME=(,10),REGION=20K
//CERNTAPE DD SYSQUT=A
//NWRCDI DD DISP=0LD,

r/

-y e
W= O OOV D™ WN

JOB (10652+699-44~8290y145+900143),"0WEN D OSBORNE*,CLASS=B
PRINT HOLD
//7JCBLIR DD DISP=0LD,

1624
1625
1685
161¢
1662
1627
1637
1667
1645
1634
1625
1646
1633
1691
1624
163C
1686
1601
1654
1680
1602
1582
1597
1581
1614

DSN=0SU.ACT10652.CHAP

DSN=0SU.ACT105652 ,SPNET
//SYSIN DD *
PAR$ 25425+ 840

2496
2534
2544
2466
2506
2538
2488
2528
2506
2508
2508
2532
2502
2515
2487
2480
2548
2528
2520
2532
2511
2525
2503
2508
2523

7
11
17
23

22
23

12
20

14

14
13

25
25

11
18

19
19

TULS A

BARTLESVILLE

MIAMI
SAN SPRG
PRYOR
DEWEY

BROKEN ARROW

VINITA

S

CLAREMORE
CaoLr VIt

SKTA TOOK
NOWAT A
OWASSQO
JAY
JENKS
8IXBY
COMMERCE
PYHUSKA
CHELSA
AFTON
HOM INY
FAIRFAX

CLEVELAND

PAWNEE

BARNS DALL

13
25

20

DSN=0DSU.ACT10652.SPNET

15
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TABLE VIIT (Continued)

//STEPC3 EXEC PGM=BLDSPTR,TIME=(,10) ,REGION=25K
//DENTAPE DD SYSOUT=A
//NKRCD! DD DUSP=0LD,

44 DSN=0SU.ACT10652.SPNET
//PATHSO DD DISP=0LD,

7/ DSN=0SU, ACT10652.TREES
//SYSIN DD *

TNALL

E00CE

//STEPO4 EXEC PGM=FMTSPTR, TIME=(,10) REGI ON=25K
//DENTAPE DD SYSOUT=A
/7/PATHSI DD DI SP=0LD,

44 OSN=0SU.ACT10652.TREES

//SYSIN DD *

c 25 25 8

T 1 2 3 5 8 12 18 21
E

//STEPOS EXEC PGM=BLDTT,REGION=99K, TIME=( 415)
//FTOSF001 DD =
é5 1 1 0 1.0

1 36.11 96. 00 1202.4
2 36 .44 95,59 131.5
3 36453 94.54 40.3
4 36.11 96.08 40.3
5 36.19 95.19 39,5
6 36.47 95.56 36.3
7 36.04 95.46 34,0
8 364,39 95.13 28.6
S 36.20 95,37 23.0
10 36.21 95.49 20.6
11 36.21 95,58 2044
12 36.42 95,36 18.8
13 36.16 95.50 18.5
14 36,27 94 .48 17.6
15 36.03 95,59 17.3
16 35,57 95,53 17.2
17 36.56 94,53 15.2
18 36 .39 96.24 14.4
15 36432 95,27 13.8
20 36.42 94,59 12.2
21 36.24 96.23 10.9
22 36.36 96,45 . 9.7
23 36.17 96.28 9.5
24 36.21 96 .46 9.2
25 36434 96.10 9.1
0 TT

//FT06F001 OD SYSOUT=A
//FTCBFOGL DD DISP=0LD,

7/ DSN=0SU.ACT10652.TT1,
7/ DCB={RECFM=VB,LRECL=3500,
// BLKSIZE=3504)

//STEPO6 EXEC PGM=LDSPWB,REGION=40K TIME=(,15)
//DENTAPE DD SYSOUT=A

//PATHST DD DISP=CLD,

17/ DSN=0SU.ACT10652.TREES

//TRIPSI OD DISP=0LD,DSN=0SU.ACT10652.TT]
//NWRCDI DD DISP=0LD,

7/ DSN=0SU.ACT10652 .SPNET

//NWRCDO DD DISP=(NEW,PASS),
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TABLE VI1I (Continued)

¥4 DSN=LELLDNET JUNTT=DISKySPACE=(TRK,10),

74 OCB={RECFM=VYDS,LRECL=84,DLKSIZE=1000)

//75YSIN DD =, DCB=BLKSIZE=80 .

NLO7 VOLAR 10 1-4 12 4 VOL A TO B FIRST LOAD
NLOB VOLBA 11 1-4 16 4 VOL 8 TO A FIRST LOAD
VIA-A 12 16

v2 Locvasl 12 92 2 VOLUME A-B FIRST LDAD

V2 LOCvVAB2 16 94 2 VOLUME 8-A FIRST LDAD

v2 RESERVE 96 76 19 MORDS

E

//STEPQOT EXEC PGM=FMTSPLD,REGION=30K, TIME={,15)
//NWRCDI DD DISP=(0OLD,DELETE),

/77 DSN=EELONET

//DENTAPE DD SYSOUT=A

/7SYSIN DD =

L0O3 TOTAL LOAD 6 10L& 12+¢4 16

E

/77
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Program BLDTT

This program computes the predicted two-way trips between each pair
of nodes for a given network and writes a disk file that is compatible
with the LDSPWB program., In addition, the subroutine OUTPUT writes a
standard format upper triangle trip table‘qatrix. The output subroutine
was written with the assistance of John and Fred Witz. The listing for

the 25 node spiderweb network is shown in Table IX.



TABLE IX

| LISTING OF PROGRAM BLDIT

T

//0WEN JOB (106524499~44~829045199¢900143},°0OWEN D OSBORNE',CLASS=8
// EXEC FORTGCLG '
//FCRT,SYSIN DD * '
COMMON NRyN NP ,NN(L10OO),[DEN1(10D) yIDEN2(100) yN1 yN2y M1 ¢M2 G162y
# Al,42,C(100,100),F(100,100),F1{100,100),D(100),P2(100},
$5(1C0),S2(100),W1{100),W2(100)
DIMENSION A{100),B{100),AR{100),BR{(100),MTAB(100)

SPECIFY GRAVITY MODEL PARAMETERS FOR OUTPUT SUBROUTINE

[a X2 En]

NP=2S§
G1=440,
Ml=1
N1=1
Al1=2.78
READ(5,10) NyJKL,NR,NOTTO, TRPMU
10 . FORMAT (415,F10.3) ‘
WRITE(6413)
13 FORMAT(//1%, *GRAVITY MODEL USED TO GENERATE TRIP TABLEY)
WRITE(6,20) :
2C FORMAT(1H »4HNODE ,2X(8HLATITUDE y2X+»9HLONGITUDE,2X,18HPERSONAL INC
HOME MS$)
DC 30 KK=1,N
READ(5,25) NO,DLAT,OLAT ,DLON,CLON,EP, 101,102
25 FORMAT (I5y4XeF240yLXsF2.0y5XsF 3000 1XsF2,0,2XsF12.%433X,2A%)
WRITE (6435 )NO,DLAT , OLAT y DLON, OLON, EP, ID1, 1D2
35 FORMAT(IH yI345X¢F2.001X9F2.0,5X¢F3.091XsF2¢0s5XsF9e1,8Xy2A%)

CONVERSION OF NODE COORDINATES TO RADIANS

con

COLAT = OLAT/60.0
A(KK} = DLAT + DOLAT
AR(KK) = A(KK)*3,14159/180.0
DOLON = OLON/60,O
B(XKX) = OLON + DOLON
BR{KK) = DI(KK)*3,14159/180.0
C(KK) =PI
NN{KK) = NO
IDEN1(KK)=1D1
TOEN2 (KK} =1D2
3C CONTINUE
DC 50 I=1,N
Al = AR(I)
Bl = BR(I)
€0 50 J=1,1
4C CONTINUE
AJ AR(J)
BJ BR{J)

i on

CALCULATE GREAT CIRCLE OISTANCE BETWEEN NODES

OO0

X=SIN{AT)}*SIN{AJ)+COS(AT)I*COS(A))*COS(BI-BJ)
ClJ=3960.0*ATAN{SQRT (1. 0~X*%2) /X)
GC TQ 46
45 CONTINUE
ClJ = 100.0
46 CONTINUE
ClJdel)=CIy
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50

OO0 A06

51

52

53

54

(e X2 X 2]

CALCULATE TRAVEL DEMANDS BETWEEN NODES
FlJs1)=2440.%(DIT)*D(J}I/CII**2,78
SUM TRAVEL DEMANDS FOR EACH NQODE

S(1)=0.0
CO 51 J=2,N
S(1)=S(1) +F (1 4d)
KaN-1

CC 53 122,K
S(1)=0.0

Lel4l

D0 52 J=L,N

S =SUII+F(T,d)
M= [=-]

D0 53 J=1.M
S(I)=S(I)+F(J,I)
S(N)=0.0

MMuN-]

DO 54 J=1,MM
SIN)=S(N)+F{JyN)

CREATE TWO-WAY TRIP TABLE
00 120 [=1,N

S D0 115 J=1,1

115
120

o000

123
121

122
145

125
150

200

FlJryI)=FlJy1)/2,
Fll«J)=F(Jo 1)
CONTINUE

WRITE TRIP TABLE

NPURP=0
CO 150 I=l,N

K=1

€O 145 J=1,N

ML=F (I ,J)

IF(M1) 123,122,123

K=K +1

MTAB(K) =(J*262144)+M]

NWD=K

CONTINUE

CONTINUE

NION=1%#65536

WRITE(8,125) NWDyNPURPyNZON, (MTAB(L }oL=2,NWD)
FORMAT(A442A2 ,95A4)

CONTINUE

CALL cuTPUT

WRITE(6,200)

FORMAY{////1X,*BUILD TRIP TABLE COMPLETE ")

CALL EXITY

FND

SUBROUT INE QUTPUT

REAL LAF,LAP

LOGICAL MAU2,MAU3,MAU% s MAVL, MAV2 4MAV3 ,MAVS

COMMCN NRyNyNPyNN{100), IDEN1(100), IDEN2(100) sN1,N24M1,M2,G1+G2,
# Al 4A2,0(1004100)4F1(100,100),F2(100,100),P1(100),P2(100),
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#5111001,52(100),W1(100),W2(100)

DIMENSION TA(ZO).UAZ(IOOolOO)pUA3(lOOv100).UA4(100.100)-VA1(100)|

ﬂVAZ(lOO)'VA3(lOO).VA4(100).FHTN(lO)pFHTA(lO);HAS(lO,
EQUIVALENCE (UA24D) y (UA3,F1)y (UAG,F2),(VALl,P1)
DATA FMTN/9(4X, %913 ,0,02X,9,¢ Yt Xy 9 10(® 4Fr 0 12.7 4% ,%))
DATA FMTA/* (1Xy?%2A4,, Yol Te'Xy'yt10(f,0F N, 12,7,140,0))
DATA HAS/'Z‘1'14'"26‘"38'"50'v'62'1'74"'86'.'98"'110'/
DATA HABy HALly, HA2y HAGL/?Y 7,010,021 141y
OATA HDy HFl, HF2, HPl, HP2, HWl, HW2y HS1, HS2, HE, HF
"/ DT IFLY TR0, TPLY y P20 T WL P21, 1§10, 1520, 1E, VFIY
1 FORMAT(* v)
2 FORMAT(*0")
3 FORMAT(t=19)
9 FORMAT(t1?)

/
v/

10

13

14
139
140

15
1%
17

lec

210

214

215

219

READ (5,410) LAR'LAF.LAP'HAUZ!HAU3'HAU4'HAVI'HAVZ.HAV3'HAV4'NAT
FORMAT(T1,2A194Xs3L1y1Xp4L1,412)

WRITE(6,9)

WRITE(6,3)

IF(NAT.LE.O0)GO TOD 140

DO 139 A=) ,NAT

READ (5,13) (TA(JA) yJA=1,20)

FORMAT (20A4) )

WRITE(6414) (TA(JA),JA=],20)

FORMAT( 26Xy 20A4)

CONT INUE

WRITE(6,43)

IF{NP.EQ.0) NP=N

WRITE(6,15)

FORMAT (S Xy*PROGRAM CONSTANTS:?)

WRITF (6916) NR,N,NP

FORMAT [*-* , 10X, *RUN" g 13,%;7,15,* NODES;*I5,* PRIMARY NOOES')
WRITE (6417) HAL1,GlyMl,yN1,Al

FORMAT('~7, 10X, *EQUATION Y9Aly'2 Gm*yE15.8y"y Mm?, IS5,y N=*IS5,

# ' 13 A=? 'FSQZ,

IF(LAR.LELO0)GO TO 180
WRITE (6917) HA2,G2yM2yN2,A2
HAU1=HAB

HAU2=HD

HAU3 =HF1

HAU4=HF 2

HAV1=HP ]

LAR=LAR+]
GOTO(210+215,220) yLAR
DO 214 [A=],N
VA2(TA)=P1(IA)
VA3(TA)=W1(1A)

VA4 (TA)=S1(1A)
MAV1 =, TRUE,
MAU4=.TRUE.

HAV2 =HP]

HAV3=HW1

HAV4=HS 1

GO TO 225

DO 219 [A=1,N
VA2(TA)I=W1(1IA)

VA3 (TIA)=P2(1A)

VA4S TA)=W2(IA)
HAV2z2HW]

HAV3aHP2



TABLE IX (Coentinued)

101

220

224

225

41

42

43

525
530

535
540

545

HAV4=HW2

GO 10 225

CN 224 1A=1,N
VA2(IA)=S2(1A)
VA3 TA)=P2(TA)
VAG(TA)sW2(IA)
HAV2=HS1

HAV3=HP 2

HAV4=HS 2

IF(MAU2) HAU2=HAB
IF(MAU3) HAU3=HAB
[FIMAU4) HAU4=HAB
IF{MAV]1) HAVI=HAB
IF(MAV2) HAVY2=HAB
IF{MAV3) HAV3I=HAB
IF{MAV4) HAV4=HAB
IF(LAF .NE.HE) LAFaHF
IF(LAP.EQ.HAB) LAP‘HA‘
FMTN( 7)=sLAF
FMTA(7)=LAF
FMTN{ 9) =LAP

"FMTA(9)=LAP

KAC2=0
JAC2=(N+9) /10

00 890 JAC=1,JAC2
FMTN(4)=HAS (1)
FMTA(4)=HAS(])
KAC1=KAC2+}

KAC2 sKAC1+9

-TF({KAC2.GT.N)KAC 2=N

KARZ=0

IF(JAC.LE.1)GO TO 700

JACM1=JAC~1

DO 599JAR=1,JACM]

KAR1=KAR2+1

KARZ'KAR1+9

IF(JAR.GT. (NP+9)/10) GO T0 700

WRITE(64,41) JAR,JAC,NR

FORMAT (Y 1PAGE ¢y 12,%y 'y 12,5X, 'RUN',13)

WRITE (6,42) HAUl,HAVL

FORMAT (2X9gA2¢3XeA2,2X910{5Xs13,4X) )

WRITE(6942) HAU2,HAV2, {INN(KAC),KAC=KAClyKAC2)
WRITE(6,43) HAU3, HAV3, (TDENLUKAC) yIDEN2 (KAC) s KAC=KACL 9yKAC2)
FORMAT(ZX,AZ.3XoA202X.lO(2X'ZA412X) )

WRITE(6443) HAU4,HAVG

DO 589 KAR=KAR],KAR2

WRITE(6,2)

IF(MAU2)GO TO 525 .
WRITE(6,FMTN) NN(KAR), (UA2(KARoKAC) y KAC=KACL yKAC2)
GO 70 530

WRITE (6,FMTNINN(KAR)

IF(MAU3) GN TO 535

WRITE(64FMTA) lDENl(KAR),lDENZ(KAR)'(UA3(KAR KAC’IKAC'KACI'KACZ.
GO TO 540

HR]TE(&OFHTA’IDENI(KAR).lDENZ‘KAR’

[F(MAU4)GO TO 545
HR]TE(b.FMTA)HQVOHAB"UAQ(KAR'KAC"KAC.KACI'KACZ’
GC TO 550

WRITE(6,1)
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550
SES
599
700

809

815
820
821

822

823
824

82¢
831

832

834
840
841

842

CONTINUE

CONTINUE.

CONT INUE

WRITE(6+41) JACeJAC,NR

WRITE (6442) HAULHAVL

WRITF(6,42) HAU2,HAV2y INNIKAC)sKACEKACL,KAC2)

WRITE(6,43) HAU3.HAV3.(IDEN1(KAC)olDENZ(KAC)oKAC-KACloKACIl

WRITE(6y43) HAUG,HAV4

LAM2 =] '

IF(MAV2)LAM2=2

IF(MAU2 ILAM2=LAM2+2

LAM3 =) ,

[FIMAV3) LAM3=2

TF{MAU3 JLAM3=L AM3+2

LAMG =]

TF(MAV4) LAM4=2

TF{MAUG JLAMA=L AM&+ 2

KA =0

DD 889 KAR=KAC1,KAC2

KAsKA+1

KARPL=KAR+1

IF{KAR.LT.KAC2)GO TO 809

TF(LAM2 (LE.2)LAM22LAM2+2

IFILAM3,LE.2) LAM3=LAM3+2

TFILAMGLEL2) LAMA=LAMA+2

FMTN(4)=HAS (KA)

FMTA(4)=HAS(KA)

WRITE(6,1)

IF(MAV1) GO TO 815

WRITE(6, FMTA) HAB,HAB,VAL(KAR)

GC TC 820

WRITE(6,1)

GO TO (821,822,823,824) ,LAM2

WRITE (6 yFMTN)NNIKAR) VA2 (KARD ¢ (UA2(KARy)KAC) ¢ KACEKARP 1,KAC 2)

G0 TO 830

FMTN(4)=HAS(KA+1)

WRITE(64FMTNINNIKARD 5 (UA2 (KAR ¢KAC )y KACSKARP1,KAC2)

FMTN(431=HAS(KA)

GO TO 830

WRITE(6,FMTN) NNEKAR) VA2 ( KAR)

GO TD 830

WRITE(6 , FMTN)INN{KAR)

GO TO1831,832,833,834),LAM3

leTE(b.FMTA)IDEN'(KAR).IDENZ(KAR).VAB(KAR).
(UA3(KARyKAC), KAC = KARP1, KAC2)

GO TO 840

FMTA(4)=HAS (KA+1)

WRITE(6,FMTA) IDENL(KAR) s IDEN2(KAR), (UA3 (KARyKAC) sKAC=KARP 14 KAC 2)

FMTA(4)=HAS(KA)

GO TO 840
WRITE(6,FMTA) IDENL(KAR) yIDEN2 (KAR)» VA3 (KAR)
GO Y0 840

WRITE(6 ,FMTA) IDENL (KAR), IDEN2 (K AR)

GO TO (841,842,843,844) ,LAM4

WRITE(G6, FMTA)HABy HABy VAS{KAR } 9 { UA4(KAR ¢ KAC) y KAC=KARP1 4KAC 2)
GO TO 850

FMTA(4)=HAS(KA+1)
WRITE(69FMTA)HAByHABy (UA&G(KAR,KAC ) ¢ KAC=KARP1,KAC 2)
FMTA(4)=HAS(KA)
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TABLE IX (Centinued)

GO TO 850
843 WRITE(6,FMTA) HABHAB VAA{KAR)
GO TO 8%0
844 WRITE(6,41)
850 CONTINUE
889 CONTINUE
86C CONTINUE
NCELL=N=10%*(N/10)
NROw=5&NCELL+10
D0 9S00 K=1,NROW
900 WRITE{&641)
RETURN
ENO
//G0.SYSIN DD *
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Program FORMAT SPIDERWEB NETWORK (FMTSPWB) Output

Table X gives the standard BPR record of the 25 node spiderweb
network. It includes the coordinates of each node by node number, the
length and impedance of each link, and the design speed of the link.
The coding of information on link conneétion is interpreted as follows:
in row one of Table X, node 1 - is connected to nodes &4, 7, 9, 11, 13,
15 with the length and impedance of each link 8, 15, 23, 12, 11, 9

miles; respectively. The design speed for each link is 60 mph.
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Program FORMAT SPIDERWEB TREES (FMTSPTR)

Output

Table XI shows a listing of the standard fermat output for two
arbitrarily selected trees of the 25 node spiderweb network. The mini-
mum distance paths are interpreted from the output listing as follows:
in the tree from node 1 in Table XI, the first path begins at node 2,
proceeds to node 11 and then to node 1; the second path begins at node

3, proceeds to node 8, then te node 9, and then to node 1, etc.



4 . TABLE XI
OUTPUT LISTING OF PROGRAM (FMTSPTR)
TREE FROM NODE 1 TREE FROM NODE 21
2 Ll HOME 1 11 HOME
3 ) 9  HOME 2 25 HOME
& HOME 3 [ ] 9 10 11
CONTINUED IN TRACE 1
s 9
CONTINUED IN TRACE 3 & 23 HOME
6 2 s 9
CONTINUED IN TRACE 2 CONTINUED IN TRACE 3
7 HOME 6 2
CONTINUED IN TRACE 2
8 CONTINUED IN TRACE 3
7 1
9 CONTINUED IN TRACE 3 CONTINUED IN TRACE 1
10 13 HOME 8 CONTINUED IN YRACE 3
11 CONTINUED IN TRACE 2 9 CONTINUED IN TRACE 3
12 10 . 10 CONTINUED IN TRACE 3
CONTINUED IN TRACE 10
11 CONTINUED IN TRACE 1
13 CONTINUED IN TRACE 10
12 2
14 s CONTINUED IN TRACE 2
CONTINUED IN TRACE 5
13 10
15 HOME CONTINUED IN TRACE 3
16 15 14 5
CONTINUED IN TRACE 18 CONTINUED IN TRACE s
17 3 15 ‘
CONTINUED IN TRACE 3 CONTINUED IN TRACE .
18 25 11 16 15
CONTINUED IN TRACE 2 CONTINUED IN TRACE 15
19 9 17 3 '
CONTINUED IN TRACE 3 CONT INUED IN TRACE 3
20 8 18 HOME
CONTINUED IN TRACE 3
19 9
21 11 CONTINUEO IN TRACE 3
CONTINUED IN TRACE 2
20 8
22 21 CONTINUED IN TRACE 3
CONTINUED IN TRACE 21
22  HOME
23 . & .
CONTINUED IN TRACE s 23 CONTINUED IN TRACE .
26 23 26 23
CONTINUED IN TRACE 23 CONTINUED IN TRACE s
25 CONTINUED IN TRACE 18 25 CONTINUED IN TRACE 2

107
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Program BUILD TRIPTABLE (BLDIT) Output

Table XII shows the upper triangular matrix trip table output of
the BLDIT program. The matrix was assumed to be symmetrical in the
loading procedure employed by the LDSPWB program. The diagdnal entries
of the matrix represent the total summation of trips for each node. The
link distance and predicted trip velumes are given as the off diagonal

entries in the matrix.



TABLE XTI

OUTPUT LISTING OF PROGRAM (BLDTT)

PAGE 1, 1
]

Fl
st
1
TULSa
2
SeVILLE
3
HIArL
“
SA SPRIG
]
PRYCR
-
DEKEY
8 ARRCHW
L}
VINITA

9
CL*PCRE

10
coLTvItL

RUN 1

1
TULSA

1449028,

2 3 4 s . ? ) s 9 10
BYVILLE - MIAMI SA SPRIG ~ PRYOR DEWEY 8 ARROW VINITA CLYNORE couviILL
38, 78. 8. 3. 42. 15, TR 24, 16.
2814, 17, 75538, 178, 503. 897S. 228. 1813, $321.
61. 39. &7, 5. 46, %3, 34, 2s.
26. 88, 52. 27833, 43, 48, 1. 112,
32078.
8e, 45, ss. 74, 2s. 55, 63.
3. 17. s. 4. 75. 6. .
5796,
45, &3, 22. 6u. 31. 21.
. 16, 19. 111, 6. 30. s,
V6654,
a?. 3. 24, 17. 28,
14, 4, T4, 157, 34,
1421,
50. 41, 36, M.
10. 15. 18. 24,
20769,
s1. 20. 20.
.. 9. Te.
10232,
M. 39.
20, 10.
192,

1.
238,

206,

7037,

601



TABLE XII (Continued)

PAGE 1, 2

1
st

TUt. SA

2
BCVILLE

3
LRLE

L)
SA SPP1G

H
PRYCR

®
OEREY

T
B ARRON

[ ]
VINITA

9
CL? ¥CRE

10
coLvItL

RUN 1
11
SKIATOOK
12.
11198,

27,
130.

70.
3.

15.
198,

36,
16,

30.
25,

23.
52.

47.
6,

20,
s3.

9.
460,

12
NOWAT A

42.
304,

21,
217,

41.
11.

46,
8.

31.
24,

19.
9.

45,
T.

22.
46,

25.
24.

27,
18,

13
OWASSO

11.
12390,
33,

63,

67.
3.

18.
110.

29.
28.

36,
14,

14,
164,

43.
T.

13.
148,

&
1173,

JAY

14

69,
.

69.
8.

3.
23.

7.

2.

30.
23.

7.
2.

0.
3.

27.
23,

45,
4.

57.
2.

15
JENKS

9.
18183,

47,
22.

3.
1.

13.
267,

42,
10.
sl.

Se

12,
241,

0.
3.

28.
18,

23.
26,

16
slxay

18.
als2.

54,
15.

85,
|

21.
1.

41.
10.

58.
,‘

10.
332.

1.
2

30.
13.

28.
15.

17
COMMERCE

sl.
40.

2.
\

4.
5328,

(10
1.

49,
S.

59.
3.

7.
| ¥%

2.
20.

58.
2.

&6,
1.

18
PIHUSKA

39.
283,

246.
123,

85.
1.

36.

2o

4.
2.

28.
23.

54.
3.

88,
2.

49.
3.

39,
S.

19
CHELSA

39.
2T4.

33.
9.

39.
%

43.
b

17.
5.

32.
14,

37.
9.

15.
.

17.
Sée

24,
18.

20
AFTON

67.
S4.

55.
10.

14,
153,

73.
|

32,7

13.

$3.
3.

2.
2.

16.
108.

43,
L)

2.
2.

Olt
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TABLE XII (Continued)

PAGE 2, 2

o
[ 4]
st

11

SXTATOOK

12
NOWATA

13
CWASSC

14
JAY

13
JEMKS

16
sfupy

k4
CCPrERCE
10
P PRUSKA
19
CHELSA

20
AFTON

RUN 1

11 12
SKIAFOOK NOWATA

32.
11.
12982, -

56,

13
OWASSO

10.
.

3.
.

14533,

JAY

14

5.
1.

48.
3.

9.
2.

20¢,

15
JENKS

21.
33,

$0.
3.

17.
s1.

2.
1.

19140,

16 1?7 18

8IXx8Y ‘COMMERCE P*HUSKA
28. 72. 32.
14, 1. .
54, 43, 45.
2. 4. 3.
22. 70. 4l.
26. 1. 4.
70, 34, 9C.
1o T. 0.
R 86, 48,
T8 Qe 2.
6. 36.
Qe | 1

4010,
6.
Ve
3438,

6.

19
CHELSA

3.
‘.

16,
79.

28.
19.

37.
50

3.
3.

Te
2.

2
3.

$3.
e

. T3

20
AFYCN

60.
1.

346,
Se

20.
23.

2.
p 3

72.
l.

1%
L.

2.
Te

421.

453



TABLE XII (Continued)

. PAGE 2, 3 RUN 1
o 21 22 23 2% . 25
[ 3 HOMEINY FAIRFAX CLV'LAND PARNEE BARS® DAL
st
1 26, 47, 28. 5. 19,
SKTATOCK ‘ 15, 2. 8. 2. 24
12 a8 . B4 56. 9. 3.
NOWATA 2. ' 1. 1. s.
13 32, 56. s, 52, 28,
OWASSO P 1. & 1. 7.
16 sa. 109, 93, 110. 6.
JAY 0. 0. 0. o. 0.
15 3. 57, 32, 48, 7.
JENKS 5. 1. 5. 1. 3.
16 2. 664 «0. 57, 45,
fexay 3. 1. 3. 1. 2.
17 Sl 186, 99. 112, 5.
COMMERCE O 0. [ B 0, O«
18 17. 20. 264 9. 16.
PHLSKA 25. 1s. 1. 5e 35,
19 53, 2. 59. T6. 0.
CHELSA T 0. 1. 0, 2.
20 80. 98, 87. 102, . 66e -
AFTCH 0. 0. 0. 0. 0.

€11
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Program FORMAT SPIDERWEB LOADS

(FMTSPLD) Output

Table XIIT shows the standard BPR format output for the trip volume
loaded 25 node spidefweb network. The output is interpreted as follows:
the link cennecting nodes 1 and 4 is 8 miles long and has a volume of
76,333 tripé/day;‘the link connecting nodes 1 and 7 is 15 miles long and
has a voluﬁe of 9,202 trips/day, etc. The design speed for each link is

60 mph.



TABLE XIII

OUTPUT LISTING OF PROGRAM (FMTSPLD)

CE_A _DESCRIPTION ] __LEG.ZER0 .}  _LEG CNE_

. ih}
SHQALSYATEL COUNTY. |

1 0
TOTAL LOAG
2 o
TOTAL LOAD
3 0
TOTAL LOAD
4
TataL toao
s o
TGTAL LOAD
s o
ToTaL LOAD
B :
TCTAL LUBD

e o
TOTAL LCAC

L]
TOTAL LOAD

ic ¢
TOTAL LORD

11 0
TATAL LOAD

12 0
TCTAL 104D

12 ¢
TOTAL LOAQ

e o
TOTAL 104D

15 ¢
TOTAL LOAD
1¢ 0
YCTaL toap

1

_LEG_IND___1

IN02SASTA 0XSTAMOOCISTI DISYINGOCISII DISTL
L0Ar IDENIIEACAYICN ISPEED] YORUSE]SPEEDL _VOLUMELSPEED] VOLUME]L

4
40.0
]
60.0
8
60.0
1
60.0
8
60.0
60,0

1
60.0

3

60.0 "

1
60.0
°
60.0
1
60.0

2
690.0

1
60.0

S
6040

1
60.0

15
60.0

] a
7643212
S
28,746
0 24
348

o
75,333
o 23
106
o 5
28,746
[ 15
9,202
o 24
348
<] 23
3,482
0 il
S46
[} 12
164622
0 21
484
] i1
18,320
-] A
100
] L]
21 482¢
o 9
3,998

T 0
60.0

11 o
60.0

1r 0
60.0

15 o
60.0

9 0
60.0

o~ > » o~

(-] o o Q

o« - » .
oW Ow oO&

>
<o
.

o
Qo
.

60.

hong
=3
.
o, (=X ] Q- om oNn (- X

-4
-]
-

15
9,202

26
4,126
4
Se438

12
338

17
10348

20
146

23
106

17
1,348
1:266

25
40126

21
184

15
238

27
34

12
338

9
60.0

12
60.0

20
60.9

23
60.0

14
60.0

13
50.0

60.0

40.0

12
60.0

10
6049
60.0
60,0
19
60.0

860.0

)

¢

4

22
3,482

21
484

13
208

20
180

30
100

1s
238

31
506

20
146

27
346
1,266

26
$0.

13
192

37

13
620

~LEG JURSE__I___L

11
60.0

18
60,0

15
60.0

12
60.0
.}
60.0
13
50.0
21
60.0
10
60.0

19
60.0

20
60.0

16
60.0

)

1]

12
164622

25
162

13
620

21
184

n
506
Te 396

23
796

27
346

[
72396
20

50

3,998

13
60.0

25
60.0

14
60.0

10
60.0

25
60.0

19
60.0

EG.EQUS
00Z1STA_NISTANQODELISIL _DISTL
SBEEDI_VCOLU¥EISREED] _YOLUSEL

)

)

LEG _FIVE__1 LEG.S1X L__LEG_SEVEN

11
18,320

16
314

27
34

11
546

19
820

1%
132

NOQELSTL_QJSTIN2IELSI)_QISTINC2E18T) 2141
S2EEDL_YOLUMEISREEQL _XQLUMEZISRESDL YOLUXE

15 0 9

60.0 214626

19 0 15 20 0 1s
60.0 102 ¢0.0 196

12 © 26 13 0 13 19 o 17
60.0 50 60.C 192 60.0 LX)

9tT



TABLE XIII (Continued)

JNCCE_A_OESCSISTION 1 LEG ZEI0__L_. LEG OVE___ 0___i_ - LEGECUB_ L _ LEG_EIVE 1 __LE6 SISl A26 SEYEY
LIS TRTE1 £ auut v, ~IN00E STl DISTIARRC 197 1. RLSTIBOCEISTL CISTIR Ll dSTLa0e ST LRt TNOE LsT]_eLSTIscR: LIL (T I 21l ol
C038OENCIEE T 1M, [SPCFD] 500U ¥ S0 £ 0L NDLUMELS 2551 MaUUSELSoFFal - LaLUNE LS REE 11 NDLUME LS ECOT, FBLUNEL SEEED ] oL
17 ¢ 3 0 s
TOTAL LOAD 60.0 $9438
18 © 2 0 235 21 0 17 22 0 19 2% 0 14
TOTAL LOAD 60.0 162 60,0 42 50.0 36 60.0 340
19 0 8 0 15 ® 0 17 12 0 x4 14 0 37
TOTAL LOAD 60.0 102 &40.0 475 60.0 132 60.0 L)
0 © 3 0 13 80 16 14 0 20
TOTaL LCAD 60.0 208 60.0 196 60.0 50
N0 . 11 o 23 18 0 17 22 o0 24 23 o 9 25 O 17
TOTAL LOAD 60.0 796 60.0 42 60.0 106 60.0 210 60.0 9
2 © 18 0 19 21 o 24 26 O 17
TOTAL LOAD 60.0 36 60.0 166 60.0 16
22 ¢ - 4 0 20 21 0 9 24 O 17
T07AL LCAD - 60.0 . 780 80.0 210 60.2 168
28 0 2 0 134 2y o 17
T0TAL LOAD 80.0 156 60.0 166
2% © 2 0 16 11 o0 19 18 © 14 21 O 17
TO0TAL LOAD 60.0 374 60.0 820 60.0 340 60,0 94
SUSTATAL FOR LOAéZ. NUYBER OF LINKS = a8 TOTAL DISTAMCE = 825 MILES. AVE LINK LENGIH = 17 Ml. TOTAL YOLUME = 207,251
TGTAL LJAD AVE VOL PER LINK = 49317 VERICLE MILES = 19864869 VEHICLE HOURS = 33,114 AVERAGE SPEED = 60.0 “ONM

FuTSPLO (OT/31/769) COMPLETE

LTT



APPENDIX C

SAMPLE ROAD USER COST DATA



ROAD USER COSTS FOR PASSENGER CARS IN RURAL AREAS

TABLE XIV

119 -,

TANGENT 2-LANE HIGHWAYS

Pavement in Good Condition

User Costs, Cents Per Vehicle Mile for:

Free Operation
E

£ g £ L o %
£%a B2 = _ ‘é"a 4 Suy v E'g:‘ 33
B L I L I L
1) (2) @3 (@) @G 6 O @ @ Qo) (1)
32 0-3 185 021 015 120 150 491 4,84 0 275
3-5 192 024 015 120 150 501 4.84 0 9.85
5-7 201 031 015 120 150 517 4.84 0 10.02
7.9 223 042 015 120 150 550 4.84 0 10.32
36 0-3 191 026 015 120 150 5.02 4.31 0 9.33
35 200 030 015 120 150 515 4.31 0 9.46
5.7 210 039 0.5 120 150 534 431 0 9.65
7.9 234 052 015 120 150 5.71 4.31 0 10.02
40 0-3 200 032 018 120 150 b5.20 3.88 0 9.08
3-5 210 037 0.18 120 150 535 3.88 0 9.22
b7 222 (.48 0.18 120 150 b.b8 3.88 0 9.46
7.9 253 064 018 120 150 6.05 3.88 0 9.93
4 -0-3 211 040 021 120 160 542 3.52 0 8.94
3.5 223 046 021 120 150 5.60 3.52 0 9.12
5-7 239 060 0.21 120 150 b5.90 3.52 0 9.42
7.9 275 080 021 120 150 646 3.52 0 9.98
48 0-3 227 050 024 120 150 57T 3.23 0 8.94
3-6 242 058 024 120 150 594 3.23 0 9.17
5-7 262 0.7 024 1.20 150 6.31 3.23 0 9.54
7.9 311 100 024 120 150 7.05 323 0 10.28
52 0-3 251 063 028 120 150 6.12 2.93 0 9.10
3-6 271 072 028 120 150 641 298 0 9.39
5-7 298 095 028 120 150 691 298 0 9.89
79 365 126 028 120 150 97.89 298 0 10.87
56 0-3 291 075 037 120 150 6.73 2797 0 9.50
3.5 318 086 037 120 150 711 2797 0 9.58
57 360 112 037 120 150 779 2797 0 1056
60 0-3 365 084 052 120 150 7.71 258 0 1029
405 0.97 0.2 120 150 824 258 0 108

3-6



TABLE XIV (Continued)

120

TANGENT DIVIDED HIGHWAYS

Pavement in Good Condition

User Costs, Cents Per Vehicle Mile for:

Free Operation

]
;11 ‘é ok :g § g-u \
£%2 9% < ] - E€3 & $2 2 FEZ ¥3
e S T RO LA A L
(1) 2y (3) 4) (5) e (N (8) (9) (10) (11)
10 9-3 200 028 018 120 150 516 3.88 0 9.04
3-5 210 033 018 120 150 531 3.88 0 9.16
5-7 222 042 0.18 120 150 552 3.88 ¢ 9.40
79 253 057 018 120 150 598 3.88 0 2.8¢
44 0-3 209 034 021 120 150 5.34 352 0 3.86
35 222 039 021 12¢ 150 552 352 ¢ 9.04
57 235 051 021 120 150 577 3.52 0 9.29
7-9 271 068 021 120 150 6.30 3.52 0 0.82
48 0-3 221 041 0.24 120 150 556 3.23 0 8.79
3.5 235 047 024 120 150 576 3.23 0 8.99
5-7 253 061 024 120 150 6.08 3.23 ] 9.31
7-9 295 081 024 120 150 670 3.23 0 9.63
52 0-3 234 047 029 120 150 580 258 & 3.78
35 250 054 029 120 150 503 2068 0 5.61
5-7 272 071 029 120 150 842 298 0 9.40
7-9 321 095 029 120 150 7.5 298 0 10.13
56 0-3 251 054 037 120 150 6.12 2.77 ] 3.89
3.5 271 062 037 120 150 640 277 0 9.17
5.7 299 0.8 037 120 150 6.86 277 0 9.63
. 79 358 107 037 120 1560 772 277 0 10.49
%0 0-3 273 056 052 120 150 651 258 0 9.09
3-5 297 064 052 120 150 683 2.58 G 9.41
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