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Cl:IAPTER, I 

J;NTRQPUCTION 

mathemat;l,ai~ .A. .. A. ~a:rkov ( 1856l"'t92~).. Si,nce tqep the theory has been 

extensively,develqp0d, and has found appli~ations in m~y fi,elds su,ch as 

Operations Res~arch, E~onomie studies, Nuclear Pqysics, Educational 

Psy~ology, and Genetics. 

The problem of ana;Lyz~ng first order ~arkov clla~ns bas received a 

~onsid~rable flQlount of attention in the literature, Research works have 

been contriouted by Kemeny ~;nd Snell (26) 1 Feller (13) 1 Howard (22), 

Cbun~ (9), and ma,riy others~ ~·snort description of first order, 

x ' •.• ~ .. n 

The value of X represents 
n 

The sequence {x } is called a first 
n 

order discrete parflQleter Markov Qhain if the following conditions are 

1) The numoer of states in the system is finite. 

2) Ea~h ran~om variable X is discrete. 
n 

J) l"or any in'tE;;ger ~ > a and any set of m points ;n1 <n2 <, ~. <nm 

.. 



the condjtional djstribution of X , for given values of 
n 

m 
X , ••• , X , depends only on X , the most recent 

n1 nm-1 nm-1 
known value; in particular, for any real numbers x0 , x 1 , 

2 

p[~ =;:x \x0=x , ••• , x 1:i:x 1J:::c P[x ,,,x Ix 1=x 1] . m m o -1n- m... . .. m m m- m ... 
( 1.1) 

this is known as the Markov property. 

This means that knowledge of X01 x1 , ••• , Xm_ 1 gives no more infor-

mation for predicting the value of X than does knowledge of X alone. 
m m-1 

In other words, the system has no "memory" that would allow it to use 

information about its behavior, before a known state was reached, to 

m(ldi;fy ti').e probabilities for the next stage,. In essence this requires 

that it be possible to deduce the future deve!opment of the process from 

knowl~dge of its ppesent state. Information a9qut the history of the 

process has no predictive va!ue,. 

Thi~ is a severe and sometimes unrealistic restriction, as stated 

by Bartholomew (3)~ Howard (22) states that there are few physical 

systems that one could expect to be so memoryless in a strict sense,. 

Cox (11) adds that this is a very strong restriction on the process. 

~ueh~ (JO), in application to Consumer Brand switching, analyzed a 

sequenc~ of ~ive purchases to determine the influence of t4e consumer's 

previous purchases on his next purchase. He concluded that the most 

recent purchase of the consumer is not the only one influencing his 

brand choice, but rather previou15 purchases had an effect. He accord ... 

ingly questions the vaiidity of the applicability of first order Markov 

chains to such a case. 
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Systems, in which information about their histpry enables one to 

d~duce their future development, are better described or modeled as 

higher order Markov chains. 

Higher Ord~r Markov Chains 

Higher order Markov ~hains are those Markov chains whose future 

outcomes depend upon one or more immediately preceding states. For 

exainple, in the case of the first order Markov chain the next outcome 

depends only upon the present state, in the second order Markov chain 

the future outcome depends upon the present state and the state immed-

iately preceding the present state. In the kth order chains the future 

outcome will depend upon the present state and the (k-1) states immed-

iately preceding the present state~ Considering a sequence of trials, 

the outcome of each trial depenqs onlY on the outcomes of the k directly 

prec~ding trials~ The sequence of random variables lX } mentioned 
n 

Previously forms a Markov chain of order k if, given a fixed k, for all 

n and :for all possible values of the val;'ial;:>les, it is true that 

P[x "';x \x0 ,,,,x0 , ••• ,x 1 ,,,x 1J;z:P[x :::ix \x k""x. k~ ••• ,x 1 :::ix 1]. _ m m m- m- m m m.... m... m"1" m ... 

( 1. 2) 

Little research has been done in the area of higher order Markov 

chains~ Cox (11) and Howard (22) have considered the problem of ana~ 

lyzing higher order Markov chains. They proposed a method by which one 

would red\lce the process to a Markov chain PY appropriately redefining 

the state spaqe, with this redefinition, considerable increase in compu .... 

ti;i,tions W{luld ari$e. Ganesan (16) considered analyzing higher order 

Markov chains using n-.dimensional matrices. Anderson and Goodman ( 1) 



considered the problem of estimating the transition probabilities of 

higbe;r o;rder Ma;rkov chains 1 which was also considered by 'l'el ser ( 4:0). 

Statement of the Problem 

The purpose of this r~search, is to develop appropriate methods of 

ana!ysis for higher order Markov and Semi-Markov chains, thus allowing 

them ta be applied to various .problems in different areas. 

Higher order Mcirkov chains will be analyzed using n-dimensional 

matrices. Chapter ll introduces the mathematics of n-dimensional 

matrices. The different operations of addition, multiplication and the 

inv~rse of n-dimensional matrices are defined. An algorithm for finding 

tqe inverse of n-dimensional matrices is developed. 

Chapter III is devoted to deriving the Chapman Kolmogorov equation. 

An algor,i~hm to compute the steady state probabilities is developed. 

Chapter IV investigates the absorption characteristics of higher 

order Markov chain.sf The following quantities which are of major 

interest in the study of absorbing Markov chains are developed: 

1) The expected number of steps before the process is absorbed. 

2) The expected nwnber of times the process is in a given 

non-absorQ~ng state. 

J) The probability of absorption by any given absorbing state. 

Chapter V aeals with the maximum likelihood method of estimation 

of the transition probability matrix. Also, the problem of testing the 

hypotnesis that the chain is of a given order is discussed. 

Chapter VI introduces higher order Semi-Markov chains and their 

a,nalysis~ Both the discrete-time Semi-Markov processes and the 



continuous~time Semi~Markov processes are considered. Emphasis is 

placed on finding tpe holding and waiting time statistics. 

5 



CHAPTER U 

USING n~DlNENSIONA~ MATRICE~ 

The prim~ry purpose of this chapter is to introduce the concept of 

n~dimension~l matric.e~, how they are used tp analyze higher order Marlwv 

<:mains an~ their computational advanta~es. 

~athematics of n-Dimensional Matrices 

The theory of application of n~dimensional matrices has received 

little attention in the literature. Sikorski (39), Kron (29), and 

Ganesan (16) have eonsidered some of the properties of n~dimensiopal 

matrices, This section is concerned with tne theory pf n-dimensional 

A,,. [a. . J , where i 1 ,i2 p,.,in;;;; 1,2, •• ,,m 
. · 1 1."' 1 n · 

(m,m, • •• ,m) 

(2.1) 

- n times 

t~e~ the pu~bers a ar~ said to be the coo~dinAtes (or 
.·i1,i2,.,,.,in 

elements) of the ~atrix A; more precisely, the element a. . is 
i1,••• 11n 

said to 'Qe the ( i 1 , 11 •• , in) .... tn. ¢pord;i.nate o;f the matrix A. 

For example a three-dimensional matri~ A will be denoted by 

A "" [1i1i2i3] 
(m,m,m) 

and this is represented in Figure 1. 



0 1 2 ... i ... 

figure 1. A Representation of a Three
Dimensional Matrix Subscripted 
by (i1,i2,i3) 

It is not possible to disp!ay a matrix in the full n-dimensional 

spaee. A two-dimensional a+~ay identified by subscripts will be used 

instead. So tP.e matrix of the previous l'JXample for the case m::;: 2, will 

be shown as follows 

a111 a112 

A 
a121 a122 

= 
(2 x 2 x 2) I 

a~11 a212 

a221 a222 

We shall now define some algebraic operations on n-dimensional 

matrices. 

7 
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Addition pf Matrices 

If 

A"' [a. . ] . ;trt.,~··,1 
n (m,,.. ,m) 

and 

we define the sum A + B to be the matrix 

That is, th~ sum of two matrices of the same order is found by adding 

the ~orresponding elements thereof, 

The addition of matrices is both commutative and associat;i.ve 1 that 

is~ if A, B, and C are ~onfo;nnable for addition, 

A+ B ""la. . +b. . l.J.=[b. . +a. . ]==B+A L-1 1 , •• ,,1 1 1 , ••• ,1 1 1 ,.,.,1 . 1 1 ,,.,,1 
n · n n · n 

an4 

S\\btraction of Matl;"';i.ces 

ln a similar manner we define the difference A-B of the matrices 

defined in (2,2) 

A-B 
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~ultfplication by a Scalar 

~iv.en a scalar c, and matri~ A, as defined previously, then 

Th~ Multiplication of Matrices 

If 

A ., [a. . J , 
· · 1 1'·••' 1n · (m, ••• ,m) 

B "'rQi . J ' 
L.: 1' • " • '1.n 

(m, •• .,,m) 

and 

(2.3) 

w~ define the product C = Aa 1 where 

c. .. . . 
l, 11.., ' ~ •• ' 1 11 .., n .... n 

II 

= l ai1i2'""''in""1k bi2i3, ••• ,in...,1kin 
k:::!1 

~ne Pro~e~ties ~t Matrie Mu!~ipltcation 
· IA 4- ~0 fi ·i · I · ;· \ \, W - I · ··" 

For the matrices defined in (2.3), we summarize the three funda~ 

m~ntal propert~es of ~atri~ ~ultiplication: 

(b) The associative law does not hold: (AB)C ~ A(BC),. 

(o) Matrix multiplicatiop is distri~utive with respect to addition., 

Tnis means A(B~c) = ,AB + AC~ Also if we d~fine tne matrices 

D, ~, and F in a similar mal'lner, th~n (D+E)F = DF + ~~ • 

. rn~ ~eyllowin~ equ~tion fol!ows f~om the definition of multiplica~ 



for k = 2, J, ••• 

Th~ Identi ti, ~atrix 

We define the ~dentity matr~x I su9h that for any matrix P 

PI = P (2.6) 

b~t we note that IP I P. An ex!'llllPle of a three~dimen~ional identity 

matrix with m = 2 is given by 

1 0 

0 1 

I = 
1 0 

0 1 

Given the two n~dimensional matrices A and B where 

and 

we µefine the matrix B to be the inverse pf A if 

BA = I • 

Pue to the p~operties of ma~rix multiplication mentioned earlier AB JI. 

Before the algorithm for inverting the n~dimensional matrix is pre~ 

sented, the partitioning ~ill be discussed. 

Partition the n~dimensional matrix A into m(n~~) two~dimensional 

~atrices as follows: 
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* A1 

* A2 

A :;:r 
~ whe:re s 

(n-2) d = m an (n > 2) 
• • 
* A 
s 

* A. is an m by m two-dimensioPal matrix, (j 
J 

1,2, ••• ,s). For 

examplliJ, if A is a three ... dimepi:;iona:t. matriJI:, a.pd m = 3, n = 3, then we 

can Partition tnis matrix to 32- 1 = ,3 two-dimensional matrices as follows: 

a111 a112 a11J 

a121 a122 a123 

a'.\.31 Cl.132 a133 

a211 a212 a21J 

A :::: i'l221 a,222 a22J 

a2J1 a2J2 a233 

aJ11 a,3'.l,2 a,313 

a321 a32,2 ~32,3 

a331 a.332 a333 

a11t a112 a113 a211 a212 a213 

* * 
A1 ~ ~121 a122 a123 A :.:: a221 a222 a223 2 

a'.l,J1 a1,32 atJJ a2J1 a232 a2JJ 

aJ11 a312 aJ1J 

* AJ "' aJ21 a322 a323 

a3J1 a332 aJ,33 



Algorithrp: 

and 

1 P "'it· t t · /J. • t (n...,3 ) t a· · 1 ... ar,.. ··ion he ma p.,x f" 1n o m wo- ;i,.mensiona 

* * * (n-2) 
matrices of equal s~ze, A1 ,A2 , ••• , As' wheres= m 

* 2 - Invert A. (for j = 1,2,.~.,s). 
J 

(n-J) J ... Generate a s.equenc~ of numbers 123 ••• m12 ••• 11112., .m,m 

(n-3) 5-3 times; for example, i;f n = 5, m = 3 1 then we have m =3 =9 

and we get tne following sequence 

123 123 123 12J 123 123 123 123 123 

1 2 3 9 

4 - The matrix B = A- 1 is given by 

B 

* where B is an 

* 
1.'he elements of B 

* The 1st row of B 

* The 2nd row of B 

• 

* 'l"he mtb row of B 

fh,e (m+1)th row of 

l'he (m+2)th row of 

so on aci:;o:rding to 

For exc;lmple if m = 

* B 

* :a 
• 

* B 

* , we have mB submatrices 

m (n-2) by m two,.,dimensional. matrix. 

are obtained as follows: 

will P!f tQ.e 1st row of 
*-1 

A:t 

w:Lll be the 2nd row of *-1 
A2 

will be the mt):l "'-1 row of A 
m 

* * 1 B wiil be the 1st row of A..., 
m+1 

* A*-1 B will be the 2nd row of 
m+2 

the generated sequence. 

n-3 34,.,.3 3 the generated 3, n = 4 we have m "' = 

sequ~n~~ is 123123123 

• * 'i<.,..1 
•• Th,~ 1st row of B will be the 1st row of At 

* A*-1 Th-e 2no row c;>f B will be the 2nd ?!'OW of 2 

12 
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* A. .,,,."'!'1 ?:'!;'le 'rd row of :e will bl!) the ,3rd row ot 
3 

/,i,th "' •,..1 
The row of :B will be the 1i;t row of Al,i, 

* • ... 1 Tpe !)tl;l row of :a w:i,J, l, be the 2nd row of A5 

'i'he 6tb row of B * will 'be the ,3rd row Qf A'fl'-1 
6 

"' * ... 1 
l'h.e 7i;l1 row of B will, be the 1st :row of A7 

* *-1 The 8th :row of ~ w:i,U be the 2nd row of A8 

* *-1 Th,e 9th row of B will be the J:t"d, row of ;..9 

We note that tne n-dimensional matri:x; A ;has an inverse if and only 

* if A..(for 
J 

j.,, 1, 
f! •• ' 

s) are non singular. 

Fiqd the inverse pf the following three-dimensional matrix A. 

4 1 2 

? J 1 

3 1 2 

5 3 2 

A = 2 4 1 

2 1 2 

J 1 1 

1 2 1 

1 1 2 

1 P t ·t· th t · A · t (n-2 ) t d' · 1 t · - a:r i ion •• e ma rix in o m wo- imension~ ma rices. 



* (foJ' j = 1,2,3) 2 - Invert Aj 

1 0 -1 7 4: .i. l 1 1 
i7 '17 --17 7 7 7 

A*-1 ;1 2 *-1 2 6 1 *-1 1 5 2 
~: - - 0 A ;:: '"17 --- A.'.3 = - ~ ..,,,_ • 1 .. 5 5 2 17 17 7 7 7 

7 1 
2 

6 1 14 1 2 5 
55 17 - - --- 7 17 17 7 7 

3 - Generate a sequence of numbers 

1 2 •• m 1 2 ., m 
(n-3) 

m times 

!ll(n-3) = 33-J ~ 1 time 

the seq~enee is 1 2 3. 

4 ¥ The matri~ B=~-t is given by 

* * w~ have m B i.e., 3B 

* where B · (n..-2 ) t d. · 1 t · 1$ cin m by m wo- 1mens1ona ma ri~; i.e., 3 by 3. 

* *-1 [1 -1]. Tne 1st row of ;B will be the ist row of A.1 · 0 

* *-1 
t1

2
7 

6 1] 'l'J;le 2nd row of B will be tl).e 2nd row of A.2 17 17. 
* *....,1 [ 1 2 ~]. The 3rd row of B will be the 3rd row of A3 --7 7 

• 1 0 1 . . ... 

* 2 6 1 
B = -- 17 -17 

(J )( 3) 17 
1 2 1 .. ...,.. --7 7 7 
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t l 0 1 •• -
2 6 1 -- - -17 1, 7 17 

1 2 .2. -7 ~7 7 

l 0 ... 1 

A.,..1;;:;; ~ 2 6 1 
-~ - -17 • 17 17 

1 2 .2. .., 7 .... -
7 7 

1 0 - 1 

2 6 1 
'":"" ........ ...,.,.... --

17 17 17 

1 2 .2. - - - -7 7 1 

Ch~~:K 

A"" 1A == I 

1 0 - 1 4: 1 2 1 0 0 

2 6 1 
3 1 1 -17 ,,._,.., -17 2 0 0 

17 

1 1 5 1 -- .,.. - '7 3 2 0 0 1 
7 7 

1 0 ... 1 5 3 2 1 0 0 

2 6 1 x 4: 1 0 1 0 
"17 

........ ..T-f 2 == 
17 

1 2 .2. 2 1 2 0 0 1 
"'7 ... 7 7 

1 0 .,. 1 3 1 1 1 0 0 

2 6 1 1 1 1 
"'17 - "'17 2 0 0 

17 

1 2 5 .. ...,. - ..... 
7 

1 2 0 0 1 
7 7 
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Application of nwDimensional Matiices 

to Higher Order Markov Chains 

w~ SAall denote p. . . . to be the conditional probability 
1 i12--,.. ],k1k+ 1 

Qf tb~ pro~ess being in state ik~t at ~be nth step ~iven th~t it was in 

:;: 1.,2,, •• ,m) and. (k:;; :t,~,.".) being ~he orde:r of the chain. 

Let (Xt; t F o, 1, ••• ) be a second order f.iaX'kov chain w;i th the state 

space S ~aving onlr two dis~rete points (1,2)~ then its three~dimensional 

transitio~ probabil:i,ty matr~x P in two dimensions wi11 be given below: 

t .. 0 t = ?'.!. t = 2 

1 1 

1 p111 p112 

1 
2 p121 p122 

p211 p212 1 
2 

2 p221 p222 

:Eai:;h row in P is a p:rol;>abili ty vector d~se:ribing the p:roeess 

e!l$aU.stively fQr the given p~esent state and the state immediately 

R~~oeding the preaent s~ate, fhe el~ents of this transition matri~ 

F ~ c~i i i J must s~tisfy the following~ 
' 1 ~ 3 <212,2) 

0 $ p .. :s; 1 
i1;i.2J.3 

(2.9) 

'rhb ma't;:rix P ;is shown :i.n F;igu:re 2 in th,r~e dimensicms. J,:n Figure 2, 

't:he,rie ar~ :2 x 2 mat,;-ic:es, on~ fo~ everr ppssible state at t"' o~ l;f ~he 



t = 0 

/ 

// 

/ 

I / 
I / 

Y--

1 

I I / 
J __ J/~ 

I / 
1./ 
~/ 

t = l 

2 

Fig~re 2. The Transition Probability Matrix P of a 
Second Order Markov Cbai~ with the 
State Space S = (1,2) 

17 

t =2 
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pl'o~ess dcies not depend µpon the oµtcome at time t = o, then these 2 X 2 

matr;ce~ r~duce to a single 2 X 2 matri~ indep~ndent of the outcome at 

t ;;:; o and it :i,.s a :Hrst order Markov chain. 

for the general kth order Markov chains with m $tates, the transi-

tion probability matrix is given bY 

p ,,, r;p. . ] , u l.1 •• , l,k+ 1 
(m, ••• ,m) 

(2.10) 

where 

Ill 

l 
i 1"'1 k+ 

for ( i l , ••• , ik := 1 , 2 , •• ~ , m ) • 

k+1 
This matrix wiU have m · el,ements. As in the case of first order 

Markov chains, the elements of this matrix lire also called "one step 

transition probabilii;:ies11 si:p.ce they describe the conditional probabil-. 

ity of being in a particular state in the nth step, given the states at 

t;;:: O,;t, •• ~,n ... 1. 

Computational Advantages 

»oward (22) and Cox (11) both proposed a method for analyzing 

higher order Markov chains. In this section we shall present their 

method of analysis and c:;ompare it to the proposed method using 

n-dimensional matrices and discuss tne cQltlputational advantages the 

propos~d method offers. 

Cox (11) states that processes may be encountered in which the 

dep~~dence go~s back more than one time unit and in such cases the 

proce~s ean be reduced to a Markov chain by appropriately redefining 
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the state $pace or changing the state structµre. An example may best 

illustrate the pro~edure, 

Con~ider a ~equen~e of dependent ~ernou1li t~ials in which the 

p:rababi;l.ity of su~c;ess 1 denoted by 1, or faihire, denoted by o, at any 

~iven trial depends on the outcome of the two pre9eding trials. Tnus 

we have a two stat~ se~ond order Mar~ov chain, We redefine the state 

space aecoJ"d~ng to tne outcome of two suacessive trials: 

00 state 0 

01 state 1 

10 state 2 

11 ::;tai;;e 3 • 

~hus if trials (n~1) i!Uld n give rise, for e~i':lJllple to 1 and o, then 

we say tbat tne process is in state 2 at time n. It is easy to see that 

the process is now a Markov chain with four states. 

For tne gen~ral second order Markov chai~s with m states, we can 

d~fine a new pro~ess (first order) with m2 states, each state in the 

new pro~ess would correspond to a pair of successive states in the old 

p:n~~eliJe• With th:j,s reO.e:f:i.n:Ltion ~ conside:ral;>le increase in computation-. 

at ~mplexity would arise. The transition pr0bability matri~ would have 
4, 

m elements. 

~or the general kth order Markov chains with m states, the new 

k defined process (1st order) will have m states, and the transition 

proba~il:i.ty matrix will have m2k el~ents~ 

As mentioned earlier, when usipg n"dimensional matrices for 

an~ly~~n9 kth order ~a.rkov chains with m states, the transition 

"'. · "4. • • ~+ 1 T i . p:t;"o'b21,.,,;i.l,:1, .,y mf1.trl,.~ wlll have m element~ only. h s results in, a 
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reduction in the number Qf elements of the transition probability 

ma.tvix, and is given by 

2k k+1 k+1( k-1 1) 
m - m = m m - • (2.11) 

Figure J presents t~e plot of such a reduction for second order 

Marl<ov chains. 

As a result of the reduction in the number of elements of the 

transition probability matrix, considerable amount of computations will 

b.e :recluced, 

For the problem of matrix multiplication, we know that for multi-

plying two square matrices each of size n by n, then the process of 

multiplying these two matrices requires 

n3 multipli~ations, n3 additions • (2.3,2) 

Not counting additions, the reduction in the number of multiplications 

is given by 

Jk J 
m - m 

k-1 
• m ( 2 .. 13) 

For the problem of matrix inversion, we know that for a square 

matrix of size n, the inversion of this matrix by the Gauss process 

requires, as indicated by Fox (1~): 

n reciprocals, n3 ... 1 mul ti:plications, n3 - 2n2 + n additions. ( 2 .. 1~) 

Considering only the number of multiplications, the reduction in campu-

tation is approximately given by (2.13). Figure~ presents a plot of 

tnis computational reduction for second order Markov chains. 
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THE STEADX STATE CONDITIONS FOR HIGHER 

ORDER ERGODIC MARI<OV CHAINS 

This chapter will be divided into two sections. First the Chapman-

Kolmogorov equations for higher order Markov chains will be derived. 

Then~ a development of tne steady state Algorithm for such chains will 

be p~esentea. 

Chap~an~Kolmogqrov Equations 

We will adopt the fo!lowing notation: 

p - Transition probability matrix, or matrix of one 

step probabilities. 

p. . ~An element of the matrix of one-step transition prob~ 
l, 1 ••• 1 k+ 1 

abilities~ It is the conditional probabi!ity of the 

process being in state ik+l at the nth step given that 

it was in the states i 1 ,i 2 ,~ •• ,ik at t=o,1,2, ••• ,n-1, 

where (i 1,i 2 , ••• ,ik+l=1,2, ••• ,m) and (k=1,2, ••• ) bein~ 

the order of the chain, and m the number of states. 

p~ . ~Probability of the process being in the state ik+l at 
;i,1'. ,:;1.k+ 1 

th~ (n-1+s)th step given that it was in the states 

are a!so l;qi.own as the s-step transition probabilities. 
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The derivation of the Chapman-Kolmogorov equation will be given for 

the second order chains. For higher order chains, the proof follow in 

a similar manner. 

The Chapman~Kolmogorov equation for second order chain is given by 

m 
( s) I p .. 

( s.-.1) 
p ... :;:; p. . 

111213 r::;:;1 
1112r i2r13 

( J.1) 

or in other words 
m 

( 1+s) I ( s) 
p ... :;:; p. i p, . 

l.11213 
r:::1 

11 2.,... 12r13 
(3,2) 

P;rpo~: The proof is by indl1cticm 

1 .. For s :;:; 1 Equation (J.2) becomes 

m 

:;:; rf1 P;i.1i2r Pi2riJ t· 

th~s is true from the law of total probability, 

2 ~ ~ssume Equation (J.2) is true for s = h, where h is any 

positive integer 

• ... 
r=1 

(h) 
Pi i r pi· ri 

1 2 2 3 

3 ~ For s = h + 1, Equation (J.2) becomes 

but this is true from the assumption in step 2 and from the 

law of total probability. 

4 - Since the statement is true for s = 1 (from step 1) it must 

(from step ,'.3) be true for s "" 1 + 1 = 2 and from this for 
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s = 2 + 1 ~ '' etc., and so must be true for all positive 

;integers. 
Ill 

= l ( s) 
Pi i r p. . is true for all values of s, 

1 2 1 2riJ 
r;::1 

o~ in qtner words 

Equation (J~l) is a stat~ment of the fact that in passing from state i 2 

to stat~ i 3 in s step~ given tnat the process was in state i 1 the time 

beto~e, tne first step takes the pro~ess from state i 2 to some inter

mediate state r and the remaining (s~1) steps then takes the process 

:from r to i 3• 

Similarly, it q~ be shown that the Chapman-Kolmogorov equation for 

~he kth order chain is given by 

( s) 

pi1\~··~;i.~ik+1 

From (J.J), it follows that 

'.t'h,is means that 

p(1) ::;: p 

p(2) ::;: p p = p2 

p(J) = P P( 2 ) = P(P p) = PJ 

(J.J) 

(J.4) 



P(~) ~ P P(J) = P(P(P P)) = P~ 

" • • " • • 
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p(s) = p p(s~1 > = P(P(P ••• (P(P P)) ••• )) =PS • (J.6) 

As mentioned in Chapter II, the associative law for multiplication 

do~s not hold for n~d~mensional matrices, then we have to notice the 

ol"der of mtAJ.tiplicatioµ as ;i.ndi~ated by brackets ;in (J.6) and we note 

E1.lso tbat 

P (ei.+b) 1 p(a) o(l;>) h b ·+· . t r ~· · w .e:;re a, are pos1.,.1ve in egers. 

The Steady State Al~orithm 

~et;?lit;pn J .. 1; An ergodic chain is one wnose states form a single 

~rgo~ic ~et; or equivalently a chain in which it is possible to go from 

eve~y state to every other state, not necessarily in one step. 

~he existence of steady state conditions in pigher order ergodic 

Markov chains C!Ul oe qemonstrated by computing P(s) for various valµes 

Pue to the complexity involved in the multiplication of 

n"llldime:nsional (higher order) matri~es• an iO!-lgo;r:i.t:tun is devel,.oped in th;i.s 

11>ection i:;o compute t;he i:;tea,dy state condi ti ops, As in the case of first 

o;rder Markov chains, steady 13tate probabilities for h.igber ordev Ma:rkov 

qh.a~n~ dQ nQt depend uppn the present and pasi; states of the process. 

G~esan ( ;t.6) devel,oped the "Reduction technique" to compute the 

steady state ~nditions. His technique does not provide a general 

pro~edure 1 but rather a special method for each partiqu!ar case. The 

steady state algorlth!n developed heve provides a general method for 

C:Q!llpwtin~ i:rteady state condition~ for all casei;; of l'ligher order chains, 



27 

TABLE.I 

VALUES OF P(s) FOR VARIOUS VALUES OF s 

.......... 

·-~-

0.8000 0.2000 0.6280 0.3719 0.6033 0.3966' 

p( 1) 0.6000 o.ltooo p (6) 0.5770 o.4429 
p<11t 

0.5976 o.~023 
= = 0.6089 0.6006 0.5000 0.5000 0.3910 0.3993 

0.3000 0.7000 0.5578 o.4421 0.59~9 o.4050 

0.7500 0.2400 0.6178 0.3821 0.6022 0.3977 

p(2) o.4200 0.5800 p (7) 0.5884 o.4415 
p( 12t 0.5983 o.4016 

= = 0.6025 0.3974 0.6005 0.3994 0.7000 0.3000 

0.3600 o.6400 0.5731 o.4268 0.5966 o.4033 

0.6920 0.3080 0.6120 0.3879 0.6014 0.3985 

l?(J) 
0.5640 o.4360 p(8) 0.5908 o.4091 

p< 13t 0.5989 o.4010 
= 0.5900 o.4100 = o. 6031 0.3968 0.6003 0.3996 

o.4620 0.5380 0.5819 o.4180 0.5978 o.4021 

o.6664 0.3336 0.6077 0.3922 0.6009 0.3990 

p(4) 
0.5388 o.4612 

p(9) 0.5947 o.4052 
p( 14t 

0.5993 o.4006 
= 0.6280 0.3720 = 0.6014 0.3985 0.6002 0.3997 

0.5004 o.4996 0.5~83 o.4116~ 0.5985 o.4014 

o.6408 0.3591 0.6051 0.3948 0.6006 0.3993 

p(5) = 0.5769 o.4.230 
p( 10) = 

0~5961 o.4038 
p<1st 

0.5995 o.4oo4 

0.6026 0.3974 0.6012 0.3987 0.6001 0.3998 
·, "j 

0.5386 o.4613 0.5922 o.4077 0.5990 o.4009 



rega~~less of the number of stat~s. The steady sta~e algorithm was 

~e~ed against the Reduction tecl'mique and was found to yield the 

s~e re~u;I.ts. 

A de~cription of the Reduction technique and the steady state 

alQorithln is presen~ed here, tnen it will be showp. that they yield the 

same :re~ul ts., 

Reduption Technique 
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The general procedure in this tecP.nique is to reduce the transition 

~atrix R of the higher order Markov chain to an equivalent first order 

matrix. Once a first order matrix is determined, tbe steadY state 

probabilities are readily obtainable. 

'rhe ~Qnce:pt of reducing an n-order matrix can be demonstrated with 

a se~ond order matrix. Let ~ be the transition probability matrix of a 

se~ond order Mar~ov chain, then P would appear as given below: 

Pili p:l.':1.2 

P121 P122 
p ::;: 

ll211 p212 

P221 p222 

P ~c:>1ilf<ains two 2 X 2 111atJ;"i ces, one for the state 1 inun~diatel y preceding 

th~ pr~~ent state and the other for tbe state 2. If the process is an 

e:i;-godic one, tneise two matrices must be thE! same at the steady state 

indep~ndent pf the sta~es immediately preceding the present state. 

Sin~e this steady state still depends upon the present state, ~t is 

call~d an i~termediate steady state~ The interl!lediate steady state 
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probabilities can be detennined by treating the above matrices as first 

order ones" 

s s-1 s~1 

p'.121 "" P121 P211 + P122 P221 

By setting 

then 

X ::;:: P311 + p222 -: 1 

s-2(x2 ) + Y(1 + X) ::;:: P121 · 

::;:: p 5 - 3 (x3 ) + Y(1 + X + x2) 
121 

::;:: P121(Xs"1) + Y(1 + X + X2 + ·•· + Xs-2) 

Hm P~21 ::;:: lim rP121 (X5 - 1 ) + Y( 1 + x + x2 + .... + x5 - 2 ) J 
5..+ID s~J.: 

p~21 ::;:: Y(1 ~ X)~ 1 

1 - P222 

$imiiarly, it can be shown that 

s s 
p121 = p221 "' 

1 - p 
222 

' ' "' ' 

2 ""' P211 - p222 

(3.7) 

(3.8) 

(3.9) 

<J~ 10) 

(J.11) 

(J.12) 

(3. 13) 



JO 

1 - P211 s s 
P1~~ = p222 2 - P2u - p222 

(J.14) 

1 .,.. p122 s 2 
PU1 :;; P211 

:;:::: 
2 ... P111 ... P122 

(3.15) 

1 - p:J.11 2 2 
pt22 :::! 

P212 = 2 - p:l.11 - p122 
(J.16) 

It is clea:ir f:i;-om (3, 13), (J, 14), (3.15), and (J. 16) that at the 

intenn~diate steaC!y stat~ the effect upon the prooess by its i:;tate 

immediately preceding the present state is eliminated and the two 

2 X 2 matrices are equal. They would appear as given below: 

p 1 = 

I! t4e results of (J.13), (J.14), {J.15), and (J,16) are utilized for 

P 1 ~ it would appea~ as given below: 

p 1 = 
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From the above, it is observed tnat P 1 consists of two identically equal 

2 X 2 fir~t order matrices. The steady state probabilities for these 

first order matrices can be computed using the same procedure for the 

dete;nninatiqn of intermediate steady state probabilities. At the steady 

~tate all th~ probability vectors will be the same. This is due to 

the elimination of the effect of the process's present state. The 

steady state probability matrix would appear as given below: 

where 

ps 
1 

s 
1 - P22 

Now consider tne transition probability matrix for the second 

order Markov chain given by 

a 

c d 
p = 

e f 

g h 

(3.17) 

(J.18) 

(J.19) 

To compute thE! steady state conditions supstitu.te in Equations (3.13), 

(3~1~), (3.15), and (J~16) one obtains 



p1 :; 

1 - d 
2 - a ... d 

1 - l;l 
2 - e .,.,. h 

1 - d 

1 .,.. h 

1 
2 ... 

:t. 
2 -

1 
2 ... 

1 

2 -

... a d 
a ... '11 cl ... 
- e 
e - h e ,.. 

i::: 

- a d 
a ..., d d -
- e 
e ... h e -

- 1 -b 
i .,. b d - 1 - b 

.. ~ e - 1 
1 - g e - 1 - g 

.. 1 -.b 
1 :- b <1 - 1 ..,. b 

-~ e - 1 
1 .,. g e - 1 ,.. g 

Supstituting back in (3.17) and (J.18) one obtains the steady state 

condi ti ems: 

32 

s gb + QG 
P1 = 2gb + gc + ;f b 

(J.20) 

s ~b + fb 
P2 :; 

2gb 
I 

fb + gc + 
(3.21) 

Pefore describing this algorithm, define the following terms: 

Pr~ The transition probability matrix for the rth order chain 

where r;:: 1, 2, ••• , k; i.e~, P1 is the transition probability 

matrix for the 1st order chain, P2 is the transition 

probability matrix for the 2nd order chain, and so on. 

H = ls an r order matrix w~th some of its elements equal 1 and 
r 

the rest equal zero~ 
r ... 1 

The matrix H consists of m 
r 

two ... dimensional matrices of equal size as shown below: 
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h1 

h2 

• • • 
h 

in 

1;11 
jth cQlumn 

):12 
00 . '. 1 " .. 0 

00 ... " 1 .. ~ 0 

H = r 
wne:re any h. = 

J " • ' h 
m 

m x Ill 00 1 0 "" ~ ··~ 

. 
ll1 

h2 

~ ,, 
" 
h m 

i.e.,, for r"' J, 2 
. r .... 1 

'* m "' •• m = 

1 0 

1 0 
h1 

0 1 

llJ 
0 1 

:;;: 

1 0 

1 0 

h2 

~ • 

h1 

0 1 

0 1 
h2 

N~Jl:t we de:t"ine the "box" notation CJ :(or mat:r:ix mul tipl:i. cation. 

I:f (J.22) 
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th~n if C ::; A. 0 :a, one can obtain any element in C as :foUows: 

(3.23) 

Algoritnm 
. hA . ; 

1 - Set r "' Jc. 

2 ... Com.i;mte )3 r = p 
r 

.. I. 

3 ,.. Compute 

4 - Compute 

* a ,..H -B OH. 
r 

[ Ja .. 
r 

• ;;J-Iwhiol>ris 

p 
r-1 

p 
r .... 1, 

equal to 

5 ~ Set r ~ r - 1, proceed to step 6, 

6 - lf r :;: 1 go to step 7, otheriwise go to step ~. 

7 ~ Find a solution for tbis system of equations: 

i t; 1 w :;: ,.., 

I 

pi 
I 

w :;:; w - -
wbe:re w is an m X 1 vector that contains ifbe probabilities .... 
whi~h e~ist at the steady ~tate conditions and J;_ is a 

Now consider the same matrix P described in (3.19). Using the 

st~ady state ./\;Lgorithm, it will now be sbown that the same results 

can be 9~tained as with the Reduction technique. 



Steps 

1. 

2. 

3, 

4, 

7. 

r ;:::: 2. 

B2 :;:; p2 .... I 

a, ... 1 

c 

B2 ::;: 

e-1 

g 

* 
B2 ::;: B2 '!'!!"l! B2 

2 .... a 

* 
1-c 

B2 R' 

0 

0 

S1;1lving the 

one obtains 

b 

d.-1 

• 
f 

h-;1. 

0 :H2 

0 

0 

.. 
1 ... f 

2 ... p_ 

d ... 1 
d,...1 ... b 

d-1 
d::..1 ... J? 

... g 
e ... 1 ... g 

system of 

I J2 w - 1 
I 

p1 :; 

w1 ::: 

w2 ::;: 

.-b 
d.,..,1 ... b 

e ... 1 
e-1-g 

-b 
d-1 ... b 

e ... :t 
e,.:t ... g 

eq4a.tions 

::;: 1 

I 
:z: w -

!lb + ~c 
2gb + gc + 

2b + fp 
2gb + gc + 

35 

• 

(J.24) ; 

:f b 

(3.25) I 

fb 

which is the same results obtaif:fed in Equat:ions (J.20) and (J.21). 



EX§J2~e ~-1; Given the following transition probability matrix P for 

a Jrd order Mar~ov chain having three states, we want to ~ind the 

steady state probabil ;i. ty matrix. 

0'!6 o.J 0 .. 1 

0.5 0,.2 0.3 

o.4 0.1 0.5 

0.7 0.1 0.2 

o.6 0,2 0.2 

0.2 o.6 0.2 

0.5 0.3 0.2 

0~3 0.3 o.,4 

0.2 o,J 0.5 

0.5 0.1 o.4 

o,4: O.J o.3 

0.2 0.5 0.3 

0.1 o.8 0.1 

p ;<;: 0.2 o.6 0.2 

0.3 0,2 0 .. 5 

o.4 o.4: 0.2 

o.6 0.2 0"2 

O.J o.3 o.4: 

0.7 0.2 0.1 

0.1 0"7 0.2 

0.2 0.7 O.l 

0.5 o.4 0.1 

o.4 0.5 0.1 

o,6 0.1 O~J 

0~8 0.1 0.2 

0.7 0.1 0.2 

0!'2 0.7 0.1 

36 
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We to;qow th~ steps as they occur in the algorithm: 

Step 1: Set r = k = 3. 

Step 2: Compute ;a3 ::;; p3 - I 

... o.1± 0.3 0.1 

0.5 -o.8 0.3 

o,ti o. t -0.5 

... 0.3 0,.1 0.2 

o.6 ,....o.8 Q.2 

0.2 o.6 ... o,.8 

,...0.5 0.3 0.2 

0.3 ... 0,.7 o.'-± 

0,2 0.3 ... 0.5 

.... 0.5 0.1 o.'-± 

o.4 -0.7 0.3 

0.2 0.5 ... o. 7 

... 0.9 o.8 0.1 

B3::;p3.,,.I:;;; 0,.2 .... o,4 0"2 

0,3 0,2 .. 0.5 

-o.6 o.1± 0.2 

o.6 ... o.8 0.2 

0.3 0,3 ... o.6 

-0.3 0.2 0.1 

0.1 ... 0.3 0.2 

0,.2 0.7 -0.9 

.,.o,5 0,.4: 0.1 

o.4 ... 0.5 o.i 

o.6 0 .. 1 ,....0.7 

-0.2 0.1 0.1 

0.7 ,....0,9 0.2 

0.2 0 .. 7 -0.9 



* 

1 0 0 

1 0 0 

1 0 0 

0 1 0 

0 1 0 

0 1 0 

0 0 1 

0 0 1 

0 0 1 

1 0 0 

0.5 

o.4 
.. 0.3 

o.6 
0.2 

o.J 
0.2 

.,..0.5 

o o o.4 

0 

a3 ;;:: 0 

0 0 0.2 

1 0 -0.9 

1 0 - 0'!2 

1 0 0,3 0 

0 

0 

0 

l 

'l 

o 1 -o.6 
o 1 o.6 
0 1 0,3 

0 0 -0.3 

0 0 0.1 

1 0 0 0.2 

0 ::L 0 .. 0,.5 

o 1 o o.4 
o t o o.6 

0 0 1 ... 0.2 

0 0 1 0.7 

Q 0 1 0.2 

0,3 

.. o.8 

0.1 

0.1 

-Q,.8 

o.6 
0.3 

0.3 

0.1 

.. 0,7 

0"2 

o.4 
.... o.8 

0.3 

o.4 
.... 0.5 

0.1 

0.1 

0.1 

Or.3 

... of5 

0.2 

0.2 

... o.8 

0.2 

o.4 
... 0.5 

o.4 

1 

1 

1 

0 

0 

0 

0 

0 

0 

1 

0,3 1 

... o. 7 1 

0.1 0 

0.2 0 0 

-0,5 0 
0.2 0 

0"2 0 

-o.6 o 
0.1 1 

0.2 1 

..,,0.9 

0.1 

0.1 

... o. 7 

0.1 

0.2 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

1 

1 

0 

0 

0 

0 

0 

0 

1 

1 

1 

0 

0 

0 

0 

0 

0 1.4 
0 0.5 
o o.6 
0 0 

0 0 

0 0 

1 0 

1 0 

1 0 

o o.8 
I 

0 t,5 

o o.6 
0 0 

0 ::; 0 

0 0 

1 0 

1 0 

1 0 

0 1.3 

0 0.9 

o o o.8 
1 0 0 

1 0 0 

1 0 0 

0 1 0 

0 1 0 

0 1 0 

0 

0 

0 

0.9 

1.8 

o.4 
0 

0 

0 

0 

0 

0 

0.2 

1.4 

o,8 

0 

0 

0 

0 

0 

0 

o.6 

0.9 

0 

0 

0 

0 

0 

0 

0 

0 

0 

o.8 

0"6 

1.5 

0 

0 

0 

0 

0 

0 

o.8 

o.8 
1.6 

0 

0 

0 

0 

0 

0 

0.9 

o.8 
1.9 

38 
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1 o.J 0.1 0.530 0,229 0.241 

1 -o,8 0.3 0.,577 0.222 0.201 

1 0.1 ... 0.5 0.329 O,.JOO 0.371 

.. Q,J 1 0 .. 2 0.370 0.,293 0.,337 

o.6 1 0.2 0.205 0.538 0.,257 

0,2 1 -o.8 o.437 0.312 0.251 

..,,0.5 0.,3 1 0.288 0.556 0.156 

0,3 ... 0,7 1 o.472 o.4oJ 0.125 

OT2 O.,J 1 0.,712 0.170 0,.118 

1 0.1 o.4 0,.530 0.229 0.241 

1 .... 0,7 O,.J 0.577 0.222 0.201 

1 0.5 -0.7 O.J~9 O,JQO 0.371 

[sJ ~;J = 

.,,.0.,9 1 0.1 
[BJ J-1 0.370 0.293 0.337 

+ 0.2 1 0.2 + B; = 0.205 0.538 0,.257 

0.3 1 .. 0,5 o.437 0,.312 0,.251 

... o.6 o.4 1 0.288 0,556 0.156 

o.6 .. o.8 1 o,.472 o.403 0,.125 

0.3 0.3 1 0.712 0,.170 0,.118 

1 0.2 0.1 0.530 0.229 0,241 

1 -0.3 0.2 0.577 0.222 0.201 

1 0.7 ... 0.9 0.329 0.300 0.371 

,.,0.5 1 0.1 0.370 0.293 0.337 

o.4: 1 0,1 0.205 0.538 0.257 

o.6 :I- ~0"7 o,4J7 0.312 0,251 

..... 0.2 0.1 1 0,288 0.556 0.156 

0.7 ... 0.9 1 o,472 o.403 0.125 

0.2 0.,7 1 0.712 0.170 0.118 
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0.530 0.229 o.2LJ:1 

0.577 0.222 0.201 

0.329 0.300 0.371 

0,.370 0.293 0.337 

• •• p2 ;;: 0.205 0.538 0.257 .. 
o,.437 0.312 0.251 

0.288 0.556 0.156 

0.4:72 0.4:03 0.125 

0.712 0,.170 0.118 

Step 5: Se.t r::::: r - t ;:;: 3 - 1 ::;: 2, proceed to step 6. 

Ste:i;> 6: •• r "' 2 and not 1, go to step 2. • 

~tep 
I 

2 . Compute :e2 = p - I . 2 

-0.4:70 0.229 0.24:1 

0.577 ... 0.778 0.201 

0.329 0.300 -0.629 

-0.630 0.293 0.337 

B - p .,.. 2 ~ 2 I = 0.205 -0.4'62 0.257 

0.4:37 0.,312 .... 0.749 

-0.712 0,556 0.156 

o.472 ... 0.597 0.125 

0,.712 0.170 -0.882 

I * Step 3 CQrnpute :e2 :;::; H2 - B OH 2 . 2 

1 0 0 ""to,.4:70 0.229 0.24:1 1 0 0 1.4:7 0 0 

l 0 0 0.577 .. 0.778 0.201 1 0 0 0.4:23 0 0 

1 0 0 0.329 0.300 .... 0.629 1 0 0 0.671 0 0 

0 1 0 -0.630 0.293 0.337 0 1 0 0 0.707 0 
* 

132 = 0 1 0 ..... 0.205 .... o. 4:62 0.257 tJ 0 1 0 = 0 1.462 0 • 
0 1 0 o.437 0,.312 -0.74:9 0 1 0 0 o.688 o 

0 0 1 ... 0.712 0.556 0.156 0 0 1 0 0 o.84:4: 

0 0 1 0.4:72 ... 0.597 0.125 0 0 1 0 0 0.875 

0 0 1 0.71.2 0.170 -0,882 0 0 1 0 0 1.882 



I 

Step '* : ComputE1J [:e2 + B;1~1 

1 0,.229 0.24:1 o,.488 0.24:6. ·0.266 

1 ... 0.778 0.201 0.324: 0.395 0.281 

1 0.300 ... 0.629 0.4:27 0.4:36 0.137 

1 o.4:88 0.24:6 0.266 -0.6,30 o.,337 -1 
[l3~ + B;] = 0.205 1 0.257 [B2 + a;l<J = 0.324: 0.395 0.281 • 

2 
0,.4,37 

... 0.712 

o.472 

0.712 

• •• 

1 ... o. 74:9 

0.556 1 

-0.597 1 

0.170 1 

~.~88 0.24:6 
p = 0,.324: 0,,395 . 1 

0.4:27 0.4:36 

0.2661 
0.281. " 
0.137 

0.4:27 

o.1±88 

0.324 

0.4:27 

o.436 0.137 

0.24:6 0.266 

0.395 0.281 

0.4:36 0.137 

I 
$tEm 5 1 Set r = r - 1 = 2 - 1 = 1, proceed to ~tep 6. 

II!. I I Step o ~· r ~ 1 9P to step 7. 

~tep 7: We ;find the steady state condition ;for tbe 1st order chain whose 

transition prob&bili ty matrix is given by P ;1.: i.e., we solve the 

problem 

w1 o.;315 

w:;: w2 = 0.,361 (J.26) 
""' 

WJ 0.324: 

:. Th,e steady state conpi tions :for the 3rd order Markov chain 

ex~ple i~ given by (3.26). This example was solved by Gane~i;Ul 

(16) and th,e same results were ol;>tained. 



CHAPTER lV 

ANALXSIS OF HIGHER ORDER ABSORBING 

MAijKOV CHAINS 

~n order to study various aspe~ts of Markov chains it is necessary 

to :reeogn;i.ze i;;ever~l types of state. Then by considering which kinds of 

state occur in a given cnain1 the chain may be class;i.fied and its 

sP~cial properties di. scussed. Few defini ti ops are given 'below, a 111ore 

detailed des~ription is given by Kemeny and Snell (26). 

Pe:fj.qition 4"'t1• A state i ip; said to be tran.~;dent if anp only if 

staFt;ing from state i there is a posi t;i.ve probability that the process 

may not eventµa!ly return to this state. 

Pefi.nition ft ... ~: A. state i is said to be recurrent i;f and only if, 

starting from state ;i., eventual return to this state is certain. 

An a~sorbing state is a state which once entered is 
f ; t 

never left. 

Definition 1±'!"4: ~bsorb:ing Mark<;>v chai.ns are cha;i.ns all o(f whose non

transi~nt states are absorbing. 

The fol1qwing quantities a.re of major interest ;i.n the study and 

analysis of higher order absorbing Markov chains. 
I 

1) The mean anq variance of the total number of visits from a 

'-~ 



tran$i~nt state i to another transient state j before the 

process enters an absorbing state. 

2) The mean of the total number of steps in transient states 

befo~e entering a recurrent state. 
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3) Tp~ probability that the process is absorbed in the absorbing 

state j, given that it started in the transient state i. 

Before developing methods for computing these quantities, consider 

the three-dimensional transitional probability matrix P for a second 

order absorbing Markov chain. Let P be displayed as a two-dimensional 

array. Th,e rows of P may be arranged to confonn to the configuration 

p = :1 1: 
¥i~h tne indicated partitions described as follows. ~he partitions 11 

and Oare respectively, an array of zero's and ones and an array of all 

zero's, which have n.o bearing on tl').e consequent computations. Of im.

portance here are the partitions Q and R. Let r denote th,e numper of 

absorbing states and (m-r) the number of non-absorbing (transient) 

states. Then Q is an (m,..r) X (m-r) X (m-r) matrix with probabil:L ties of 

transition only among the transient states .for its elements. R is an 

(m,..r) X (m-.r) )( r matrix whose elements are the probabilities of the one

st~p transition from the (m-r) transient ~tates to the r recurrent 
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The Mean of the 'l'otal Number of Visits from a 

Transient State i to Another Transient 

State j Before the Process Enters 

a Recurrent State 

T~e expected number of times the process will be in a non-absorbing 

(transient) state j is given by: Expected number of times in j ~ (1) 

(pr9bability of being in j at the start) + (1)(probability of being in j 

after one step) + (1)(probability of being j after two steps) + •••• 

The sum of this series is given by M(Fundamental matrix) where 

n 
••• + Q ~ ( 4:. 1) 

This is a geometric series, but unfortunately due to the fact that 

Ml i lM and that the Associative law of multiplication does not hold for 

higher qrder matrices, then 

M I (I - Q) .... 1 • (4:.2) 

The fol!owing method is developed to find M. Mu1tip1y Equation 

(4:.t) by tbe matrix Q from the left, one obtains 

QM% Q + Q2 + QJ + ••• + Qn + Qn+1 

M ,... QM :::; I - ~n+1 

n+1 We know that Q ~ 0 when n ~ G, therefore 

M .... QM:::;I. 

( 4. 3) 

(4:.4:) 

( 4:, 5) 

Although the preceding discussion was presented for second order Markov 

chains, Equation (4:.5) holds also for higher order chains, it represents 

( )k+1 ( )k+1 . a system of m~r · equations in m~r unknowns, the unknowns being 

the elemen~s of the matrix M, and k is the order of the chain 



One can write this sy~tem of linear equations in vector notation 

,.. 
( )k.;1.1 ( )k+1 t . . Q is an m ... i;- by m~r wo-d1mens1onal matrix, 

* k+1 
m is t;tn (m ... r) X 1 column vector, and 
~ 

* ( )k+1 I is an m-.r x 1 column vector with all the elements either -
ze:ro or one. 

In this system of linear equations (4.6) one will solve for the 

* '1'-1 * unknown columm vector m = Q I • Permuting the rows and columns of 
' - l'W 

* the matri~ of this system of equations (4.6) one gets the matrix Q 

which can be partitioned into (m-r) 2 square submatrices of equal size 

as follows: 

and 

then 

r< >k.+1 L m'"':r 

ll< * 
Q12 ... Q 

1(m-.r) 

* * Q~~ ' .. Q 
2(m-r) 

• • 
~ 

* * * Q (m ... r) 1 Q(m .. r)2 ~ .. Q 
(m-r Hm-r) 

* Q .. = 0 
1J 

for i I j 

* ... = Q(m~r)(m-r) f 0 

Q~. ;is an [<m-r)k X (m-r)k] square matrix for i,j:.: 1, ••• (m,..r), 
,l-J 

'*-1 
Q .. 

J.1 

*-1 
Q .. 

11 



• ... 1 
So th~ problem now reduces to finding Q. . • Hence 

11 

* In Qlany actual problE;mts the matrix Q .. would be of la:r'ge size but 
1l, 

4:6 

wit~ many z~ro coetfic~ents. $qch a matrix is known as a sparse matrix. 

The prob~em ot finding the inverse of a sparse mat~ix have been studied 

~d r~viewed in detail by Tewarson (41), Matsushita (JJ), Walsh (4J), 

Nathan and Even (35), and many others. 

J!'.;it'1t1Ple 4 .. 1 
. ; .. . 1 ' 

Consider a second order Ma~kov chain witb m z: J. The transition 

0.3 o.J o.4 

0"2 0.2 o.6 

0 0 1 

0.5 o.4 0.1 

p = o.4 0.2 o.4 • 
(j x 3 x J) 

0 0 1 

0 0 1 

0 0 1 

0 0 1 

FQ;r the above absorbing state J, with m = J, k = 2, r = 1, and (m,...r) = 2. 

The matrices Q and ~ are Qiven below: 

o.J o.J o.4 

Q 0.2 0.2 
R 

o.6 
z;;; = 

(2 x 2 x 2) 0.5 o.4 (2 x 2 x 1) 0.1 

o.4 o.~ o.4 
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•• M .. QM:::: I . 
m1 m5 o.J O.J m1 m5 1 0 

m2 m6 0.2 0.2 m2 m6 0 1 
:::: 

mJ m7 0.5 o,4 mJ m7 1 0 

m4 ma L o.4 0.2_1 m4 m8 0 1 

k+1 (J-1)2+1 8 'rhis :is a sys1;;em of (m ... r) = = equations in eight unknowns, 

wh:i.ch. c;an be written in vecto:ic not!'ltions as • 
* * * Q m = I - -

0.7 -0.3 0 0 0 0 0 0 r 1 m1 

0 0 0 0 0.7 ... o.J 0 0 m2 0 

0 1 -0.2 -0.2 0 0 0 0 m3 0 

0 0 0 0 0 1 -0.2 ..,0.2 m4 ~ 1 

-0,5 -o.4 1 0 0 0 0 0 m5 1 

0 0 0 0 ,..0.5 .... o.4' 1 0 m6 0 

0 0 .. o.4 o.8 0 0 0 0 m7 0 

0 0 0 0 0 0 -0.4 o.8 m8 1 

Permuting tne rows, one obt.ains: 

0~7 -0.J m1 1 

1 -0.2 -0.2 m2 0 

-0,5 -o.4 1 mJ 1 .. 
-0.4 o.8 m4 0 

= 
0.7 -o.J m5 0 

1 -0.2 ... 0.2 m6 1 

... 0.5 -o.4 1 m7 0 

..,.o.4 o.8 m8 1 
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0.7 -0.3 0 .o 1.54 0.525 0.157 0.131 

ii' 0 1 ·-0.2 ... 0.2 *.,.1 0.263 1.226 0,367 0.312 
" Q .. Q .. = •• ;;;: 

;L!,I, 
-0~5 .,.o.4 1 0 l J. 0,876 0.753 1.226 0.188 

0 0 .. o.4 o.8 o.438 0.376 0.613 1.344 

* *-1 * m Q . I ,., -
1.54 0.525 0.157 0.131 1 1.697 

0.263 '-~226 0.367 0.312 0 0.630 

0.876 0.753 1~220 0.188 1 2.102 

o.438 0.376 0.613 1.344 0 1.051 
::;: = 

1.54 0.525 0.157 0.131 0 0.656 

0.263 1.226 0,367 0.312 1 1.538 

0.876 0.753 1.226 0.188 0 0.941 

o.438 0,376 0.613 1.344 1 1.72 

1,697 o.656 

0.630 1.538 .. M = • 
2,102 0.941 

1.051 1.72 

Let the m state second order Markov chain consist of r recurrent 

s~~tes and (m~r) transient states. Let T be the set of these transient 

s~ates and Tc the set of recurrent states. 

Let Nhi/h, i, j ET) be the random variable denoting the number of 

times the process visits j before it eventually enters a recurrent state, 

naving initially started from state h and was in i one step later. 

Let Mh;ij = E~hij] • 



4:9 

~heoF$m ~-1; Fqr h, l, j ET 

ll~ij 11 ... M • ( 4:. 8) 

Jnitially the Mar~ov chain was in state h then i one step later, 

wliere h,;i.E'r, Now if in one step it enters a recurrent state (with 

probab:Ui'f,;y l :Phir), the number of visd.ts to j is zero unless j ;:;; i. 

r ETG r° i~j 
lf ~h. . is a function such that &h .. ;::r;l. , then we can write 

l.J . l.J 1 i~j 

-~li\ij = 6hij with probaqili ty l P Q.ir• 
r E 're 

On tbe other h~d~ suppose the Markov chain moves to a state r ET 

at the :eirst step (with probability Ph. ) • From that position onward 
· ir 

the nUIJlber of vi111its to j is N. ·I' lfowever, i;f bj then 'j;he total 
l.l'J 

n\Ullber of visits to j would Pe Ni . + &h. .• 'J;'hus we have 
l'J l.J 

wHh prol:iability l Phir 

r ET0 

with probal;lility Pbir' r ET. 

= 6h.;J· + \ Ph. M. . .... . k J,.r i;q 
rET 

I !Mi. . . II "' l + Q 11 Mh ." II •• iJ l.J 

M-QM:;:! • 

( 4:. 10) 

(4:,.11) 

Tnii;i ii; the same Eq\.\ation ('*.5) dedvec;l earUer. lt should be noted the 

~WllQef ot visits here is counted with reference to state i. It is 

appa:i:"ent that thi:;; cou;nt;i.ng ~ould have b~9un at state h., :i,.n which case 



whe;re 

·[ 
if h = i = ;j 

c:;: II chij II ' ch .. if h = j or i = j l.J 

if h I i I j • 

The Vari;anGe of the Number of Visits from a 

Transient State i to Another Transient 

State j Before the Process Enters 

a necurrent State 

Related to the matr:,i.:x; M, define the matrices Md, M2" 

Note: b 
2 b2 a a 0 a -

d d 2 d2 c 0 c 
if M = f ' then Md = ' and M2 = 2 f2 e e 0 e 

h h 
2 h2 g 0 g 

Let 
2 

O'hij V(Nh .. ) • = l.J 

Theorem 4~2: For h, i, j ET 

Where M1 is the solution to this system of equations 

II E ( Nh~ . . ) 11 """ Q 11 E ( Nh2 . . ) II = 2Md - l . 
l.J l.J 

Proof: By definition 

a~ij = V(Nhij) = E(N~ij) - [E(;Nhij)J2 • 

We kpow that [!(Nhij)]
2 

= ~ij , 
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(4.12) 

• 

(4.13) 

(4.14) 

(4.15) 



henoe 

One Cafl also write 

2 
N~ •• "' 
~·1J 

2 
~h'. 1J 

2 
(N. .+5h .. ) 

irJ 1J 

with probabiU ty l P hir 
c 

ii" ET 

witll probab;ility Phi:r' r ET. 

2 
Q~e also has 6hij = 6hij• Taking expeGtations one obtains 

;;: \' Phi',,.. &h~;J· +\Pi.. E(N~ .) + 2 \Pb. E(N .• )6h .. ~ ~ ~ ~ Q1r 1rJ ~ 1~ 1rJ 1J 
r E Tc rET rET 

\ ' 2 
+ ~ Phir ~hij 
rET 

:;:= &h. . + I. Ph . ;E ( N~. . ) + 2 l p h. E ( N. . ) 6h . . . 1J 1r · irJ , 1r irJ 1J 
~ET r€l' 

:. II &(N~ .. ) II :; Q II E(N= .• ) II+. 2(QM)d + I • 
~·1J f~lJ ' 

•• • 
• •• 
• •• 

QM:;M, .. l 

(QM) d ;:: (~ ... !) d 

(QM)d ~ M~ - I • 

~ub~tit~ting back in (4.19) one obtains 
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(4.16) 

(4.17) 

(4.18) 

(4.19) 

(4.20) 



Solvin~ tnis srstem we get M1 and hence 

.. . 

From ~he previoqs e~ample 

1.697 

Md 
0 

:;: 

2.102 

0 

M"' 

0 

1.538 

0 

1.72 

:t."697 

0.6JO 

2. :t.02 

1.051 

and 2M.d 

2.394 

0 

2M - I ::; . d J.204 

0 

• 

o.656 

1.538 

0.941 

1.72 

J.394 0 

0 3.076 
= 

1.t.204 0 

0 3.44 

0 

2.076 

0 

2.,44 

Now writing Equ~tion (4.14) in vector notation one obtains 

* *-1 * * 
?!!.1 = Q .. (~d - .!. ) 

1.54 0"525 0 .. 157 0.131 

0.263 1.226 0.367 0.312 

0,876 0.753 1.226 0.188 

o.438 0.376 0.613 1.344 
'!' 1.54 0.525 0.157 0.131 

0.263 1.226 0.367 0.312 

0.876 0.75~ 1.~26 0.188 

o,.438 0.376 0.613 1.,344 
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• 

2.394 4.19 

0 1.805 

3.204 6.025 

0 3.012 
= 1.408 0 

2.076 3.306 

0 2.021 

2.44 4.06 



4.19 1.408 

1.805 3.306 
• M1 = . " 

6!'025 2!'021 

3.012 4.o6 

By squaring the elements of M one gets 

2,879 0.4:30 

0.397 2.365 
M2 ::c 

4:,4:18 0.885 

1.05 2.958 

1.311 0.978 

II ~hij II 
1.J,i,08 0.941 

• 
M1 ... M •• = = 2 1.607 1,.36 

1,.962 1.1,02 

The Mean of the Total Number of Steps in 

Transient St~tes Before First 

Entering a Recurrent State 

The variable to be considered is 

Vsing the results ~iven by Theorem 4: ... 1, we can get the mean of 

NM (h, i E 'l'). I>efine 

~ = II I Mhij II 
jET 
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(4:.22) 

a co~urnn vector where the kth component is the sum of the elements in 

tne kth row of M. 
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Th~orem 4 ... 3 

(4,.23) 

Prpof 

E(Nhi) = E( l Nhij) 

jET 

E(Nh .. ) • 
1J 

E~anwle li:-3: From Example 4-1 

M = 

1.697 

0.630 

2.102 

1.051 

M = '-P 

0.656 

1,.538 

1.72 

2.353 

2.168 

J.043 

2.771 

The Probability of Absorption by Any 

Given ~bsorbing State 

~n a similar manner the probability of absorption by any given 

absorbing state is found. Let j signify some given absorbing state; 

let i signify some specif+ed non~absorbi~g state. 

The probability of ending in j = (probability of going from i to 

j in 1 step) + (probability of going from i to j in 2 steps) + ••• 
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In the first order MarkQv chain$ this can be obtained from the series 

Untortunately this is not the case in higher ord~r Markov chains. 

A~c~rding to the properti~s of multiplication in n-dimensional matrix 

algebra the probability of ending in j ~ R +QR+ Q(QR) + Q(Q(QR)) + ., •• 

~~t the sum of this series be denoted by B. 

" ,. B ~ f{ + QR + Q(QR) + Q(Q(QR)) + ... Q( ••• (QR)))) ,. 
' ' 

(4.24) 

Multiplying Equation (4.24) by the matrix Q from the left hand side, 

one obtains 

QB~ QR+ Q(QR) + Q(Q(QR)) + """ + Q(Q( ••• (QR)) ••• ) 

a - QB "' R .., Q( Q( •, •. (QR) ) ••• ) , 

QUt Q(Q(.,.(Q~)) ••• ) ..+Q when the order of multiplication gets bigger, 

• .. B ... QB:::R • 

Writing this in vector notation, one obtains 

* * * Q •. b = R 
l,1 .... ,,... 

* where Q .. is the s~e two-dimensional matrix defined earlier 
11 

column vector 

column vector ,. 

• *-1 * *-1 ' Solve for b ~ Q .. R wh~re Q .. has already been computed. 
.... 11 - 11 

(lr.;a6) 
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Example 4:-4:: 

* *-1 * b = Q .. R ..., 11 ..., 

1.54: 0.525 0.157 0.131 o.4 0.9991 

0.263 111226 0.367 0.312 o.6 1.00~3 

;:: = 
0.876 0.753 1.226 0.188 0~1 1.000 

0.4:38 0.376 0.613 1.344 o.4 0.9997 

1.000 

1"000 . ~ B = 
1.000 

1.000 



CHAP'l'E~ V 

ESTIMATION OF TllJ\NSITlON PROBABILITIES 

The problem ot estimation of transition probabilities for first 

order Markov chains has received a considerable amount of attention in 

the literature, This problem has been studied and reviewed in detail by 

Lee, Judge and Zellner (31), Miller (34), Whittle (44), Lee, Judge and 

'l'al<ayarna. (32), and others. Both Telser (40) and ,Anderson and Goodman ( 1), 

nave studied the p:,:-oblein of estimation of transition probabilities for 

!irst order as well as higher qrder Markov chains. 

In this chapter the Ma~imum Likelihood method of estimation of 

transition probabilities of higher order Markov chains is presented. 

In addition, a discussion of the problem of testing the hypothesis that 

the cba~p is of a given order is considered. 

Maximum Likelihood Estimates of 

Transition Probabi!ities 

The multinomial distribution is given below since it will be used 

in tbe fo!lowi:ng discµssion. 

• • .,, x "° k) 
n n 

k 
cp n+1 

n+1 
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where 

l<.:n+1 :;: k - k1 - k - ... - k 2 n 

cpnt1 = 1 ... cp1 - cp - - cp wit:µ 0 ::;;;; cpr 
s 1 ... 2 n 

for r ;:;: 1, ... ' n+1 • (5.1) 

'l'h~ method of estimation presented in this section will bl;! for 

seqond order Markov ch~ins. For hi~her orders the same procedure is 

used, 

SuRpose a second order Markov ~hain has been observed for n time 

points (at a strEJtch) and iet n .. oe the number of transitions; i.e., 
Sl.J 

thE;i numbE1V of individuals in state s at time t-2, in i at time t ... 1 and 

in j at time t. These transition counts may Qe represented as 

t-~ 

m 

t-1 

1 

2 

m 

1 

2 

• 
" 
m 

• . 
1 

2 

• 
m 

1 

n111 

n121 

n'.Lqt1 

n211 

n221 

• 

n 
2m1 

n m11 

nm21 

nmm1 

t 

2 m 

n112 '' ~ n11 , m n11 

n122 '. ~ n12m n12 

n1m2 . '. n1mm n1m 

n212 ••• n21m n21 

n222 ••• n22m n22 

• , • . • 
n2m2 ••• n2mm n2m 

• 

nm12 "'~. nm1m nm1 

nm22 ••• n 
m2m nm2 

nmm2 ••• n n 
mnun mm 

n (5.2) 
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¥here m is the number of states and 

m m m m 

;n :;: I I l n sij and n 
si = I n sij • 

s:1 i=1 j:1 j::;:1 

Let the transition probability matrix of tne second order Markov 

chain be P = [p .. J. We are interested in the estimates of the elements 
Sl.J 

/\ 
psij; we shall denot~ these estimates by psij (s,i,j=1, ••• ,m). 

For a given initial state and a number of trials n ., the sample of 
Sl. 

transition counts (n . 1 ,n . 2 , ••• ,n . ) can be considered as a sample of 
Sl. Sl. . Sl.m 

size n . from a multinomial distribution with probabilities (p . 1 , 
Sl. . m Sl. 

\ 
p . 2 , ••• ,p . ) such that l P .. ::;: 1. The prol::iabili ty of this outcome 

Sl SlM . l Sl.J 
J= 

can therefore be given as 

n . 
sim 

Psim 

Extending this argument, the probability of t~e realization of 

transition counts as in (5.2) is given by 

m m nsil nsi1 
rr i· ~1 P · s= 1 n . 1 In . 2 I ••• n . ! s i 1 

Sl. Sl. Slm 

n ·2 Sl, 
Psi2 

n . 
Sl.m 

Psim 

(5.3) 

(5.4) 

In (5,2) the row sums (n11 , n12 , ••• , nmm) are also random vari

abJes, and therefore the unconditional likelihood funct:Lon f(p .. ) of 
Sl.J 

the. samp;te observation consists of another factor giving the joint dis-

tripution of these random variables, Whittle (44) has shown that this 

distribution is independent of the probability elements p . .• Denoting 
Sl.J 

A(nsij) to be the contribution of the distribution of n11 , n 12 , ••• , nmm 

to the likelihood function, then f(p .. ) is given by 
Sl.J 

f(p .. ) 
Sl.J 

nsi2 nsim 
Psi2 ••• Psim 

(5.5) 
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Taking ~he natur~ logarithm, we can write 

m m m 

L(p .. ) = GnB(n .. ) + 
Sl,J S1J I I I n , .GnP .. 

S:J.J S1J 
(5.6) 

s;;,,1 i=1 j=1 

wnere Gn:a(n .. ) contains all i;enns independent of the p .. 's. 
S1J S1J 

To der~ve maximum likelihood estimates, we maximize (5.6) under the 

~onclition. LPsij::;: 1 for (s,i=i, ••• ,m). Incorporating this condition 

ji:::t, 
into (5~6), one can write 

L(p .. ) ;;:GnB(n .. ) + 
S1iJ sl,J 

m m- m 

I I I 
s=1 i=1 jc::1 
m m 

n .. Gnp .. 
$1J S1J 

+ l l n . Rm ( 1 - P . 1 - P . 2 ... • • • P . ( 1)) • s1m s1 s1 s1 m-
s::::1 i=1 

Fro~ the structure of tbe log likelihood function L(P .. ), it is clear 
. S1J 

that the estimates can oe optained separately for the m values of 

s,1.,1,2, ••• ,m •. For a specific value of s and i 1 we have 

m ... .1 

L . (P •. ) :;;;RnlB(n • .) + \ 
s;i. s1J s1J L n .. Gnp .. + n . Rm ( 1 ... P . 1 - P · 2 ""' • • • 

S1J S1J s1m S1 S1 
j::::1 

... p . ( 1)) • s1 m-

Differentiating (5~8) with ~espect to P .. (j=1, •• ,.,m ... 1) and setting it 
S1J 

equal' to zero, we get 

• 
' 

ns;i,(m-1) 

P si(m71) 

,. 
• 

n . .,....._. __ ........, ____ s_i.m ____________ .._~- = 0 

i - Psi; - Psi2 - ·~· - Psi(m-1) 
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Combining these equations, one may write 

n . n '1 nsi' 2 
~-- ~;:•••a 

nsi(m ... 1) = sim (S 1 ) 1 . • • 0 
Psi1 Psi2 Ps;i.(m ... 1) ... Psi1 .... psi2 ... ••• ... Psi(m-.1) 

'rhis l!iilad,s to 

n ·1 s;r,. p p ,...__,..., • si1 
;;: 

si:t n si1 

nsi2 
• p = p 

n 
si1 

si 1 si2 

• . 
n . 

sim 
_,_ • Psi 1 = 1 - Psi 1 - Psi 2 "" ' • • - psi ( m-1) • 
nsi1 

Adding both sides of the equations in (5.11) one obtains 

which yj.elds the estimate 

" Psit ::; 

+ n . 
s1m 

• P si1 = 1 

{So 11) 

( 5. 13) 

In a simil,ar manner, one can derive estimates of other elements. Thus 

one obtains 
n .. 
~ 
n . 

s,i,j = 1,2, ••• ,m (5.14) 
S1 

which is the same result obtained by Anderson and Goodman (1). 

Test of the Hypothesis that the Chain is 

of a Given Order 

Anderson ~nd Goodman (1) considered this problem of testing the 

hypotl;i~sis that the chain is of a given order. 
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They considered testing the null hypothesis that the chain is 

first~order against the alternative that it is second-order. The null 

hyp.Qtnesii:; is that 

for i,j = 1, ••• ,m • 

The likelihood ratio criterion for testing this hypothesis is 

given by ./\nderson and Goodman ( 1) as. 

(5.16) 

" where psij is given by (5.14), and 

(5.17) 

" is the maximum likelihood estimate of p. .• Under the null hypothesis, 
l. J 

Anderson and Goodman (1) showed that ~2.enA has an asymptotic X2 distri-

bution with m(m~1) 2 degrees of freedom. The preceding analysis can be 

directly generalized for a chain of order k. This means that one can 

test tne hypothesis that the process is a chain of order (k-1) against 

the alternative hypothesis that it is not a (k-1) but a k order chain. 

Consider the following table which gives the transition counts. 

The maximum likelihood estimate of the transition probabilities will be 

calculated~ Also, the problem of testing the null hypothesis that the 

chain is first-order against the alternative that it is second-order is 
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t-1 t 

1 125 5 16 1lr6 

1 2 7 106 15 128 

3 11 18 1lr2 171 

1 1lr6 2 Ir 152 

2 2 16 111 Ir 131 

3 fro 36 96 172 

1 80 20 20 120 

3 2 30 70 29 129 

3 21 65 65 151 

1300 

Using Equation (5,1/r) to estimate p 111 , one obtains 

" 125 
P111 = 1/r6 = 0.856 • 

Similarly, one obtains the rest of the elements of the matrix 

" " p = [p .. J 
S1J 

o.856 0.03/r 0.110 

0.055 0.828 0.117 

0.064 0.105 0.831 

o.96i 0.013 0.026 

" o.8lr7 p :::; 0.122 0.031 

0.233 0.209 0.558 

0.667 0.167 O. l.66 

0.023 o.5Lr3 0.22/r 

o.11ro o,Lr30 o.Lr30 
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To test the null hypothesis that 

for i, j = 1, 2, 3 

" one need$ to first calculate p .. for i,j = 1,2,3. Using Equation (5.17) 
:J.J 

one obta~n.s 

125 + 146 + 80 = = 14,6 + 152 + 120 0.839. 

S:j,milarly, 

" " " " P12 = 0~065, P13 = 0.096, P21 = 0.136, p22 0.740 

" 0.124, " 0.14,6, " 0.240, " 0.614 P23 ;;:: P31 :::; P32 = P33 

Using Equation (5~16), and taking the natural logarithm one obtains 

• • • 

3 3 3 

0nA = I I l 
S:;:i 1 i:;: 1 j:::: 1 

3 3 3 

• 2 0nA = I I I 
S::;:i i=1 j:::1 

" " n 'j [0np ... -0np 'j] 
S1 1J S1 

" " 2n .. [0np .. -0np .. ] 
S1J S1J 1J 

2[125(0.155-0.175) + 5(3.38-2. 73) + ••• + 65(0.8.li,3-1.427) 

+ 65(0.844~0,li,87)] 

:::: 283.22 

2 Tll.GI deg;rees of freedom is m(m,.,1) 12. 

2 
From X table~, we find 

P(X2 ;:; 283.22) < 0.0001 • 

This stiows that we can reject the hypothesis that the chain is first 

ord~T even with 0.01% significance level. 



CHAPTER VI 

HIGHER ORDER SEMI-MARKOV CHAINS 

First order discrete-time semi-Markov chains have been studied and 

reviewed in detail by Howard (23). A short discussion of such chains 

will follow. 

A first order discrete-time semi-Markov chain is a process whose 

successive state occupancies are governed by the transition probabil-

it;i.es of a Markov process, out whose stay in any state is described by 

an integer-valued random variable that depends on the state presently 

occupied and on tbe state to which the next transition will be made. 

Let p .. be the probability that a semi-Markov process that entered 
1J 

state i on its last transition will enter state j on its next transition. 

p .. must satisfy the fol!owing: 
1J 

p .. :::?: 0 
1J 
ID 

-I p .. = 1 
], J 

j=>1 

i,j = 1, ••• ,m ( 6.1) 

i = 1, 2, ... ' m (6.2) 

where m is the total number of states in the system. Whenever a process 

enters a state i, we imagine that it determines the next state j to 

whieh it will move according to state i's transition probabilities Pil' 

P12 , ··~'Pim• However, after j has been selected, but before making 

this transition from state i to state j, the process "holds" for a time 

in state i. The holding times are positive, integer valued random 
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variable each governe~ by a probability mass function called the holding 

time mass function for a transition from state i to state j. 

For a first order discrete-time semi.-Markov process to be described 

eomplete1Y, we m4st specify m2 holding time mass functions, in addition 

to the transition probabil~ties. Figures 5 and 6 better describe the 

difference between a first order Markov process and a first order semi-

Markov process. 

One can consider a first order discrete Markov process to be a 

special case of a first order semi-Markov process. 

Higher Order Discrete-Time Semi-Markov Cha~ns 

The analysis for second order chains is presented in this section. 

For orders higher than two, the analysis follow in a similar manner. 

The second order discrete-time semi-Markov process is a process 

wh~se s~ocessive state occupancies are governed by the transition 

probabilities of a second order Markov chain, but whose stay in any 

state is described by an integer-valued random variable that depends on 

the state presently occupied, the previous occupied state, and on the 

state to whiqh the next transition will be made. 

Define the following variables: 

m ~ Number of states in the process. 

p sij = The probability that a semi-Markov process that entered 

state i on its last transition will enter state j on its 

next transition given that it entered state s time before 

last. 

T .. = Holding time. The time the process will spend in state i 
Sl.J 
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0 o.___._ __ ~2--~3--_._4 __ ~5--~s~-1.___. 

TIME 
Figure 5. A Possible Markov Process Trajectory 

5 • = STATE IMMEDIATELY AFTER TRANSITION 

4 • 
3 • 
2 

• • 
00 2 3 4 5 6 7 

TIME 

1''igure 6. A Possible Semi~Markov Process Trajectory 
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now before making a transitio11 to state j given that it 

was in state s last time. 

h .. (.) 
Sl,J 

~ The probability mass function for 'T 
sij' 

the holding time. 

'T 
si 

::: The wa:i ting time for state i, the time the process will 

~end in state i l::lefore making a transition given that 

it was in state s last time. 

w .(~):::The probability mass function for 'T ., the waiting time. 
S1 S1 

The transition probabilities must satisfy the follo~:i..ng equations. 

p .. ~ 0 
SlJ 

m 

\' p .. 
L S1J 

j 

1 

s ::: 1,2, ••• ,m (6.3) 

i 1,2, ••• ,m 

j 1,2, ••• ,m 

i 1, ••• ,m (6.4) 

s 1, ••• ,m 

Given that a process enters state i having been in state s the time 

before, we imagine that it determines the next state j, to which it will 

move ac~ording to the state i's transition probabilities P . 1 , P . 2 , 
S1 S1 

"' .. ' p .• 
Slm 

However, after j has been selected, but before making this 

transi t:i..011 from state i to state j, the process "holds" for a time 'T •• 
S1J 

in state i, this holding time T .. depends not only on the process 
S1J 

destination state but also on the previous state and the state it is in 

n,ow. The holding times 'T •• are positive integer random variable each 
SlJ 

governed by a probability mass function h .. (•). 
S1J 

h .. (n) ::: P( 'T •• = n) 
S1J S1J 

n:;: 1,2, ••• (6.5) 

s == 1, ••• ,m 

i == 1, ••• ,m 

j 1, • • • ,m 

We assume that the means r .. of all holding time distributions are 
Sl,.J 

ftnite, and that all holding times are at least one time unit in length, 
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h .. (0) = 0 • 
S1J 

(6.6) 

We must s~~cify m3 holding time mass functions, in addition to the 

tr~sition probabilities to describe the second order discrete time 

semi~Markov process. 

Holdil12 ;i,'imes and Wa;it;ipg Times 

It is useful to develop this additional notation. We uses; h .. (n) 
S1J 

for the cumulative probability distribution of T .. 
S1J 

n 

s; h .. (n) = \ h .. (k) 
S1J /_, S1J 

k=O 

> and h i.(n) for the complementary cumulative probability distribution 
s J 

of T • ·• 
S1J 

> h .. (n) 
l51J 

· .. ·\ 
= L 

k=n+1 

h .. (k) 
S1J 

:::: P( 'T" •• > n) • 
S1J 

(6.8) 

Call 1 . the waiting time in state i given that the process was in 
S1 

state s the time before, and w . ( •) the probability mass function of 
SJ, 

this random variable. Thus, a waiting time is merely a holding time 

that is unconditional on the destination state. Then 

w . (k) 
S1 

II! 

\ p .. h .. (k) L Sl.J S1J 

= P( T . = k) • 
S1 

s=1,2, ••• ,m 

The mean waiting time T . is related to the mean holding time 
S1 

,. i. by 
s J 

(6.9) 



l!I 

l!l('I' .) =.,. .... \ p .. '!' •• 
. 131 Sl L $1J SlJ 

ja:l 

s = 1,2, ••• ,m • 

The ~e~ond ~oments ar~ related in the same w~y: 

m 

= \' p .. ~ .. '-3 S=l-J SlJ 
= ,.2. 

S1 
s i;:i 1,, .• ,m • 

j=1 

~hen we can write the varianc~ of the waiting time 

v(rr . ) = .,.2 . 
Sl S;J. 

( ... ) 2 
- 'T • 

s;t. 
s::::1, ••• ,m. 
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(6.10) 

(6.11) 

( 6.12) 

~lsq the Ct:/lllUlative and complementary cumulative probability distri-

butions for the waiting times are 

and 

:::;; 
n 

w . (n) = P( '1" s; n) ;ii: 
s1 si 

\ w . (k) L s:i. 

m 

k;:zO 

p .. h .. (k) 
SlJ SlJ 

= l P .• sh .. (p) 
. S1J Sl;J 

j::i:1 

> w . (n) = Ji>( 'T • > n) ::;: \ w . (k) 
Sl Sl ~ Sl 

k=n+1 

m 

\ p .. h .. (k) L.. S1J SlJ 

k:::;n+1 j=1 

• 
= l. p E)ij 

j::1 

> 
h .. (n) 

S;LJ 

, s "' 1, ••• ,m ( 6. 13) 

' s = 1, ••• ,m 

( 6. 14:) 

, $ ::r 1, .... ,m 

, s = 1,, .. ,m. 



71 

Exam;ele 6 ... 1 
. . ' ' . 

Consider a second order discrete time semi-Markov process described 

by tb~ follQwing two matric~s; 

0.2 o.a 
o.4 o.6 

~ransition Prob~bility Matrix P = 

0.5 0,.5 

(1)(2)k-1 (1)(5)k-,1 Holding h,_11(k)= 3 J b· (k):;: - -
.'.rime 

' :L12 6 .. 6 

Mass 
) )k-1 ( 1 )(11)k ... 1 Fun~Uon 

h121 (k)=(t (t Matrix h122(k)= 12 12 
H(k) =r k=1,2, •••• 

(1)(1)k-1 
ll211(k)"" 2 2 (1)(6)k-1 

h212(k)r:= 7 7 

~1)(4)k~1 
h221(k)= '5 5 (1)(l)k ... 1 h222(k)= 8 8 

Tbe holding time distributions are all geometric distributions with 

different parameters~ Then the moments for holding times a:re: 

.--

'1'111 = J ~11 = 15 V( '1"111) :::; 6 

'l'l12 = 6 ~12 "' 66 V( '!'112) = JO 

--- 4 2 28 V( 'T'121) 12 '!'121 "" '1'121 = = 
-

t122"" 12 ~22 = 276 V( 'i 122) = 132 

-
'T2u = 2 2 6 V( '1"211) 2 'T211 - = 

..... 
7 ~12 91 V( "1'212) 42 1"212 = = = 

~ 

5 2 45 V( '!'221) 20 '1"22t l"' '1'221 = = 

-.,... 
8 2 120 V( .,.222) 56 '1"222 ::;: .,.222 ~ = 



for example "1121 = 4 means that given the process was in state 1 the 

t~me before, it will s~ay (on the average) in state 2 for four time 

units before preceding to state 1 in its coming transition. 

The. cumulative and complementary cumulative distributions of the 

holding time can be written in this matrix form: 

1 - (t)n 1 - (~t 

1 ... (f;r 1 - (-&r s: 
a(n) = 

1 ... (tr 1 - (tf 
n = 0,1,2, ••• 

1 - (ff '.1. - (tf 
~ 

(rf (it 

> . (tr (Nr 
H(n) = 

(2i)~ (*f 
n = o, 1,2, .•••• 

(tr (~r 
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These results show, for example that 1 - (;2)n is the probability 

th,at the pFocess will stay n or fewer time periods in state 1 given that 

the process was in state 1 the time before, in state 1 now and will be 

in state 2 in its coming transition. 

To find the waiting time statistiGs one substitutes in Equation 

(6,.10) to get: 

r11 = (0.2)(3) + (o.8)(6) = 5.4 

r12 = (o.4)(4) + (0~6)(12) = 8.8 



T21 = (0.7)(2) + (0.3)(7) = 3.5 

T22 = (0.5)(5) + (0.5)(8) = 6.5 

This means that T12 = 8.8 is the time the process will stay (on the 

average) in state 2 now given that it was in state 1 last time. 

Substituting in Equation (6~11) one gets the second moments: 

2 T11 = (Q.2)(15) + (0.8)(66) = 55.8 

T~2 = (0.4)(28) + (Q.6)(276) = 176.8 

T~ 1 = (0.7)(6) + (0.3)(91) = 31.5 
,.......,... 

T~2 = (0.5)(45) + (0.5)(120) = 82.5 

Then one can compute the variances, 

26.64 

V( T12) = 99.36 

V(T21) = 19.25 

y( T22) = 40.25 

The distribution of waiting can be found by using Equation (6.9), 

w11 (k) = (0.2)(1/3)(2/3)k-l + (o.8)(1/6)(5/6)k-l k= 1,2, .... ; 

w12(k) = (0.4)(1/4)(3/4)k~l + (o.6)(1/12)(11;12)k-1 k= 1,2, ••• ; 

w21 (k) = (o,7)(1/2)(1/2)k-1 + (o,3)(1/7)(6.7)k-1 k=1,2, ••• ; 

w22(k) = (o.5)(1/5)(4/5)k~l + (o.5)(1/8)(7/8)k-1 k,= 1, 2, ••• . 

Higher Order Continuous-Time Semi-Markov Chains 

In the continuous-time semi-Markov process the transitions of the 

system can occur after anY positive, not necessarily integral, time 

sPent in a state. The analysis for second order continuous~time 
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semi~Mar~ov process is presented in this section. For orders higher 

than two, the analy$iS follows in a similar manner. 

The second order continuous-time semi-Markov process is just like 

th~ se9ond order discrete-time semi-Markov process except for the domain 

of the holding times. The states occupied on successive transitions are 

still governed by the transition probabilities p .. of a second order 
S1J 

Markov Chain. However, now tne time 'T •• that the system will hold in 
S1J 

state i before making a transition to state j given that the system was 

in state s last time is a random variable that can take on any positive 

value, and not necessarily an integral value. One must now use a 

probability density function to describe the nature of this random 

variable, 

Holdin~ Times 

We will adopt the same notation used in the previous section. 

Therefore, let h .. (•) be the holding time density function for the 
S1J 

holding time 'T . .• Complete specification of the holding time behavior 
S1J 

of the process requires an m by m by m matrix H(•) with elements 

h .. (·). 
Sl.J 

The kth moment E ( rf- . . ) ;::: 
S1J 

.f- . . of a holding time 'T .. is 
S1J S1J 

defined by 

E(.f- .. ) 
S1J 

;::: ?- .. ::r s 'T~ .. ( 'i)d'T • 
S1J S1J 

0 

One can represent the probabilistic nature of a holding time by 
$; 

its C\lll\Ulative probability distribution h .. (•) and complementary 
S1J 

> cumulative probability distribution h .. (•) defined by 
S1J 

$; 

h .• (t) = P('T .. ~ t) 
S1J $1J 

t 

;::: (' h .. ('l')d'T J S1J 

0 

(6.16) 
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a.nd 

• 
!> 
h .. (t)::; P('T" .. >t) 

SlJ SlJ 
::;s·hi.('T")d'l"= 

s J 

s 
1 - h .. (t) • 

SlJ . 
(6.17) 

t 

Define 'T" • the waiting time in state i given that the process was 
51 

in state s the time before, just as we defined it for the discrete-time 

case. Since 'T" • is a continuous random variable like 'T" .. , it must also 
SJ. SlJ 

be dei;;cri bed by a probability density function, for which we use the 

symbol w .(•). The waiting time density function is related to the 
51 

holding time density functions by 

m 

w . ( T) ::; \ p .. h .. ( !'f') , 
Sl .L1 SlJ Sl.J J;=::-

( 6,.18) 

where we have simply weighted the holding time qensity functions by the 

probabilities that they will occur. 

The waiting time 'T". has a kth moment E(.f.) 
Sl SJ. 

E(,_k,) 
Sl 

,,. w • ( '!') d 'T" • 
Sl 

-= ,;. . defined by 
Sl 

(6 .. 19) 

By using ~quations (6.15) and (6,18) one cap express the waiting time 

moments in terms of the holding time moments, 

E(,,Jc.) 
Sl 

CID m 

= -:F. ""' s ,,Jc ( \ p .. h .. ( 'T") \~'!' 
Sl · ,/_.,1 S;l,J SlJ jO 

·a J"" 

m 

~ l Psij 
j:1 

m 

= l Psij 
j=1 

OD 

s Tk h 

0 

? .. 
S;LJ 

.• ( '!')d 'T' 
Sl.J 

• (6.20) 



-
Again, one usually deals with the mean;:., second moment -f'. and 

Sl Sl 

variance V('T .) of the waiting times, si 
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s: 
The cumulative probability distribution w 1.(•) and the comple-. s 

menta:ry cu.niuiative probability distribµtion >w .(.) p:i:;-ovide an alternate 
Sl 

representa~ion of the probabilistic nature of waiting times~ They are 

given by 

s: 
w .(t) c;i P('T. s; t) 

Sl S1 

and 

> w . (t) 
S1 

Exa,mp;I. e 6-2 

P("I" • > t) 
S1 

t 

= s w . ( "!') d '1' = 
si 

0 

m 

"'\' p .. jf.1 E;11J 

• 

s: 
h .. ( t) 

S1J 

Oii 

= s w . ( 'I") d "!' = 
S1 S ( \' p . . h .. ( "!') )d.,.. L Sl,J 51.;J 

t t 

> h .. ( t) 
S1J • 

Consideripg the same transition probability matrix used in 

(6.21) 

(6.22) 

ExiWIPle 6-1~ and specifying the holding time density function matrix as: 

4e 
... /,i,'!' 

2e 
... 2'1' 

3e -3 'I" _.,.. 
e 

H( 'T') = .,.. :<!: 0 ,. 

2e 
-.2'T 

3e -3'1" 

-'T' 
2e -2'!' e 

The holding time distributions are exponential distributions. The 

moments Qf th~se exponentially distributed holding times are 
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- 1 
.,.111 

1 2 1 
V( '!'111) 

1 2 1 
V('!'112) 

.1 
= i; ' .,.111 =a ' = 16 '1"112 = - ' \12 - - ' = r; 2 2 

'!'121 
1 2 2 

V('i:l.21) 
1 

1 2 
V( "!'122) 1 ;:: 3 ' .,.121 ::; 9 , = - '1'122 = 'i122 = 2 = 9 

'I' 2t:I. 
1 

~:ti 
1 

V( '!'211) 
1 1 2 2 

V( '!'212) 
1 

=2, :: 2' = z; '!'212 =3 ' '!'212 =9 ' =9 
~ 

1 - 1 2 
V( '!'221) 

1 2 1 
V( "!"222) 1["221 = '!'221 = 2 "" 1 ,.222 - , .,.222 - , = 4: • 2 2 

One can construct the matrices of cumulative holding time probabilities, 

:s; 
H(t.L"" 

1 .... 4,t 
-e 

-Jt 1-e 

-2t 1-e 

1-e 

1 ... e 

1-e 

1-e 

-2t 

... t 

-Jt 
>H(t) 

-2t 

-4:t .... 2t 
e e 

-Jt -t 
e e 

= -2t -Jt 
e e 

-t -2t e e 

The waiting time density functions for the ex~ple follow from 

Equation (6.18). 

w11('i) 
,..4: '1' 

o.8e + 1.6e_2 ,. 

w12('T) 1.2e -3'T .. 'T 
= + o.6e 

w21('T) 
-2'T -3'!' 

= 1.4:e + 0.9e 
•(, 

w2~:/ 'T) = 0.5e 
,.. 'T 

i.oe -2"!' 
+ . 

Equation (6.20) allows us to write the waiting time moments 

,.11 7 (0.2)(1/4:) + (0.8)(1/2) = 0.4:50 

"!'12 = (0.4:)(1/3) + (0.6)(1) = 0.733 

,.21 = (O. 7) ( 1/2) + (O.J)(1/3) = 0 0 4:5 

,.22 = (0.5)(1) + (0.5)(1/2) = 0.75 
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-2 '1"11 =0 .. (0.2)(1/8) + (0.8)(1/2) = o.425 

...... 
2 '1"12 = (o.4)(2/9) + (0.6)(2) = 1.289 

2 
'1"21 = (0.7)(1/2) + (O.J)(2/9) = 0.4167 

2 '1"22 = (0.5)(2) + (0.5)(1/2) = 1.25 • 

Then the variance of the waiting time is given by 

V( '1" 11) = 0.222 

V( '1" 12) :i::; o. 752 

V('1"21) = 0.213 

V( '1"22) t:= 0.687 . 



CHAPTER VII 

CONCLUSIONS AND RECOMMENDATIONS 

This research has been directed towards analyzing higher order 

Markov and semi-Markov chains. The study revealed that the analysis of 

such chains using n-dimensional matrices was computationally superior 

to th~ existing method found in the literature. 

The study of n-dimensional matrices showed that these matrices had 

dif~erent properties as opposed to two-dimensional matrices, mainly: 

l) The associative law of multiplication does not hold. 

2) For an n-dimensional matrix A and the identity matrix I the 

following is true: 

for k 2, 3, ••• 

b) Al = A I !A 

c) A-l A = I I AA~l 

It was found that as in the case of the first order Markov chains, 

steady state probabilities for higher order Markov chains do not depend 

upon the present and past states of the process. An algorithm was 

developed to compute steady state probabilities. 

The study of the absorption properties of higher order Markov 

chains revealed that the following quantities can be easily calculated 

* once the inverse of the matrix Q .. is obtained: 
11 

1) The expected number of steps be~ore the process is 

absorbed. 
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2) The expected number of t~mes the process is in a given 

non~absorbing state. 

J) The probability of absorption by any given absorbing state. 

The study of higher order discrete time semi~Markov processes 

revealed that tpe generality it provides in modeling does not cause 

unusual computationa~ problems, On the other hand, higher order 

eontinuous~time semi-Markov processes do exact a price in computation. 

A possible area of further study would be to extend the analysis of 

Higher Order Semi-Markov chains. To derive equations that would compute 

interval transition probabilities, entrance and destination probabil~ 

ities for higher order chains analogous to first order chains. 

Another area of possible investigation would be to find more 

applications and uses for n-dimensional matrices in fields other than 

higher order Markov chains. 

It was found that by permuting the rows and columns of the sparse 

* matrix Q .• a particular pattern arose which might make the matrix easier 
11 

to invert~ Consequently, another area of possible research is to 

develop an algorithm for inverting tnis particular type of sparse 

mat:dx. 

Ar; a ;final recommendation it is $uggested that the techniques 

developed in this dissertation be imp1emented in computer codes so that 

they may be more conveniently applied to the solution of actual 

problems. 



SELECTEP BIBLIOGRAPHY 

(1.) Anderson, T. W., and L. o. Goodman. "Statistical Inference About 
Markov Chains." The Annals of Mathematical Statistics, 28 
( :l.957), PP• 89 ... 110~. --

(2) Bailey, N. T. J. The Elements of Stochastic Processes with 
Al,?plica.tions 12., the NaturalSciences~ New York: ~ Wiley 
and Sons, 1964. 

(3) Bartholomew, D. J. StoQhastic Models for Social Processes. 

(4) 

(5) 

New York: John Wiley and Sons, 1967. 

Bewley, L. V. 
New Yc;>rk: 

Tensor Analysis of Electric Circuits and Machines. 
Ronald Press Co-;;ipany, 1961. -

Bharucha~Reid, A. T. Elements of the Theory of Markov Process 
and Their AJi>i>licatio:p.s. · N";; 'Yc;';k: McGr-;;-Hill, 1960. 

(6) Bhat, u. N. Elements of Applied Stochastic Processes. New York: 
John Wi;I.ey and. So~, 1972. 

( 7) Billingsley, P" "Statistical Methods in Markov Chains. 11 The 
Annals of Mathematical Statistics, 32 (1961), pp. 12-40. 

' ~ ' . . ..... ' 

(8) lkeiman, L. Probability and Sto~hastic Processes with a View 
'l'Qward Ap;[>l,ications.Bostpn: · Houghton Mifflin'Co:-, 1969 • 

. , . . I . .,. 

(9) Chung, K. L. Markov Chains. New York: Springer-Verlag, 1967. 

(1.0) Clarke, A.~., a_nd R. L. DisneY• Probability and Random Processes 
fc;>r Engineers ~ Scientists. New York: john Wiley and 
Sons, 1970. 

(11) Cox, D. R., and H. D, Miller. The Theory of Stochastic Processes. 
New Y'o:rk: JoP,n Wiley and Sons, 1965.-

(12) Doob, J. L. Stochastic Process~ New York: John Wiley and Sons, 
1963. 

( 1.J) Feller, W. An Introduction .!.£. Prob.abili t;y Theory and Its 
Applicat~ons. Volume 1, 3rd ed. New York: TohnTiley and 
Sons, 1968. 

(14) fox, L. An ;J:ntroduction to N1,l1Jlerical Linear Algebra. London: 
Ox;ford University Press, 1964. 



82 

( 15) Franklin, J. N. Matrix Theory. 
PrenUce-Hall, 1968. · 

Englewood Cliffs, N. J.: 

( 16) Ganesan, s. G. "Analysis of Higher Order Markov Chains." (Unpub. 
Ph.D. Dissertation, Oklahoma State University, May, 1970.) 

(17) Gantmacher, F. R. Application of the Theory of Matrices. 
New York: Interscience, 1959. 

(18) Goc;>d, ;I:. J. "The Likelihood Ratio T~st for Markov Chains." 
Biometrika, 42 (1955), pp. 531-533. 

(19) Hernite:i;-, J. D., and R~ A0 Howard, "Stochastic Marketing Models." 
Pro2ress .i!1, Operations Research, Vol, 2. New York: John 
Wiley and Sons, 1964. 

(20) Hillier, F, s., and G. L. Lieberman. Introduction.!.£_ Operations 
Research. San Francisco: Holden-Day, 1967. 

(21) Howard, R. A. Dynamic ProgramminQ and Markov Processes. 
Cambridge: M.I.T. Press, 1960. 

(22) Howard, R. A. Dynamic Probabilistic Systems, Vol. I. New York: 
John Wiley and Sons, 1971. 

(23) Howard, R. A. Dynamic Probabilistic Systems, Vol. II. New York: 
John Wiley and Sons, 1971. 

(24) Karlin, S. A First Course in Stochastic Processes. New York: 
Academi-;;- Press, 1966. 

(25) Kaufmann, A., and R. Faure. Introduction.!.£_ Operations Research. 
New York: Academic Press, 1968. 

(26) Kemeny, J 0 G,, and J. L. Snell. Finite Markov Chains. Princeton: 

( 27) 

(28) 

( 29) 

(Jo) 

VanNostrand, 1959. 

Kemeny, J. G., H. Mirkil, J. L. Snell, and G. L. Thompson. Finite 
Mathematical Structures, Englewood Cliffs, N. J.: Prentice
f!:all, 1959. 

Kempthorne, 0 01 and J. L. Folks. Probability, Statistics and Data 
Analysis. Ames, Iowa: Iowa State University Press, 1'971-.---

Kron, G. A Short Course .:!:.!! Tensor Analysis .!£!:.Electrical 
En2in-;'ers. New York: John Wiley and Sons, 1942. 

Kuehn, A. A. "Consumer Brand Choice as a Learning Process," 
Journal of Advertising Research, 2 (December, 1962), 
pp. 10-17. 



BJ 

(J1) Lee, T, c., G. G. Judge, and A. Zellner. Estimating the 
Parameters .2!. Markov Probability Model ~ Aggresate ~ 
Series Data. Amsterdam: North Holland Publishing Co., 1970. 
~ 

(J2) Lee, T. c., G. G. Judge, and T. Takayama. "On Estimating 
Transition Probabilities of a Markov Process." Journal of 
Fann Economics, Vol. 47 (1965), pp. 742-762. - . 

(J,3) Matsushita, Y. "Sparse Matrix Inversion OJ:J. Illiac IV. 11 Doc. # 
Center for Advanced Computation, University of Illinois 
(June, 1968). · 

(34) ~ill er, G. A. "Finite Markov Processes in Psychology." Psycho
metrika, 17 (1952), PP• 149-167. 

(J5) Nathan, A., and R. K. Even. "The Inversion of Sparse Matrices 
by a Strategy Derived from Their Graphs." Computer Journal, 
10 (1967), PP• 190-194. 

(J6) Newman, M. "Matrix Computation." A Survey of Numerical Analysis. 
New Yo;rk: McGraw-Hill, 1962, pp. 222-253. 

(37) Parzen, E. Stochastic Processes. San Francisco: Holden-Day, 
1962. 

(38) Prabhu, N. u. Stochastic Processes. New York: Macmillan, 1965. 

(39) 

(40) 

(41) 

(42) 

(4J) 

(44) 

Sikorski, R. 
Wa:r;saw: 

Advanced Calculus-Function of Several Variables. 
Polish SCientific Publisher;:- 1969. 

'l'elser, L. G. "Least Square Estimates of Transition 
Probabilities." Measure of Economics. Stanford: 
University Press, 1963, pp:- 270-292. 

Tewarson, R. P. "Computation with Sparse Matrices." 
(1970), pp. 527-543. 

Stanford 

S!.AM Rev-12 -
Turner, J. C. Modern Applied Mathemci.tics, Probal;>ility-Statist:j.cs

Operational Research. London: The English Unive;rsity Press, 
1970, 

Walsh, J. "Direct and Indi;rect Methods." Large Sparse Sets of 
Linear Equations. [Reid ( 1970A) ], pp. 41-56. - ..,.... 

Whittle, P. "Some Distribution and Moment Fonnulae for the 
Markov Chain." Journal .2!, J;loyal Statistical Society, B17 
( '1955) ' pp. 235-242 •. 



VITA 

Hatem Ahmed Elayat 

Candidate for the Degree of 

Doctor of Philosophy 

Thesis: ANALYSIS OF HlGHER ORDER MARKOV AND SEMI-MARKOV CHAINS 

Major field: Industrial Engineering and Management 

Biographical: 

Personal Data: Born .in Cairo, Egypt, March 25, 1944, the son of 
Mr. and Mrs. Ahmed Elayat. 

Education: Graduated from El-Nasr High School, Maadi, Cairo, 
Egypt, in May, 1960; received the Bachelor of Science degree 
from Ain Shams University, Cairo, Egypt, in May, 1965, 
majoring in Mechanical Engineering; received the Master of 
Science degree from Oklahoma State University, Stillwater, 
Oklahoma, in May, 1970, with a major in Industrial Engineering 
and Management; completed the requirements for the Doctor of 
Philosophy degree in July, 1973, with a major in Industrial 
Engineering and Management. 

Professional E:x:perience: Instructor, Ain Shams University, Cairo, 
Egypt, September, 1965, to July, 1968; Graduate Teaching 
Assistant, Department of Industrial Engineering and 
Management, Oklahoma State University, January, 1970, to May, 
1973. 




