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A CRITIQUE OF FEDERAL RESERVE-FEDERAL OPEN MARKET
COMMITTEE ACTIVITIES IN THE POST-ACCORD

PERIOD: 1953-1969

CHAPTER I

INTRODUCTION

The March 5, 1951 Accord between the Federal Reserve and the
Treasury officially freed the Federal Reserve from the "obligation" to
support the price level of United States Govermment security issues.
This allowed the Federal Reserve to return to the administration of
monetary matters. Since that time, a tremer ,us volume of written
material and speculation has appeared concerning the process the "Fed"
has employed in analyzing the current state of the economy. Also under
scrutiny has been the method the Fed employs to determine how its policy
efforts affect, or will affect, the various factors and sectors within
the economy.

A significant portion of this discussion has centered on the
Federal Open Market Committee's choice of the variables which it uses
as indicators of the current economic situation and of the impact of
monetary policy on this situation. These indicators have been subdivided
into many different categories depending upon such factors as their

position in the economic framework, how long a time span must elapse
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before they reflect a policy action, how well they reflect this action,
and how effectively the Fed can control their movements. Many different
economic variables have been proposed as being: (1) the "best" indicator
of the current effect of a given policy action; (2) the "most appropri-
ate" target toward which the Fed should direct its actions and from which
the Fed could judge the effectiveness of its actions; or (3) the "primary"
economic objective which the Fed attempts to correct or to maintain
within some suitable range.

The primary purpose of this dissertation is to examine various
aspects of this indicator problem. Initially the contrasting theories
which have led to this confusion are discussed and a general justifica-
tion for the alternative proposals is observed. Then the problem is
analyzed in terms of finding the "best" indicator, the "most appropriate"
target, and the "primary" economic objective for the analysis of the
effects that monetary policy have on the economy as a whole. Finally,
several of these "optimal" variables are used to establish a system
which is designed to evaluate the potential effects of any given level
of policy action.

This study is divided into two major topic areas. Thus, it
seemed appropriate that the two areas should be segmented into separate,
though not totally independent, sections. The first section attempts
to compare and contrast various problem areas in the analysis and
implementation of monetary policy with reference to the selection.of the
appropriate indicators. The second seeks to establish an empirical
basis for the analysis of the potential effects of a policy action.

The latter would enable the Federal Reserve to include this evidence as
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part of the justification for the decision regarding the correctness
of a proposed policy position.

The first chapter in the opening section discusses: the organi-
zation and operations of the Pederal Reserve and the Federal Open Market
Committee; the historical development of the policy '"tools" which these
two bodies utilize to effect a change in, or a continuation of, the
current level of policy action; and the problems implicit in defining
and quantifying the length of the policy lag-=from the origin of the
need to the recognition of the effects of a policy action.

The next chapter begins with a rather in-depth comparison of the
neo-Keynesian versus the monetarist approaches to stabilization policy.

It explains the theoretical background behind each viewpoint and gives
explicit examples of how followers of the two approaches are led to quite
contradictory conclusions and actions. Then, based on these differing
frameworks, the analysis accounts for the selection of dissimilar indi-
cators and targets of policy activity. Finally, a rather laconic look

at the development of the several "ultimate objectives,'" from the incep-
tion of the Federal Reserve through the period presently under consider-
ation, is presented.

The second section seeks to evaluate monetary policy action from
a different perspective. In the first chapter of this section, a brief
discussion of the evolution of econometric models and of their relevance
is followed by the development of an econometric model which specifically
emphasizes the financial (monetary) sector. The intent of this model is more
than simply to specify a functional relationship for a group of endogenous

variables. Its purpose is to evaluate the importance and contribution of
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movements in several of the key economic variables toward determining
the expected level of reaction of the policy indicators and targets,
the primary tools of policy action, and the levels of the proxies for
the "ultimate" objectives. The policy indicators and targets employed
in this model include changes in the demand for free reserves, for the
components of the money supply, and for commercial bank loans. The
primary tools of policy action are open market operations and the dis-
count rate. Changes in the level of required reserves against deposits
and selective credit controls are used too infrequently to be included
endogenously; and moral suasion is far too qualitative a factor to be
measured adequately in any form. The levels of the proxies for the ulti-
mate objectives which are endogenocusly determined within this model are
income and its components, and the annual rate of change in prices;
other proxies are included exogenously. In many respects, this model
parallels that of Teigen (1969).

The next chapter amplifies upon the results of the preceding
chapter. Using the structural parameter estimates of the equations, an
analysis is made of the demand and income elasticities for the endogenous
variables with respect to a given level of change in some predetermined
variables which are of particular interest to the monetary policy-maker.
The balance of the chapter contains a fairly-detailed multiplier analy-
sis of the effects on the endogenous variables of a unit change in the
level of several of the exogenous variables. These multiﬁliers reflect
the long-run effects of a sustained unit change in the predetermined
variable. TIf the series converges (as one would a priori expect), the

system is assumed to be stable; if not, the system is assumed to be
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unstable. These long-term effects are also of particular interest to
the policy-maker. An analysis of these should play a key role in the
determination of the most appropriate monetary (and fiscal) policy com-
bination to put into affect at any point in time.

The final chapter primarily synthesizes the conclusions which
are drawn from the empirical analysis of the second section. Based on
the results from the estimation of the model and from the calculations
of the elasticities and multipliers, several inferences are made con-
cerning the principal determinants of the level of demand for money and
bank loans. Then various elements of Federal Reserve activity are
analyzed. Conclusions regarding the choice of indicators, targets, and
objectives are drawn, and the general trend of open market and discount
rate activities of the Fed are observed. These trends indicate, among
other things, that the discount rate, not open market operations, might
be the primary tool used to effect "dynamic" changes in policies activi-

ties over the quarter (three months).



SECTION ONE

QUALITATIVE POLICY EVALUATION



CHAPTER II

BACKGROUND TO THE ANALYSIS OF POST-WAR

MONETARY POLICY ACTIVITIES

Monutary pelicy in the last twenty years has, again, assumed a
large part of the responsibility for short-term economic stabilization.
This has resulted primarily because of the lengthy initial lag and gen-
eral inflexibility of fiscal policy and the addition of new national
economic goals since World War II (reasonably stable but sufficient
economic growth, and an international balance of payments). With this
responsibility has come the question of how effectively monetary policy
can guide the economy along these desired policy roads. The basic
argument in favor of its use has been its flexibility. The real issues,
however, are whether monetary actions are appropriate at the time they
are taken, and whether, when the resulting effects work themselves out,
the consequences stabilize the economy or simply serve to reinforce
instability.

If the economy contains forces which tend to make its fluctua-
tions self-correcting, then unless the correcting mechanism requires an
extensive time lag before its effects are felt there is no real need for
any form of stabilization activities. The fact that the economy on its
own will bring about this correction precludes the need for any type of

policy action. If, instead, the economy appears to be subject to a
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considerable amount of under- or unemployment disequilibrium forces, as
is assumed in the body of Keynesian economics, more or less continuous
stabilization actions may be required to promote the desired economic
goals. And if a long lag exists between the initiation of a policy action
and the first evidence of its effects, any actions taken toward stabil-
ization are questionable. In this case, the question relating to the
appropriateness of policy actions which are "leaning against the wind"
may be complicated by the inability to forecast such factors as: when
the action needs to be taken; when the action will be, or begin to be,
effective; what type of action to take; what magnitude of action is
called for; what differential effects to expect; etc.

The primary functions of stabilization policy are to maintain a
high level of resource utilization, especially full employment, and to
keep the price level stable. Price level stability implies the necessi-
ty of keeping the value of money constant. Economic growth is an essen-
tial part of achieving these goals. Given the appropriate policy tools
full employment and price stability can be compatible with a whole spec-
trum of growth rates; the types of policy instruments to be employed
serve to determine, to a large degree, the appropriate rate of growth.
The proper role of public policy must be to supplement the economy at
times when it fails to achieve full employment and/or price stability;
also when the rate of growth is less than optimal.

To determine the significance of the effect that a change in the
short-run target or some non-controlled variable will have on the over-
all economic picture, the Federal Reserve must, explicitly or implicitly,

specify its view of the transmission mechanism through which these short-run
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changes are thought to ultimately affect long-run developments. Money
creation is a relatively short-run phenomenon, resulting generally from
open market purchases by the Federal Reserve or loans by commercial banks.
However, the effects of its creation are felt or observed on the ulti-
mate economic objectives only after filtering down through a lengthy
economic framework (which describes the linkage of short-run occurrences
to long-run effects). That there are lags in this framework, between

the initial policy action and the final effects of this action on the
ultimate goals, is well-recognized.

The Organization and Operations of the
Federal Open Market Committee

The manager of the System Open Market Account is the agent through
whom all system open market operations are carried out. He also maintains
the "Trading Desk" for the Federal Open Market Committee (FOMC)l at the
Federal Reserve Bank of New York. The FOMC, through its periodic direc~

tive52 to the Account manager, attempts to direct the conduct of monetary

lThe Federal Open Market Committee is composed of the seven mem-

bers of the Federal Reserve Board of Governors, plus five of the twelve
presidents of the district Federal Reserve Banks. These five are the
president of the Federal Reserve Bank of New York, who is a permanent
member, and four other presidents who are selected on a rotating basis.
All of the presidents are eligible to attend the FOMC meetings and par-
ticipate in the discussions; only the five presidents and the seven
Board members are allowed to vote on policy matters, including the con-
tent of the directive.

2The directives, either implicitly or explicitly, establish the
policy guidelines to be followed. These guidelines reflect the desired
levels of such short-term, operational variables as specific levels of
free reserves, member bank borrowing from the Federal Reserve, and money
market prices (interest rates). Prior to June 22, 1955, there were two
directives issued: one from the full FOMC to its Executive Committee
(EC); the other from the Executive Committee to the manager of the Sys-
tem's Account. Both directives were, except for the operating statement,
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policy toward sometimes divergent ends. It seeks to maintain, over the
current policy period (usually three to four weeks), specified conditions
in the money market while also seeking to accommodate a general expan-~
sion in aggregate bank reserves. ZExcept when policy is in a state of
change, the FOMC takes such actions as it deems necessary to maintain
stabilized conditions in the money market. The daily operations for the
System Account are usually conducted with the intent of maintaining a
desired degree of ease or restraint on both bank reserve positions and
the general money market condition. At the same time it would seek to
provide additional, or absorb excess, reserves in the short-run as required
by the daily demand for cash and by other factors which affect reserve
levels (e.g., float, and the Treasury's balances at the Federal Reserve
Banks). Therefore, most open market operations are undertaken simply to

maintain some desired net reserve position by allowing for these short-term

couched in very general terms. At the June 22 meeting, it was felt that
consolidation into a single, two-paragraph, general summary of the con-
siderations implicit in the chosen course of action and the specific
operating directive would provide a better indication of FOMC thinking.
This should serve as a guide in conducting Account operations while
allowing the Account manager a wide latitude within which he could use
his discretion to determine the appropriate actions to take toward
assuring the desired policy position. This admixture of general and
specific statements constituted the form of the directives until 1962.

Since the almost complete revision of the directive format in
early 1962, the first paragraph has been used to state the ultimate
goals and intermediate objectives of the System. It has also outlined
the major economic conditions currently faced by the nation. The second
contains the specific operating instructions (generally mentioning
desired money market tone, interest rates, growth of the money supply
and/or bank credit and reserves, etc.). Since 1966, a "proviso clause"
has also been included in the second paragraph; this is intended to pro-
vide the Account manager with more latitude in directing policy opera-
tions. Through this action they hoped that he could alter money market
pressure in either direction to accommodate changes in the growth of
bank credit or changes in the intermediate guides which were not expected
or desired before the next regular FOMC meeting.
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and seasonal changes, many of which are fully expected before they
occur. This is the basis of the FOMC's "defensive'" aspect of policy
operations.

In addition to this day-to-day function of maintaining an orderly
and smoothly-operating money market mechanism (the defensive aspect), the
FOMC also seeks to contribute toward achieving the nation's longer-run
‘economic goals (the "dynamic" aspect of its actions). These concepts of
"defensive" and "dynamic" policy actions, introduced by Robert Roosa
(1956) to delimit the contrasting operations, were defined as:

« « « the defensive side of the Federal Reserve System's duties—
defending against those seasonal, regional, or perhaps accidental
causes of sudden stringency that arise in the process of issuing
currency, or clearing checks, or meeting net flows of funds among
regions (or vis-a-vis other countries), for example, and which might
by unhappy coincidence aggravate, or even ignite, a financial and
economic crisis. . . . A more sensitive monetary control mechanism
was wanted, to make greater use of the latent potential of a frac-
tional reserve banking system in resisting inflation and deflation
and facilitating economic growth. That shift-over from a purely
defensive to what might be called a dynamic conception of Federal
Reserve responsibility . . . found full legislative expression in
the Banking Act of 1935,

The System's defensive aim is to help keep the machinery of the
money market working smoothly in distributing and allocating the
market's stock in trade within any given period; its dynamic aim
is to exert through the money market whatever degree of pressure
upon bank reserves, liquidity, and the general availability of
credit is required for stability without inhibiting sustairable
economic growth.

Although the pursuit of defensive operations accounts for most
of the policy open market operations, Rcosa points out that ". . . there
has in fact been a fusion of both types of responsibility. The upper-
most concern at the 'Trading Desk' every day is that the prevailing
degree of pressure intended . . . shall emerge from the day's confusion

as a dominating force." He further notes that:



12

it has long since become second nature to the operating personnel

to handle each problem with its defensive and dynamic aspects joined
together . . . recognizing that System Account purchases or sales,
while always made with a view to effecting the general degree of
reserve pressure intended by the Committee, can never be taken alone
as a signal of the actual credit policy being pursued.

Monetary policy makers are, naturally, quite concerned with the
dynamic aspect. However, open market operations, the basic instrument
used to pursue these goals, appear to be conducted almost solely in
response to short-run stimuli--basically money market pressures, credit
conditions, and short-term interest rates. These dynamic goals must be
viewed over a considerably longer time-perspective than that required
for the execution of short-run policy operations. Therefore, although
monetary policy can contribute toward the achievement of these goals, it
is unrealistic to expect policy actions taken in the financial sector to
always exactly achieve a specific effect upon such "real" variables as
production, employment, and industrial output. There are too many non-
controllable variables in the linkage between the initial action and its
ultimate effects.

It has only been in the post-World War IT era that the Federal
Reserve has been held responsible for aiding in, if not totally respon-
sible for, the achieving of national economic goals such as those estab-
lished by Congress in the Employment Act of 1946. Prior to the Accord,
Federal Reserve actions along these lines were constrained on occasion
by the "obligation" to support the price, and, therefore, also the interest
rate, levels of govermment securities. The 1951 Accord represents the
formal statement of an end to this tradition of price support for Treasury

obligations. Official support did not seem to stop until March 5, 1953,

when the Minutes of the Federal Open Market Committee reflected that the
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FOMC and the EC directives were changed from ". . . to maintain orderly
conditions in the Government securities market; . . ." to ". . . to
correcting a disorderly situation in the Government securities market;
. « o' However, FOMC activities subsequent to this have made it appear
that, even through the beginning of 1970, the FOMC has continued to
facilitate Treasury activities in the money market (Keran and Babb, 1969).
This is accomplished by easing, or at least not changing, money market
conditions around the time scheduled for a Treasury financing or refund-
ing action. This use of the "even-keel" objective seems to have often
postponed adjustments to monetary policy action—some of which might have
proved quite necessary at the time-—until the Committee meeting following
the completion of such activities. In at least one case (1959) this pre-
vented possible correction of monetary policy direction and pressure for
fully five consecutive months (Minutes).

Although varying degrees of control over the several ultimate
objectives is attributed to Federal Reserve monetary policy actions, the
FOMC does not appear to consider, in its decision~making process, all of
these as equally important objectives. The same holds true for control-
ling the movements of various indicator and target variables. The mone-
tary authorities, at least theoretically, attempt to achieve several
economic objectives at the same time., It is, therefore, not surprising
that the most appropriate measure which would indicate when a change in
the level or direction of monetary policy is necessary, is quite
uncertain. It depends on the theoretical assumptions. A lack of ambiguity
would imply that all the objectives considered indicated the need for a

policy change at (approximately) the same time and in the same relative
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direction.

In an attempt to reconcile the relatively incompatible goals of
price stability, a low rate of unemployment, and a satisfactory level of
economic growth (and, occasionally, balance of payments stability),
Willes (1967-II) finds that the Federal Reserve has ". . . accepted the
proposition that monetary policy should have a stimulating influence
during periods of decline in general economic activity and a restraining
influence during periods of economic expansion." Thus, it appears that
". . . the Federal Reserve geared changes in the direction of monetary
policy primarily to changes in the phase of the business cycle.“3

Between Committee meetings, the members are kept current on
developments in the economy by their own research staffs as well as by
that of Board of Governors. ZEach day, in the process of determining
the appropriate reserve position, given the level of System policy then
being effected, the Account manager consults with at least one member
of both the Board of Governors and the Federal Reserve Bank presidents
in his "11 a.m. telephone conference." 1In this way, changes in economic
and/or money market conditions are discussed and the desired daily
reserve position is agreed upon, subject to last-minute changes in other
factors.u As these conditions change, the Account manager brings this
to the attention of the Open Market Committee members. If the change is
large enough or sufficiently rapid to cause some degree of concern with

respect to the current policy directive, the Account manager or any

3There are, however, certain qualifications to this statement
which Willes recognizes in a footnote and includes in a later chapter.

uFor a discussion of many of the factors the Account manager con-
siders before making his decisions, see: Roosa (1956) and Rouse (1968).



15

member of the FOMC may request a special meeting of the Committee to
discuss the consequences of the recent changes.

During much of the post-Accord period, it appears that the Fed-
eral Reserve, through the FOMC, has consistently relied on basically two
short-run dynamic target varigbles as a means of measuring the need for,
and the results of, its combined policy actions. The main target for
dynamic operations has been the general condition of the money market,
usually measured in terms of relative "ease" or "tightness." This is an
abstract measure of aggregate variables primarily represented by the
spectrum of interest rates on important short-term market instruments
and by differing levels of credit availability. "Free reserves" is the
other principal target. A change in dynamic policy has generally been
reflected by a similar movement in both of these.

Other varigbles in the linkage of open market operations to their
intermediate effects which today are recognized as analytically quite
important (e.g., total reserves, bank credit, money supply, etc.) were
originally not targets which the FOMC specified or even used with any
degree of frequency. They were simply part of the "feel" of the market.
In 1960, the behavior of total reserves and non-borrowed reserves began
to show up in the FOMC directives; in late 1961, references to a desired
level (or growth) in reserves began to appear (Minutes). With the evolu-
tion of the "proviso clause,” policy actions began to be conditioned by
developments in commercial bank credit, represented by a "bank credit

I|5

Proxy.

5This is usually measured as a monthly average of daily figures
on total member bank deposits. See: Burger and Ruebling (1970).
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Obviously, an important composite indicator used by the Account
manager and the FOMC to gauge money market conditions is the daily report
on, as well as the past and predicted future course of, various measures
of bank reserve position and the changes in the factors which affect
these reserves. The other important composite indicator has been money
market pressure. The Federal Reserve appears to combine the movements
of several variables to form some sort of gualitative measure of this
guide. These variables include the interest rates on money market
instruments and a description of the cash positions of the money market
banks and firms, especially Government security dealers. Andersen and
Levine (1966) attempted to measure this degree of pressure by combining
twelve money market time-series' into two measures of pressure: one, an
index of New York City money market pressure; the other, an index of
"nation-wide" money market pressure.6 Bach of these time series is a
measure elther of the adjustments in liquidity positions which result
from changes in the availability of funds to the money market firms, or
in the cost of their making these adjustments.

By outwardly espousing an eclectic approach to its monetary role
in the economic scheme of things, the Federal Reserve has consistently
avoided making any formal or precise statement concerning either the

quantification of target variables or the theoretical framework by which

These factors are: the Treasury bill rate; free reserves; the
basic reserve position (deficiency) and the borrowings from the Federal
Reserve by eight New York money market banks; the basic reserve position
and the borrowings from the Federal Reserve Banks by thirty-eight other
money market banks outside New York City; all member bank borrowings from
the Federal Reserve Banks; the positions of major Govermnment securities
dealers; the Federal Reserve discount rate; the Federal funds rate; and
the interest rate on four-to-six month commercial paper. Also see:

Rouse (1968). He specifies many of these same factors.
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it judges its potential impact or determines its behavior. This frame-
work would provide the linkages between their instruments and the
desired effects on the ultimate goals. As Professor Guttentag (1966)
puts it:

« « « concerning the 'money market strategy,' which was used
exclusively during 1953-60 and in modified form thereafter, the main
weakness of the strategy . . . is its incompleteness, i.e., the
fact that the Federal Open Market Committee (FOMC) does not set
specific quantitative target values, for which it would hold itself
accountable, for the money supply, long-term interest rates, or any
other 'strategic variable' that could serve as a connecting link
between open market operations and system objectives; rather it
tends to rationalize the behavior of these variables after the fact.

The degree to which this is true, as evidenced by the "feel" of the market
leeway given the Account manager, is illustrated by the "proviso clause"
in the second paragraph of the "Current Economic Policy Directive" to the
Account manager from the FOMC; and by the following from Purposes and
Functions (1963) and Roosa (1956).

A given level of net reserves at one point may be associated
with a faster or slower rate of growth in bank credit than the same
level of net reserves at another time because of differences in the
strength of credit demand, the level and structure of interest rates,
and market-expectationse=all of which affect bank preferences for
free reserves . . » even in the short run the significance of any
given net reserve figure must be assessed alongside a broad assort-
ment of other information that bears on what is typically alluded
to as the "tone" and "feel" of the money market. . . . In executing
policy it is essential to have these intermediate indicators of
money market atmosphere. . . . For this reason Committee instruc-
tions have typically directed the Account manager to seek more, less,
or sbout the same amount of reserve availability and money market
ease or tightness as has been prevailing. Decisions as to the pre-
cise size, timing, and direction (purchase or sale) of any market
operations needed to implement these instructions are left to the
discretion of the Account Manager. . « .

There is no better description for this process than "getting
the feel" of the market. It is the combination of both, the pro-
jections [Of reserves, etc.] as modified or confirmed by the "feel,"
which provides the basis for deciding what action, if any, is to be
teken in carrying out the instructions of the Federal Open Market
Committee.
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Monetary Policy Tools of the
Federal Reserve

Most of the Federal Reserve's existing tools were developed early
in the evolution of the System. It is not surprising that the Federal
Reserve Act of 1913 specified the use of the discount rate to accommo-
date the credit needs of business and commerce by providing funds at the
request of the member banks. The equivalent of this rate was the main
policy instrument of the Bank of England. And the trading in self-
liquidating, short-term paper was already well-established at the time.
This was the origin of the "real bills" doctrine.

The Federal Reserve Banks were allowed to trade in the open
market, mostly in eligible paper and securities. This reflected an
attempt to increase earnings by employing idle funds and not the desire
to use these operations for policy purposes. The monetary effects of open
market transactions, however, were noticed fairly quickly. As more
Banks indicated their preference for using open market transactions rather
than the discounting regulation as an instrument to control interest
rates and credit availability, this trading was centralized at the Bank
in New York to avoid competing among themselves.

Coordination of these two tools for policy purposes began in the
early 1920's. Since the public did not initially consider open market
operations as an indication of policy actions, these were used to test
the reaction to policy moves. Once this initial reaction was observed,
if additional action was needed, or if a reversal was required, the
discount rate would be changed to effect the desired result. Other ways
of coordinating the effort were to let the discount borrowing supply

seasonal needs and offset irregular needs with open market operations;
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or to use OMO to increase the supply of funds in order to reduce the
level of discount borrowing.

In the process of discharging its primary "fiscal function”
during war-time, that of facilitating the Treasury's financing activi-
ties (a function which was delegated to it by the Treasury during World
War I), the System not only provided new market instruments but it also
exercised considerable market control over interest rates. In addition,
during hostile periods, the Federal Reserve made a great deal of use of
moral suasion in an attempt to retard the rapidly expanding use of pri-
vate credit for nonessential purposes and for speculation. This involved
both limiting the amount of discounting which banks had access to from
the Federal Reserve and attempting to restrict the amount of credit pro-
vided by the commercial banks. Selective credit controls were thus born
when some Banks began to require more than 100 percent collateral for
discounts and advances. In the 1920's, reserve requirements were used
as a method of securing deposits against loss. But it was not until the
late 1920's that the Federal Reserve specifically began to use reserve
requirements to control speculative uses of credit.

During the "Great Depression,”

it appeared to the analysts of
that day that none of the existing monetary policy tools were very
effective. The large increase in credit availability in the early stages
of the depression, the subsequent increase in activity of open market
operations, and the intentional build-up of excess reserves did not do

much to stimulate business and economic recovery to any significant

degree.7 Finally, in an effort to absorb excess funds, the Federal

7Many monetarists, especially of the group closely associated
with Professor Friedman, do not visualize the depression developments
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Reserve, in 1936-7, raised the reserve requirements. This worked only
temporarily since neither discount rate changes nor open market opera-
tions were effective as long as banks did not need to borrow, or be
supplied, funds.

Again, during World War IT, the System's activity was mainly
oriented toward assisting in financing of the war as well as providing
a sizable portion of the necessary funds. Part of this function included
stabilizing the market for Government securities. Selective credit con-~
trols were again used and expanded. After the war, the "pegged" interest
rate schedules were retained to facilitate monetization of the debt.
The Federal Reserve-Treasury Accord of 1951 finally permitted the Federal
Reserve to return to controlling the money supply and bank reserves. At
various times after that, policies regarding the use of the discount
function were based on "bills only" or "bills usually." But these poli-

cies were officially ended by the last of 1961.

The Lag and Its Measurement in Monetary Policy

Although there exists a vast spectrum of estimates establishing
the "true" length of the lag in monetary policy, it is significant that
most of the researchers reach the conclusion of either a short (a few

months) or a long lag (fifteen to eighteen months or more), with seldom

in this way. From their viewpoint, excess reserves remained negligible
and the money supply declined in response to a continued decline in the
level of Federal Reserve credit outstanding. Because of this, a liquidity
crisis arose. These, together with intensified financial and economic
weakness, contributed to the overall financial collapse. This approach
sees the renewed open market purchases, which increased the money supply,
as preventing further deterioration. The monetary collapse, to this
group, was not a result of, but a large contributing factor in, the over-
all economic contraction. See Chapter VII of Friedman and Schwartz (1963)
for a full discussion of this viewpoint.
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anyone proposing one of an intermediate length. The extent of the lag
depends on how it is defined, what empirical data are used to illustrate
it, and the particular research method chosen, among other factors.8

In 1964 the Minutes of the Federal Open Market Committee, 1936-

1960, and Its Executive Committee, 1936-1955, were made available to

the public by the Board of Governors of the Federal Reserve System.
Since that time several studies of the Federal Open Market Committee's
behavior have been conducted, using these Minutes to interpret and evalu-
ate the actions taken by the FOMC. These actions were judged against
the policy-discussion and actual economic developments which occurred
prior to each of the Committee meetings. These studies have typically
been related to an investigation of the "true" length of the "inside
lag."9
The "inside lag" is a measure of the time elapsed between the
occurrence of an initial change in general economic activity and the
taking of a positive action to alter the direction and/or magnitude of
monetary policy action. This lag is more often analyzed in terms of its
two components: the "recognition lag'e=the length of time between the
economic change and the Committee's recognition of that change-—and the
“"action lag'e=the duration between the Committee's recognition of the
change and the consequent alteration of monetary action.
The dating of a major change in the direction or levels of general

economic activity is compared with various reference points which are

8See Sections I and III of Mayer (1967) and Chapter II of
Schneider (1968).

9Among these, two of the better studies are by Willes (1967-11)
and Hinshaw (1967).
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determined by relating them to important dates in the FOMC's decision
process. These changes in economic activity are usually assumed to coin-
side with the peaks and troughs in the National Bureau of Economic
Research reference cycle series. The most important of the FOMC's
reference dates, which have been obtained from the Minutes, the Annual
Reports of the Board of Governors (1947-1969), and the "Record of Policy
Actions" (1965-1969), are: when the change, or the prospect of change,
is first mentioned by a Committee member; when the full Committee gen-
erally recognizes the possibility or probability of such a change;
when the change is confirmed by the Committee; and when positive action
is taken to offset or compensate for this change in economic activity.

In a highly simplified form, the various major components of the
total lag may be represented by Figure 2-1. This serves to illustrate
the alternative stages at which an economic analysis of a particular
policy action may be carried out. The indicators are short-run financial
variables which first reflect the effects of a policy action. The inter-
mediate variables are a group of both financial and "real" sector vari-
asbles which are affected by the policy action after a longer period. And
the economic objectives are those variables which the original policy
action was designed to have an effect on. These various aspects are
discussed in detail in the following chapter. Figure 2-2 presents a
more explicit view of these components, as visualized by Frazier and

Yohe (1966).
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FIGURE 2-1

THE TIME SEQUENCE OF THE LAG BETWEEN A NEED FOR
POLICY ACTION AND THE FINAL RESULTSL

NEED FOR POLICY ACTION

INSIDE LAG
POLICY ACTION
ACTION REFLECTED IN THE INDICATORS INTERMEDIATE LAG
Y
REFLECTED IN THE INTERMEDTATE VARIABLES
RESPONSE OF THE "REAL" VARIABLES p OUTSIDE LAG2
RESPONSE OF THE ECONOMIC OBJECTIVES )

Source: Author.

At each level after the initiation of the policy action, there
is a possibility of feedback effects on at least one of the previous
levels from the reactions of any specific level. And there are exogenous
forces acting on the various levels, especially on the "real" variables
and economic objectives, which cannot be accounted for but which might
be offset by policy action if forecast.

There is some disagreement concerning the point at which the
outside lag is terminated. Some reference this point at the time when
some response is reflected in the "real" variables; others use the begin-
ning of noticeable effects on the economic objectives; and still others
use the peak in the noticeable effects on these objectives as the
"appropriate” reference point.
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FIGURE 2-2

MONETARY POLICY: TIME LAG PROBLEMS

Need (or sction - éu
<%
Recogaition of need + = E .
52
"o
8
Taking of action <4 y
5 -
2 Response in operational - >
2 target(s) -y
2 Lo %
[ ]
2
»
o
@
i Resp in int diat
l\\:“\ target(s) (e.g., changes in A
} \ total reserves or interest
* \‘ h rates/credit rationing)
changes in installment <4
credit terms
changes in decisions 4
to buy consumer dur-
able goods changes in bond J
yields and other
changes in purchase <4 long-term interest boni -
of consumer durable rates issue
goods propos-
als
recognition of 1+ changes in new - changes
changes 1n sales of otders for pro= in decie
consumer durable ducers durable sions to | bond T
goods goods build elec- 1
tions h o
'@
changes in new -‘- bond o &
orders for inven- sales A
tories of consumer [
durable goods contract Y
residen- | awards
changes in output 4 changes in out- L tial con-
of consumer durable put of producers struction school, -
goods durable goods starts sewer,
highway,
etc., con-
struction
starts
aasox
5582355
Syii5c3
e 3.3 =
238'52
*8
V Significant effects on [

ultimate targets (c.g.,
total output and unem«
ployment)

Monetary Policy: Some Time Lags.

Source: W. J. Frazier and W. P. Yohe, Introduction to the Analy-
tics and Institutions of Money and Banking, Princeton, 1966, p. 586.




CHAPTER III

DIFFERENT THEORETICAL APPROACHES AND POLICY
CONSIDERATIONS IN THE ANALYSIS OF

MONETARY POLICY ACTIVITY

Albert Burger (1971) has presented an apt analogy to explain the
"implementation problem" of monetary policy by equating it to the heating
of a room with a steam furnace. Mr, Homeowner, the policymaker, seeks
to maintain a comfortable temperature level in his room. He uses his
room thermometer to determine whether or not the furnace is keeping the
room at a desired temperature level. This is analogous to the FOMC
using its measuring devices-—e.g., the consumer price index, constant
dollar GNP, unemployment rate-to determine if the financial sector is
keeping the real sector policy objectives-—e.g., employment, prices,
output—within some desired range. If the individual wants to raise the
temperature level in the room, he advances the heat control gauge, and,
after a lag, again consults the thermometer to determine whether or not
the action he took was sufficlent. Similarly for the FOMC as they would
increase the use of thelr policy instruments-~basically open market
operations, the discount rate, and reserve requirements on demand and
time deposits. If the action was not sufficient, he would further

advance the level of the gauge and, after another lag, again consult the

thermometer.

25
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If the policymaker is not certain that his furnace is efficient
and operating correctly, he may install at least two gauges at inter-
mediate positions in the process to improve his control. He may intro-
duce a fuel flow gauge to measure the amount of flow between the fuel
supply and the furnace, and é steam pressure gauge to measure the
efficiency of operation of the furnace. In the case of certainty these
measuring devices were not necessary. Continuing the analogy, the indi-
cators of monetary policy, like the fuel flow gauge, are measures that
provide information concerning the current effect of the newly-actuated,
or of the existing level of, monetary (as well as fiscal) policy actions
on the financial sector. These indicators are often "operational tar-
gets" which the Federal Reserve attempts to control on a day-to-day basis.
They may also include variables over which the Federal Reserve feels it
has relatively effective control but which are measured for the policy
affect on them only after a short lag (a few days to a week or a little
more). Policy targets are analogous to either (or both) the steam pres-
sure gauge or the thermometer—both being intermediate measuring devices.
These reflect the current effect of the financial sector, including the
movements of the policy instruments, on the real sector. The ultimate
goals of a policy action correspond to a comfortable room temperature

level.

Theoretical Framework Linkages

In theory, one could determine the framework assumed by the
Federal Reserve in its economic analysis by tracing the effects of
specific monetary policy action from its inception, which generally

involves changes in the levels of the policy tools, to its denouement,
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as evidenced by changes in the ultimate objectives. However, nothing
like a concensus exists concerning the exact specification of this link-
age.

There appears to be general agreement that the original effects
arising from monetary policy actions exert their primary influence on,
and are transmitted by changes in, supply schedules and the prices of
financial assets. The changes in the former initially are due to an
adjustment in the availability and/or cost of member bank reserves.
Those in the latter are represented by interest rate changes. Both sets
of changes are brought about by portfolio adjustments which are made
necessary because the policy action created an initial, or a larger,
disequilibrium in some market(s). A change in the supply schedules or
in the prices of financial assets may cause a modification in the exist-
ing levels of money and/or bank credit as well as reaction movements in
these schedules and prices because of their basic interrelationships.
These changes are then disseminated through portfolio adjustments of
both the banking sector (central and commercial) and the private sector.

As these adjustments are made, they affect interest rates, the
general availability of credit, and the relative prices of both real
and financial assets. These effects, together with those resulting
from the reaction and readjustment of potentially all of the relevant
economic variables in the system, are eventually transmitted to the
ultimate policy objectives via some economic framework. Although this
generalized discussion of the transmission process may, in principle at
least, present an acceptable summary of the theory implicit in most of

the popularly-proposed theoretical approaches, the exact specifications
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of the linkages differ significantly. The way one postulates the frame-
work depends, to a large extent, on his monetary theory "bent."”

The "strict-Keynesian" interpretation maintains that monetary
policy is not important except as it facilitates fiscal policy operations—
"money does not matter." Neglecting this, however, the theoretical
importance assigned to changes in monetary policy (generally, changes in
the "money supply") ranges from "money matters little" to the polar case
that "money is all that matters." The basic neo-Keynesian theory, which
considers fiscal policy to be the best approach to stabilization of the
economy, recognizes that monetary policy can also be effective in stabil-
ization; but it is not as efficient since fiscal policy is assumed to
more directly affect the ultimate economic objectives (e.g., consumption
and investment) and to have a shorter time-lag. The initial effects of
a monetary policy action are assumed to be reflected by changes in interest
rates. The implication of this for "countercyclical stabilization poli-
cies" is that restrictive monetary policy is reflected in high and/or
rising interest rates while a policy of relative ease is identified
with low and/or falling interest rates.

The monetarist position considers monetary policy to be the most
important, though not necessarily all-important, approach to stabiliza-
tion policy (Fand, 1970-I and II; Davis, 1969). It measures the initial
effects of monetary policy by changes in monetary aggregates (typically,
the monetary base). Restrictive monetary policy is exemplified by a
declining aggregate, often accompanied by a low and/or falling interest
rate; a rising monetary aggregate, and possibly also a high and/or

rising interest rate, reflects relative policy ease.
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Thus, which basic theoretical framework one adopts in describing
the channels through which monetary policy actions are transmitted,
determines the relative importance he assigns to the money supply as
opposed to interest rate or other variables as an indicator of the
effectiveness of those specific actions. If one adopts the basic neo-
Keynesian version, he then assumes that changes in the money supply
affect output and/or prices in the short-run only through its effect on
the interest rates of a group of financial assets (principally Government
and corporate bonds). The emphasis is on the substitution between money
and securities. Income and total net worth positions are not assumed
to be immediately and directly affected by changes in the money supply.
If they were affected to the extent that the demand for money increased
to exactly the new level of the supply of money, interest rates would
remain unchanged. But the essence of the "liquidity" (Keynes) or "sub-
stitution" effect is that, since income and net worth positions are not
so affected, interest rates must change in the opposite direction from
the money supply change if the substitution is to bring about the equal-
ity between the demand for and supply of money.

The liquidity preference theory of interest rate determination
seeks to equate changes in the nominal, as well as the real (due to the
assumption of a constant price level% money supply to equivalent changes
in the demand for real balances. In terms of this theory, the demand
for money, which is assumed to be relatively interest-inelastic, is shown
to determine the level of "the" interest rate. Since business investment
and govermment spending are considered the basic factors determining

economic growth, the interest rate change results in changing investment.
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This, in turn, eventually manifests itself in changes in economic

activity. In simplified form, this might appear as:

Open Interest
Market ————3=Money Supply——= Rates —w] nvestment —>»Income
Operations

This should not, however, be interpreted to mean that a change in the
money supply will only be reflected by changes in the interest rate.
Certainly it will affect also the levels of consumption and other forms
of investment. This is only meant to expose the primary influence which
Keynesian theory hypothesizes will evolve from a change in the money
supply. Therefore, the effectiveness of monetary policy in the short-run
is measured by the magnitude of the change in "the" interest rate due to
a change in the money supply. It is also measured by the size of the
change in investment resulting from the interest rate change.
Monetarists, on the other hand, postulate that changes in the
money supply will directly affect not only the yields on financial
assets, but also other prices, spending on goods and services, and the
yields on real assets. By assuming a relatively-more interest-elastic
demand for money, "the" interest rate is regarded as simply another
pricee=the price of holding real balances; the demand for money will
determine the desired level of real balances rather than the level of
interest rate. This position adds to the Keynesian substitutability,
which initially is strictly between money and financial assets, the
possibility of substituting between money and/or financial assets and
"real" assets. Thus, for an initial increase in the supply of money,
income and net worth positions (as well as the interest rate) may both

be affected. The individual may reestablish portfolioc balance by purchasing
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either financial or real assets, or both, in addition to increasing his
holdings of cash balances.

The immediate impact of an increase in the money supply, result-
ing from open market purchases, is to increase the demand for and prices
of real as well as financial assets. It is possible that if one purchases
a real asset, which carries no explicit yield, the effect on the price
level might precede that on the interest rate if the demand for bonds is
not also changed initially. More normally, however, one should expect
that the interest rate will react, if not prior to, at least simultane-
ously with the reactions of other prices and the rates of return on other
assets. The price of money, then, is really just an exchange price with
respect to other commodities, both financial and real.

With an increase in the money supply, increases are initially
experienced in nominal relative to real cash balances, and in expendi-
tures relative to income. The attempt to eliminate some of the excess
cash balances results in increased spending or increased purchases of
capital or output, all of which result in changes in relative prices.
This stimulates borrowing and production. Banks respond by increasing
loans, and there is an increase in the demand for labor and other
resources. This leads to additional spending and more demand for credit.
Eventually this results in further increases in output and a general
rise in the price level. Although a diagrammatic representation of the
monetarist linkage is not as straight-forward as in the Keynesian case,

it may be adequately illustrated by:
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Financial Asset Yields

Open Other Prices
Market ———3=Money Supply—>»={ Spending on Goods and j—>Income
Operations Services

Yields on "Real" Assets

The monetarist's emphasis is on the long-run income and price-
expectations effects. An income.effect originates when changes in the
money supply result in similar movements in the level of income. Income
is directly affected by the production of additional capital goods. This
occurs because changes in the money supply cause interest rates to vary,
thus changing the spread between interest rates and the rate of return
on capital. Income is probably also affected indirectly by changes due
to the multiplier effect. The price-expectations (Fisher), or wealth,
effects arise if changes in the money supply produce changes in nominal
income that result mainly from price changes at a rate that is expected
to continue into the future. Real assets would change in value relative
to the liabilities created to purchase them--therefore, net worth would
be changed (Gibson, 1970).

Thus, it is possible that a change in the money supply may affect
the prices of all assets and the desired level of real balances (since
money is also a substitute for real assets) as well as that portion of
the portfolio which is spent on goods and services. All of this could
occur without having to change the interest rate level, although because
it affects the implicit yield on real assets, it will also affect
the implicit yield on financial assets. For this to occur, however,
the liquidity effects must be exactly offset by a combination of the
income and price-expectations effects. More generally, though, it

is recognized that interest rates will usually move immediately in the
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direction opposite to the money supply change. Since these interest
rate movements alter the amount of money demanded, a change in the
demand for money will not have to be as large proportionally as the inter-
est rate change in the Keynesian case. Thus, the monetarists also recog-
nize the possibility of an inverse relationship between changes in the
money supply and interest rates, at least initially. However, in suc-
cessive periods, the increased levels of expenditures and income change
may serve to create income and price-expectations effects which exceed
the liquidity effects, thus justifying a return to, or an increase to
some level above, the initial interest rate level.

In summary, a comparison of these two basic frameworks reveals
that in the neo-Keynesian approach, the interest rate serves to equate
the supply of and the demand for money, either in nominal or "real"
terms. Since a change in nominal money is assumed to directly affect
interest rates but not price levels, the price level is determined
exogenously by wage and cost factors. The price level in the monetarist
approach serves to equate the supply of and the demand for real balances;
"the" interest rate is the part of this price that is determined by the
nominal money stock. Thus, where the neo-Keynesian emphasis is on the
substitution between money and financial assets resulting from an ini-
tial change in the money stock, the monetarist emphasis is on the wealth
and income effects of the money supply change. Both hypothesize an
initial opposite movement between money and interest rates. But when
the income and wealth effects cause income and price-expectations to
change at or above the new rate of money supply change, interest rates will

reverse direction and approach the original level if this new rate of
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monetary change is maintained.l

These crucial differences account for the divergent interpreta-
tions of interest rate movemeﬁts. The neo-Keynesian's negative corres-
pondence between changes in the money supply and changes in interest
rates is due to the assumed price rigidities. This does not imply that
prices are fixed; it means that they are determined by factors which are
exogenous to the financial sector. The negative relationship still holds
given flexible prices. The monetarist's hypothesis of a correspondence
between money and price movements results from the direct relation
between the nominal stock of money and the "price" of this money and

other assets (Fand, 1970-I).

Havrilsky (1968) appears to present an approach which incorporates
features of both major theoretical frameworks into a description which
may be more acceptable to the "eclectic" policy-meker:

I believe the linkage between monetary policy action and the
target-variables and goal-variables is as follows. Open market
transactions in short-term securities affect money market condi-
tions (marginal reserve measures, short-term interest rates, etc.);
after a short lag total reserves and the monetary base respond; as
bank purchases or sales of earning assets eventually respond, the
money supply and short-term interest rates are affected; effects
are transmitted in the market after a lag to long-term interest
rates and a range of credit conditions. Certain components of
investment spending respond after a lag to the changed short- and
long-term interest rates and credit terms via the cost effect as
well as the effect on the price of real assets relative to their
supply price. There may, in addition, be a wealth effect wrought
by changes in the stock of financial assets. Eventually aggregate
investment and aggregate consumption respond and finally the goal-
variables of policy are affected. This final reaction overlooks
the earlier response of certain measures of the balance-of-payments
problem to the change in short-term rates.

In an attempt to analyze the strategy of the Federal Reserve's

lFor a detailed development of these effects see: Gibson (1968,
1970); Davis (1968); and Fand (1970-I and II).
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policy-oriented activities, Professor Guttentag (1966) developed a dia-
grammatic approach which, although admittedly highly simplified, out-

lines the basic framework of policy action and reaction:

Day Week Month Quarter Quarter
Open Money Free Total Money" Gross
Market e———3=Marke te—m———pmReserve—3»Reserves a—3»Supply —~p=National
Operation Condition Product

In spite of the fact that there exist arguments concerning the proper
entries in this example (which was designed to show a "money supply
strategy”), it still adds some perspective to an analysis of policy

operations.

Tobin (1969) attempts to clarify the linkage problem by saying

that:

From a policy maker's standpoint . . . instruments are variables
he controls completely himself. Targets are variables he is trying
to control, that is, to cause to reach certain numerical values, or
to minimize fluctuations. Intermediate variables lie in-between.
Neither are they under perfect control nor are their values ends in
themselves. Generally, these intermediate variables are of interest
when two conditions are met: (1) they are easier to control than
the target variables, and (2) they are links in the chain of causa-
tion from instruments to goals.

Figure 3-1, although altered in content somewhat from Townsend's (1970)
original version, presents a proposed outline delimiting several com-
ponents of the "linkages" at each level of the analysis. No cause-effect
relationship is intended between the variables simply because they
happened to be placed on the same line ip the Figure.

When looked at from a somewhat different perspective, an analysis

of the economy's adjustment to a policy action (or a sequence of such

actions) may appear as a series of simultaneously-determined, momentary

values for the varisbles in the system. Starting from a point of general



FIGURE 3-1

POLICY TOOLS, INDICATORS AND TARGETS

MONETARY VARIABLES

"REAL VARIABLES"

POLICY TOOLS
INTERMEDIATE ULTIMATE INTERMEDIATE ULTIMATE
Open Market Federal Beserve Expenditures on Gross National
Operations Credit Money Supply Consumer Product
P Outstanding Durables
Business
. Total Member . Investment in Industrial
Discount Rate Bank Reserves Bank Credit Plant and Production
Equipment
Legal Required Residential
Reserve Ratip Free Reserves Interest Rates Construction Unemployment Rate

Regulation Q

Long-term
Government,
Bond Prices

Retail Sales

Consumer
Price Index

Selective
Credit
Controls

Stock Market
Prices

Balance of
Payments

9t

Source: W. S. Townsend, "Monetary Policy and Economic Objectives: A Suggested Framework for
Analysis," Southern Journal of Business, April, 1970, p. 119.

*
Altered by the addition of several entries.
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equilibrium with this system of equations approach, a policy action
induces responses which affect, and are affected by, the movements and
values of the other variables within the system. Given the initial
assumption that the underlying economic situation does not changefathe
economy is assumed to be initially in equilibrium. It is also assumed
to remain generally in equilibrium although observed values of the endo-
genous variables may differ significantly from the predicted values due
to random errors. Thus, the economy as a whole is assumed to be in at
least temporary equilibrium even though several, if not all, of the
endogenous variables may be experiencing a momentary disequilibrium.
Therefore, this general approach requires less actual attempt to specify
the exact framework or components of this linkage.

An example might dwell on the equality of the supply of and
demand for nominal money balances. The systems approach involves finding
a functional relationship for both the supply of and demand for money,
and then postulating that the two are equal. The simpler technique
involves either supposing one to be exogenously determined (e.g., the
money supply) and assuming it to be equal to the functional relationship
of the other (e.g., the demand for money), or proposing that both are

exogenously determined and always equivalent.

Alternative Indicators of Policy Effects

"No subject is engulfed in more confusion and controversy than

the measurement of monetary policy. Is it tight? Is it easy? Is it

2This assumes a given level of technology, and given institu-
tional and behavioral constraints, all of which are expressed in the
model by parameters.
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tighter than it was last month, or last year, or ten years ago? Or is
is easier? Such questions receive a bewildering variety of answers . . ."
(Tobin, 1969). Indicators of monetary policy are measures of the direc-
tion and extent to which monetary policy has changed in recent periods.
They serve much the same function for monetary policy as the full-
employment budget position or the level of autonomous spending does for
fiscal policy. The variables which are used as indicators are often
required to play a dual role: (1) to provide an ordinal scale against
which the direction and magnitude of various possible policy actions may
be assessed and compared (indicator); (2) to act as a desired level toward
which Federal Reserve operations in the money market may be directed in
the presence of uncertainties that exist in the economy as well as in
the theoretical framework (target).
The problem is not only descriptive but normative; that is, we

all want an indicator of ease or tightness not just to describe

what is happening, but to appraise current policy against some cri-

terion of desirable or optimal policy. We want to be able to say

whether policy is too easy or too tight, and we appeal to indicators

to support such a judgment. (Tobin, 1969)

During the 1953-69 period under consideration, measures of money
market conditions were widely used both inside and outside the Federal
Reserve as indicators because, in large part, they were thought to play
an important role in the transmission process. In the day-to-day oper-
ations in this market for cash balances and close cash substitutes (both
of which are used by banks to satisfy their liquidity requirements), the
most often mentioned indicators of money market conditions are the
liquidity positions of money market institutions and the degree of pres-

sure or ease on the money market itself. The main component of the

measure of liquidity positions is the level of reserve availability.
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This is usually measured in terms of the value, relative change, or rate
of change of its proxy, free reserves.

The FOMC generally instructs the Account manager to seek more,
or less, or about the same amount of reserve availability and money
market ease or tightness as has been prevailing. Most of the actions
the FOMC takes are to correct or allow for daily, seasonal, or other
short-run reserve changes (e.g., changes in the levels of currency,
float, monetary gold stock). Therefore, the FOMC is more interested in
maintaining the supply of reserves available to facilitate bank demand
and credit growth at some desired level than it is in the overall volume
of open market operations. This is evidenced by the establishment of an
approximate growth objective for reserve availability in the policy
directive. This was done to avoid over-emphasis on free reserves; its
effectiveness toward this end, however, 1s questionable as was especially
apparent during the 1950's and early 1960's. Thus, the marginal measures
of bank reserve position, or, more correctly, of reserve availsbility,
are said to basically reflect sizable short-run changes in reserve needs.

There are three primary factors used to gauge the demand for
available reservese=the levels of excess reserves, borrowed reserves, and
net free or net borrowed reserves. Excess reserves represent the differ-
ence between the total reserves available and those that are required as
"margin" against demand and time deposits in member banks. Borrowed
reserves is usually a measure of the level of discounts and advances
granted by the Federal Reserve Banks to provide banks with reserves on a
"loan" basis when needed. The difference between these two levels is a

measure of free reserves-—a positive value indicates net free reserves;
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a negative value, net borrowed reserves. As the most often used proxy
for the measure of reserve availability, an increase in free reserve is
considered to reflect an increased availability of marginal reserves for
credit expansion. An increase in net borrowed reserves signifies
decreased marginal avallability. But free reserves is not a good measure
by itself since it does not necessarily reflect either the level of
demand for credit or the bank's demand for free reserves (as evidenced
by the tremendous amount of net free reserves in the early and middle
1930's). Therefore, although it may be a sensitive short-run guide to
open market operations, it must be considered in conjunction with devel-
opments in the money market and the economy, as well as with changes or
trends in the basic measures of reserve availability: total reserves,
required reserves, and nonborrowed reserves (the difference between total
reserves and member bank borrowing of reserves from the Federal Reserve
Banks).3 These basic measures, however, are not sensitive enough to be
daily indicators. Their importance as indicators of basic changes in the
overall reserve base is reflected in their trend and in the magnitude of
their change.

The other important component of the measure of liquidity posi-
tions is typically thought to be the volume of net Federal funds pur-

chases.h This is generally considered to be a sensitive indicator of

3For a more detailed analysis of reserve availability, see:
Fry (1963) and Keir (1963).

Federal funds are reserve deposit balances maintained either at
the Federal Reserve Banks or in the vaults of member banks. These funds
are deposit accounts which are traded between banks having excess reserve
positions and those with deficient positions. This trading enables those
banks with deficient positions to meet the minimum legal reserve position
requirements over the two week period. See: Anderson, et.al. (1959) and
Willes (no date).
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current changes in bank reserve positions and reserve availability since
it is one frequently proposed measure of the supply and demand for
excess reserves. Although this source of reserve adjustment was previously
thought to be available primarily to large money market banks, the high
interest rates payable on the loan of these excess reserves, especially
in the relatively recent past, has drawn smaller banks (particularly
those which traditionally have a net excess position) into the market as
well.

"Money market pressure" is the general designation for the other
overall indicator of money market conditions. The degree of pressure is
determined by the size of the net reserve adjustments necessary to main-
tain at least a minimum required position and/or by the cost of making
these adjustments to a bank's liquidity position. Each of the components
of this index provide a measure of at least one of these. Thus, pres-
sure is high when the demand for money market funds (reserves) is more
than the available supply at the existing interesi{ rate (cost), and con-
versely. There appear to be at least seven basic factors which are
often combined to provide an index of money market pressure: the inter-
est rate on three-month Treasury bills; the interest rate on Federal
funds, and sometimes also the volume; the trend of free reserves; the
reserve position of major money market banks; the level of member bank
borrowings from the Federal Reserve Banks; the discount rate at the
Federal Reserve Bank of New York; and, the interest rate on four-to-six

month commercial paper.5

5Perha,ps the most in-depth study of the components of the ''feel
of the market" has been conducted by Andersen and Levine (1965, 1966),
and Levine (1969). The Federal Reserve also lists the rate on three-month
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The Federal funds rate and the discount rate are the real costs
of adjusting reserve positions; as these rates increase, pressure
increases. However, the Federal funds rate ?ecomes a less sensitive
measure of pressure as it approaches the discount rate level because
this rate has traditionally been considered the ceiling rate on Federal
funds. The Treasury bill rate and the rate on four-to-six month commer-
cial paper represents the alternative or opportunity cost options avall-
adble to banks to adjust their reserve positions. If "opportunity rates"
are high, the cost of obtaining borrowed or purchased reserves is high;
therefore, money market pressure is high, The measure of the trend in
free reserves is the only inverse relationship., As the trend level
rises, pressure decreases, and as it falls, pressure increases.

The reserve position of the major money market banks (not, there-
fore, restricting this simply to New York City banks) is determined by
subtracting the level of their net purchases of Federal funds from the
level of their free reserves., This measures the extent to which total
reserves of these banks are insufficient to at least cover the necessary
level of their required reserves. The larger the deficiency, the greater
the money market pressure. This index is often combined with a measure
of the borrowings of these banks from the Federal Reserve. If the bor-
rowings are large and the deficit guite large, a significant degree of
pressure is felt; but, if the borrowings are small, this pressure is
lessened. The overall level of total member bank borrowing is an impor-

tant factor in its own right. Although it is a component of free

Euro-dollars (see: Federal Reserve Statistical Release No. H. 9 "Weekly
Summary of Banking and Credit Measures").
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reserves, when it is associated with high levels of interest rates and
a general inavailability of reserves, it provides a potent measure of
market pressure.

In addition to these components of money market pressure, there
also exists a largely amorphous measure often referred to as the "feel,"
or "tone," or "behavior" of the money market. The Account manager,
through the "Trading Desk,"6 maintains continuous contact with the money
and capital markets. In addition to frequent reports on the level or
changes in the components of the measure "liquidity positions of money
market institutions" and on the factors dealing with market pressure,
the Account manager receives many additional pieces of information.
Although they can be listed, the importance of these cannot be adeguately
assigned (at least not on a quantitative basis). Certainly one of the
most important factors in this "feel" is the financial position of the
dealers in U.S. Government securities. This is measured by the ease of
financing, through call loans, the deeler's inventory, and by the magni-
tude of the borrowings of these dealers.

In discussing "A'Day's Work' at the Trading Desk," Roosa (1956)
indicates that there are many other factors, in addition to the measures
of money market pressure, that receive attention. A partial listing of
these would include: (1) preliminary closing figures on the Treasury's
balances for the previous day and the prospects for the present day; (2) the
necessity of stabilizing the market prior to or following a Treasury

security issue, or compensating for other Treasury activities; (3) the

6The "Trading Desk" is the operating arm of the FOMC, carrying
out the daily analysis as well as the daily operations within the instruc-
tions of the FOMC. See: Roosa (1956).
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advisability of "rolling-over" maturing banker's acceptances; (L) the
movement of prices in the various sectors of the Govermment securities
market (with special emphasis on some issues, e.g., three-month Treasury
Bills) and the Federal Funds market, as well as price movements in
corporate and municipal bond markets, and the activity on the various
stock exchanges; and (5) projections of factors affecting bank reserve
positions daily for the next four weeks.

Then, during the "11 o'clock telephone conference," policy action
for the day is decided upon subject to unexpected changes which may
result in overall pressure deviating from that which is expected. The
amount of latitude given the Account manager, through his use of the
"feel of the market," allows him to adjust his operations in an attempt
to bring these deviations back into line.

In addition to all this, the FOMC's directive since May 10, 1966,

has contained a '

'proviso clause" which has been stated in terms of "bank
credit." This is a variable which is often classified as a monetary
aggregate rather than strictly as a money market indicator. This is

yvet another attempt to provide flexibility in the Account manager's
operations. He can alter the guidelines concerning money market pres-

sure in order to compensate for a deviation of the actual reserves avail-
able from the desired level which was projected for that period at the time
the directive was originally issued. The actual measure of bank credit,
total loans and investments of commercial banks (adjusted), is available
only on the call dateeethe last Wednesday of the month. Therefore, the

Federal Reserve adopted the measure "average daily total member bank

deposits subject to reserve requirements (adjusted for nondeposit items)"
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to serve as the bank credit proxy. But, as before, the Account manager
must, when possible, receive clearance during the "11 o'clock telephone
conference" before changing the money market pressure target.

As a result of the growing analytical acceptance of the "mone-
tary" approach during the 1960's, monetary policy, as well as theory,
has experienced an increased rejection of the relative importance of
money market condition variables as indicators of the effectiveness of
monetary policy. These measures have too often failed to accurately
predict the actual or relative movements in the ultimate objectives
which have occurred at some later time. Also, there has appeared to be
a growing recognition that, since free reserves is not generally included
in explicit statements of most theoretical frameworks, it should not con-
tinue in its position as a primary indicator and/or target in the link-
age. It should be replaced by some variable or group of variables which
hold a more important place within this structure. Instead of these
condition variables, the "monetarists" have substituted some level of,
or rate of change in, a monetary aggregate., And, in general, the policy
makers have at least begun to take cognizance of this type of measure.
Examples of these aggregates include "narrowly defined money," My
(demand deposits plus currency outstanding), "broadly defined money,"

M, (Ml plus time deposits), still broader definitions of the money sup-
ply, time deposits,bank credit (total member bank deposits, or total
member bank deposits plus nondeposit items——the "bank credit proxy"),
the volume of bank assets, and the volume of U.S. Government demand
deposits at member banks. The monetarist's analysis maintains that the

behavior of the monetary aggregate has important effects in determining
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the behavior of the ultimate objectives. Therefore, as Meltzer (1968)
points out, a monetary aggregate that is often chosen is the rate of

growth of the money supply (either Ml
Research suggests also that the growth rate of the money supply,
currency and demand deposits, is the least unreliable of the cur-
rently available indicators of monetary policy. The growth rate
of the money supply is not an ideal indicator since it is affected
by fiscal policies and by other changes that are not closely related
to current monetary policies. However, all of the variables commonly
used as indicators such as free reserves, market interest rates, bank
credit, and the bank credit proxy suffer from the same defect to
greater degree. The growth rate of the money supply provides a more
reliable scale of the thrust of monetary policy than the alternatives
mentioned.

or M2).

Others, recognizing that the response of such intermediate vari-
ables to policy action reflects not only the results attributable to these
actions but also to those which may be ascribed to exogenous factors,
find this sufficient justification to reject the use of these variables
as indicators. Realizing that a more expedient measure of the effective-
ness of monetary policy would be one which isolates the former effects,
many have chosen a variable that is more closely controlled by the Fed-
eral Reserve; one for which relatively accurate data is available about
it and its components quite frequently. The figure generally adopted is
the monetary base (or its almost equivalents, adjusted monetary base or
high-powered money). Figure 3-2 presents Andersen's (1967) generalized
outline on the calculation of the monetary base; he later (1968) speci-
fied this process in greater detail (Figure 3-3).

Brunner and Meltzer (1964) and Dewald (1963), who are among a
large and growing contingent of "quantity-watchers"-—-those who follow
the money supply (as opposed to the "price-watchers" who follow the

interest rates)-—propose that some measure of the reserve base be the
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FIGURE 3-2

CALCULATION OF HIGH-POWERED MONEY OR
MONETARY BASE™?¢

Source Method Use Method
Member Bank Borrowings
from the Federal + Member Bank Reserves +
Reserve

Other Federal Reserve )
+
Credit Currency Held by Public +

Gold Stock +

Treasury Currency
Outstanding

Treasury Deposits at
the Federal Reserve

Treasury Cash Holdings -

Other Deposits and
Other Federal -
Reserve Accounts

Source: L. C. Andersen, "Three Approaches to Money Stock Deter-
mination," Review--Federal Reserve Bank of St. Louis, October, 1967, p. 8.

Altered to eliminate the numbers, totals, and description of the
types of data and the period to which the data referred.

2
Adjusted monetary base equals the sum of member bank reserves
plus currency held by the public, minus borrowed reserves (TR - MBB + CC)

= unborrowed reserves plus currency held by the public (UBR + CC). This

is the variable which is assumed to be the proxy for open market opera-
tions.



FIGURE 3-3

FACTORS AFFECTING BASIC CONCEP‘I’S1
MONETARY HIGH-POWERED TOTAL FREE
BASE MONEY RESERVES RESERVES
Federal Reserve Holdings of U.S. +
. + + +
Government Securities
Other Factors Supplying:
Member bank borrowings + + +
Other discounts and advances + + + +
Vault cash 5 + +
Federal Reserve float + + + +
_Gold stock + + + +
Treasury currency outstanding + + + +
Acceptances held by Federal Reserve + + + +
Non-member bank clearing accounts +
Factors Absorbing:
Currency in circulation - -
Treasury cash holdings - - - -
Treasury deposits at Federal Reserve - - - -

Other deposits and accounts at
Federal Reserve
Required reserves of member banks -

Source: L. C. Andersen,'Federal Reserve Defensive Operations and Short-Run Control of the Money
Stock," Journal of Political Economy, March/April, 1968, p. 278.

lAltered to eliminate the numbers, totals, and description of the types of data and the period
to which the data referred.

2Friedman and Schwartz exclude float in calculating this. Usually it is included.

gt
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replacement for free reserves. Free reserves, they feel, has a signifi-
cantly smaller degree of relation with the money supply than do any of
the various types of reserve base measures. However, as Dewald (1966)
points out, they are quick to reject the money supply as an indicator:

. . . the quantity of money . . . need [nof] be a correct indicator
of the expansionary or contractionary influence of monetary policy.
Despite an increase in high-powered money, the money supply may
decline as the result of a decline in the rate of interest on private
securities, and . . . as the result of a decrease in the private
security rate relative to the rate of interest on time deposits, if
time deposits are good substitutes for private securities. Thus,

the test of an expansionary monetary policy is not an expanding money
supply as interest rates decline due to a decline in planned expen-
diture. But an expanding money supply ceteris paribus would provide
some assurance that open market purchases by the central bank or
reductions in required reserve ratios were exerting an expansionary
effect., It is also true that the test of an expansionary monetary
policy is not a decline in the private security rate of interest.

« « o Hence the test of an expansionary policy is again found in

the changes in the variables that are controlled by the monetary
authorities . + &

However, it is important to note that a decline in the rate of
interest on private securities may give less information about the
expansionary influence of monetary policy actions than an increase
in the money supply does. In face of decline. [s:.cj in planned
expenditure and no change in other behavioral relations, an increase
in the money supply would be a sign of an expansionary monetary
policy. But a decline in the rate on private securities might mask
contractionary policy actions that hold rates from falling as far
as they otherwise would.

It is necessary to measure the expansionary effect of monetary
policy in terms of changes in policy-controlled variables. Thus
.« o+ o the quantity of money . . . is [ﬁoﬁ] a sure measure of the
expansion of policy actions. A parallel argument applies to the
measurement of contractionary monetary policy actions.

Free reserves, interest rates, the money supply, bank credit,
and the rate of change in the money supply are five of the most often
suggested indicators to measure the relative impact of monetary policy.
But each of these is an endogenous variable, so that current movements
in them are partly due to feedback from the financial and/or "real"

markets. The fluctuations of M;, as Brunner and Meltzer (1967) explain,
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are due to policy effects, feedback effects, and the influence of fiscal
policy and noncontrollable exogenous variables-—mainly the decisions of
the Treasury, commercial banks, nonbank financial institutions, and non-
financial business and consumers. The same general statement also must
hold for changes in interest rates—probably the most popular indicatore
and for free reserves——the most often used indicator. So also for M2
and the rate of change in the money supply. And as Hendershott (1967)
points out, the monetary base and its variants are also far from being
exogenous. As such, all these variables could prove to be misleading
indicators. But the Federal Reserve's ability to control the levels of
the monetary base, or its variants, determines the extent to which it is
a relatively good measure.

St1ill other scholars propose that the indicator should be totally
unaffected by exogenous forces—1it should reflect only the results of
policy actions. Since the policy-maker seeks to judge the appropriate-
ness of the potential effects of a given policy action by the reaction
he observes in his indicator(s), he may be misled if the effects of the
exogenous forces so dominate the true policy effects that the guides
give him incorrect signals. The indicator in this case is all-important.
Not only is it affected more quickly, but it also should reflect only the
reaction to the policy action. Many investigators have tried to estab-
lish a set of standards by which one could select the most appropriate

indicator(s), given the theoretical framework one assumes.

6For example, see Saving (1967) and Havrilsky (1967). It should
not be inferred by the reader that these considerations are ranked in
any specific order (e.g., order of importance); a meaningful ordering
in terms of importance results from the user's own assumptions reflect-
ing his personal evaluation (utility).
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If it is possible to draw a consensus concerning' these stand-
ards, it might contain some or all of the following components: (1) the
indicator should be readily and easily observable, and reasonably subject
to Federal Reserve control; (2) it should clearly reflect not only
changes in the market situation and the policy tools, but also the
expected effects of the policy action on the target(s), intervening
"real" variables, and ultimate goals; (3) it should not be affected by
the exogenous variables, the effects of which are part of what is measured
by the target variable(s); (4) it should be related to the decision-
maker's hypothesized linkage and his knowledge about the economy in gen-
eral; (5) it should minimize the amount of knowledge he is assumed to
have concerning the economic framework; and, (6) if the exogenous vari-
ables do affect the indicator, the magnitude of this effect, when com-
pared with that due to the'policy action, should be relatively small.
Thus, what i1s actually wanted is a variable which is endogenous only to
the effects of monetary policy actions--one that is exogenous to all
other effects. However, since any set of standards would probably be
objected to by some investigators, the choice of an "optimél" indicator
remains largely one which is based on a subjective evaluation of the
alternatives by the policy-maker. The choice is made on the basis of
the individual's, or group's, utility function, given the constraints
imposed by the economy and/or by other external forces.

In terms of some combination of the above standards, the money
supply, interest rates, bank credit, free reserves, and the rate of
change in the money supply are again rejected, and for much the same

reason as before. Not only are these variables subject to influences
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from factors which are not strictly a part of policy action-the exo-
genous variables-—but there also are several leakages in the transmis-
sion linkage between the policy action and the effect on the indicator.
The individuals supporting this view typically propose some form of a
reserve aggregate as the proper indicator. Those aggregates often pro-
posed include total reserves, nonborrowed reserves, or one cof these

7

adjusted for legal reserve requirement changes. Davis (1970) and
Saving (1967), among others, also include the measure of the monetary
base in this grouping of reserve aggregates,

Total reserves is a composite of all the influences operating on
the reserve base. It is recognized that all these indicators, includ-
ing total reserves, are affected to varying degrees by forces other than
those attributable directly to policy action (e.g., float, monetary gold
flows, member bank borrowings, disintermediation, changing Treasury
deposit balances, and changes in the demand for currency). But it is
felt that the Federal Reserve is substantially able to forecast fluctu-
ations in most of these forces. Through its defensive operations, the
Fed can offset most, if not all, of these fluctuations.

The Fed uses open market operations to dampen the fluctuations
in member bank borrowing. To this extent, therefore, it appears that
nonborrowed reserves is not an appropriate indicator. Nonborrowed
reserves experiences large fluctuationseedue to the immediate effect of
Federal Reserve actions upon it-ewhich are not offset to the extent that

these same fluctuations are in total reserves or the monetary base.

TFor an example of each see Davis (1970), Havrilsky (1967), Hem-
berger (1970), and Hendershott (1969).
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When looked at from the perspective of the "standards," no indi-
cator yet proposed could strictly be acceptable to all. And this is not
too surprising. If one defines, as the monetarists do, the money supply
to be a rather stable function of the monetary base because of the
Federal Reserve's defensive activity, (B e m = M),8 then the two should
have quite similar patterns of movement. As Guttentag (1966) states:

Since under the money market strategy the Federal Reserve more

or less autonomously accommodates changes in the demand for deposits
—in effect, the system "feeds in" reserves as the banks demon-
strate they are prepared to use them——an association is generated
between actual changes in deposits and in nonborrowed reserves (or
related reserve base measures). The result is a high statistical
correlation found by Brunner and Meltzer and by Meigs between the
money supply and various reserve base measures.

As has been shown in Figure 3-3, many of the components compris-
ing the measures of the monetary base and high-powered money are quite
the same ones used to calculate the values for total reserves and free
reserves. Thus, thelr movements over time would tend to have a rela-
tively high correlation (this may be especially true in the case when
they are all adjusted). And, it is fairly obvious that changes in
interest rates (and some say the term structure of interest rates) and
in the rate of change in the money supply, monetary base, total reserves,
and bank credit (or its proxy) are all interrelated. They should, there-
fore, have relatively similar patterns of fluctuations (fluctuations in

interest rates will be opposite in direction, however). This further

complicates the choice of strictly one variable to serve as "the"

8Defining the money supply (M) as a product of base money (B)
and a money supply multiplier (m), where m is a function of consumer
preferences between currency and demand deposits, and between demand and
time deposits, bank preferences for excess reserves, and the differences
between required reserve ratios for demand and time deposits. For an
analysis see Weintraub (1967).
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indicator.
Teigen (1968) has expressed a position on the selection of '"the"
indicator which seems well-taken., The problem, however, is that he does
not indicate which, if any, of the indicators is preferable.

I believe, first of all, that the role of monetary policy in
stabilization is too complex to be captured in any single variable,
and if any strictures are imposed upon the monetary authorities in
this respect, their essence should be that the authorities are
enjoined from focusing on any one variable as an indicator. In
fact, I feel that some of the past problems with monetary policy
have arisen precisely because the Federal Reserve System has
depended so heavily on a single variable, free reserves, as a policy
indicator. . . . The System now seems to realize that it must look
seriously at many other variables, and I doubt that policy decisions
will be faulty in the future to the same degree as in the past, at
least on this account. Those who advocate the use of simplistic
single indicators, however, apparently believe (without solid empir-
ical evidence) that we cannot learn, either from careful empirical
study or even from past policy mistakes, and now wish to perpetuate
the kind of approach to policy which has proven to be so inadequate
in the past.

Alternative Intermediate Targets

It is seldom true that the initial effects of a policy action
act directly upon the "ultimate economic variables" without at least
first passing through a portion of the maze of intervening economic
relationships which exist between and among both financial and "real"
varigbles. Therefore, the desired results of an initial action are not
usually visible immediately. Sometimes the lag between the taking of an
action and the observation of the results of this action, as reflected
by movements in these "ultimate" variables, is quite lengthy. This lag,
which is not only often sizable but also subject to rather large varia-
tion in its length, presents another very real source of problems in the
stabilization effort. If an initially incorrect action is taken, or one

which was originally correct later proves to be inappropriate or
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ineffective, the inability to detect this until some future period when
the effects on the ultimate variables becomes visible places added hard-
ships on the stabilization effort.

In an attempt to reduce the degree of uncertainty in this pro-
cess, the FOMC chooses policy targets (variables which are intermediate
in the linkage, but more proximate to the ultimate variables than are
the indicators). The value, or the rate of change in the value, of these
targets serves as an indication of whether the total influence of the
financial sector on the economy is becoming, as a whole, more or less
expansionary. The actual values of these target variables are compared
with their theoretical ("ideal") values—given the desired results from
the policy action-=to determine the correctness and adequacy of the chosen
policy. If these developments are not satisfactory, the policy tools
may be continuously adjusted, subject to a lag both for action and
reaction, until the chosen variables reach or approach the target levels.
There is, however, a lack of agreement on which intermediate variables
or group of variables are "ideal" targets: market interest rates, the
money supply, bank credit, or some combination of these or other measures.
Brunner and Meltzer (1969) aptly point out one of the major problems in
identifying the proper target of policy action.

There is only a superficial relation between the central banker's
use of money market variables and interest rates as targets or
indicators and the economist's use of interest rates as an indicator
of monetary policy. Central bankers are accustomed by habit and
past experience to equate the effects of monetary policy with the
effects such policy has on the banking system and the money market.
Economists, on the other hand, generally emphasize the effects of
monetary policy that spread beyond the banking system and the money
market to affect output, employment, and the price level.

The way one interprets the actions and short-run results of monetary
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policy depends, to a large extent, on the target(s) he employs. The
short-run targets of the FOMC may, at least implicitly, be predetermined
by the linkages it theorizes for the transmission of monetary policy
actions. The typical neo-Keynesian approach identifies "market interest
rate" levels as the most appropriate target, or group of targets, by
which both to gauge the short-run effectiveness of a policy action and
to estimate the correctness of the policy in terms of its projected
ultimate effects. This results from the neo-Keynesian theory's empha-
sis on interest rate changes as the central feature of the adjustment
process and from the assumption that the transmission of the effects of
a policy action to the ultimate objectives is carried out basically by
changes which result from, or coincide with, the interest rate fluctu-
ations. It is also claimed by this theory that interest rates provide
the best variable to link the financial and "real" sectors of the economy.
If one employs changes in market interest rates as the target, he recog-
nizes that his counter-cyclical policy operations will result in pro-
cyclical changes in interest rates.

Those adopting a monetarist approach to theory propose the money
supply, changes in the money supply, or some other such monetary aggre-
gate as the most appropriate target since the money supply plays the
central role in their linkage (especially in the direct effects on income
and prices). The change in the nominal money supply initially upsets
the balance between actual relative to desired levels of financial and
real assets. This brings about adjustments to these levels which affect
prices and income directly. Thus, they view countercyclical policy action

as inducing countercyclical movements in the money supply. "The monetarist
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thesis," states Brunner (1969), "attributes the largest weight with
respect to price movements to changes in the money supply, and with
respect to output and employment to accelerations (decelerations) of
the money supply."”

If monetary policy, through its effects on portfolio balance,
is altered such that there exist excess nominal cash balances and the
public wishes to exchange part of these for "real” assets, the produc-
tion of real assets results in increases in income and investment.

Whether one looks at this process of portfolio change as being brought
about through interest rate changes or through changes in the money supply
makes little difference at the theoretical level. It does, however, make
a difference at the policy level.

Following Mayer (1968), if the potential rate of return on invest-
ment increases, any attempt to stabilize monetary conditions by stabil-
izing the interest rate could serve to destabilize income. Stabilizing
the money supply would not. As the rate of return on "real" assets

rises, the whole structure of interest rates, ceteris parabis, would tend

to move in the same direction. As the cost of borrowing to finance
capital investments increased, the incentive to do so would decrease
until a theoretical position of stability was reached at which it was

no longer profitable to borrow to invest in "real"” assets at the higher
rate of return. Thus, the rise in the interest rate, in itself, was
potentially stabilizing. But an attempt to stabilize the interest rate
at any other level would be destabilizing. Stabilizing the money supply
would let interest rates "freely fluctuate" to achieve their "equilibrium

position.” If the desire for cash balances increases, stabilizing interest
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rates would tend to stabilize income, while stabilizing the money supply
could be destabilizing in terms of income. In this case, stabilizing
the rate bé interest would involve supplying enough money to satisfy
the desire for increased money balances. This action would be potentially
stabilizing. Stabilizing by controlling the money supply would, if the
demand for nominal balances continued to be greater than the quantity
supplied, be destabilizing because the interest rate could be continu-
ously (or nearly so) increasing.

Neo-Keynesian theory assumes that the "real" rate of interest
(interest on physical capital) is relatively stable; it would, therefore,
assume the latter case to be true. The monetarists, on the other hand,
postulate a relatively stable demand function for money. They, therefore,
assume the former case. But it is uncertain which of these 1s the more
stable,

If a consensus could be arrived at which would establish criteria

for selecting the best target variable one might find that the optimal
9

target variable: (1) must have a well-defined position in the theoreti-
cal framework and be highly correlated with both the real variables and
the ultimate objectives; (2) is one which the Federal Reserve is able to
control within some definite limits; and (3) should adequately reflect

the condition and current state of the financlal sector.

In the often cited Compendium . . . (1968), question three con-

cerned the details of the proposal to give the President the power to

establish guidelines for the Federal Reserve in its conduct of monetary

9For examples of attempts to establish these criteria see especi-
ally: Havrilsky (1965), Gaines (1968), and Morrison (1968).
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policy. In a summary of respondent views:

By a more than 2 to 1 majority, respondents favored making the
growth of the money supply or its cognate, base money, the target of
monetary policy. The larger part of the minority was eclectic. . .

Respondents in the majority group differed in respect to the
details of managing the growth of the money supply. . . . there
were differences about how to specify the guidelines for money
supply growth. Roughly half of the group favored [@he President,
through the power given in H.R. li] specifying a target percentage
change in money supply for 6 months to a year shead. . . . Other
plans of this type which were advanced by respondents would require
the monetary authorities to generate whatever money supply growth
it takes (1) to keep the rate of unemployment under some desired
maximum, say U4 percent, or (2) to prevent the price level from rising
faster than some minimum rate, say 3 percent per year for the CPI.

The other half of the many respondents urging the adoption of a
money supply target recommended that the Congress or the President
set guidelines for money supply growth in terms of a band or range
of percent per annum values |3 to 5 and 2 to 6 percent were the
most popular ranges] . . .

A few respondents here recommended setting a quasi-permanent
relatively-narrow band of values for monetary growth and instructing
the Federal Reserve to stay within this range. The range would be
adjusted outward only if it was proved to be clearly inappropriate
by a persistent inflationary trend or persistent unemployment. But
others wanted the range reviewed each year. Still another strategy
that was suggested called for specifying a fairly broad range of
allowable money supply growth and using triggers to collapse the
range. Thus, the maximum allowable range of money supply growth
might be set as zero to 10 percent per year. And the Federal Reserve
would be directed to reduce the upper limit to, say, 8 percent when
the CPI advances more rapidly than 2 percent per year and by 1
additional percentage point for every additional point of inflation.
In the same way the lower limit of allowable money supply growth
would be set at, say, 2 percent per year when the rate of unemploy-
ment reached 3 percent and raised one point for every point rise in
unemployment. Last, some suggested trying to hit an interest rate
target subject to the_constraint that monetary growth stay within a
specified range.lo’

loThe questiommaires were sent to the seven members of the Board
of Governors, the twelve Reserve Bank presidents, the Secretary of the
Treasury, members of the Council of Economic Advisors, and 125 leading
academic, bank, and research monetary economists. The responses com-
prise the contents of the Compendium on Monetary Policy Guidelines and
Federal Reserve Structure Pursuant to H.R. 11 (1968).

llThis summary of respondent views to Question 3, concerning the
nature of the details which the President should include or consider
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Thus, there appears to be substantial agreement to make some
measure of the money supply the exclusive, or at least the primary,
short-run target of monetary policy. The narrow definition of the money
supply (Ml) has traditionally been the money supply measure. But the
exceptional growth of time deposits-much of which is nearly-perfectly
substitutable for money-—~which now represent a sizable proportion of
total deposits, has caused many people to include it (either in total
or in some percentage form) in the definition of money (M2). Others
(eeg., Gurley and Shaw) have extended this definition much further.

There are occasions when interest rates are a more appropriate
target-—when balance~of-payments difficulties are the most pressing
problems. Otherwise, and to some extent during this exception as well,
interest rates are easily misleading indicators of the policy effect.
There are other problems with defining "the" interest rate to be con-
sidered. There are many different rates which could be relevant and some
are difficult to measure. If the Federal Reserve watches only the short-
term rates, it can easily be misled. There usually is no distinction
made between "nominal” and "real" rates of interest (especially is this
true in the Keynesian and neo-Keynesian system). If prices are rising,
any attempt by the Federal Reserve to stabilize the nominal rate may be
wasted effort since many investors are thought to follow the real rather
than the nominal rate. Nor is the interest rate a very good target since

it is only one of several cost factorseea partial measure of the cost

when establishing guidelines on monetary policy, was written under the
supervision of Robert Weintraub (pp. 13-15). See page 18 of the Compen-
dium for a listing of the respondents, classified broadly by which view
of the appropriate target they held.
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of borrowing. When all of these factors are combined, they provide
a measure of the state of the market.

The analysis of Friedman, Brunner and Meltzer, and others have
cast considerable doubt on the ability of interest rates, free reserves,
excess reserves, and money market conditions to effectively be a mean-
ingful target. "ILiquidity"™ is such an amorphous concept that it is
rarely even considered today as it was in the past. Although bank credit
(which may be a proxy for "liquidity") is often associated with money,
no empirically meaningful relationship appears to exist between them.

But even if one did exist, bank credit would probably only serve as a
proxy for the money supply. Why look at a proxy when one can just as
easily watch the primary figure? In addition, it is felt that the money
supply is under much tighter control of the Federal Reserve than is bank
credit. Other individuals propose the monetary base or one of its
variants, including total bank credit, as a target. But the monetary
base is just a variable used to control the money supply and not a target.

In answer to question I.3 of the Compendium (1968) concerning
monetary guidelines (specification of a target variable, how it or the
range around it was determined, and the circumstances under which the
guidelines could be vioclated), William McC. Martin, then Chairman of the
Board of Governors of the Federal Reserve System, in summary responded:

In seeking guidance for the conduct of monetary policy, there~

fore, incoming information on both financial quantities and financial
prices must be assimilated and interpreted. Movements in financial
quantities~-such as total bank reserves, the money, [8ic] stock,
commercial bank time deposits, and claims against nonbank intermedi-
aries—on the one hand, together with indications of cost and avail-
ability of credit on the other, must be evaluated jointly to assess
what effects monetary policy currently is having on the total supply

of funds, its distribution among the various sectors of the economy,
and hence on the availability of funds to finance spending.
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This interpretation must, of necessity, seek to evaluate the
behavior of financial variables in light of underlying real devel-~
opments in markets for goods and services. It is particularly impor-
tant to distinguish between the variations in demands for and sup-
plies of credit that are produced by changes in decisions to spend
on goods and services, and those associated with the public's desire
to rearrange financial asset portfolios, corporate mergers, and sim-
ilar transactions. Decisions giving rise to the first kind of vari-
ation in credit conditions can lead directly to economic instability.
The latter class of decision does not directly alter the pace of
economic expansion, but the resulting side effects in financial mar-
kets may do so. The appropriate monetary policies to be followed,
in response to an observed variation in credit demands or supplies,
depend on which of these two classes of decisions is responsible.

In the final analysis, evaluation of whether monetary policy has
contributed positively to economic stabilization cannot be Jjudged
simply on the behavior of financial variables, no matter how care-
fully they are interpreted. The ultimate test of monetary policy
is the extent to which it has succeeded in promoting our national
economic goals of maximum practicable employment, reasonable price
stability, and a strong dollar at home and abroad.

Development of the "Ultimate Objectives"

The ultimate economic goals of govermmental activity, including
the use of stabilization policy (should) consist of promoting the general
economic welfare and bringing about an equitable distribution of income.
The emphasis on one policy objective relative to another, or a group of
others, has shifted markedly over time. During the 19th century, the
primary problem of economic concern ranged from the results to be expected
from continued underproduction (e.g., Malthus) to the need to maintain a
fully-employed economy; and from the requirements necessary to achieve
and sustain adequate economic growth (e.g., Smith) to the problems of
inflation (e.g., Ricardo). Today, generally stated, the basic economic
objectives of govermmental actions are thought to be to maintain full
(or nearly so) employment, a stable rate of growth in employment and
production, widely-shared income and distribution, a relatively stable

price level, and international balance and cooperation. At the same time
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they must preserve a condition of economic and political freedom within
which the market mechanism can be allowed to "freely" allocate resources
and output, subject to the "proper" amount of govermmental coordination
and regulation. The changing socio-economic-political situations deter-
mine, to a large extent, the importance attached to each of these objec~
tives.

The 1913 Act which established the Federal Reserve System
stressed the importance of using discounts and advances to maintain
"sound credit conditions, and Eoﬂ the accommodation of commerce, indus-
try, and agriculture." Instead of making the Federal Reserve System
responsible for the goals and objectives which today are usually imputed
to its control, Congress felt that the Federal Reserve should be more
concerned with business conditions and the general inelasticity of credit
and money. This followed quite closely the example of the Bank of England,
and for good reason. About the only central banking experience any of
the Governors of the newly-formed System had revolved around experience
with and/or at the Bank of England (Anderson, 1965) . It is not, there-
fore, surprising to note that the administration of the discount rate
was the primary monetary weapon. This was also the case at the Bank of
England at the time. WNor is it difficult to understand the adoption of

the "real bills" doctrine, the basic modus operandi of the Bank of England

at that time. This policy assumed that through the passivity of the
banks and the extensive use of short-term, self-liquidating notes, the
appropriate amount of money necessary to maintalin high-level production
and stable business and price level conditions would emerge. It was not

until the 1930's that this doctrine was ostensibly abandoned, apparently
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because of the failure of the "invisible hand.”" But this abandonment

was by no means permanent since this doctrine, in the form of "bills

only," or its surrogate, "bills usually," reappeared later; it was "put
to rest" again in the early 1960's.

When the United States entered World War I in 1917, the Secre-
tary of the Treasury transferred to the Federal Reserve the fiscal respon-
sibility for facilitating the Treasury's financing (handling both the
original sales and the maintaining of markets for Govermnment securities).
Performance of this fiscal function, together with a corcllary function
of stabilizing interest rates (especially those on Goverrnment securities)
at "reasonable levels," became the primary objective. Providing for
credit availability was secondary.

The sudden surge of spending and credit expansion in the post-
World War I period resulted in a sharp increase in the price level,
reaching a peak before mid-1920. This was followed by an even more pro-
nounced decline in prices in the early 1920's, Among other things, this
acute, but not unexpected, price swing reemphasized the need for a policy
action which was aimed at maintaining some specific degree of price level
stability, the primary economic objective of that time.

After the 1920-1921 depression period, the Federal Reserve began
to redefine the objectives and guides of their policy actions in light
of the changing economic situation. Given the "demise of the gold
standard" as official backing for the dollar, the easing of the post-War
economic crisis, and the lessened need to assist in the Treasury financing,
the Federal Reserve could, for the first time, turn its attention pri-
marily toward solving domestic economic problems (Anderson, 1965).

Changes in the volume of credit and in the way credit was used
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were the most significant monetary policy guides. Basically this
reflected the fact that the linkage between Federal Reserve actions-the
discount rate changes primarily, supplemented by moral suasion and open
market operations-—and their effects on the monetary variables was fairly-
well developed. That between the monetary variables and the real vari-
ables was much less certain. Although the economic system was thought to
be relatively stable, concern over price stability and the avoidance of
crucial fluctuations in business conditions continued to be high on the
priority list of policy goals. Consistent with these goals, the desira-
bility of maintaining stability in production and employment also became
apparent. So, also, was concern over gold flows and international economic
conditions in general. As was noted earlier, the obligation to aid in
the Treasury's financing activities was only occasionally important over
the entire period; but when it was, it held a position of preeminance
above almost all the other goals.

In spite of the Federal Reserve's efforts to assure credit avail-
ability and a liberalized discount policy, the collapse of the economy
in the late 1920's and early 1930's soon made it evident to many indi-
viduals that monetary policy was not, by itself, adequate to forestall
the accompanying economic problems. The prolonged period of economic
impotence and stagnation, and the existence of widespread unemployment,
together with the continued failures in the financial sector, led to the
recognition that easy money could not, by itself, stimulate business
recovery. Modern-day "classisists" (or, perhaps more appropriately,
Friedmanites) would not agree with this analysis. In their view, mone-
tary policy was too restrictive because interest rates were too low and

the money supply was reduced rather than allowed, or forced, to grow.
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In these terms, they feel that a less restrictive policy approach would
have prevented many of these economic problems. But to the classisists
of that day-—-many of whom were the Keynesians of the following period—
it appeared that fiscal policy presented a more effective approach
toward a stabilization policy which could be aimed at restoring the
economy. Therefore, monetary policy should be relegated to the position
of a policy tool which, by virtue of its relative ineffectiveness during
this period, should be used basically to facilitate fiscal policy and to
impose selective credit controls.,

The Federal Reserve's efforts during World War II were, once
again, directed mainly toward assisting in financing the war effort and
aiding in the stabilization of the Govermment securities markets. In
the post-war period, to avoid the expected recession and the return to
high levels of unemployment, coordination of economic policy became
highly important. Aware of the potential for inflation that had been
created by the war——large amounts of liquid assets, high income levels,
and pent-up demand-—the Federal Reserve "pegged" the price, and, there-
fore, also the interest rate, of Govermment securities at war-time levels
and tried to manage the economy from this framework. It is questionable
whether this added significantly to the stabilization effort since it
was eventually realized that interest rate fluctuations play an important
role in corrective monetary policy action. However, the Federal Reserve
was explicitly saddled with this chore until the 1951 Accord. During this
period, monetary policy actions were, generally, ineffective.

Congress passed the Employment Act in 1946. This Act represented

the premier statement of the expressed objectives for the economy as they
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were visualized at that time:

The Congress hereby declares that it is the continuing policy and
responsibility of the Federal Government to use all practicable
means consistent with its needs and obligations and other essential
considerations of national policy, with the assistance and coopera-
tion of industry, agriculture, labor, and state and local govern-
ments, to coordinate and utilize all its plans, functions, and
resources for the purpose of creating and maintaining, in a manner
calculated to foster and promote free competitive enterprise and the
general welfare, conditions under which there will be afforded useful
employment opportunities, including self-employment, for those able,
willing, and seeking to work, and to promote maximum employment, pro-
duction, and purchasing power.

Goals during the period of the 1930's through the early 1950's
underwent a substantial change in composition and ordering. Maintaining
full employment was by far the most important; price stability was a much
less important second. Economic growth was also recognized as a policy
goal although not so much a monetary as a fiscal goal. And there was
little concern over gold problems and international balance of payments
problems (except perhaps how to handle the large inflows of gold).

Based upon the prevailing Keynesian analytic framework, there
was a significant improvement in the theory of the linkage between the
monetary sector and the "real" sector. The quantity of money was dropped
as the connecting variable and interest rates and credit conditions were
substituted as the critical variables. During most of this period,
monetary policy did not matter much in the theoretical construct; fiscal
policy was almost all-important.

During the period of the 1950's and 1960's our knowledge of the
linkage continued to grow significantly through extensive research,
especially into the link between the monetary variables and the "real"

varisbles. Unfortunately, there has not existed anything like a consensus

view of the "true" monetary theory. The quantity theorists (except for
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the polar position held by some "Friedmanite" scholars) appear to be
gaining more general theoretic support. But this support is tempered
by the recognition that interest rates and credit conditions still appear
to have direct and significant impact on investment; this, at the next
level, affects the ultimate objectives. Thus, we may be witnessing the
evolution, or rebirth, of the €clectic approach to the analysis of policy
actions. This approach combines the Keynesian and quantity theories.

Throughout the 1960's, there has existed a multitude of explicit
economic objectives: reasonably-full employment; satisfactory growth of
consumption and income; orderly growth of output consistent with high-
level utilization of the economy's resources; and stability of the price
level and balance of payments around some desired level or growth rate.12
While money market conditions are not mentioned as often or explicitly
as before, they still carry considerable weight as objectives that widen
the scope of the Federal Reserve's policy responsibility: provision of
liquidity in its function as the "bank of last resort" (to insure the
flexibility of financial institutions); insuring and stabilizing the
market for Govermment securities; promoting the welfare of certain finan-
cial institutions (e.g., savings and loans) by preventing them from get-
ting "locked-in" by long-term, low interest rate assets; and, encouraging
the growth of interest-sensitive sectors of the economy (e.g., new housing

starts).l3 The first two of these have a well-documented history as

For a good description of the goals, from the Federal Reserve's
point of view, for the 1914-1964 period, see Anderson (1965).

Lkeran and Babb (1969) explicitly include these last four policy
goals in their analysis of Federal Reserve activity during the 1933-1968
period.
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goals; the latter two are of relatively recent origin.

Given this multiplicity of goals, the question of compatibility
is a very real problem. Generally, the Federal Reserve appears to believe
that these goals are compatible and interrelated. This expression of
compatibility, however, is easy to understand inasmuch as if they believed
that the achievement of these goals was not compatible, the Federal
Reserve would be required to explicitly choose among these goals accord-
ing to some utility function. Since Congress originally delegated to
the Federal Reserve the authority for monetary policy manipulation, but
did not, and still has not, provided them with a guideline concerning
priority of the objectives, the Federal Reserve must operate as though
there is no basic incompatibility. However, Mark Willes (1967) has
shown that the FOMC, in its conduct of monetary policy operations, has
tended to attach greater priority to achieving price stability than to
full employment. This results in a built-in tight money bias as a result
of their employing a "business cycle framework" for determining the
appropriate time to change monetary policy. They direct changes in
monetary policy to be effected-only after they observe a change in gen-
eral economic activity--the business cycle.

As Willes (1967) has noted, price stability was probably chosen
as the primary objective because not only was it relatively easy to
define (in terms of the consumer or wholesale price index or the GNP
price deflator), but it was also a well-known objective. It may have
been felt that this was one objective which would be relatively easy to
achieve with a minimum of interference with the other objectives., How-

ever, as the intra- and intersector linkages have become better known
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and understood, this assumption of minimum interference has received less
explicit usage.

Thus, it is fairly generally recognized that the attempt to
achieve these goals simultaneously is not without basic conflict. The
goal of full employment, which usually includes an inflationary bias,
implies the willingness to accept some degree of price level change.

So, also, a rapid economic growth and a high-level of resource utiliza-
tion may create inflationary pressures which increase the difficulty of
maintaining price stability. Other famous examples of this basic conflict
in the selection of appropriate goals appear in the Phillips curve trade-
off between wages and employment and the "Lipsey curve" (Lipsey, 1960,
and Reuber, 1964) for the trade-off between unemployment and the rate of
price inflation.

Given the existence of this conflict, it appears that, instead
of the Federal Reserve choosing one or two objectives to which they give
sole priority, if necessary to the exclusion of all others, they have
followed a program that may be described as: "as soon as it appears that
we are approaching a position which may result in our achieving one or
a group of compatible goals, we turn our attention to another (group).
If the position or direction of the primary objective begins to deteri-
orate, then we return to it and, once more, give it our highest priority

until the desired direction or position is again attained.”



SECTION TWO

QUANTITATIVE POLICY EVALUATION



CHAPTER IV
A MODEL OF THE U.S. FINANCIAL SECTOR, 1953-1969

Partly as a result of an increased emphasis in current economic
theory on policy applications and on the interrelationships between vari-
ous economic quantities, both within as well as outside the realm of
what is often called "effective policy control," the popularity of eco-
nometric models has mushroomed. Another factor in this evolution has
been the recent, significant improvement in quantitative techniques,
especially in estimation methods. By viewing the economy as a system of
quantifiably-determinable relationships between measurable magnitudes of
several economic variables, attempts have been made to determine some

" Under ideal conditions,l this mix should achieve,

"optimal policy mix.
or aid in the achievement of, desired levels of the various policy goals,
and hopefully also aid in stabilizing, or approaching stability in, the
business cycle. However, this emphasis on the quantitative aspects of
the problem should not result in a corresponding deemphasis of the prob-

lems relating to uncertainty, risk, and error. Duesenberry and Klein

(1965) are quick to point this out:

17h e main constituents of these "ideal conditions" appear to be

a ceteris parabis (or mutatis mutandis) assumption concerning the myriad
factors which have varying effects upon several of the economy's main
components, and an assumption that the past represents an accurate (and
valid) basis from which to predict the future.

T2
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Many questions of economic policy turn on the relative magni-
tudes of the parameters in some relationship, or set of relation-
ships, among economic variables. . . . The goals of economic policy
are usually stated, albeit somewhat vaguely, in terms of the numeri-
cal rate of growth of GNP, the price level, the rate of unemployment
and the numerical state of the balance of payments. Discussion of mea-
sures to achieve those goals [Qowever) involves judgements about the
response of various economic magnitudes to previous policy actions.

Elements of BEconometric Models

In theory, each individual economic relationship, which repre-
sents only a small finite part of the complex behavior and/or interaction
of all the distinct household, business, and govermmental units, could
be brought together in the form of a system of equations. However, the
enormous size and complexity of this "Walrasian" approach would make
this aggregation virtually impossible to accomplish. Also, it would not
be easy to draw any meaningful results from this approach. In an attempt
to make the system more manageable and possible, several of the rela-
tionships are combined (e.g., the household, business and govermnmental
sectors; the several coﬁponents of income; and the demand and supply for
money and related variables). Also the equations may be hypothesized
to be lineare=or nearly so-eand expectations may be assumed to be ade-
quately represented by some proxy variable,

Many consilderations act to determine the appropriate number of
equations to include in the system. One usually finds that the smaller
the number of equations, the higher the required degree of aggregation
and the lessened degree of accuracy and usefulness that can be claimed
for the results. The larger the number of equations, the more compli-
cated it becomes to collect the data, establish widely-acceptable rela-

tionships, handle the computations, and make meaningful, generalized
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statements concerning the findings which evolved from the model.

Although the component structures of econometric models differ
in many ways, each represents an attempt to establish interrelationships
between the '"real" and the monetary sectors. There appear to be two
basic approaches which have been used so far in handling this problem:
(1) relating the real sector to variables which are considered exogenous
to this sector; or (2) relating the real and monetary sectors to vari-
ables, generally from both sectors, which are taken as given. Both
approaches seek to use the inter- or intra-sector feedbacks, as well as
the direct effects of some change in an exogenous variable to analyze the
sensitivity to change of other economic quantities and relationships
within the hypothesized economic structure. The degree of decomposition
of the basic structural relationships within the model also vary signifi-

cantly-=-from the basic Keynesian three equation model:

C=a+ Dby
I =1

o}
Y=C+1T

to the highly complex Brookings model (1965, 1969) which in 1965 had
"upward of a hundred and fifty questions . . . ultimately achieving
thirty-two sectors on the production side . . . similar decompositions
on the side of final demand. . . ."

It seems, however, that the most "popular" structural size for

current models ranges between either 15-20 or 35-50 equations.2 Models

2See, for example: Ando and Goldfeld (1966); deLeeuw (1965,
1969); deLeeuw and Gramlich (1968); Goldfeld (1966); Teigen (1969); Sur-
vey of Current Business (1966); Wharton Forecasting Model (1968); Yohe,
etyal, (1968); and Nerlove (1962).
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smaller than this appear to be too insensitive or not sufficiently able
to discern movements within important components of the major economic
relationships. Larger models suffer from problems relating to degrees
of freedom, identification, and estimation (because of nonlinearities,
multicollinearity, misspecification, etc.).

Three primary examples of "small" models which incorporate both
a "real" and a financial sector were developed by deLeeuw (1965),
Goldfeld (1966, revised by Goldfeld and Ando, 1968), and Teigen (196k,
1969). Goldfeld's influence on the later Teigen model is unmistakable;
and both of these reflect at least a part of deleeuw's development.
The system of equations to be used in the following discussion is the
author's attempt to improve upon the revised Teigen model (a listing of
which appears in Appendix A). This approach was adopted not only to
obtain structural or reduced-form parameter estimates, but also to esti-
mate the total, impact, and interim (lagged) multipliers which result
from a given level of change in one of the exogenous variables. From
both of these an indication of how effective the FOMC has been in its

policy analysis and activities should become apparent.

Bagic Structure of the Model

As with most econometric simulations of this type, the model
assumes a basically short-run, demand-oriented approach; the supply side
is generally exogenously determined. And as Nerlove (1962) has pointed
out for all models of this type:

(the) design of an econometric model depends on a series of com-
promises among: (a) the structure of the economy to be described;
(b) the multiple, and often partially conflicting, objectives of the
model . . « And (c), the availsbility of data. . . . it is an unfor-
tunate fact of life that the last of the three tends to dominate.



76

Before presenting the model, a few preliminary comments on its
derivation are called for. The simulations represent quarterly parameter
estimates for the period 1953-1969. 1953 represented a logical starting
point for several reasons. Perhaps the most significant was that, although
the "Fed" and the Treasury reached an "Accord" in early 1951, it was not
until early 1953 that support for the government securities market was
dropped in favor of acting only to correct a "disorderly" government
securities market. 1953 marked the first fully-effective year of Governor
William MeC. Martin as Chairman of the Board of Governors of the Federal
Reserve System (1969 was also his last full year).

1953 also represented to many the first post-World War II year
in which the country had returned to a degree of "normalcy.” The whole
period encompassed a time during which "Keynesian-type" indicators of
monetary policy action were followed quite closely. Beginning in early-
1969, there was an evident shift in emphasis toward greater use of mone-
tary aggregates as policy indicators. This period also represented
really the first time that monetary policy had regained a recognized,
meaningful, place in policy-making since the pre-Depression period. The
period extended through (or at least into) a time when many were again
beginning to believe that monetary policy was nearly, if not totally,
all-important.

In most econometric models, for ease of assumption and simplicity
of explanation, a simple Koyck-type lag structure is chosen and the equa-
tion is structured as a first-order difference equation plus some con-
stant. This theorizing is based on the assumption that a one period lag

of the endogenous variable adequately accounts for the distributed lag
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of effects. These effects arise as a result of the influence that pre-
vious period levels of the endogenous variable have upon the current
level or change. The Koyck lag structure assumes that a uniformly-
declining amount of importance is assigned to the effects of previous
period levels.

The estimation of the model was subject to all the "special
problems of a quarterly model" specified by Nerlove (1962). Interpolation
was required to change annual series of productivity and yield on time
deposits to a quarterly basis. The mathematical interpolation form (the
simplest form discussed) was chosen, subject to all the errors and biases
implicit in this form. Seasonally adjusted data were uséd although it
was recognized that after adjustment it is often difficult to determine
how the adjustment affected the information available from the new series.

The problem of serial correlation arises as a result of certain
variables which were not, but which should have been, included in the
specification of a particular equation. Although the effects of this
omission may, at least partially, "wash out" during the estimation, the
error terms of the equations may still be serially correlated through
time and across the sectors. Two additional points about this problem
need tc be made: (1) it is generally assumed that the shorter the time
interval, the more highly correlated a variable is assumed to be with
its own past values; and, (2) the Durbin-Watson d statistic is only a
test for the first-order serial correlation--the lag structure of the
model is not necessarily of the first difference type. Finally, the
dynamic nature of the model is emphasized by the degree of the lag
structure. A question arises concerning whether it would have been more

advisable to use a distributed rather than a discrete lag structure.
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Actually both types of lags were employed (vis., permanent income, the
divisor of the proxy for the expected rate of change in income, etc.).

The sources and types of data employed are described in Appendix
C. TUnless otherwise indicated, the data are quarterly values which are
seasonally adjusted at annual rates. All flow variables and the non-
ratio stock values are in billions of current dollars. All interest
rates, reserve requirements, and rate of change variables (including
proxies) are stated in terms of percent per annum (e.g., 3.5% = 3.50).
The proxy for the balance of payments problem is also stated in percent
per annum terms. The short-term interest rate, which was used to repre-
sent the international rate attracting foreign investments, was multi-
plied times a dummy which assumed the value of zero (0) for the years
when the U. S. did not experience balance of payments problems (1953-
1960) and unity (1) for the years after that (1961-1969). The multipli-
cative interest rate variables were an exception; they were reduced to
percentages and then multiplied times income (iga x ¥). The change in
the rate of productivity is in index number terms (1955 = 100) as is
the variable measuring the rate of capacity utilization in the "big
three” sectors of the economy. A listing of the variables used in the
model follows; they are explained in more detail in Appendix C.

Endogenous Variables:

ADD = quarterly change in demand deposits
ACC = quarterly change in coin and currency
ATD = quarterly change in time deposits

AFR = quarterly change in free reserves

AL = quarterly change in bank loans
OMO = proxy for open market operations

rd = discount rate at the Federal Reserve Bank of New York
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income (gross national product)

= consumption of nondurable goods and services

Y =
ol
Cd = consumption of durable goods
1" = residential fixed investment
I

nonresidential fixed investment
i
AT

CHP

I

quarterly change in nonfarm business inventory

]

annual rate of change in prices

Exogenous Variables:

r, = short-term interest rate (yield on Treasury bills)

]

ry long-term interest rate (yield on Government bonds)
Tig = yield on time deposits

TRM = term structure of interest rates (rl - rb)

ART = change in the required reserve ratio against time deposits

L = level of commercial bank loans

AY = quarterly change in income
Yp = permanent income

WDY = proxy for the expected annual rate of change in income in
the next quarter

E° = exogenous expenditures
INV = level of all manufacturing inventories
AProd = productivity change
CAP
B-P

1

rate of capacity utilization

Il

proxy for the balance of payments problem

Each equation was estimated by both single-equation and two-
stage least-squares methods. Since most of the equations contain at
least one other simultaneously-determined (endogenous to the system)
variable, the propriety of the single-equation estimation method was
questionable. On the other hand, however, the use of the two-stage
estimation method was also not without problems. Multicollinearity, non-
linearities, and structural lags of a not-necessarily exponential type
tend to make the two-stage estimates ambiguous. Duesenberry and Klein

(1965) have pointed up further estimation problems to which both
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estimation methods are subject. The accuracy of the parameter estimates
may also be affected by the problems of identification, bias, misspecifi-
cation, and serial correlation.

The initial attempt to specify an acceptable combination of vari-
ables for a particular equation involved testing the specification that
Teigen (1969) adopted. In many cases a poor statistical "fit" was
expected because the endogenous variables of some equations were differ-
ent than those used by Teigen. After this initial test, a variety of.
alternative specifications for the same equation were tried. This
involved the addition of variables which seemed to be theoretically
relevant or which might serve as proxies for other relevant variables.
It also meant trying alternative ways of specifying a variable (e.g.,
quarterly or annual change) or various methods of combining variables.

If none of these alternatives improved the statistical signifi-
cance of the equation or of the variable, that variable was dropped.

The process of selecting the "best" specification of a particular equa-
tion, or for testing the appropriateness of a variable, involved apply-~
ing the rather standard statistical criteria of: the correctness—
agreement with a priori expectations—~of the sign of the coefficients;
the goodness of "fit;" the size of the standard error of the estimate;
the t-test for the significance of the coefficients; and the Durbin-
Watson d statistic for the detection of serial correlation among the
residuals.

In the discussion of the equations that follows, the equations
are listed and the "t-values" of the coefficients—~the coefficients

divided by their standard error--are immediately below in parentheses.
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Below these are shown the three most often used measures of the goodness
of fit of the regression: the coefficient of determination-Re; the
Durbin-Watson d statistic—DW; and the standard error of the regression——
SE. The equations shown in the discussion are not necessarily all the
best. They are, instead, intended to indicate the direction of the
research. Although the differences in the R2 between the best and the
worst specifications of a particular equation may not differ by much, the
appropriateness of the chosen equation(s) should be judged on the basis
of all the regression criteria, not Just Re. The level of significance
of .25 was assumed in determining whether a coefficient is statistically
significant or insignificant on the basis of the t-test.

The final selection of the set of equations on the basis of the
single-equation parameter estimates is accomplished by a relatively
non-standard method. Each of the possible combinations of the fourteen
equations could be evaluated on the basis of their convergence charac-
teristics by solving for the characteristic roots (eigenvalues) of the
system of equations. The details of this method of selection are explored
in depth in a later part of this chapter. Briefly, however, the largest
eigenvalue of each of the combinations of 1k equations are compared; that
set of equations which had the smallest eigenvalue of those compared

was considered "best."

Monetary Sector

Both sectors of this model parallel (in some cases quite closely)
those in the model developed by Teigen (1969). The monetary sector con-
tains seven behavioral equations. Five of these seven are demand

equations relating changes in the numerical values of the components of
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the money supply and closely-related variables to other variables from
both the monetary and the "real” sectors. These five are: (1) the
demand for demand deposits; (2) the demand for coin and currency; (3) the
demand for time deposits; (U4) the demand for free reserves (which may
also be considered as a type of "supply function" for the loans and/or
investments which can be hypothecated on them); and (5) the demand for
commercial bank loans. The remaining two equations attempt to make the
two most important Federal Reserve policy tools-—open market operations
and the discount rate—endogenous to the system. The more usual econo-
metric assumption is that the former is exogenous and the latter is
usually so.

This highly aggregated sector does not deal with the non-bank
financial intermediaries which play an ever increasing role in today's
financial markets. DNor does it adequately include the process of the
individual, corporate, or bank portfolio adjustment because-of the lim-
ited number of assets assumed, the assumption of an exogenously-deter-
mined interest rate structure, and the restricted size (number of equa-
tions) of the model.

The demand for money cannot generally be empirically broken down
into the four sources of demand that are hypothesized by the commonly-
known body of Keynesian theory=transactions, precautionary, speculative,
and finance motives for holding liquid, or near-liquid assets. Instead,
the portfolio theory approach is to recognize basically two sources of
demand--that which is interest-elastic and that which is not.

If one assumes that the demand for money is strictly for trans-

actions purposes, Tobin (1956) and Teigen (1964) have initially specified



83
the demand for money of an individual to be a function of income and the

rate of interest:

Aggregating this by summing, Teigen obtained:

V4
r 1 Y 2.

He approximates this by considering the demand for money to be a product
of the interest rate and a function of income. By holding inecome con-
stant and expanding f(r) by a Taylor power series, he obtains a series
which he truncates after the first-order term., This truncated series
is assumed to be roughly approximated by

fr) = J:'L + &21'.

Then holding r constant, he notes that one may expect a relatively-
proportional relationship between income and money:

v-8s
Multiplying the two parts of the money demand function together yields:

&, + §.r) (53y)
M [(r,Y),Y] = ME/Il(r,Y), MQ(YH.

M=B.Y + BE(rY).

M

1]

Originally the endogenous variables in the financial sectors of
econometric models were specified in terms of absolute levels. Subse-
quent work has recognized that relatively small changes in these levels
could hide larger changes or errors in other places. They also could
underplay the effects of some small but important dollar volume changes.
Therefore, the endogenous variables in the financial sector of this model

are expressed in terms of first differences of the dollar volumes. The
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real sector variables continue to be expressed in current dollar level
terms.

The demand equations for the various components of the money
supply (ADD, ACC, ATD) are assumed to reflect the public's demand for
financial assets. They are all of basically the same form-functions
of: interest rates, strictly or in their multiplicative form; other
variables, which primarily are income or a wealth proxy of the type con-
sidered by Friedman (1956) and others; and a lagged stock and/or lagged
change in the endogenous stock variable. The relation of free reserves—
net free reserves if the difference is positive, net borrowed reserves if
it is negative——to the money supply is obvious.

Meigs (1962) has shown the relationship to the short-term inter-
est rates of both excess reserves and member bank borrowing. As was
mentioned earlier, free reserves has been the primary variable by which
the Federal Reserve has measured the stabilizing influence of its con-
trol over open market operations, the discount rate, and the reserve
requirement ratios. Thus, it is fitting that the change in free reserves
(AFR) is a function of the changes in the major components of the money
supply and in bank loans. It is also a function of changes in the lev-
els of the Federal Reserve's policy tools, the interest rate levels, and
a lagged stock and lagged change in the stock of free reserves.

Commercial bank loans are the last financial asset included in
this sector. Since the ability to increase the level of loans depends
on the availability of free reserves, while this is not strictly the
case for other earning assets, the change in loans is highly subject to

credit rationing. Although a variable defining the level of credit
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rationing is not included in the model, the main influence of changes
in the level of bank loans is on "real" sector variables, especially on
business inventory investment. Thus, this rationing may be reflected by
the need for funds as well as by the relative cost to the individual and
the firm of obtaining these funds. Therefore, loans are analyzed as a
function of income and interest rates, various real sector variables, and
the lagged level and lagged change in the previous level of bank loans.

The operation of monetary policy in the United States was, and
to a large extent still is, generally oriented toward regulating the
volume of member bank reserves which serve as the base for the money
supply and bank credit (thus its popular name-—monetary base). Open
market operations are undertaken to accomplish basically two major
purposes: (1) to offset daily or short-run undesirable money market
developments (the defensive aspect); and, (2) to provide the Federal
Reserve with an efficient tool which can be used to initiate or alter
some level or change in the level of a policy objective (the dynamic
aspect). In its monetary policy operations the Federal Reserve is gen-
erally regarded as being responsive to its policy objectives, such as
full employment, price stability, some desired level of income growth,
and a "balance" in international payments. It is also responsive to its
intermediate policy targets, such as free reserves, the monetary base,
interest rates, or movements in the money supply.

Interest in open market operations lies basically with those
actions which are taken to effect some dynamic objective. It is for
this reason that some measure of net Federal Reserve purchases (and/or

sales) of securities is not used as a measure of open market operations
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in this model. Net purchases, or sales, would reflect both the defensive
and the dynamic operations of the Fed. But research interest relates
mainly to the dynamic aspect. To measure the extent of the dynamic action
taken, Teigen (1969) and Goldfeld (1966) have proposed, based on the early
works of Dewald and Johnson (1963) and Reuber (1964), the use of unbor-
rowed reserves plus the level of coin and currency held outside the
banks (UBR + CC). This is a measure of the "adjusted monetary base.”
It is thought that any overt dynamic action will be reflected in either
(or both) the level of unborrowed reserves or the level of coin and
currency outstanding. An alternative, Jjust UBR, has been proposed. The
former measure is considered to be preferable since the latter does not
sufficiently measure the problem of currency drains.

A Federal Reserve open market purchase would have the effect of
increasing either the level of deposits or the level of currency out-
standing, or both. An open market sale would have the reverse effect.
Therefore, Teigen proposed the rate of change in (UBR+CC) to reflect
the movements in open market dynamic actions

A(UBR + CC)
(UBR + Céjji

= OMO

as the dependent variable in the model. For lack of a better proposal
and because of the growing acceptance of this measure, it has been
adopted here.

Thus, it seems appropriate for OMO to be some function of the
levels, or movements in the levels, of the indicators, targets, and
policy objectives, the level or changes in the levels of the other
policy tools, and the lagged adjustment to OMO in the previous period.

OMO is primarily used to supply necessary or absorb excess
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liquidity to compensate for the regular fluctuations in member bank
reserves. In a period of tight money, when open market policy seeks to
provide less than the required amount of reserves, banks are forced to
seek additional reserves by discounting. Through changing the level of
the discount rate--the cost to the banks of borrowing reserves——the
Federal Reserve can influence not only the existing level of member bank
reserves, but also the desire of banks to seek additional reserves. By
restricting this flow, the Banks are slowing down the growth rate of
money and bank credit, and eventually the growth rate of income and,
hopefully, prices. It is also obvious that the discount rate level
follows changes in the levels of other major interest rates, although
often with a perceptable time lag. It should be expected, then, that the
discount rate would be a function of some measure of income-—and possibly
prices——free reserves, bank loans and/or money supply, lnterest rates,
and the lagged value of the rate. The lagged rate is extremely important
because of the relative infrequency with which the rate is changed.

On several occasions in the model, the short- and long-term
interest rates are assumed to act as proxies for the effects of other
important variables. Typically, either these variables cannot be
measured accurately enough or they are not subject to any specific type
of measure. Generally, the proxy role portrayed by the short-term
interest rate is one of cost. It may be the cost of holding liquid
assets, of maintaining a certain level of inventory, or of obtaining
additional capital or financing. It may also be used as a measure of
the general level of prices although its capacity in this role is ques-
tionable. This rate may also be a measure of investment return, especially

from short-term investments.
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The long-term interest rate, on the other hand, is often used as
a proxy for the expected rate of investment return. The return to expect
from an investment in monetary assets, in plant and equipment, or in
other assets. This rate may, however, also represent a cost——the cost

of obtaining long-term investment funds.

The demand for demand deposits (ADD). Professor Friedman originally pro-

posed that the demand for money was primarily a function of permanent
income and the interest rate (1956). However, he was not able to find a
satisfactory statistical relationship which included the interest rate
(1959). Therefore, he specified the money supply to be a function of
permanent income, But he did not seem to rule out a functional rela-
tionship with the interest rate. Laidler (1966) was able to statistically
support the functional dependence on both permanent income and the inter-
est rate. Although he could not conclusively determine which interest
rate was more appropriate, he eventually specified the short-term rate.
The initial attempt to derive a regression equation for the demand
for demand deposits involved these two plus variables representing the cur-
rent level of income (Y), the annual rate of change in prices (CHP), the
level of commercial bank loans (L), and the lagged stock and change in
the stock endogenous variable. Permanent income, the level of loans,
and the rate of price change are all lagged: permanent income, to
reflect the "normal" income level from the past; the level of loans,
because when the loan is granted, it is most often reflected as an
increase in demand deposits; and the annual rate of change in prices,
to indicate the last rate of change experienced, and used to represent

expectations for the present period:
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(1) ADD = -3.892 + .008223(Y) + .0223¢zp)_1 + .O93h(CHP)_l

(-.672) (.7795) (1.197) (1.178)
-.5985(r,) - .0319(L)_; - .0428(DD)_; + .545L(aDD)_,
(-3.690)  (-1.266)  (-.899) (5.285)

R° = .6686 DW - 1.949 SE = .5853

This reveals that ADD is responsive to interest rate movements.
This does not indicate, however, whether it is interest-elastic or
interest-inelastic. Later evidence in this thesis suggests that it is
interest-inelastic. The sign of (L)_l was not as expected, and the
coefficients of current income and (DD)_l were insignificant on the
basis of the t-test at a significance level of 0.25. Thus, income was
dropped and the current change in loans was substituted for (L)-l'
This new equation, and a similar one which contained the current rate
of change in prices, were tested. Since there was a negligible difference
between them, the one containing the current rate of change was chosen:

(2) 4DD = 6073 + .01793(Yp)_l + .1392(CHP) - .6636(r,) + .1184(AL)
(.236) (3.119) (1.558) (-k.289)  (1.791)
- .oélu(DD)_l + .51h6(ADD)_l

(-1.3%0) (k,912)
R2 = 674k DW = 1.936 SE - .5754

Lagging the price change one quarter and dropping the constant
further improved the results:

(3) apD = .01606(Yp)_l + ,1534(CHP) - .6817(rb) + .1295(AL)
(4.586) (2.013) (-5.833) (2.086)
- .ou86(DD)_l + ,h912(ADD)~l
(-3.888) (5.200)
R® = .6807 DW = 1.959 SE = .5652

This equation, to explain the movements of the largest component of the

"narrow" definition of the money supply, seems to support a generalized
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"Friedmonian" hypothesis. If Yp had been calculated with constant
rather than current-dollar income, the price equation would not have been
necessary., The addition of the change in loans and the use of a Koyck-
type lag structure represent the only modifications of the "amended-

Friedmonian" hypothesis.

The demand for coin and currency (ACC). Essentially the same initial

regression equation as that assumed for demand deposits (with the excep-
tion of (L) -1) was used to explain the demand for coin and currency, the
other component of the 'narrow" definition of the money supply. The

rate of price change, however, was insignificant and was therefore
dropped:

(k) AcC = 1.296 + .00510(Y) - .007uu(yp)_l - .0519(r,) - .o112(cC)
(3.97) (k.980)  (-k.koo) (-2.599)  (-1.067)
+ .5hb5(ace)

(5.989)

R2 = .8709 W = 2.059 SE = ,098L

The sign of (Yp)_l was unexpectedly negative. As another measure of
income anticipations, Teigen introduced a ratio which closely resembles
an annual rate of change variable~~the annual change of income for the

current period divided by a "one-year moving total of income:"

(Y - Y-h)
3
2, Y
i=0
He found, however, that "the best results were obtained when the vari-

able was 'led' one quarter,” thus becoming a proxy-like measure of an

expected annual rate of change in income in the forthcoming period:
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The lagged level of permanent income was replaced first by the
proxy for the expected income change (WDY) and the long-term interest
rate in its role as a proxy for investment income return. Then, because
one could question the strength of the impact that a change of investment
yield or opportunity would have on the demand for coin and currency, it
was eliminated and (WDY) was replaced with the quarterly rate of income
change (CHY). Although improving the results, both regressions contained
statistically insignificant variables:

(5)'Acc = ,001352(Y) + .0674(WDY) - .Ol955(rb) - .0597(r1)
(4.952) (3.393) (-.8695) (-1.L405)
- .01hk3(cc)_, + .5084(acc)
(-3.408) (5.603)
R® - .8988 DW = 2.403 SE = 881k

(6) acc = .00091(Y) + .Ob50(CHY) - .028h(r,) - .00797(CC)_;
(2.757) (3.827) (-1.k56)  (-.772)
+ .61&2(Acc)_l
(7.382)
R® = .9015 DW = 2.517  SE = .08693
The final substitution was to replace the other income change
variables by the current-quarter change in income (AY). It is interest-

ing to note that the final equation coefficients and results are only

slightly affected whether one uses current or lagged income:

(7) Acc = .000858(Y) + .000936(AY) - .00258(rb) - .01183(cce)
(3.150) (4.319) (-1.501) ©  (-6.303) t

+ .6022(ACC)

(7.993) -

32 = 9048 DW = 2,567 SE = .,08L411
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As expected, the other money supply component also appears to be
interest-responsive, And, as anticipated, the current level of income is
important, both as an absolute level and as a.quarterly change. The Koyck

lag structure was again chosen.

The demand for time deposits (ATD). The general movement in monetary

theory and policy seems increasingly to be to include time deposits as

another component of the money supply. The April 22, 1971, Federal Reserve

Statistical Release, Number H.6 includes three money stock measures:

(a) Ml-"narrowly defined" = DD + CC; (b) M,=M, + bank savings and time

deposits and smaller denomination CD's; and (¢) M, = M, + deposits at

3 2

mutual savings banks and savings and loan associations. The initial equa-
tion to specify the demand for time deposits was of the same type as that
assumed for the other money supply factors. It involved income, the multi-
plicative form of the interest rates (to indicate asset substitutability),
and the lagged stock variable following Teigen's specification. Because
saving is generally thought to result out of previous period incomes, the
income variable was lagged one period. Teigen used the lagged stock
variable to represent the distributed lag of past effects. But this vari-
able was found to have a higher degree of serial correlation with the
residuals—a smaller Durbin-Watson d-—-than the lagged change in time

deposits. Therefore, the latter measure was used:

(8) ATD = -10.2504 + °oho65(Y)_1 - .2387(rboY) + .o666h(rtd~Y)

(-b.949)  (5.6L9) (-3.636) (1.072)
- .2965(r  *Y) + .1663(ATD)_;
(-3.009) (1.729)

R2 = ,77398 DW = 1.8212 SE = 1.1261

The inclusion of the stock varisble and the quarterly change in
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this variable, both lagged one period, made the time deposit yield statis-
tically insignificant. The addition of various price change variables had
little effect. And the eventual re-exclusion of (TD)_l resulted in only

a slight improvement:

(9) ATD = -10.935 + .oh288(y)_l + .1962(CHP)_l - .2h08(rb-y)

(-5.152) (5.836) (1.327) (-3.689)
+ .0538(r, oY) - .3237(rY) + .1733(ATD) ,
(.8593) (-3.235) (1.809)

R® = .7803 DW = 1.8802  SE = 1.1192

The addition, individually, of changes in the (other) components of the
money supply and of changes in the level of loans also improved the
results slightly. The change in coin and currency was not significant
and, therefore, was dropped. The best of the tested equations in terms
of the statistical tests applied to these individual equations, was:

(10) ATD = -10.0045 + .o39h(y)_l - .2361(rb-Y) + .0559(rtd-Y)
(-k.h83)  (L.975) (-2.933) (0.7717)
- .2888(r,°Y) + .1176(ADD) + .1281(AL) + .1393(ATD) 4
(-2.6L461) (0.5181) (1.1380) (1.k215)

R® - 7825 DW = 1.7515 SE = 1.1228
The statistical insignificance of the time deposit rate and of demand
deposits are surprising; both should be expected to be quite highly
related to this demand. The inclusion, once more, of (TD)_l corrected

this and improved the equation:

(11) AT = -12.5629 + .05h27(Y)_l + .2756(ADD) + .1574(AL) - .zhlg(nva)

(-4.917)  (k.96L) (1.164) (1.416) (-3.071)
+ .1692(rtd-y) - .2976(r1-Y) - .oshB(TD)_l + .226(ATD)_l
(1.838) (-2.785) (-1.926) (2.134)

R® = «795k DW = 1.8186 SE = 1.0983
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The results of the regression estimates of the demand for time
deposits are interesting. ZEliminating for the moment the ADD and AL, the
theory in this equation is quite similar to that for the (other) compo-
nents of the money supply=--function of income, interest rates, and the
lagged endogenous variable. The addition of changes in demand deposits
reflects a rather obvious a priori interrelationship between the movements
of the two variables. Income and economic growth lead to growth in both
of these, although not necessarily at the same rate. In addition, there
occasionally has been "cyclic-like" substituting between demand and time
deposits. Growth in loans is a virtual concomitant of income and economic
growth; but its relation to the growth of time deposits is much less cer-
tain. Again, the interest-responsiveness is evident though not necessarily
indicative of either interest-elasticity or inelasticity. The positive

relationship with the yield on time deposits is generally expected.

The demand for free reserves (AFR). N =t free reserves (or net borrowed

reserves) is the arithmetic difference between the levels of excess
reserves (ER) and borrowings of member banks from the Federal Reserve
(MBB). Total reserves (TR) is made up of unborrowed (UBR) plus borrowed
(MBB) reserves. This is equivalent to excess reserves plus the level of
required reserves (RR) of member banks:

TR = UBR + MBB = ER + RR.
And net free (borrowed) reserves—hereafter referred to as free reserves
(FR)—is:

FR = ER - MBB.

Because all member banks are subject to required reserve ratios

(RRR) against their deposits, it might at first be natural to expect a
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negative relationship between demand or time deposits and free reserves.
A change in these required reserve ratios (ARD and ART) is definitely
expected to be negatively correlated with free reserves because an
increase in this rate would increase RR. This would, therefore, lower
ER. But since 1960, vault cash has been counted as a source of reserves.
This has meant that an addition to vault cash from a deposit of coin and
currency will increase either, or both, demand or time deposits as well
as FR. This would indicate a positive relation between these deposits
and FR as long as the RRR remains fractional (0K RRR€1l). However, as a
result of our increasing "checkless" society, the shift of demand deposits,
and time deposits to some extent, has made it impossible to know & priori
what type of relationship (direct or inverse) to expect between these
deposits and free reserves. Whether there would be a net increase or
decrease in free reserves as a result of a shift in deposits of the same
kind between two banks depends on the current "free" reserve position of
the two banks involved. Disintermediation, of course, would free some

reserves which were previously subject to the higher RRR on demand
deposits (RRRDD> RRRTD) .

The free reserve situation with respect to interest rates is much
more certain. Meigs (1962) and others have amply demonstrated a meaning-
ful relation between them. Since excess reserves are non-interest bear-
ing, an increase in the yield on Treasury bills should cause a reduction
in ER's through investment. On the other hand, there is a general reluc-
tance to sell these highly-liquid interest-bearing substitutes for

reserves in the bank's portfolio when the rates are high. Therefore,

banks often tend to borrow from the Fed rather than sell these bills to
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meet short-term reserve requirements. Because the discount rate is the
cost of borrowing reserves from the "Fed," one would expect borrowing
to be negatively related with this rate. Thus, we might expect & priori,
that free reserves would be positively correlated with the discount rate
and negatively so with the bill rate, Loans are also related to these
rates. As the discount rate increases, the willingness of banks to com-
mit some excess reserves as loans decreases. However, as the interest
rate structure increases, it becomes more monetarily profitable for banks
to hold loans. Thus, it 1s apparent that a change in loans should be
negatively related to changes in free reserves.

The other major factor which one would expect to influence the
level of FR's is the level of open market operations of the Federal
Reserve. As has been mentioned, free reserves have served as one of the
primary Federal Reserve measures of the stabilizing effects of its open
market operations (OMO). Since the process of OMO provides reserves to
member banks, it has a direct effect on the level and on changes in FR's.
But the direction of causation of a change between the two is difficult
to determine. So, also, is the appropriate sign of the regression coef-
ficient to expect in regressing free reserves on OMO. The determining
factor appears to be what type of reserve policy the Federal Reserve is
attempting to implement., If they are trying to achieve a "tighter mone-
tary position," they will effect a net contraction of reserves whether
there exists a net free or a net borrowed reserve position. And vice
versa for an "easy money position."

In the regression, the change in the required reserve ratio on
demand deposits (ARD) was continually statistically insignificant. The

decision to keep or exclude the variable ACC appeared fairly trivial.
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Both were dropped. With the exception of these two, however, free reserves
was established as a function of:
(12) AFR = .1183 - .04305(ADD) + .01638(ATF) - .03641(AL) + .1459(0MO)
(2.069) (-2.363) (1.947) (-3.396) (k.722)
+ .l375(rd) - .1721(rb) - .3122(ART)
(2.811) (-4.397) (~3.847)
- .3509(FR)_; + .2997(AFR)_,
(-7.555) (3.758)

R2 = 7763 DW = 2.0902 SE = 0974

The demand for commercial bank loans (AL). The change in the demand for

bank loans and the levels of the various interest rates (short- and long-
term and the discount rate) provide the primary linkages between the

real and the monetary sectors of this model. As such, therefore, it is
not too surprising that changes in the level of the demand for loans are,
at least partially, a function of the levels or changes in the levels of
several of the real sector variables. It is well-established that the
magnitude of the supply of loans serves to determine a large part of the
demand for durable goods. Without such financing, many individuals and
firms would not be a@ble to make such sizable purchases. Thus, one should
expect the level of durable goods consumption to be a factor in determin-
ing the amount of loan demand for a particular period. So should changes
in inventory levels since many firms require sizable amounts of money to
finance their purchases and holdings of inventory goods, finished or not,
until they can be processed and/or sold. But the direction of the rela-
tion between business inventory changes and changes in loans is slightly
uncertain. It depends to some extent on whether inventory purchases and

accumulations are paid for out of business funds, loans from banks, or
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other types of loans=-including sales of securities or credit extensions.

The positive relation of changes in loans to increases in income
is well established. And with changes in income go changes in demand
deposits. Why changes in demand deposits should affect changes in the
demand for loans, however, is less obvious; one would expect the line of
causation to flow the other way. DPerhaps it does and this is covered-up
by the aggregation of terms at quarterly intervals rather than monthly
or weekly (or less).

As discussed in connection with the free reserves equation, the
supply of loans is inversely related to the discount rate. But it is
known that, for at least some range, an increase in interest rates gen-
erally results in an increased demand for loans. Whether this is due to
an expectation of still higher rates or one or a combination of other
factors, it still holds fairly applicable. Unfortunately, the Treasury
bill rate (used as a proxy for credit conditions——rationing) was not
statistically significant. It 1s doubtful that the discount rate could
fulfill this role., Therefore, one must explain the relationship of the
discount rate to the demand for loans along the expectations line:

(13) 4L = -9.388 + .0317(Y) _; + .2151(c%) + .4759(aDD) + -1153(r,)

(-3.874) (2.3u6) (3.319)  (2.878) (0.3485)
+.02889(AT") - .1408(L) , + .3993(4L)
(0.923) (-3.848) (3.829)

R2 = 8511 DW = 2.326 SE = .9003

The statistical insignificance of the discount rate term was sur-
prising; it was retained, however, and later proved to be the only sig-
nificant interest rate. The positive relation with AT* was also unex-

pected. The previous level of inventory investment was substituted for
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AIl with favorable results:

(14) AL = -6.269 + .03868(¥)_ + .2b13(c%) - .1967(11) | + .heT3(r,)

(-2.673) (3.130) (k.225) (-3.798) (1.389)
+ .hosh(apD) - .1205(L)_, + .2231(AL)
(3.322) (-3.595) (2.114)
32 = ,8783 DW = 2.2926 SE = .81408

The attempt to add a price change variable improved the regres-
sion results but the coefficient continually proved statistically insig-
nificant. When both the AIi and Ii_l variables were used, the results
were, again, improved:

(15) AL = -5,313 + .03931(Y)_l + .27&3(cd) - .06002(AIi)

(-2.235) (3.229)_ (4.610) (-1.697)
- .26&3(1‘1)_l + 5764 (r,) + L77L(ADD)
(-4.08k4) (1.828) (3.240)

- .11&7(L)_1 + .EOEO(AL)_l
(-3.458) (1.930)

R® - .8839 DW = 2,255k SE = .80163
The use of current income yielded poorer results. This led to the con-
clusion that the demand for loans is more closely related to a movement

in income from the past than with the present income level.

Open market operations (OMO). In an attempt to explain the movements of

the Federal Reserve's "dynamic" policy activities, it is appropriate to
relate these to movements in the policy targets and ultimate objectives
as well as to changes in the indicators. The primary policy objectives
are full employment, price stability, a balance of international pay-

ments, and an adequate and sustainable rate of economic growthethough

not necessarily in that order. The targets adopted by the Federal
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Reserve to represent these ideal levels are traditionally thought to
include the rate of unemployment, the rate of change in income and prices,
and the magnitude of the change in international liquidity-—as measured
by the difference between net exports and imports. The primary indicators
adopted by the Federal Reserve throughout this period have been free
reserves and the level of certain interest rates.

Teigen defined two additional variables for price changes and
one for changes in income. The rate of change in income and the ratio
of a quarterly price change to a normal ("permanent") price level were
used to recognize the effects of short-run changes in these two variables:

CHY = (éi and PCH=(A—E.
-1 P

For longer-term changes in income he used the proxy for the expected
annual rate of change in income (WDY). For prices, he adopted a ratio

varisble using, instead of a quarterly change in prices, the annual change

in prices:

P-P
CI{P=(_=_-£.

P
He used the rate of unemployment (U) and its reciprocal (%) as
measures of the level of employment. As a proxy for the balance of pay-
ments problem (B-P), he used the Treasury bill rate as an indicator of
the cost of international liquidity. This was multiplied by a dumy
variable which assumed the value of zero (0) from 1953 through 1960, and
unity (1) for the years 1961-1964 when the U.S. experienced large balance

of payments problems. Thus, a fall in this short-term rate would result

in a tightening of monetary policy (ceteris paribus).

The long-term interest rate (rl) was used to represent the growth

target. Since the Federal Reserve often used OMO to "cushion" the impact
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of changes in the RRR's, he also included the change in the RRR against
time deposits. The demand deposit multiplier was used to recognize the
changes in open market operations which are taken to offset a change in
the velocity of money (Ak).

As an initial attempt to derive a meaningful relation to explain
the movements in OMO, the current level and rate of change in income, the
short-term rate of change in prices, the long-term growth rate, the bal-
ance of payments proxy and the two variables representing the Federal
Reserve's "cushioning" activities were employed:

(16) oMO = .004895 + .00001289(Y) - .02227(CHY) + .1784(PCH)

(1.091) (0.6941) (-0.4033) (1.538)
- .ooeu77(rl) + ,09047(B-P) + .003939(ART)
(-1.121) (0.965) (1.115)

- .02175(ak) + .3209(0MO)
(-k.533) (3.967)
2

R™ = .7273 DW = 2.1796 SE = .004699
Surprisingly, both income variebles are statistically insignificant; the
rate of income change even has as incorrect sign. Some question may be
raised concerning Teigen's assumption that the Federal Reserve closely
follows the money multiplier, except to the extent that it is significant
in affecting the level or rate of change in the money supply. If we
choose to eliminate this variable, substitute WDY for Y, and replace the
balance of payments proxy with a full complement of interest rate terms,
the regression yields:

(17) OMO = -.003716 - .1260(CHY) + .3578(WDY) + .L159(PCH)
(-1.499)  (-1.418) (2.727) (3.689)
- .OOO?lOS(rb-Y) + .ooou355(rtdoy) + .OOO398(rl-Y)
(-3.309) (2.309) (1.356)
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+ .01089(ART) + .2248(0MO) ,
(3.476) (2.646)

R = . 7032 DW = 2,113 SE = 004782
The results were not as good as before and, again, the rate of change in
income=~and also the AY if it was substituted for CHY-—is negative, con-
trary to expectations. It continually had this sign.

For this reason, this income change variable was eliminated in
favor of keeping only the expectations variable. Adding the indicator
(AFR), a term to relate the long- and short-term interest rates—the
term structure, TRM—and the level of member bank borrowings, we signifi-
cantly improved the results, but at the expense of the price change vari-

able:

(18) oMo = .1963(wWDY) + .03888(PCH) - .001996(rb-Y) + .ooohloe(rtd-Y)

(2.192) (0.2820) (-3.891) (2.447)
+ ,001905(rl-Y) - .00992(TRM) + .01218(AFR)

(3.892) (-4.219) (4.425)
- .003128(MBB) + .01018(ART) - .1129(0MO)_,

(-1.443) (1.218) (-1.08k4)

R° = .7975 DW= 1.873 SE = .003516

The relationship between the change in free reserves and the operations
in the open market are not completely determinant. As was discussed
earlier, it would depend on the type of monetary policy being effected.
The insignificance of the price variable coefficient was not expected;
the annual price change variables (CHP) and (CHP)_l were both tried but
with similar results. This led to the eventual elimination of the price
change variable.

The negative coefficient for member bank borrowings can be

explained fairly easily. In terms of total reserves as discussed in the
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FR equation:
TR = UBR + MBB = RR + ER
UBR = RR + ER - MBB.
But, since MBB is one of the determinants of free reserves, it was dropped
to avoid possible double counting. The other interesting result to
appear out of this regression was the relation of the signs of the inter-
est rates and the term structure variable.
Given the existence of increasing interest rates:
as TRM A (8r > ar,), OMO ¥
as TRM ¥ (Arlf Arb), OMO *
Given the existence of declining interest rates:
as TRM* (Arl< Arb), OMO*
as TRMY (br > ar ), oMo 4
The conclusion from this is that the Federal Reserve has often practiced
a reverse form of "operation twist"-—acted to maintain the long-term rate
at some (usually indeterminant) level above the short-term rate. An
obvious exception was the early 1960's when "operation twist" was the
avowed policy position.

The inclusion of the employment proxy (U) or its reciprocal
proved relatively unsuccessful. It was continually either statistically
insignificant or had an unexpected (negative) sign. Therefore, the final
equation for OMO was:

(19) om0 = .1436(WDY) + .01279(AFR) - .01024(TRM) - .002262(rb-Y)

(2.1L4) (4.987) (-4.907) (-5.607)
+ .0003786(rtd-y) + .oozoez(rl.y) + 1616(B-P)
(2.719) (k.707) (3.0005)

+ ,0103 (ART) - '1831(OM°)-1
(L.248) (-1.819)
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R® = .8191 DW = 1.945 SE = .00331k
The conclusion from this equation is that the Federal Reserve reacts pri-
marily to movements in the income change and balance of payments targets,
and gives less weight to price changes and unemployment. The emphasis

given to Teigen's assumed growth target is a moot point because its

proxy was subsumed by (rl-Y).

The discount rate (rd). This rate represents the cost to a bank of

obtaining necessary reserves by borrowing (discounting) from the Federal
Reserve. As may be expected, it is quite closely related to the level
of market interest rates although it often moves with a perceptible lag
behind these interest rate movements. There are basically three impor-
tant justifications for the (infrequent) changes in this rate: (1) as
an effort to control the amount of MBB; (2) to reflect a changing policy
position or to give the psychological appearance of this change; and

(3) to bring this rate more in line with other important interest rates,
especially the Treasury bill rate.

One should also expect the discount rate to be positively related
to changes in the level of income and loans. In both cases, these can
put additional pressure on banks which are already in need of more
reserves==currently in a net borrowed position. Therefore, it would be
negatively related to changes in free reserves. An increase in member
bank borrowings, which might bring on a rate increase, is also reducing
the level of free reserves. If the level, as well as change in the level,

of income are both important:

(20) ry = -.4hoo + .00377u(Y)_l + .007857(AY) + .3ou1(rb) + .011u3(L)_1
(-1.146) (1.829) (1.905) (7.2L6) (1.953)
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- .2612(4FR)_; + .6W72(x,) 5
(-2.144) (11.441)

R = .98675 DW - 1.4326 SE = .13927
One might also include the annual rate of price change (in this case
lagged one period):

(21) r, = -.3747 + .003143(Y)_, + .00613k(AY) - .OL9T8(CHP) ,

(-1.026) (1.602) (1.556) (-2.882)
+ .3287(r,) + .00948(L)_; - .2149(AFR)_,
(8.103) (1.701) (-1.850)
+ .66&6(rd)_l
(12.35)

RS = .98836 DW = 1.5779 SE = .13161

Interestingly, the sign of the price change coefficient, whether
one uses an annual or a quarterly rate, indicates an inverse relation-
ship between these changes and discount rate movements. Although this
seems initially to be incorrect, it might be plausible to the extent
that discount rate increases will limit the increases in loans which
would serve to create additional demand pressures on a limited supply of
goods. Since the amount of available goods is relatively fixed over
the short-run, an increase in demand through increases in loans or what-
ever can only be reflected immediately by increases in prices. The level
of goods and services produced generally cannot increase substantially
until some later period. To the extent that an increase in the discount
rate can limit the granting of loans, it might serve to hold down price
changes. It is more likely, however, that these should move in approx-
imately the same direction. Increasing prices Justify a rising interest

rate level.

With the exception of this, however, the other regression results
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are generally expected. One could drop the lagged income level. This
would make quarterly changes the sole income variable. If one also
substituted a lagged change in loans for the lagged absolute level of L:

(22) ry = .01633 + .00531L4(AY) - .07007(CHP)_l + .3u23(nb)

(2.656) (1.636) (-3.747) (8.425)
+ .02915(AL) ; - .3113(AFR)_; + .6806(r,)_;
(2.019) (-2.838) (14.68)

R® = .9885 DW = 1.4k452 SE = .1296

Eliminating the income variable and adding, instead, the other major

interest rate variable, results in:

(23) r, = -.0749(CHP)_; + .32k2(r,) + .09095(ry) + .02554(AL)
(-4.178) (8.023) (3.147) (1.872)
- .3320(aFR)_, + .6517(ry)
(-3.032) (13.43)
R2 = ,9882 DW = 1.4016 SE = .13012

"Real" Sector

The real sector of this model contains five behavioral equations
and an identity. It also includes & quite crude attempt to explain changes
in price level along the lines of that done by Teigen with his simplified
version of the "Phillips curve." The equations in this sector represent
the major classifications of consumption and investment: (1) consumption
of nondurable goods and services-—Cnd; (2) consumption of durable goods-
Cd; (3) fixed investment in residential structures—I"; (4) fixed invest-
ment in nonresidential struc’cures-—Inr; and (5) quarterly change in non-
farm business inventories—AIi. The income identity is the sum of these
five endogenous variables plus another variable, exogenous expenditures—

ES. The latter variable includes "all other" factors. Income, then, is:
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A more complete elaboration of this sector would require further
breaking down these highly aggregated components into more realistic
levels (e.g., consumption of automobiles, food, housing, furnishings,
clothing, services, transportation, etc.). The first step would obvi-
ously be to establish the consumption of services as a separate area.
And one should remove the governmental sector from the exogenous expendi-
tures classification. Its vast development over this period of years
should be accounted for separately. The removal of the net foreign export-

import position from the exogenous category would also be justified.

Consumption of nondurable goods and services (Cnd). Teigen suggested

that "consumption [@f both typeé] is usually related to disposable income,
among other variables." Because it was not available in a seasonally-
unadjusted form, however, he did not use it. Instead, he made both types
of consumption a function of current income, the current-quarter change
in income, and the current-quarter rate of change in prices. Also
included were a one period lag of the endogenous variable and seasonal-
adjustment durmys. Since the present model deals with seasonally-
adjusted data, disposable income was substituted for either (and both)

of the income variables. The results suggested that the current level
and change in the level of income yield much better results.

Loans play a large part in determining the levels of both types
of consumption, especially consumption of durable goods. Because con-
sumption of non-dursbles and services are thought to be mainly out of
current income, both the current level and current change in loans were

tried—the former yielding generally better results. The change in the
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rate of worker productivity was also included in the initial regression
attempts. If improved productivity increased the available supply of
consumption goods and was reflected in the worker's wages and salaries,
it would have a beneficial effect on the distribution of income. It
would also increase the purchases of necessities, a major component of

total nondurable consumption expenditures:

(25) ™ = -22.917 + .07615(Y) + 38.027(AProd) + .08079(L) + .773h(cnd)_l
(-2.246) (2.430) (2.592) (1.255) (12.954)
R® = .9997 DW = 2.2226 SE = 1.5458

With the addition of the quarterly change in income for the current period,

this function becomes:

(26) ™ = _20.843 + L0676(Y) + .0183(AY) + 35.76(AProd) + .0878(L)
(-1.787) (1.738)  (0.3757)  (2.2k2) (1.301)
+ .7872(C™) |
(11.188)

R2 = ,9997 W = 2.2728 SE = 1.5565

The income change coefficient was unexpectedly insignificant.
It was retained, however, in hopes of correcting this. To this equation
was added a price change variable; this was to reflect the effect that
expectations of future price increases have on consumption in the current
period. Both current and lagged (one period) price changes were tried-
the latter provided better results although it was statistically insig-
nificant:

(27) ¢™ = -25.669 + .07243(Y) + .02120(AY) + .1657(CHP)_
(-1.913) (1.829) (0.4319) (0.7368)
+ 43.436(AProd) + .09551(L) + .7616(cnd)_1
(2.274) (1.394) (9.689)
2

R™ = .9997 DW = 2,2316 SE = 1.5621

1
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Elimination of the income change variable improved the DW and the SE of
this equation without reducing the R2. The price change variable,
though, was still insignificant:

(28) ehd -27.8289 + .0820L4(Y) + .1579(CHP)_l + 45,679(AProd)
(-2.250) (2.252) (0.7092) (2.502)
+ LOBTIL(L) + .u70(c™Y)_,
(1.335) (10.597)
RS = .9997 DW = 2.1746 SE = 1.5518
And, if the level of bank loans is replaced by the current period change

in these loans, still more improvement is noted:

(29) P = 22,8899 + .0861(Y) + .2369(CHP)_, + 31.647(4Prod)
(-1.815) (2.924) (1.022) (1.816)
+ .2774(aL) + .8096(c™%)
(1.594) (11.025)

2
R = .99971 DW = 2.3034 SE = 1.5429

Consumption of durable goods (Cd). Starting again from Teigen's equation

specifications for Cd-current level and change in the level of income,
current annual rate of change in prices, and lagged Cd-a variable
describing the rate of capacity utilization in the manufacturing indus-
tries was included. The lagged form performed better than the current
one. This variable takes into account the increased capital stock and
accelerated use of productive facilities which previously were measured
only by part of an increase in income.

Surprisingly, Teigen did not include a loan variable in his
demand for durable goods equation. Since a large percentage of durable
goods purchases are financed this way, it became obvious that some loan

variable was necessary. With the addition of current changes in the
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level of bank loans, the regression became:
da

(30) ¢ = -11.946 + .05138(Y) + .1319(AY) + .09272(CHP) + .4912(AL)
(-3.354) (5.3271)  (3.856) (0.5796) (3.1462)
+ .1436(CAP)_, + .SBMM(Cd)_l
(3.457) (3.535)

R® = .99581 DW = 2,127k SE = 1.1802
The attembt to introduce other price change variables as well as
a variable which would account for changes in worker productivity were
not successful. The coefficients of both became either statistically
insignificant or maintained negative signs throughout the regressions.
Nor was the addition of one of the employment proxy variables (U or %)
successful. Dropping the price change variable made only a slight dif-

ference in the results:

d

(31) ¢ = -12.0453 + .05067(Y) + .130L(AY) + .lh22(CAP)_1 + hsLh8(AL)
(-3.bok)  (5.325)  (3.839) (3.L448) (3.594)
+ Jhoas(ch)
(3.885)

R° = .9958  DW = 2.1331  SE = 1.1739

Residential fixed investment (Ir). Teigen described his elaborate hous-

ing equation in terms of the rate of household formation, income and
change in income, stock of vacancies, a rent ratio, downpayment require-
ments, credit terms, and mortgage rates. However, the relative infre-
quency with which some of this data is available and the questionable
accuracy of much of it when it is available, led to the search for a new
specification. There is a substantial lag between collection and publi-
cation for all of this data except credit terms, mortgage rates and income.

The new specification sought would be in variables which were more familiar
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and more frequently available.

Since housing starts generally occur in anticipation of the
actual sale, they can be assumed to depend on expected sales. These
sales might be simulated by current period income and the rate of change
in income expected in the next quarter (WDY). Starts would also reflect
the level of market interest rates and the level of loans outstanding.
One would prefer to use the long-term interest rate because of its
relevance to the borrower's demand; the short-term rate, however, might
be acceptable. If we use the government bond rate-——as Teigen does——as
a proxy for the ceiling rate on FHA and VA mortgages and use this in com=-
bination with the discount rate to reflect credit conditions and terms,
a plausable case can be made for specifying this equation as:

(32) 1% = -3.4607 + .02659(Y) + .3650(WDY) - 1.3157(ry) + .9360(r))
(-1.265) (1.564) (1.698) (~3.799) (1.678)

+ .06017(L) + .B69L(TT)_;
(1.349) (14.004)

R® = 9487 DW = 1,373k SE = .92007
Although the sign of the discount rate coefficient is unexpected, it is
not unreasonable in terms of the proxy role it is to play (credit-
rationing). A one-period lag of loans had no effect. But the replace-
ment of current income by the change in current income led to some
interesting results:

(33) 1" = .7123 + .05871(4Y) + .1616(WDY) - 1.3821(ry) + L1.k117(r))
(0.619) (1.752) (0.594) (-b.113) (3.133)
+ .005568(L) + .8749(1")_;
(0.9025) (1k.171)

R = .9hg2l DW = 1.3932 SE = .9156

The expected rate of income change becomes statistically
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insignificant and the influence of the current level of loans becomes
questionable. If we use the current change in loans, the regression

becomes

(34) 1I¥ = 2.9091 + .06648(AY) - .161L5(WDY) - l.5212(rd) + l.8038(rl)
(2.501) (2.318) (-0.629) (-5.235) (4.983)
+ .3969(81) + .T348(1")
(3.890) (11.08)

R® = .95878 DW = 1.5197 SE = .82505
Eventually it was recognized that residential financing involves a
sizable portion of a person's income and/or wealth. And, if he borrows,
he faces a lengthy pay-back period. Therefore, it was decided to replace
WDY with permanent income (Yp). Various combinations of (Yp), ry, and

loans were tried. The final form was:

(35) I7 = -22.1553 + .07199(AY) + .09509(¥_))_; - -899L(x,)

(-3.959) (3.312) (4.681) (-3.3b1)
+ .1781(r,*Y) + .1588(L1)_, + .8563(17)_;
(4.0k1) (4.769) (16.640)

R® = 9605 DW = 1.64899 SE = .80728
This meant that in making an investment in housing, the individual takes
into account his last-periods permanent income, the current change in
income, the ceiling interest rate, and credit terms. I" is a function

also of the level of loans in the previous period and of the lagged IT.

Nonresidential fixed investment (I"™F). Teigen based his nonresidential

investment function on the capital stock multiplier principle. Invest-
ment depends on the level of investment in the previous period, the
size of the capital stock at the beginning of the period, and the
expected output of the period. The interest rate enters in the multi-

plicative form to introduce the adjustment to the capital/output ratio.
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In addition to eliminating the seasonal-adjustment dummys which are not
needed, the only change from his specification was to lag income one
quarter, thus relating investment and income in the same period:

(36) 1™ = -10.73 + L0108k (Y)_, + .1216(AY) + .1416(cAP)

(-3.441) (1.b11) (5.121) (4.459)
+ .2432(AL) + .08636(ry-Y) + .BLLT(T™) 4
(2.511) (1.863) (1k4.551)

R = .99815 DW = 1.9546 SE = .88961

It seemed, however, better ﬁo use the long-term interest rate to
represent the cost of capital to the borrower. This would reflect the
fact that a large portion of the funds borrowed for long-term capital
investment are secured through the issuance of bonds or some type of

stocks:

(37) T = -14.1735 + .01018(Y)_; + .1264(4Y) + .1542(CAP)

(-k.702)  (1.43k) (5.373) (k.867)
+ .2509(4L) + .91k68(r ) + .8273(17)_,
(2.618) (2.261) (1%.915)

R = .99820 DW = 2.009 SE = .8785

Inventory investment (AIl). Teigen again used the accelerator approach

in the equation to explain changes_in the investment in nonfarm business
inventories. He assumes this investment to be dependent on the level and
change in the level of current demand, the level and change of past inven-
tories, changes in bank loans and unfilled orders, and the product of the
short-term interest rate times the level of demand (Y). Although the
change in unfilled orders did prove significant, the level of demand for
consumer durables proved to be a better explanatory variable. Inventory
investment is geared to expected sales and the past performance of sales

in various areas. Since the inventory stock of durable goods often
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constitutes an expensive and important portion of the items produced
during a period, production of these goods could be geared to the level
of sales or consumption--including depreciation-—of these items during
the immediate past period. The short-term interest rate is included to
represent both the cost of financing the purchases of inventory goods
and the cost of holding finished but unsold items:

(38) att = 12,5359 + .01927(Y) + .L098(AY) + .3268(cd)_l - .7222(AL)

(4.285) (1.065) (5.973) (2.062) (-2.925)
+.1733(r, ) - WTI(T) _, + h5095(AIY)
(2.43L) (-k.4o1) (5.698)
R® = .85248  DW = 2.3513  SE = 2.0307

Lagging income one period has no significant effect on the
results. An unusual facit of this equation is that the change in loans
has a negative coefficient and the short-term interest rate has a posi-
tive one. This is contrary to normal expectations. It can be inter-
preted in at least two ways. It can first be assumed that these are
simply the reverse of the a priori expected signse——this would cast doubt
on the specification of this equation. The other interpretation, however,
might be that the rising cost of holding large inventories and the reduced
availability of loans as interest rates—-especially the discount rate-
rise had made industry economize on its investment in inventory. This
would leave the producers of these items with increases in their stocks
of finished goods not yet sold.

Further experimenting with this equation did not cause these
signs to change although it did result in the eventual elimination of
the current level of income. This substantially improved the size of

the standard error of the regression and caused slight improvement in
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the other estimation measures:

(39) aT* = 8.h992 + .LL31(AY) + .ueue(cd)_l - .7ibk5(AL) + 1.5073(r, )

(5.202) (8.L49k) (4.060) (-3.032) (3.325) '
- .6213(T7)_, + .bo39(ar™)_;
(-5.567) (5.24L)
R® = .8627L  DW = 2.3117  SE = 1.9427

Thus, it appears that changes in current income result in a better esti-
mate of the predicted change in the demand for inventory items than does
the combination of the current level and the current change in the level

of income.

The rate of change in prices (CHP). As previously indicated, the equa~-

tion estimating the rate of change in prices is the crudest and least
satisfactory of the equations in the model. Not one completely satis-
factory regression was found. Either one or more of the important
varigbles proved to be statistically insignificant or they had signs which
did not agree with a priori expectations. If both of these were accepta-
ble, there appeared to be too much autocorrelation; the Durbin-Watson d
statistic was too lowe-at or below 1l.4. In this case, also, the standard
error of the regression tended to be higher than that of other equations.
Teigen introduced another variable for income change in his
price equation—a one-period lagged form of WDYe=(WTY) which was to
serve as a proxy for wage and profit changes. A factor which Teigen
did not consider, but which might have a significant impact on price
change, was the change in worker productivity. An increase in this pro-
ductivity would serve to initially lessen demand pressures because of
increased output. Until wages reflected this change, its occurrence

could tend to have a retarding effect on price advances. Also Teigen
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did not consider the discount rate. As a cost (price) factor for bor-
rowing reserves, this rate has a significant impact on the prevailing
price of loans and, conceivably, on other prices as well. Using these,
together with current income, the long-term interest rate, and lagged
price changes, the initial specification was:

(L0) CHP = .02865 + .0000118(Y) + .02592(WTY) - .03508(AProd)

(1.534) (0.8509) (0.2861) (-1.483)
+.00577h(r,) - .003437(r,) + .8808(CHP)
(4.091) (-1.75k4) (16.019)

R® = .95087 DW = 1.6378 SE = .003623
This regression result contained two unexpected results:
(1) both income variables were not statistically significant, although
the coefficient of the current income term might be considered by some

to be in a '

'grey area where the line between acceptance and rejection
is not well defined; and (2) the signs of the interest rates—both
basically being used as measures of credit availability--conflict with
each other. This latter conflict reoccurred often because the long-
term interest rate continually had a negative coefficient. But strangely,
the short-term rate coefficient was generally positive.

In other regressions, the proxies for the employment level (U
and %) were either statistically insignificant or of the wrong sign.
So also were measures of the income gap--the difference between current

and potential income——and expected rate of income change (WDY):

(41) cHP = .03203 + .00001585(Y) - .05808(WDY) - .03937(AProd)

(1.806) (1.118) (-0.7335)  (-1.7Lk2)
+ .005951(ry) - .003416(r;) + .85597(CHP)_,
(4.816) (-1.742) (16.06)

R2 = 95112 DW = 1.5856 SE = ,003618
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Finally, the expected rate of income changes was eliminated. And, in an
attempt to get the interest rates to agree, the short-term interest rate
was substituted for the long-term rate. The result was best with the
discount rate lagged one period to reflect some time span elapsing before
the effect of a change in the discount rate is reflected in credit terms
and, therefore, in prices:

(42) CHP = .03433 + .000007086(Y) - .OL661(AProd) + .0017h6(nb)
(1.805) (0.L84Y4) (-1.940) (1.857)

+ .003452(r,)_; + .8103(CHP) ,
(2.601L) (16.1288)

R® = .oL83 DW = 1.4809 SE = .003691
These regression results, as a whole, are not as good as those
in the previous equations, but at least the signs of the coefficients

meet a priori expectations and give the equation more economic meaning.

Lag Structure

The Koyck lag structure assumes that a uniformly declining amount
of importance can be assigned to the effects of the previous periods.
This can be proven mathematically by using either the "homogenous solution"
(Yt = th-l) or the "homogenous plus the particular solution" (Yt =
th—l + Constant). The first is a special case of the second and solva-
- ~-—~ble in the same manner as the second. The type of equation specification
adopted supposes that the endogenous variable is a function of exogenous

variables (constants) plus the absolute value of the endogenous variable

lagged one quarter and the change in that variable, also lagged one

quarter:

Y, = C, + ¥, , +BAY, . .
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In terms of the difference equation, this becomes:

=
1

g - Ypp = Cpraty B (Y, -

C, * (1+a+B) Y

Yt-2)

<
i

t-1 = B Yoo

<}
1

(1+a+B) ¥ c

t-1 F B Yoo T G

Solving for the characteristic eguation:
let: 7 = (L+a+8)
then:

Yo =7 Yo * B Y0 = Gy
and let: Yt-2 = rt
then:

r2 -yr+pB=C
The homogenous solution is applicable when the constant term

(C) is equal to zero. 1In this case one can solve for the "normalized"

state by:
Solve: Yt =pY
for t=1 Yl = 0 YO
fog t=2 Y2 =p Yl = paYO

for t=n Y = pnY
n
Solving for the characteristic function in terms of a homogenous solu-
tion:
r2 -y7€r+p =20
After appropriate manipulations, this characteristic function can be

solved for its roots by using the quadratic formula:

r =

S () PP o (1) (8)
2 (1)

If, however, the constant does not equal zero (C # 0), a
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nonhomogenous solution is sought. The characteristic function is:
r2 -y7r +B =C
It this case, one works with the deviation forms:
Y = th-l+ C

<Y = oY - ¢
(Yt-Y) = p(Yt-l_Y)

And solving for the normalized state as before, at the limit (t=n):
— n —
(1,-T) = o™t )

Y
n

Y

on(YO- Y) +Y

o"Y

n 0

In essence, this result is much the same as the homogenous solution
except that the intercept of the slope of the expansion path has been
shifted.3 Thus, for the cases when the constant is non-zero or is a
function of time (C = f£(t)), the scale of the results will differ from
that of the homogenous solution. This does not, however, chanée the
nature of the convergence or the oscillation conditions.

The discriminant (D = 72 -~ Lap) and the roots of the charac-
teristic equation provide the information necessary to determine the
distinctive features of the lag assumption. If the discriminant is:

D<€0, the lag structure is oscillating

D20, the lag structure is not oscillating
and if the absolute value of

|r| €1, the series converges

Irl = 1, the series is a straight line (neither converging nor
diverging)

Ir' >1, the series diverges.

3

For a more precise explanation of the non-homogenous solution,
see Goldberg (1961).
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For the demand deposit equation

DD, + 1.h426 (DD), , - .h912 (DD), _, = constant

we first assume that we can neglect the effect of the non-zero constant.
The D is greater than zero and the characteristic root is less than one.
Therefore, the demand deposit series does not oscillate but it does con-
verge. This is also the case for the coin and currency, time deposit,

and loan equations:

cc, + 1.590k (cc), _, - .6022 (cC), _, = constant

™, + 1l.1412 (TD)t_l - 2260 (Tn)t_2 constant

t

1, + 1.0873 (L)

N - .2020 (L), _, = constant.

t-1
The free reserve and inventory change equations, however, are not of
this type. For the free reserve equation:

FR, + .oL488 (FR)t_l - 2997 (FR)t_2 = constant

- 9488 t Af.9002 - 1.1988
2

the discriminant (D) is less than zero. Thus, the lag structure is
oscillating. From the characteristic (largest) root:

(r = .T476) (r = .2012)
since r €1, the series is oscillating but converging. For the inventory

change equation:

- .7826 * Af.6125 - 1,6156
2

the discriminant (D) is less than zero. From the characteristic root:
(r = 1.784) (r = .2188)

since r »1, the series is oscillating and diverging.
The remainder of the equations were assumed to be affected by a

Koyck-type lag distribution for first-order difference equations. This
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series assumes that a geometrically-declining set of weights, applied
to successively earlier periods, adequately expresses the distribution
effect. It also assumes that this series can be measured by a single
figure—a one-period lag of the endogenous variable.

Selection of the Model Based on Ordinary
Least-Squares Estimates

The "normal" procedure for selecting the "best" equation to
explain a particular endogenous variable is to base the decision upon
theoretical relevance, a priori expectations—concerning which explana-
tory variables to include, and the expected magnitude and sign of the
coefficients which result=—the relative amounts of explained correlation,
and the size of the standard error (especially important if the function
is to be used for forecasting). However, if several specifications for
a particular relationship are judged about equally acceptable on the basis
of the above criteria, the final choice is quite subjective. It is,
therefore, often not optimal.

A way to eliminate some of this subjectivity in the final selec-
tion is provided by the use of eigenvalues. An eigenvalue is a charac-
teristic value of an equation which satisfies certain specifications.
Theil and Boot (1962) have shown that a necessary and sufficient condi-
tion for the convergence of the matrix of lagged endogenous variables,
and therefore for the system of equations as a whole, is that the largest
root of this matrix be less than one.

A square matrix is one having as many rows as it does columns.

A matrix of this type can be written as the sum of as many matrices of

rank one (not a zero matrix) as the rank of the square matrix. Each of
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these separate matrices of rank one is equal to the product of a non-
zero characteristic root of that matrix and the corresponding characteris-~
tic column and row.

Since there are fourteen endogenous variables in the system,
there are fourteen equations. If one were to arrange the coefficients
of a chosen set of the fourteen equations into matrices according to the
type of variable they represent (e.g., endogenous), one would have a
square matrix for the endogenous variables. If all fourteen equations
are linearly independent, the rank would be fourteen, The same would
be true for the matrix of lagged endogenous variables.

If ry is a characteristic root—=eigenvalue—of this matrix, and
W, and wi* are the corresponding characteristic column and row of this
matrix A, then:

(A - riI)wi =0

wi* (A - riI) =0
One can then write the A matrix as the sum of the matrices of rank one
times the corresponding vectors of the characteristic columns and rows:

A= rlwlwl* + r2w2w2* + .. et rlhwlhwlh*

If one raises the matrix A to the nth power the eigenvalues become rin
while the vectors (wiwi*) remain constant:

A" = rgwlyl* + rgwgwg* S PPN

Therefore, if A" is to approach zero as n approaches infinity, it is
necessary—and sufficient-=for all the eigenvalues to be less than one
in absolute value (Theil and Boot, 1961).

The speed of convergence depends on the size of the largest

eigenvalue. For "Klein's Model I,” Theil and Boot found this dominant
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root to be .838. The closer the value of this dominant root is to zero,
the more rapid the rate of convergence. The closer it is to one, the
more unstable the system is. If it is greater than one, the system is
explosive. A second convergence criteria requires that there must be
at least one pair of conjugate complex roots-—one non-zero element for
both the real and imaginary parts of the set of eigenvalues for the sys-
tem. This requirement assures that the system is subject to a damped
oscillatory type of convergence rather than uniform convergence.

These criteria were used to determine, on the basis of the ordinary
least-squares parameter estimates, which subset of equations was finally
chosen. That set which best met these criteriaeethe smallest dominant
root and at least one pair of conjugate complex roots-=was considered
"vest." From among the forty equations considered in the last stage
(746,496 possible combinations), the final set of fourteen equations
was: 3, 7, 11, 12, 15, 19, 21, 24, 29, 31, 35, 37, 39, L2. The set of

eigenvalues for this system of equations was:
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TABLE L4-1

EIGENVALUES OF THE SYSTEM OF EQUATIONS

REAL PART OF IMAGINARY PART EIGENVALUE

EIGENVALUE OF EIGENVALUE ./ 2 2

(RE) (IE) RE + IE
1) 0.60219 0.0 0.60219
2) -0.18323 0.0 0.18323
3) 0.21582 0.0 0.21582
L) 0.19936 0.0 0.19936
5) 0.33411 0.02765 0.33526
6) 0.33411 -0.02765 0.33526
7) 0.55676 0.0 0.55676
8) 0.50140 0.0 0.50140
9) 0.91976 0.0 0.91976
10) 0.68804 0.0 0.68804
11) 0.87238 0.0 0.87238
12) -0,00000 0.0 0.00000
13) 0.78277 0.0 0.78277
1) 0.80940 0.0 0.80940

Source: author.
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Simultaneous Estimates of the Model Parameters

Ordinary least-squares estimation procedures are known to give
biased and inconsistent estimates of a model's parameters if they are
applied to relationships having current endogenous variables on the right
hand side. With the assumption of normal and serially-independent dis-
turbances, the two-stage least-squares estimation method yields consis-
tent estimates having the asyptotic properties of normality and efficiency.
By first regressing each of the jointly-determined variables——those which
are simultaneously endogenous and exogenous within the system——individually
on all of the exogenous variables, it is hoped to eliminate the influence
of the disturbances (stochastic fluctuations) from these jointly deter-
mined variables. Then these "cleansed" variables replace their counter-
parts in the original equations being estimated by the ordinary least-
squares method.

The two-stage estimates of this model were accomplished by the
use of these instrumental variables. It is generally expected that,
because the model as a whole, and each of the equations, is overidenti-
fied, the ordinary least-squares estimates are biased downward. Thus,
we would commonly expect the two-stage estimates to be more correct,
though not necessarily more statistically significant, than the ordinary
least-squares estimates:

(43) ADD = .06153(Y_) = .1598(CHP) 1" .6172(rb) + .1202(AL)
(4.132) P 7% (2.087) "7 (-L4.381) (2.310)

- .04819(DD) ., + .4787(ADD)
(-3.915) (5.533) T

B = .6790 SE = .5835

-1 1
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(L4) acc = .0008583(Y) + .009243(AY) - oehés(r ) - .01219(cc)

(3.531) (4.307) (-1.528) ®° (-3.50k) %
+ .6077(ACC) 1
(8.023) -
2 .90L43 SE = .08505

(45) ATD = -13.01 + .05463(Y) + .2692(ADD) + .1561(AL)
(-4.854) (L.849) (1.162) (1.464)
- .2&21(rboy) + .l712(rtd'Y) - 2985(rl :Y)
(-3.148) (1.895) (-2.836)
- 08u89(TD) + 2259(ATD)
(-1.919) =t (2.162)
R° = .7946 SE = 1.1306
(4L6) AFR = 09425 - .03985(ADD) + .01532(ATD) - .03671(AL)
(1.599) (-2.166) (1.808) (-3.422)
+ J1u26(0MO) + .1706(rd) - l977(r ) -~ .3047(ART)
(k.588) (3.235) (-1.690)°  (-3.732)
- +3537(FR) + .28B5(AFR)_;
(-7.578) =1 (3.598)
RS = 7745 SE = .09755
(47) AL = -4.528 + .03610(Y) 1t .38ul(cd) - .12hu(AIi) - 3h3o(1 )
(-1.813) (2.815) ~= (L.70L) (-2.886) (-k.662) I

+ .7321(r.) + .4281(ADD) - .1152(L) . + .1060(AL)

(2.006) ¢ (2.659) (-3.324) "+ (0.8907) *
2 - .8737 SE = .8351
(48) oMO = .1465(WDY) + .01272(AFR) - .009085(TRM) - 002308(r :Y)
(2.176) (k.116) (-k.59L) (-5.696)
+ .0003739(rtd'Y) + .00235(rl *Y) + .1642(B-P)
(2.535) (k.715) (3.298)
+ ,01004(ART) - 1673(OMO)
(4,017) (-1.761)
= 8148 SE = .00338

(49) ry = -.3750 + .0031h5(Y) ; + .006134(AY) - .O4978(CHP) ;

-1

(-1.027) (1.602) (1.556) (-2.882)

+ 3287(r ) + .009484(L) - 2149( AFR) a7 .66h6(rd)_1
(8.103) ®°  (1.701) (-1.849) (12.35)

= 9884 SE = .,1332

(50) Y = cnd Rl T A Ly S L
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nd

(51) ¢ = -23.02 + .086L8(Y) + 2378(CHP) + .3184(AProd)
(-1.827) (2.937) (1.026) (1.828)
+ .2765(AL) + .8087(c”)
(1.589) (11.01) -
RS = .9997 SE = 1,545

(52) o - -12.57 + .05103(Y) + .1287(AY) + .1398(CAP)

+ JL4612(AL)
(-3.452) (5.L451) (3.389) (3.210)

(3. 652>
+ h189(c )
(3.978)

-1

= ,9953 SE = 1.180

(53) = -22,07 + ,06879(AY) + .09375(Y ) _; - 1.068(r.)
(-3.877) (3.152) (k.601) P (-3.858)%

+ .1853(r1-Y) + .1557(L) + .8668(I") 1
(4.179) (4.660) (16.81) ~

= ,9603 SE = .8099

-1

(s4) 1™ = -15.09 + .01056(Y)

(-4.652) (1.501) (5.171) (4.813) (2.762)

+ .2hbg(AL) + 82&3(Inr)
(2.210) (1.L34)
R® = ,9981 SE = .8789
(55) AT = 8.887 + .h711(AY) + .hh87(cd)_l - J7264(AL) + l.679(rb)
(5.kL7) (8.832)  (3.772) (~3.12k4) (3.441)

- .6063(TY) . + MOOl(AI )

(-5.263) "1 (5.061)
= 8609 SE = 1.939

(56) CHP = .0334 + .0000118(Y) - .04790(AProd) + 001572(r )
(1.710) (0.5233) (-2.093) (1.668)

+ oo3h99(rd) + 8183(CHP)
(2.685) (1.651)

° - .9h37 SE = 00369
Interestingly, almost to an equation the coefficient of determi-
nation and the standard error of the regression were poorer for the two-
stage estimation of the parameters than for the ordinary least-squares

estimation. The reason probably lies in the first-stage estimation of

_p * -1273(AY) + .1529(CAP)_; + .9764(r;)

-1
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the instruments which replace the appropriate jointly-determined variables
in the equations of the second-stage. Using the standard errors of the
estimates as guides, those of the instruments were continually greater
than the standard errors of the original variable. If they had been
smaller, it is possible that the two-stage estimates would have been
better.

Looking at the differences between the two estimates provides us
with some meaningful comparisons of estimations methods and interpreta-

tions:

Equations (3) and (43)—the two-stages (2SLS) estimate gives increased

weight to permanent income and price changes as determinants of the
demand for DD, It deemphasizes the importance of changes in loans, the
short-term interest rate, and the lagged change. The only noteable
result is the lessened importance assigned to the level of the interest
rate on assets which are thought to be highly substitutable for the
holding of demand deposits. Apparently the demand for DD is more stable
than is generally hypothesized.

Equations (7) and (4l4)——the 2SLS gives less weight to income changes

and to the interest rate. Apparently the previous level of coin and
currency is the most important determinant of the demand for CC in the

current period.

Equations (11) and (45)=the theory that the demand for time deposits

is basically a function of past income and the interest rate is borne
out in this comparison. The 2SLS estimate reduces the importance of ADD
and AL, and increases that of‘(Y)_l and the yield paid on time deposits.

The latter is also emphasized by the large coefficient of (ATD)_l which
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means that there exists a fairly short adjustment lag.

Equations (12) and (46)—the 2SLS result, unexpectedly, reduces the

importance the ordinary least-squares (OLSQ) estimates gave to changes
in DD, TD, and the RRth. OMO is shown to be less important as the
interest rates gain significantly. One would not a priori expect these
results since the level of FR's is determined by the levels of DD and

TD, and by the RRR on DD's and TD's.

Equations (15 and (47)——the importance of the real sector variables in

determining the demand for bank loans is amply illustrated by this com-~
parison. Income and the lag adjustment variables are discounted. Those

of the real sector, especially that for inventory investment, are improved.

The importance of the discount rate is expected.

Equations (19) and (4B8)—the 2SLS estimate more closely approximates a

priori expectations. OMO is seen to depend more heavily on the market
interest rates and on the balance of payments situation than on the time
deposit variables and the lagged OMO level, The significance of the
expected income change is slightly improved.

Equations (21) and (49)~—=there is no noticeable difference in this equa-

tion under either estimation procedure. Since there are no jointly-
dependent variables on the right-hand side of the function, this result
should be expected.

Turning briefly to the real sector:

Equations (24) and (50)=—income identity.

Equations (29) and (51)=only slight differences are observed.

Equations (31) and (52)e=the importance of income, loans, and the pre-

vious level of durable goods consumption are obvious and increased by

the 2SIS estimation.
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Equations (35) and (53)—the increased emphasis on the discount rate

and the long-term interest rate is understandable; but the reduced
importance of income and loans is quite unexpected in light of the
theory underlying the equation.

Equations (37) and (54)=—the 2SLS estimate places more reliance on income

and the long-term interest rate and less on the lagged-adjustment.

Equations (39) and (55)—income, loans, and the short-term interest rate

are, as expected, increasingly important at the expense of the lagged

adjustment variables.

Equations (42) and (56)—the reduced reliance on the interest rate terms

is surprising as is the increased emphasis on (AProd).

It appears that, although the statistical measures of the 2SLS
estimates were not as favorable as those from O0LSQ, they did tend to
place more emphasis (importance) on those varisbles in the equations
which theory would lead us to expect should be more important. In the
multiplier analysis which follows, however, the coefficients which were
estimated by OLSQ were used. For some reason, the multipliers from the
2SLS estimation diverged rather than converged. This is evident from the

fact that the largest eigenvalue was greater than one.



CHAPTER V
ELASTICITY AND MULTTPLIER ANALYSIS OF THE MODEL

The purpose of this chapter is twofold==to briefly look at the
elasticities and to study in more depth the multipliers that evolve from
the specification of the model. Both types of analyses employed in this
chapter reflect, with varying degrees of emphasis, results of the model-
ing and estimation efforts which were rather summarily discussed in the
previous chapter. The initial part involves analyzing several of the
interesting demand and income "elasticities" which have resulted from
the (structural) parameter estimation. The remainder of the chapter
presents a "multiplier analysis" which describes the time path of the
response of the endogenous varigbles to a given unit change in a prede-

termined variable, given a ceteris parsbis assumption. The distinction

between the impact, interim, and total multipliers is emphasized, and the
response path, as a whole, is considered as still another important part

of policy considerations.

The Concept of Elasticity Measurement

The basic concept of an elasticity measure is to indicate the
degree of responsiveness of an endogenous variable (W) to changes in one
of the exogenous variables (X) of which it is a function. Thus, the

elasticity measure depends upon the relative (percentage) changes between
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the two and is independent of their units of measure. Strictly speak-
ing, any movement from one point (which represents a single paired-
observation) on a scatter diagram of the time series data to any other
point permits the measure of an elasticity. Elasticity is measured
between these two points in time and under a given set of conditions.
However, of more general interest is a summary measure of elasticity which
attempts to describe, on an average, what the reaction of one variable
would be to a given percentage change in the other.

Since this summary figure should, at least theoretically, repre-
sent the elasticity of change between any two points in time, it seems
appropriate to use the "arc-elasticity" concept as the basis of the
analysis:

_ (X1+X2)/2
& © (W +W,)/2

E

In making an elasticity computation of this type between any two points
in time, one multiplies the ratio of the changes times the ratio of the
averages between the two points. To extend this concept to allow for
strictly one summary measure, one simply inserts the average value for
each series over the time horizon in place of the average value of the

varigble between any two points:

There are two basic elasticity concepts: (1) short-run; and
(2) long-run. For the equation:

Y =a+ BXt + 7Y

t t-1°

the short-run elasticity of Yt with respect to changes in Xt is:
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AY
E=— -
AX

=p"*

< <l
<X

The long-run concept requires two additional assumptions: (1) that the
long-run values in the time series are in equilibrium; and (2) that the

equilibrium values in the long-run do not change. Given these two

assumptions, we can solve for Yt:
Since: Yt = Yt-l
Yt =Q + BXt + 7Yt

(1-7)Yt = a+ BX,

y, = —2—+ By .
O (1ey) (1) ©

The long-run elasticity then becomes:

E = —B— .
(1-7)

ral <]

Because of the unrealistic assumptions relating to equilibrium and the
constancy of the terms, plus the uncertainty surrounding the determina-
tion of how long is the "long-run," the short-run concept was considered
preferable and potentially more meaningful. This choice, however, elimi-
nates comparisons of the elasticities generated by this model and those
resulting from other econometric studies since the latter are calculated
on a long-run basis.

The regressions of the previous chapter provide us with estimates
of the ratio of the changes. These are measured by the regression coef-

ficients, assuming ceteris parabis. For example, in the functional rela-

tionship describing movement in the discount rate (rd), the coefficient
of the Treasury bill rate variable (rb) was (.3041). This, then, is the

figure represented by (AY/AX = B). Completing the elasticity calculation,
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the average discount rate level over the sixty-eight quarters was 3.348
percent; that for the bill rate was 3.283 percent. Therefore:

E = .3041 (%%%) = .29819

Table (5-1) contains several of the more interesting demand and income
elasticities. These measures are based on the parameter estimates

derived by the 0LSQ estimation.
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Evaluation of the Demand and Income Elasticities

The elasticities of the demand deposit equation (3) are much
smaller than would normally be expected, although the signs are as
expected. The elasticities with respect to permanent income (,O064) and
the bill rate (-.019) indicate that one percent changes in these two
have very little effect on the level of demand deposits. This does not
appear to uphold the "Friedmonian" thesis because of the extreme inelas-
ticities. However, this is a short-run elasticity and the quantity theory
is a long-run theoretical concept. One would also expect a ten percent
change in loans to boost demand deposits by more than one and one-half
percent. The other component of the "narrowly-defined" money stock,
coin and currency, also appears to be extremely interest~inelastic.

Again the income-elasticity figure is quite small (.182); so, also, is
it for time deposits (.308).

The elasticities of free reserves and of open market operations
required special considerations because the quarterly averages alternated
between positive and negative values quite frequently-~for FR, thirty-
five positive and thirty-three negative; for OMO, fifty-seven positive
and eleven negative. To aggregate these would distort any meaningful
-~ interpretation of the elasticities. Thus, two elasticities for each
relationship were calculated—one using the mean of the positive values
and. the other using the mean of the negative values. In order not to
bias the results, the means of the exogenous variables were also adjusted.
Taking FR's as an example, the individual values of the exogenous vari-
ables were divided into two groups. One group contained values of the

exogenous variables which occurred during periods when FR's were positive;
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another held the values for the periods when free reserves were negative.
To illustrate this, we examine the free reserve elasticities

with respect to a one percent increase in demand deposits:

E = A('FR) . .D_D' E = A(‘*‘FR) i 5‘5
oD (-FR) ADD  (+FR)
= -,04305 (23_‘_]:1) = -.04305 (115.56)
-+3235 .33915
= 16.39 = -14.67

When the beginning level of free reserves is positive, the elasticity
measure reflects the fact that a one percent increase in demand deposits
results in a 1b 2/3 percent decline in the existing net free reserve
position. The other measure shows that a one percent increase in
demand deposits when free reserves are initially at a negative level
will result in a 16 1/3 percent increase in net borrowed reserves.

Since loans are usually taken out, at least initially, in the
form of an increase in demand deposits, we might expect approximately
the same results for an increase of one percent in loans as we observed
for the increase in demand deposits. Thris is in fact the case. The
positive level of free reserves declines a little less and the negative
level of free reserves increases a little more than in the demand deposit
case. If the funds that are lent are withdrawn, this increase in coin
and currency outstanding reduces reserves, presumably free reserves, by
the full amount of the loan. The elasticities for a change in time
deposits are also interesting, especially in terms of what they tell us
about the effects of disintermediation. An increase in time depoéité
usually comes about as a result of a transfer of funds from either demand

deposits or coin and currency. With a transfer from DD to TD, the amount
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of reserves required to be held against these deposits declines (RRRDD>-
RRRTD), thus creating additional free reserves. The deposit of cash
creates almost totally new free reserves. This explains the signs of the
elasticities. A one percent increase in time deposits results in a i 1/3
percent inérease in net free reserves or a 5 1/2 percent reduction in
net borrowed reserves (a reduction of the negative level).

In terms of interest rates also, the free reserve elasticities
are not unexpected. A one percent increase in the percentage level of
the discount rate should lessen the interest in member bank borrowing
from the Fed and should make banks less willing to grant new business
loans. This combination of events should serve to increase the amount of
net free-—decrease the amount of net borrowed-=reserves. This is reflected
in the elasticity measures. Also, as anticipated, an increase in the
percentage level of the bill rate should (as discussed in the last chap-
ter) make other investments more attractive than holding demand or time
deposits. This movement results in a decline in the levels of freee—an
increase in the level of borrowed=-reserves.

The final free reserve elasticity of interest reflects the fact
that an increase in open market operations (purchase by the Fed) pro-
vides reserves to the banks. A one percent increase in the level of
open market operations in the short-run will increase free reserves by
2 1/2 percent. Or it may lower the net borrowed reserve position by
three percent.

As with the money supply components, the loan elastlcities are
not as large as expected. A ten percent increase in the level of income

during the previous quarter results in only a one and one-half percent
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increase in loans. And an increase of ten percent in durable goods con-
sumption results in only a one percent increase in loans. Along more
expected lines, the short-run elasticity of an increase in the discount
rate has almost no effect (.106%) toward increasing loans although the
level may initially increase in anticipation of future discount rate
increases.

Previously it was observed that open market operations, like
free reserves, frequently experienced quarterly averages which alternated
between positive and negative values. Therefore, two measures of each OMO

elasticity were calculated (by the same method used for FR's). For

example:
A(-0MO) TR A(+0MO) FR
" AFR . (-OMO) " AFR . (+0MO)
= 012795 (i) = 012795 (“1552)

]

-.1322 = -.00123

These elasticities reflect the fact that when the level of open market
operations is increasing, an increase of one, or even ten, percent in the
level of free reserves has little, if any, effect toward changing the OMO
trend. Nor does a comparible decline in free reserves have much effect.
But when the trend in OMO is downward, a ten percent increase in free
reserves would lead to a 1 1/3 percent decrease in the negative level of
Federal Reserve operations in the open market. This seems to imply

that when the Federal Reserve is allowing or forcing the use of more OMO,
they expect to see a sizable increase in free reserves. Part of this,

at least, would be due to their provision of additional reserves through

purchases. But when they are restricting the level of OMO, an increase



1ko
in free reserves will force them to increase their use of this market
tool. A decrease in free reserves would allow the "Fed" to further
restrict these operations.

When the rate of income change is expected to rise by one per-
cent, OMO will not be altered very much if its trend is already increas-
ing. If the trend is downward, however, the increased rate of income
change will cause a significant reversal of this decline in the trend.
Surprisingly, the magnitude of the balance of payments problem had very
little influence on the size or the trend in open market operations.

The discount rate reacts rather as anticipated. A ten percent
rise in the level of the Treasury bill rate would induce a three percent
rise in level of the discount rate. An equal rise in income and in
loans (of the previous period) will induce rate level increases of 13 1/2
and L 1/2 percent respectively. The sizable elasticity as a result of an
income rise probably reflects both a rise in income and consumption as
well as an increase in loans in the same period.

As expected, all the major real sector components of income
respond significantly to a one percent increase in the level of income.
This is also true, with the exception of nondurable consumption, for a
similar rise in the level of bank loans. Nondurable consumption involves
numerous but generally "inexpensive" purchases, basically of staples and
necessities. These purchases seldom require the extension of a loan
except for consumer credit in some cases. Based on the discussion of
inventory investment in the last chapter, the negative elasticity between
loans and inventory investment is also expected. Apparently, the

elasticities with respect to interest rates support the often proposed
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thesis that real sector components are relatively interest-inelastic.

Changes in the price level, however, appear to be highly sus-
ceptible to interest rate changes. A ten percent increase in the level
of the bill rate or the discount rate will induce increases of almost 3
and about 5 3/t percent in the annual rate of price changes. The income
elasticity of price changes is only 0.2. The most interesting factors
to arise out of the price elasticities are the high degree of responsive-
ness to changes in the discount rate, and the fact that the price

changes lag the discount rate changes by a perceptible period.

Multiplier Analysis of an Econometric Model

The structural model of economic relationships which was esti-
mated in the previous chapter proposed that the endogenous variables
were functions of other current endogenous variables, lagged endogenous
variables, and the exogenous variables—both current and lagged. The
coefficients~—the "structural parameters"—which were estimated by both
estimation procedures (OLSQ and 2SLS) are of the type often used to evalu-
ate both the theoretical basis and the empirical results of the proposed
relationships. However, these are only tentative specifications because
many equations involve jointly-determined variables. An improved
specification would include only exogenous variables on the right-hand
side of these equations.

This is accomplished by solving ror the '"reduced-form" equations.
The coefficients of these reduced-form equations indicate the level of
influence, both direct and indirect, which results from a given level

of movement in the exogenous variables (employing a ceteris parabis

assumption for changes in the other predetermined variables). In matrix
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notation, the structural equations may be represented, in general terms,
by:
WY = AY_l + BX + CX_l +p
where: Y = current endogenous varisbles;
Y—l = endogenous variables, lagged one period;
X = current exogenous variables;
X—l = exogenous variables, lagged one period;
p = residuals
and: W, A, B, C = structural coefficients.
Simplification of the model could have been facilitated by the fact that
one of the equations (rd) depends solely on predetermined variables.
Therefore, this recursive system could have been solved by initially
calculating (rd) and then using the predetermined variables plus the
discount rate to solve for the remaining unknowns. However, the simul-
taneous solution of these equations for the reduced form equations
involves dividing each of the structural coefficient matrices by the W-
matriX. In matrix terminology, this means (pre)multiplying the other
coefficient matrices by the inverse of the W~-matrix:

1

Y W-lA(Y)_l + w'lB(x) + w':"c(x)_:L + W o

i}

Be(D)_y + BY(X) + 0x(X)_y + (o)

In the simplified approach to Keynesian theory (as exemplified
by the basic three equation model in terms of income, consumption and
investment), the QQL—) is said to be the multiplier which measures the
amount of change ii-gncome that would result from a given level of change

*
in investments. Each of the reduced-form coefficients in the (B ) matrix

are multipliers—"impact multipliers'"--which express the amount of change
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in the endogenous variables that results from a one-unit change in the

level of one of the exogenous variables during the same period, ceteris

parabis:

Given that the equations in the model are linear, if the esti-
mated coefficients had remained constant over the time span (and for
sub-periods of this horizon), these impact multipliers should have been
the same as those timeless multipliers of the Keynesian theory. Since
this is not the case, there is also considerable interest in the effects
of lagged variables on the endogenous variables. The implication of
these lagged values is that their current levels will affect the next
period levels of the endogenous variables. They may also have a definite
effect on subsequent values in the future time path of responses of the
endogenous variables. The "interim (intermediate) multipliers" reflect
the effects on the future time paths which will result from an initial
unit change in an exogenous variable during the current period-—still

maintaining the ceteris parabis assumption. Therefore, they are of

extremely vital importance in a multiplier analysis.

It should not be inferred, however, that the (C*) matrix measures
the influence of the exogenous variables on the endogenous variables one-
quarter (or even further) into the future. As Theil and Boot (1962)
point out, this is because X not only affects Y

t-1 t
*
reflected in the (C ) matrix=—but also indirectly through Y

directlye—as 1is

£-1° There-

fore, the total effect of Xt-l on Yt can be found only by eliminating

Yt-1:
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<
1

A*(A*Y Y BX, .+ CK W ) + BX, +CX
£-2 t-1 £-2 Py £ t-1
+ W-lp

* *

- A 2Yt_2 +B X,

*
Taking the limit of A ° as s—p 0O :

o0 o0
¥ ¥g-1, % *_* z *g .
Y, =B X + 285" + 4B X, + s=oA (residuals).

. ( * Rk + 2oy + (vesiduals)
C +AB )Xt—l C X 5 residuals).

S=0

The interim multipliers (for time periods s> t) are:

From this can be found the multipliers for the successive time periods
(neglecting the residuals):
*
impact: s=0, B
* *_*
interim: s=1, (C + A'B )
¥, * *_*
s=2, A(C + AB)
*D, % *_*
s=3, £°(C" + £'B)
It therefore, becomes obvious that the "total multiplier" is:

o >y

* Q- * * *
Z-X—S=B + K57 4 AT
$=0 a t

This expresses the sum of the impact plus all the interim multipliers

under the assumption that the series converges toward some level.

Time Path Response in a Dynamic System

As was previously discussed, the question relating to convergence
of the series over time can be answered by determining the eigenvalues
(roots of a characteristic function) of the system of equations. Addi-
tiohally, given the existence of certain other conditions, one can tell

the type of movement (e.g., damped oscillatory) to be expected from the
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interim multipliers. Convergence is a necessary condition for a meaning-
ful study of the multipliers since divergence would mean not only that
the economy as a whole is explosively unstable but also that the sum of
the interim multipliers would be meaningless. The damped oscillatory
movement in the multipliers is generally expected because of the cyclic-
like fluctuations generally observed in the economy. The other type of
convergence is uniform, but this seems incongruous in terms of our a priori
expectations.

The multipliers in this analysis differ--significantly in some
cases=—from those of the "Klein Model I" as found by Theil and Boot
(1962) and those by Goldberger (1959). They also differ from the multi-
pliers of the Fromm and Taubman (1967) simulation. In the Klein case,
at least part of the difference can be explained by the difference in
the eigenvalues and tested convergence of the two models. Another part
can be attributed to the difference in the number of equations, vari-
ables, time periods, estimation methods, etc. The dissimilarities
between the present model and the Fromm and Taubman model are not as
clearly defined, however, because the latter does not appear to have
been tested for convergence or for the type of movement to be expected
of the multipliers. The multipliers of both models, however, do converge.

Goldberger (1959) appears to recognize the possibility of these
differences. He seems to down-play them in favor of analyzing the time
paths:

It appears that initial conditions can play a critical role in
the behavior of dynamic systems; and hence that the conventional
procedure of studying dynamics by mere examination of characteristic
roots may not be adequate . . . in analyzing econometric models,

truncated time paths are at least as important as complete solutions.

Fromm and Taubman (1967) uphold the first contention but appear to reject
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the second. They seem to say that differences in conclusions from various
models should not concern one unless the differences appear to be quite
serious, leading to markedly differing conclusions:
because of various factors (including the impact of initial condi-
tions), not too much emphasis should be given to the exact time path
of increase of the various multipliers. A complex, dynamic, dif-
ference equation system is likely to have roots that produce fluctu-
ation responses to any stepped changes in its forcing functions
(exogenous inputs). Such a model is also likely to be influenced
by specification choices and the techniques used to estimate para-
meters. Consequently, the dynamic multipliers fluctuate.

Tables (5-2) through (5-8) contain the structural and reduced
form coefficients for the model specified in Chapter IV. The ordinary
least-squares parameter estimates were used. The two-stage estimates
would have been preferable, but the multipliers diverged instead of
exhibiting the convergence which is generally expected a priori. These
expectations reflect the theoretical implications that, although the
economy more or less constantly verges on the "knife's edge," the cycle

experiences implosive rather than explosive fluctuations as a result of

exogenous "'shocks,"
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Impact Multipliers

The impact multipliers of this system of equations-—B*-matrix-—
reflect the magnitude of the current-quarter change of an endogenous
variable which results from a unit change in one of the current exogen-
ous (or contemporary endogenous) variables. In terms of the B*-matrix,
an element, bij’ would indicate the magnitude of the change in the iEE
endogenous variable given a unit change during the current period in the
J'-JE}—1 exogenous varisble. FPor example, from Table (5-6), a one percent
increase in the rate of worker productivity would immediately result in
an increase of more than $525 million in income. Most of this increase,
apparently, would be spent to purchase nondurable goods and services.

A one billion dollar increase in govermment expenditures (accounted for
by a rise in exogenous expenditures) would apparently result in a $20
million addition to the level of loans. These two would combine to raise
income by $1.15 billionethe initial increase in government spending
plus about $95 million in new nondurable and service consumption and $68
million in durable goods consumption.

Several of the entries in this Table do not agree with the results
which, a priori, are more generally expected. These multipliers tend to
be larger than those normally expected. At least part of the reason for
this is that the effects of lagged endogenous and exogenous variables
have not yet had an effect on the magnitude of this reaction. Also, as
pointed out before, the multipliers are quite subject to differences
resulting from other dissimilarities in specification and estimation.
Fromm and Taubman (1967) also explain why these impact multipliers may

differ from model to model:
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The impact multipliers reported here are somewhat greater than
those customarily estimated. However, most of the other information
we have on such multipliers is derived from models which are highly
recursive, rather than simultaneous. This high degree of recursion
tends to dampen the reaction of the multipliers. . . .

It should also be emphasized that these are one-quarter impact

multipliers; in a system with lags, longer-term multipliers tend to
be different.

Interim and Total Multipliers

As Goldberger (1959) points out, the procedure that has usually
been employed to trace the effects of a unit change in the exogenous
variable on the various endogenous variables during periods subsequent
to the occurrence of the impact effect has been: ". . . to first esti-
mate a value of the marginal propensity to consume and specify a one-
period lag in the consumption-income relationship. The time path of
response is then easily traced out in terms of unit periods.” However,
the preferable method recognizes that the impact multipliers do not
include lagged effects of either the exogenous or endogenous variables.
The time path of changes in the endogenous variables when a unit increase
in one of the exogenous variables is sustained in successive periods is
better explained by also including the effects of the lagged endogenous
(A%-matrix) and lagged exogenous (C*-matrix) variables. This means that
the impact multiplierse=the B*-mamrix-—will differ substantially from
the interim multipliers which are obtained by (pre-) multiplying the
product matrix (C* + A%B*) by an appropriate power of the A" -matrix.

The appropriate power is one less than the number of the future period
in which one is interested—e.g., for the fourth quarter in the future,

*3
one would use A ~.

Also following Goldberger (1959) use was made of the "truncated
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time paths" although it was recognized that:
« « « They are quite particularized, in that they refer to the
response to a particular sequence of exogenous stimuli beginning
from a particular initial situation. The particular response
path, then, may be regarded as being determined by these two
particular factors, superimposed upon the inherent response char-
acteristics of the system.

The "total multiplier" is a concept which measures the aggre-
gated effects of a sustained increase of one unit in the exogenous
variasble. Table (5-9) contains the "total multipliers" for the dynamic
effects of a unit change in each of the exogenous variables on all of the
endogenous variables. As previously noted, this multiplier represents
the arithmetic sum of the impact multiplier and all (summed theoretically
to infinity) the interim multipliers. Since in this analysis, a trun-
cated time path covering a ten year future time span—forty quarters—
was employed, the sum of the impact plus all the interim multipliers
shown does not total to the figure shown as the "total multipliers."

Tables (5-10) through (5-25) present all the multiplier measures:
(1) the total multiplier; (2) the impact multiplier (for a zero time lag);
and, (3) the forty interim multipliers for the ten year (forty-quarter)
truncated time path. The length of this time path was arbitrarily
chosen to be forty-quarters because it seemed that, for almost all the
endogenous variables, the rate of convergence had "settled-down" into
a slightly damped, monotonic convergence path, It was, therefore, felt

that most of the economically relevant developments had already taken

place.
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TABLE (5-9)

OYNAMIC TOTAL MULTIPLIERS
e kAR REBRRR R TR ARk R R R R KT H K

CB LCANS (€ CH GNP WTD Y+l CHPRODUC TERM STR

CH DEM D 0.06249 0.31040 0.00281 0.C9810 -0.0002C
CH COINC 0.00688 0.04021 0.00045 0.01013 -0.00003
CH TIMED 0.29559 0.89981 0.01776 0.50122 -0.00127
CH FR RS 0.00158 -0.03873 0.02254 -0.01211 -0.C01l61
CH LCANS 0.24404 1.21624 0.01128 0.67410 -0.00081
COPEN M O 0.00002 -0.00042 0.12158 -0.00013 -0.00868
DISC*'T R 0.05699 0.11521 -0.01248 0.08798 ¢.00089
GNP 3.19092 7.73043 0.20637 4,69571 -0,01473

C NONDUR 1.37995 2.50854 0.06679 3.17636 -0,00477
C BUR G 0.45639 1.79920 0.02609 0.91136 -0.00186
RESID FI 0.74871 -0.21995 0.07812 -0.55066 -0.00557
NONRES I 0.54267 2.95476 0.02856 1.25628 -0.00204
CH INVEN 0.06320 0.68788 0.00681 -0.09765 -0.00049
ANN CH P 0.00116 0.C0239 -0.00022 -0.24397 0.00002
T BILL R GCVT B R BILL R*Y TIMEDR*Y B8Q0OND R*Y

CH DEM D -2.03279 0.69096 -0.00086 0.00058 0.16075
CH COINC -0.09578 0.03822 -0,00014 0.00009 0.00879
CH TIMED -2.28730 2.03899 -0.31803 0.22230 0.08665
CH FR RS 0.11921 -0.09176 -0.00688 0.00462 -0.02918
CH LOANS -2.74857 2.70808 -0.00344 0.00231 0.62995
OPEN M O 0.00129 -0.00099 -0.00199 C.00037 0.00139
DISC'T R 0.76617 0.22418 0.00381 -0.00256 0.05673
GNP -14.32898 17.71928 -0.06295 0.04230 4.07657

C NONDUR -4.63291 5.74950 -0.02037 C.01369 1.32281
C DUR G -3.30744 3.56416 -0.00796 0.00535 0.82525
RESID FI -4.,79527 -1.40309 -0.02383 0.01601 0.88471
NONRES I -4.83847 10.27671 -0.D0871 0.00585 1.15565
CH INVEN 3.24509 -0.46796 -0.00208 0.00140 -0.11185
ANN CH P 0.02261 0.00474 0.00007 -0.00004 0.00118
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DYNAMIC TOTAL MULTIPLIERS
deofie e e o oo ool o ok o o ok el o o ok ok R ok

BAL-PAYM

0.00316
0.00050
0.02000
0.02538
0.01270
0.13688
-0.01405
0.23234
J0.C7519
0.02937
0.C8795
0.03215
C,00767
-0.00025

CAPAC -1

0.22919
0.01082
0.61603
-0.03310
0.89843
-0.00036
0.06803
5.017¢C5
1.62797
1.34745
~0.42577
2.49405
-0.02664
0.00143

CHRRR~-TN

-0.04929
-0.00782
-0.31194
-0.39590
-0.19816

0.00442

0.21919
-3.62410
-1.17292
-0.45821
-1.37184
-C.50154
-0.11960

0.00385

DEMD D-1

-C.14319
-0.00102
-0.12231

0.01318
-0.18723

0.00014
-0.01286
-C.47431
-0.15398
-0.18274

0.08046
-0.30002

0.08198
-0.00025

EXCG EXP

0.13044
0.00721
0.38491
-0.01732
0.51122
-0.00019
0.04232
3.34500
1.08537
0.67283
-0.26487
0.94001
-0.08834
0.00090

COIN C-1

—

29174

[eNoNeNoRe NoRolieNo oo oo No]
¢ & 6 0 o ¢ o 6 0 o 0 0 o o

[aNeoNoNoNoNoNoNeoNoNoNoNeNoNe

PERM Y-1

0e13370
0.00511
0.29524
-0.01582
0.40032
-0.00017
0.03226
2.37102
C.76937
0.50580
C.46000
0.72144
-0.08559
0.00068

TIME D-1

~-0.00028
-0.00005
-0.11136
-0.00225
-0.00114
-0.00002

0.00127
-0.02092
-0.00677
-0.00265
-0.00792
-0.00290
-0.00069

0.00002

INVENT-1

-0434998
-0.01245
-0.80827

0.05641
-1.327233

0.00061
-0.08997
-5.77113
-1.8727s
-1.53406

0.56311
~2.33428
-0.59311
-0.00185

FR RES-1

~0.05563
-0.00882
-0.35200
=0.44675
-0.223¢1
-0.00483

0.24734
-4.08958
-1.32357
-0.51706
-1.54803
-0.56595
-0.13496

0.00435
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TAELE (£-1C)

INTERIM NULTIPLIERS FCR THE EXCCGENCLS VARIABLE CE LCANS

Cr CE¥ € CF CCINC CH TIMEC CH FR RS C+ LCANS CFEM M C CISC*'T R

TCTAL  C.C€24S CoCCEEE (.2S55G C(LCCISE Cec244Ct CoCCCCZz CoCE€cS
L£C
C C.CCC22 C.CCCCS C.CCCZE -(C.CCCCT CL.CCI1EY ~CaCCCCC (.C
I =CeClETS (oCCCZE ~CoCl1S€2 C.CCEAS -C,132C4€ CL.CCCCE C.CCSEL
2 =C.C115€ (.CCC24 (CoCCc€€ (CoaCC424 -ColCz88¢ (L CCCL4 C(o.CCESE
2 -C.C(528 C(C.CCC24 C.CICZ C.CC2CS CoCCz2Z7 C4CCCCZz CoCC3¢€€
4 =CoCCLIC CaCCC22 (CaC127C CoCCCTS C.Cl1ET CoCCCC1 C.CCZ4S
S Cl.CC15t (.CCC2Z (CoC132€z C.CCCCE ClC1€CE ~-ClCCCCC CoCCIHSE
€ C.CC311 (C.CCC21 C(CaC14%2 -(C.CCC2S CLCI1EC2 ~C.CCCCC (.l CC172Z
1 CaCC3GE CaCCC2C CaC1472 -(oCCC4E C.C1EEF ~CoCCLC1 CLCC1E3
8 CeCC443 C(oCCC2S CaCl4€Z2 -CoCCCET CaC1€C4 ~CaCCCC1  CoCCI1EC
G CeCCA€e (oCCC2T (CoaCl42S -ClCCCEC CL.CL1EEC -CoaCCCCL C.CCL1ST
10 C.CC4€4 Co.CCC2€ CoCIZEC -CoaCCCEY CoC1E2€ ~CaCCCCl CaCClE4
11 C.CC457 (.0CCczt CoC1223 ~ClCCCEC C.C17€Z ~-C.CCCC1 Co.CCHEN
1z C.(C442 (.CCCz¢ CoaClz€l -Co CCCEE CoClEEE ~CaCCCC1 CoCCl4e
13 0.CC42¢ (.CCCzZ CoC11%€ -C,CCCS5 C.ClEC4 ~C.CCCC1 (C.CCl4)
14 C.CC4CiT C.CCCel CoCli31 -ClCCCS2 CaC1%2C ~CLCCCC1 CoaCCH2E
15 C.CC3E€ C(oCCCcC CeClC€E -CoCCCEC CoC142€ ~-C.CCCC1 C.CC12E
1€ C.CC3é€ C.CCCI1S CoCICC2 -CuCCC4T CaC1283 -CoCCCC1 CoCClzez
17 C.CC34% (.CCC17 CoCCS42 =-(oCCC44 CoClzTZ -ClCCCCC CoCCILE
18 CoC(224 CoCCCI1E CoCCEE2 -CoaCCC4] CaC11CZ =C.CCCCC CoCCICS
16 C.CC3(E C.CCC1E C.CCE27 -C.CCC3S C.C111E ~CaCCCCC C.CCiC2
¢C CeCC2EE (C.CCCl14 CaCCTT2 -(CaCCC2€ (CaClC4€ -C.CCCCC CoCCCSE
21 C.CC267 (C.CCC12 CoCCizz -CoCCC24 Co(CSTE ~ClCCCCC (oCCCSC
22 (.0C25C C.CCCl2Z2 CoeCCET4 ~(CaCCCT2 CaCCS12 ~C.CCCCC (LCCCFE
¢2 Cl.C(0223 (C.CCClz CoCCEZE —(Co(CC(2S C.CCES]1 -C.CCCCC CoCCCTS
¢4 C(.CC21€8 C.CCCl1l (C.CCSEE -C.CCC27 CoCCTSZ -CaCCCCC C(CoCCCTZ
2% CaCC2C2 (CoCC(CIC CoaCCE44 ~(CoCCC26 CoCCT2S -CL.CCCCC CaCCCES
¢€ C.CC1ES (CCCCS CaCCECE -(CaClC24 C.CCEET =-CaCCCLC C(oCCCEY
¢l C.CCl7€ (.CCCCS C.CC4TC -C.CCC2z C.CCEIC =CaCCCCC C(LCCCES
c€ CoCCl€¢ CoCCCCE CaCC427 -(CaCCC2l CoCCES4 -C.CCCCC CaCCCESE
29 Cl.CC152 (.CCCCT Co.CC4CE -CoCCC1S (CaCCEE1 =C.CCCCC (Co.CCCS)
3C C.CCl41 C.CCCCT CoCC27€ ~C.CCCIE C.CCS11 -Cl.CCCCC C.CCC4E
21 ClCC131 Cl.CCCCEé CaCCZ4C —(aCLCLE CoCC474 -C.CCCCC CoCCC44
22 C.CCl2z C.CCCCEé CaCC224 -C.CCC1E Co.CCA44C =CaCCCCC CoCCC4I
22 C.CC1l12 (.CCC(CE C.CC23CC -C.CCC14 C.CC4CE -CoCCCCC  Co.CCC2¢
24 Cl.CC1C4 C(.CCCCE CoCC2¥E -(.CCC12 (.CC27€8 -CCCCCC C(.CCC28
28 C.C(CST C.CCCCE CoCC2®7 -C.CCC1Z ClCCZ8C =CaCCCCC CaCCC22
2€ C.CCCSC C.CCCC¢ (CoCCc2€ -CoCCCIT CaCC224 -C.CCCCC CaCCCAC
27 C.CC082 (.CCCC4 CoCCz2zC -CoCCCIC CoCCZ2%S =-ClCCCCC (CoCCC2E
2€ C(.CCC77T C.CCCC4 (CaCC2C2? -C.CCCIC CaCC277 ~CLCCCCC C.CCCZE
26 (.CCCT]l (C.CCCC2 C.CClEE ~-C.CCCCS CoCC28¢ ~CaCCCCC C.CCC24
40 C.CCO€E C.CCCC2 (C.CC174 -C.CCCCE CoaCCZ227 -CaCCCCC CoCCCZ2



TCTAL

LAG

Ve e < BENEN BN, BV BNV V AN SO e ]

CNP
2.1606¢

C.1CC4c¢
C.2€33C
ColcélLi
C.1€311
C.1491C
Celclie
Ce126CH4
C.12C2¢
Cel2441
C.l1827
C.112C4
C.1C5EE
C.CSG1717
C.CS3EE
C.CEBLE
C.CE261
C.CiT4z
C.C724z2
CoCET€CT
C.C€317%
C.CE8G1
CoCE46CC
C.CS112
C.Ca75¢€
C.C442c
C.C41CS
C.(281¢
CeC354¢
C.C22€°%
C.C2C4¢
C.Cc8212
C.(261F¢
C.C242¢
CeCc2241
C.C2C14
C.C1S5156
C.Cl774
C.C1lé4C
C.Cl51¢€
C.Cl4CC
C.Cl2¢¢

INVERIM MULTIFLIEFRS

C MCNELFR

1.276¢E

C.CS2¢€2
C.CEE44
C.Cilzz
C.C6662
CeCE3ET
O.CE€8¢
CeCt4¢€c
CeCE1CT
C.Ca7¢EE
CeC44CSE
CeClzci
C.C3G5177
C.C2742
C.C2€16¢
€.C33C7
C.C21¢(e
C.Cze51¢
C.C2724
C.Czcel
C.C22%7
C.CZ241l
C.C2Cc4
0.018¢¢
CeClEc4
C.C17CC
Ce.ClEE2
C.Cl4iz
C.C1211
C(.C1274
C.Cl1l¢€4
(.C1CSS
C.ClC2C
C.CCS4¢€
c.ccei?
C.CCEg12
C.CCT7¢2
C.CCe5T
C.CCE4E
C.CC5¢7
C.CCEEZ

TELELE
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(s-1C)

COMNTIMLEL

FCR THE EXCCEMCLS VARIZELE

€ LLF €
C.45€12¢

C.CCEcl
-C-(4361
-C.(1%c4

C.CC1EE

C.C12EE

C.Clc¢ct

C.C2212

C.C245¢C

C.CZcE2

CeC24%4

C.CZ23E7

CeCzc<c

C.Cc157

C.CZ2CES

C.ClS7S

C.CIEEE

CeClictc

C.Cl€%4

C.ClE51

CeCl4c2

CeCl2€c

C.(127cC

C.Cl1EE

C.C11(C5

C.C1(C2C

C.CCSES

C.CCES2

C.CCEZS

CeCCTiC

C.CCT1¢

C.CCe€2

C.CCe1E

CoeCCEiC

C.CCE2c¢

C.CC4SC

C.CC4t2

C.CCs1c

C.CC2¢E¢

C.CC32€c5¢

C.CC222

C.CC2¢v

FESIC FI NOCMNFES I CH

CeT4ET 1

Na

- AN B DN DN MmN
AN N M DS N AYAY e N
OO NN M ™M

ad NY wd L MDD e AN ALY

(8,
—

C.ClCez

C.CCIG4

c.cceic

C.CCZE€

(.CCc22

C.CC1CT

c.Ccccce
-C.CLCT€
-C.CC141
-C.0C152
-C.CCz2C
-C.CCcES
-C.CC21S
-C.CCz<S2
~C.CC32CC
-€.CC2C3
-C.CCZC2
-C .CCZ‘SQ
-C.CCcS3
~C.CCcES
~C.CCci¢E
~(.CCz¢€¢€
-C.CCcct
~C.CC244
~C.CCz322
~C.CCezcC
-C.CCeCs

Ce.C4c¢i

C.CCC4¢
-C.C2124
~CalcSEE
-~CeC21¢i
-C.C1284
~CaC(EEE

C.CClES¢

C.CCT1S

C.ClZC(CE

CoClESE

C.C185¢

CeC2lzi

CoCzzSC

C.C23¢S

CeCc4el

C.C24E¢

CeCcatl

CeCz4t(

C.Cc4CC

C.C233¢

CeCzetcc

C.Cz174

CeC2CE4

CoC1SES

C.Cl1ES2

CeCl7CT

C.C17C1H

C.Cl€Ce

C.Clc1¢

CeCl424

C.C1Z3E

C.C12%4

C.Cllic

C.ClCc¢

C.ClC27

C.CCS5¢

C.CCEC2

C.CCE2¢2

C.CCiicE

C.CCicl

C.CCETC

CE LCANS

IMNVEN ANN (F F
CaC€22C CoCCT1E
-C.CCles cC.CCCCC
C.(S842 (C.CCCCC
CeC2€%4 (.0CCC4
CoCl42C C(oCCCCE
-C.0CeCce cC.CCCCE
-C.CC€€S Co.CCCCE
-C.CC5¢4 (.CCCCE
-C.CC44c Co.CCCCE
~C.C0C2€E C.CCCC4
-C.CC215 (.CCCCH4
=C.CC277 CaCCCC4
-C.CCz48 (.CCCCH4
-C.CC2ec C.CCCC4
=C.CC2C€e C(.CCCCH4
-C.CC1sC (C.CCCC?
-C.CCl13E Cl.CCCC?
-C.CClez C.CCCCZ
-C.CC1¢5C (¢.CCcCC?
-C.CC13¢ (.CCCC2
~C.CClcE CoCCCCE
-C.(C11€ (.CCCC2
=C.CC1IC (Co.CCCC2Z
-C.0C1C2 cC.CCCCe
-C.CCCc4 (C.CCCCC
-C.CCCET (o.CCCCE
~C.CCCEl (.CCCCe
-C.CCCTc C(C.CCCCZ
-C.(CCéS (.CCCC2Z
~C.CCC¢4 (Co.CCCCZ
-C.(CCEc (.CCCC1
-C.CCCEE  (.CCCCH
-C.CCCEC c(.CCCC1
-C.CCC47 (C.CCCCI
-C.CCC42 (.CCCCH
-C.CCC4C cCo.CCCCI
-C.CCC27 C.CCCCl
-C.CCC34 (.CCCCI
-C.CCCz? C.CCCCI



161

TAELE (5-11)

INTERIM MULTIFLIERS FCR THE EXCCENCLS VAKIZELE ¢ CF CMF
C+ CEM € CH CCIMNC CH TIMEC CF FR RS CFH LCANS CPEN M C CISC'Y R
TCIAL  Ca21C4C CoC4Cz]l C(oECSSE]l -C C2€73 1.21€24 -C.CCC4Z CollEZ1]
L€
C C.CC4lS CLCICIZ C.CCE€24 -C.CCC41 CaC22321 =CaCCCC)1 CaCCE17
1 CaCl122% CaCC€EE (C.CESCE -C.CCIEC CoCTEET -CoCCCC2 C.CCESH
2 C.Cl64S C.CC444 C(Co.CEEC] -(oCC2CS Ca(ECEZ -C CCCC2Z CoCCECE
3 C.C178€ C.CC2CE C.C568C -C.CC224 C(7544 -C.CCCCZ2 (o CCEEE
4 C.C177¢ (C.CCzli Ca(C822C -C.CCz22 Ca.(€%47 ~C.CCCCZ (C.CCE1C
S C.C17CE C.CCl€c CLC4ECE -C CC2zl4 ClCE4CT -C.CCCCz CoCCEEC
€ C.Cl16CT C.CClzé (CaC44C2 -C.CC2C2 Coa(E5S2E =-CL.CCCCZ CoCCESC
T Cl.C15C2 Cl.CC1(Z2 (C.C4Cet4 -C.CC1ES (CoCE4SC -C.CCCCZ (L.CCE12
€ C.Cl4CZ (.CCCEE CaC27€C -C.CC1T7€ CaCEICS =-C CCCC2 (LCC4TE
S C.C12C€ (.CCC74 CoaC2EC2 -CCClE4 CaC4752 =CL.CCCCZ C.CC442
1€ CaC121€¢ CaCCCEE CaC2257 -CaCC183 (CaCl442Z -C.CCCCZ C(aCC412
11 C.C1132 C.CCCES CoC3CIC -C.CC142 CoC411C =C.CCCCZ C.CC2E4
12 CeC1CS2 (JCCCE4 CoaC2E1S =CoaCC122 Co(3E2E -CoCCCC1 CoCC257
13 C.CCS8C (.0CC4S CaCz€Z1 -C.CC123 C.C2%€( -C.CCCC1 (Co.CC232
14 C€.CCS11 (.CCC4€ CaC243€ -C.CC114 C.C23CS -C.CCCC1 CoCC2CS
15 C.CC847 C.CCC42 Cal22¢2 -C.CCICE CaC2C75 -CoCCCCYl CoCC2E7
16 C.CC787 (.0CC2S CaCz1C1 -CoCCCSS CoCzE5C -C.CCCCl CaCCz€7
17 CoaCC731 (C.CCC2€ C.C1SEC -C.CCCS2 CaCz€SC -C4CCCCl CoCCZ4E
18 CeCC67S Co0CC22 CoClECS —CoCCCES (oCz245C -C.CCCCY CaCCZ2C
15 C.CC63C C.CCC21 C.ClETT -CoCCCTS CoaCz2EC -CaCCCC1 CaCCZ13
20 C.CC584 C.CCC2S CoaClE54 -C,CCCT72 (CoaC2112 -CoCCCC1 CaCCIGE
21 C.CCS541 C.CCCZ2€ CaC1423S -C. CCCEE CLCISEE =CaCCCCl CaCClE4
¢2 C.CC5Cz (C.CCCz4 (CaC13222 -C.CCCE2 C,Cl1€12 -C.CCCC1 (CaCC1TC
¢2 C.CC4€t (.CCC22 (CaClz32 -C.CCC5E CaClE&7E -CaCCCCl CoCC15E
24 CoCC43C CoCCC2l CoeCll4] -CoaCCCS4 CoC1852 =( CCCCl C(CoCClEE
¢ C,CC3G9€& (.CCC1S CeC1CSS -C.CCC5C Cl.C143€ -CoCCCCY1 C.CC12E%
¢€¢ (C.CC3€t C.CCClE (aCCSTE =-C CCC4E C(Co(132FE -CaCCCCC CaCCl2°
¢ C.C0C341 C.CCC17 CoaCCSC2 -C.CCC43 C.Clzz€ -CLCCCCC C.CC11E
2€ C.CC31% (C.CCC1E (CaCCE22 -C.CCC2S CoCl124 -C.CCCCC CoCCICT
é5 C.C(2S61 C.0CCl4 CLCCTTC -CoCCC2E (CLCIC4E -C.CCCCC Co.CCCSE
20 C.CC2€S C.CCCE2 CoCCT1l -CoeCCC24 C.CCSEE =C.CCCCC (LCCCSI
21 C.CC24E C.CCClz C.CCESE -C.CCC21 C.CCES4 -C.CCCCC C.CCCE4
22 CeCC22¢ CoCCC11 CoCCECE -C.CCC2S C.CCEZ® ~C.CCCCC CL.CCCTE
23 C.CC212 C(oCCCIC CoeCCBCS -(.CCL26 Qo CC7€2 -CLCCCCC CoCCCT2
24 CeCC1SE  (.CCCCS (aCCE1€ -C.CCC24 CaCCTC2 -Cl.CCCCC CLCCCEE
28 C.CCl8C (C.0CCCS (C.CC4T€ -C.CCCZZ2 C.CCELS -CLCCCCC CLCCCEL
26 C.CClé€ C.CCCCE C(Cl.CC42G6 -C.CCCZ21 C.CC5SS -C.CCCCC C.CCCSBT
37 CeCC154 (C.CCCCT7 C.CC4CE -CaCCC1S C.CCE5Z ~-C.CCCCC (oCCCE2
28 C.(Cl4Z C.CCCC7 C.CC274 -C.CCC1E8 C.CC5CS ~C.CCCCC C.CCC4E
36 CeCCl2]1 C.CCCCE CoCC344 ~C.CCCLlE CoCC4€6S -C.CCLCCC C(oCCC44
4C C.CCl2C C.CCCCE CoCC21E -C.CCC1E Ca(C422 =-C,CCCCC (.CCC4)
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TLELE (5-11)
CCMNTINLEL

INTERIVM MULTIFLIERS FCR THE EXCCENCLS VAFIZPBLE ¢ CF CMF
CNP C MONCULF C CLR G FESIC FI MCMNRES T Cr INVEM AMNN CH F
TCTAL  T472C42 2.5C854 1479S2C -Caz16GES Z2.6547€¢€ C CETEE (a(Ce36
LAC
C CL.EE26S CoC7244 (Co18G%€ (o CEE4E Coal244F Co4z(CE (o(CCCI
1 C.€438C C.1C6S3 Co.1447C C(C.0SCES C.126SE C(C.2C1%) (C.CCCC?
2 Caf1272 (al122C2 (Co121C4 Co.C271% Col42€4 C.CSCET Co.CCCCE
2 C.429%54 (12722 ColCE2C (o CzSE1 C(Col421€ (C.C3SC? (.CCCCT
4 (.2%2CE Caelclzz CeCS23EE (.Cl€44 Ca12S5z (o.CI15CE C.CCCCE
S (e2S7€C CalZ42¢ C(CoCESC3 (L CCETE (a1254S C(C.CC2S1 (C.CCCCS
€ Ca22982 CollSSS CeC776C C.CC2SE C(Co13CE€1 -CaCCl27 CoCCCIC
7 CeZ2(5E1 C(Cell1474 C.CT1E€E -Cl.CC24C Co.12%21 =-C.CC2€1 C.CCCIC
€ Co28422 C(CJ1CSCE C(oCEEEST ~CaCCE€22 (11652 -CaCC45E (oCCCIC
S (.2€43S C.1C217 C.CE1EC -C,CCS41 C.1127C ~C.CC4EE (oCCCIC
10 C.2459€ (CoCC727 CoCE74% -C.C1177 Co1C78€ ~Cl.CC4ES (.CCCIC
11 C.z22874 CaCS144 (aCS343% -CoC13252 (.10zC€ -ClCC4EE (.CCCCS
12 C.21262 C.C8577 C.C45€G -C.C147S (.CS€27 ~Cl.CC441 (.CCCCS
12 C.167%2 (.CEC2S C.C4€cC -C.C15€% (C.CSCEZ =-Cl.CC412 (C.CCCCS
14 Co 18341 C.C75C4 C.C42S4 -CeClE1E C CEE4E ~(.CC2ES (L CCCCE
12 Ce17C2C C.C7CC4 CoeC2G6ES -CoaCl€44 CL.CECZE ~-CoCC28T (oCCCCE
1€ C.1ST7TE€ CoCESZE CeC37C4 -CoCl€4E Ca(T7531 ~CoCC221 (CoCCCCE
17 Ca14632 (C.C6CTS CeC242E -C.Cl€24 C.CT7C8T ~CaCC23(E (aCCCCT
18 C.125%¢ C.CS&%4 (.C218S -C.Cl€C6 C.CEEC4 -C.CCZE2 (.CCCCT
16 Ce12557 CaCSZ2ES Co(2SC7 -CoClS€7T C.CE174 =-Cal(2€2 CaCCCCE
2C C.1162% C.C4BE1 (CaC274C -CeC152C CoCE7€€ =CaCC24Z CoCCCCE
2l ColC7Et (aC452S C(oCzSZE -CoC14€7 CoCE2EC =-CaCC222 (aCCCCE
CeCSG52 CaC42(1 (Coa(C2325C -CaC14CS CoCSC1¢ -C.CC2C€ (oCCCCE
Ca(S2(C2 C.C26S4 CoaC217€ -CoaC1248 C.C4€71 ~CoCCICC (CoCCCCE
CeCEBCE CoC2€(E (aC2C13 -CoClcEE CoC424F -C.CC175 CaCCCCE
Coe(7862 (CaC224]1 (CaC1E€Z -CaCl222 CoC4C44 ~CoCClEZ CoaCCCCH4
CeCi2€S  C.C2CS2 CoC1722 -CoC118G C.C27%S =C.CC14S C.CCCC4
CeC€711 CoaC2E€]1 CoaC1lES1 -CeC1CST CoaCZ24S2 -CoCC13€ (CLCCCCH4
C.CELST C.C2647 CaCl47l -C,C1C38 (ClC224Z =-CoCClZ7 Co.CCCC3
CeCf72Z2 CoaCZ2447 CaC125S -C.CCST5 (.C32CCE -CoCCl17 CoCCCC?
C.CZ28c Co.C22€2 CoClcftt -CoCCS17 CoCz7SC -C.CClCE C(CoCCCC2
C.C4874 (C.C2CSC Co.Cl1ES -C.CCE61 C.CzS8€ -C.CCCSS C.CCCC3
22 C.C44SE CoCI1S21 (L C1CTC -C.CCECE Cl.CZ23%¢€¢ -Cl.(CCSZ CoCCCC2
22 C.C414S C(C.C17€2 (Co.(CC87 -C.CCTS€ CoaC222C -C.CCCE4 (o.CCCCe
24 CaC2827 CeClE4€ CoCCSll =-CoCCTCT CLCZ2CEE -C.CCCTE  CoaCCCCZ
28 CeC252C C.C1%2C C.CCEL] -CeCCEEl CoC1SC2 -CoCCCTZ CoCCCC2
2€ Cl.0228% (C.Cl4C2 C.CCT77€ -C.,CCE1T C.C1TEC -C.CCCEE (.CCCCe
27 C.C2CC1 CaCl2%4 CaCC71% -CoCCE79 C.C1€27 -C.CCCE1 Ca.CCCC2Z
28 Cl.CZ2767 Co.Cl11S4 Co.CCEEC -Cl.CCE2¢ CoC1SCE -ClCCCEEe (LCCCCZ
3¢ C.(C255C C.C11CZ C.CCECE -C.CC45S C.CI12S] -C.CCCE2 (C.CCCCH
4C C.(23%1 C.CIC1€E CeCCS€1 -C.CC4€4 (C.C1ZEE -ClCCC4T CLCCCC



Cr CEM L CF CCINC

C.CC2E1

C.C
~C.CCC4q2
~C.CCCec
~C.CCCE
~C.CCC5¢
~(.0CC4C
~C.(CCZ4
~C.CCOIC

C.CCCC]

C.CCC1C

C.CCCle

C.CCO2C

c.CCcc22

.(CCc2¢

C.CCC2€

C.CCO2¢

C.CCCZE

C.CCC02E

C.CCC24

c.CCQ22

t.CCC22

(.CCC21

C.CCC2(

C.CCC1¢

C.CCC1E

C.CCC1T

C.CCC1e

C.CCC1E

C.CCC1l4

C.CCC13

C.CCC1le

C.CCO11

C.CCC11

c.CCC1C

c.CCocCs

C.CCCCE

C.CCCCE

t.CcCcoc

C.CCCCT

C.CCCCE

c.cccce

C.CCC4E

C.C

c.CCCcCcC
C.CCCC1
c.CCCCl
C.CCCC1
c.CCCcC?
CeCCCCe2
€.CCCC2
.CCCCe
C.CCCCe
c.CCCC2
C.CCCC2
c.ccccz
€c.CCCCzZ
C.CCCC(e
C.CCCCl
C.CCC(CI
c.CcccCl
C.CCCC1
C.CCCC
C.CCCC1
€c.0CCcCl1
(.CCCC1
C.CCcCC1
(.CCCC1
(.CCCC1
C.CCCC1
(.CCCC
.CCC(]
C.CCCC1
c.CcCC(1
C.CCCC1
C.CCCC1
(.CCCCC
C.CCCcC
t.Cccccc
C.CCCCC
C.CCCCC
c.ccccc
C.CCCCC
C.CCcCccC

TEELE
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INTERIM MULTIFPLIEFS FCF THE EXCCENCLS VARIAELE

Ck TIMELD CH FR RS CF LCANCS

CoCliie€

C.C
~C.CCCEC
-C.CCC2E
~C.CCC(CE

C.CCC1lE

C.CCC2E

C.CCCE¢

C.CCCEE

C.CCCT4

C.CCCTS

c.CCcez

C.CCCE2

C.CCCEZ

C.CCCEL

C.CCCisS

C.CCCit

t.CCCi2

C.CCCES

C.CCCEE

C.CCCEz

C.CCCHS

(.CCCEE

C.CCC52

C.CCC4¢

C.CCC4c

C.CCCa2

C.CCC4C

C.CCC2¢t

C.CCC25%

C.CCC33

C.CCC2C

C.CCCZE

(.CCC2¢

C.CCC24

t.€CcC23

C.CCC21

C.CCC1¢

C.CCC1LE

C.CCC17

C.CCC1le

CeCcit4

C.C2CSS

C.CCIs¢

C.CCCG7
-C.CCCCé
-C.CCC12
-C.CCC1lz
-C.CCCcCs
-C.CCCC7
-C.CCCCé
-C.CCCCE
~C.CCCC4
-C.CCCC4
-COCCCC4
-C.CCCC4
-C.CC((4
-C.CCCC4
-C.CCCC3
-C.CCCC2
-C.CCCCcz2
-C.CCCC3
-C.CCcc2
-C.CCCC3
-C.CCCC3
-C.CcccCz2
-C.CCCC2
-C.CCCC2
-C.CCCCz
-C.CCCC2
-C.CCCCz2
-C.CCCCe
-C.CCCc2
-C.CCCC1
-C.CCCC1L
-C.CCCC1
-C.CCCC1
-C.CCCCH
-(.CCC(C1
-C.CCCC1
-C.CCCC1
-C.CCCCE
-C.CCCC1

WID Y41

CPEM M C CISC'T F
CeC1128 Col215E -CoClzé4é

c.C Celé2tz (.C
-C.CCzZ22¢ -Ca(2€3C -(C.CC4%1
-C.CC32¢ C.CC4E2 -C.CC324¢C
=C.CC2€E -CoCCCEE -CaCC2Z4°E
=C.CC177 CaCCCl€ -CaCClES
=C.(CCc¢ -C.CCCC2 -C.CCACC
-C.CCC?21 C.CCCCC -C.CCCEl
CeCCClE =CalCCCC ~CaCC(C2€
C.CCCEC -C.CCCCC -CoCCC2C
C.CCC72 -Cl.CCCCC -C.CCCCS
C.CCCEE -CaCCCCC ~CaCCCCe
C.CCCSE -C.CCCCC CoCCCC2
C.CC1C2 -C.CCCCC c.CCCCE
C.CC1ICE -CaCCCCC C(o.CCCCE
C.CC1CE -C.CCCCC C.CCCCT
CeCCIC2 ~CaCCCCC C.CCCCE
CoeCCICC ~CCCCCC CaCCCCE
C.CCCS7 -C.CCCCC C.CCCCHE
C.CCCS2 -CaCCCLC (o CCCCE
C.CCCEE -C.CCCCC C.CCCCE
C.CCCE4 -Ca(CCCC C.CCCCT
C.CCCT7S ~-CaCCCCC CLCCCCT
C.CCCiE ~-Cl.CCCCC C.CCCCT
CoCCCTC ~CaCCCCC CoCCCCE
C.CCC€€ -CoCCCCC C,CCCCE
CoCCCE€Z -CaCCCCC C.CCCCE
C.CCCSE -C,CCCCC C.CCCCE
C.CCCE4 -CaCCCCC Co.CCCCE
CoCCCEl -CaCCCCC (CoCCCCE
CeCCCaT ~CaCCCCC CoCCCCH4
C.CCC44 -C.CCCCC C.CCCCH4
CoCCC4] -CoCCCCC (C.CCCC4
C.CCC2€ -C.CCCCC C.CCCCH4
C.CCC2€ -CoCCCCC CocCCCC?
C.CCC22 -C,CCCCC Co.CCCC2
C.CCCZ21 =-Co.CCCCC CoCCCC?
C.CCC2S -C.CCCCC (C.CCCC?
C.CCCZ€ ~-C.CCCCC C(CoCCCCz
0.CCC2% ~C.CCCCC C.CCCCZ
Ce(CCc?2 -CoCCCCC C(CoCCCC2
CoCCCZ1 =C.CCCCC CoCCCCe
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CAP
C.2CE27

C.C

CCC471
c.CcCc1C1
c.CC8C2
C.CC83¢
C.C(C84¢
C.CC84S
C.CC844
c.CCA22
C.CC817
C.CCT1GE
C.CC771
C.CCT44
C.CC714
C.CChEBZ
C.CCo64¢
C.CCO17
C.CCh84
C.CC551
C.CCs2C
C.CC485
C.CC45¢
C.CCa3C
C.CC4(2
CoCC271
C.CC352
C.CC32ZE
C.CC3C¢
C.CC28¢
C.CC2¢€°¢
C.CC247
c.CC22¢
C.CC212
C.CClSE
C.CCl84
c.CCl7C
C.CCL5E
C.CCl4€
C.CC13¢
c.CC12¢
C.CCl1¢

INYERIM MULLTIPLIERS

C NCANCLE
C.CE€T6S

C.C

(.CCC26
C.CCCEtE
C.CC12C
C.CClEE
c.CCl<2
c.CC212
(.CC2ZE
C.CC22E
C.CCZ4C
C.CC24E
C.CCe4¢
C.CC24€
C.CC242
C.CC227
(.CC22C
C.CCz22
C.CC214
C.CC2(E
C.CC15¢
C.CC1ee
C.CCl7i
c.CCl67
C.CCLEE
C.CCl4s
C.CC14C
C.CC132
C.CClz4
C.CC11¢€
C.CC1CE
C.CCliC1
C.CCCc4
C.CCCEE
C.CCCe2
C.CCCTié€
C.CCCil
C.CCCEE
C.CCCe
c.CCCET
c.cCce2
C.CCC4¢

TRELE
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COMTINLECL

FCR TFE EXCCENCLS

C LR C
C.C2€CS

C.C
-C.CClzé
-C.CC1léc
=C.CC145
~-C.CC(SE
-C.CCCacC

c.CCC13

C.CCCEE

C.CCCET

CeCCl1C

C.CClzt

C.CC124

C.CC12¢

C.CCl4a(C

C.CC12E

C.CCL2E

C.CC121

C.CCl2e

C.CClcl

C.CC11E

c.CClCcS

c.CC1C2
c.CCCS?

C.CCCs2

C.CCCee¢

c.CCcel

C.CCCie

C.CCCi1

C.CCCEE

C.CCCe2

C.CCCS7

c.Ccccez

C.CCCEC

C.CCC4E

C.CCC42

C.CCCacC

C.CCC27

C.CCC24

C.CCC22

c.cccz2c

CeCCC27

RESIC FI
C.C1E12

C.C
C.CC4C6
C.CCEF2
C.CCTEC
C.CCEILC
C.CCTiEH4
C.CCi2¢
C.CCeE4
C.CCETE
C.CCEC?
C.CC4212
CeCCZES
C.CCZ12
C.CCcél
C.CC217
C.CC17S
C.CCl4e€
c.CCl18
C.CCCc4
C.CCC73
C.CCCEE
C.CCC42
c.CCC2C
C.CCC2C
c.ccC11l
C.CCCCE
-C.CCCC1
~C.CCCCE
-C.CCCCS
-C.CCC11
-C.CCC13
~C.CCC15
-C-CCCIC
~C.CCC17
~C.CCC17
-(.CCC17
-C.CCC17
-C.CCC17
~C.CCC17
-C.CCC1le
~C.CCC1€

VARIRELE

NCNFES
CeCcEEE

CoC
-C.CCC82
-C.CC1l4cE
-C.CC1E2
=C.CC1ET
-C.CC17¢C
-C.CC14c
-C.CC1C2

WTIL Y+
CH INVEN AMN CF F
C.CCeEl -Co(CCcc
C.(C C.C
C.CCz2t (C.CCCCC
Ce.CCZ7€ -CoCCCC2
CeCCz2® -CaCCCCZ
CeCCl4E ~-Co4CCCC3
CoC(CE2 -CaCCCC2
CoeCCC2T -CaCCCC3
C.CCC(CS -C.CCCCz

-C.CCC€4 -CCCCCE -CoCCCC2
-C.(CCZ¢ -C.CCC14 -C.CCCC2Z
C.CCCCCS -C.CCC1E =-CoaCCCC]
C.CCC4C -Co(CCI1S -CaCCCC1
C.CCCe7 -C.CCC1S ~-C.CCCCH
C.CCCES -C.CCC1E -C.CCCC1
C.CCICT -CaCCC1T -CoCCCC]
C.CC121 =-C.CCC1& ~Ca.CCCCC

C.CC1322

~C.CCC1E

-C.Ccccc

C.CCl4C -C.CCCH4 -C.CCCCC
CoCCl4t -C.CCC12 -C.CCCCC
C.CCl14E -CaCCC12 -CoCCCCC
C.CCl4E -C.CCCI11 -CLCCCCC
CoCCl4E -CoCCCIC -CaCCCCC
CoCCl4e -CoCCCIC

0.CCl42 -C.CCCCS
CaCC13€ -C4CCC(E
C.CC124 ~-C.CCCCE
C.CC22¢ -C.CCCCT
CeCCl24 -CoCCCCT
C.CCliE -C.CCCCE
C.CC1l12 -C.CCCCE
C.CClC?7 -Co.CCCCE
C.CC1C1 -C.CCCCE
C.CCCS€e -C.CCCCE
C.CCCSC ~C.CCCC4
C.CCCEE -C.CCCC4
CoCCCEC =CaCCCC4
C.CCC7¢ -C.CCC(2
C.CCC7C -C.CCCC2
C.CCCe€ -C.CCCC2
C.CCCe€z ~C.CCCC?
C.CCCEE ~CoCCC(2

c.ccecc
c.ccccc
C.CCCCC
c.Ccccc
c.ccccc
c.ccccc
.Cccccc
c.ccccc
.ccccc
.Ccccc
(.Cccccc
.CCCCC
C.CCCCC
C.CcCcCCC
c.ccccc
(.CCCCC
c.CCCCC
c.ccccce
.CCCCC
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TRELE (5-12)

INTERIM MULLTIFLIEFRS FCR THE EXCCGEMNCLS VARIZELE CHFERCLLC

Ckr CEVM € CF CCIMNC CF TIMEC CH FR RS (F LCANS CPEN M C CISC'T R

TOTAL  C.CS8IC CoClC1Z C(afCl2z -CoC1z211 Ca€741C -CoCCC12 CLCETSE
LAC
C CeCClZZ (CaCCC4E CoaCC1E2 -(CoCCC27 (CoCCSEC -CaCCCCC (o€
1 -CeCC13¢ C.CCCEE CoaC24S2 -(oCCC2E (oC4CCE -CoCCCCC CoCC4cCE
2 =C.CCC28 C.CCCT74 CoaC26SE -(aCCC2S CoC4T€T -CaCCCCC (C.CCECE
2 CeCCl47 CaCCCTE C(aC2E€7T -CaCCC2€ Co(4EES -CoCCCCC CoCCEES
4 CoCC3CC Cl.CCCT7Z CeC2€C1 -CaCCC23S CoC4€c4 -C,CCCCC C(LCCESCS
€ CaCC412 CoeCCCET CoC22CC -CaCCC44 CoC4412 -CoCCCCC CoCCETC
€ C.CC487 (.CCCEl ClC3CCS -C.CCC4E CoC4CE1 -C.CCCC1 C.CCE22
T C.CC52C (CCCEE (€l C272% -CaCCCEC CoaC2732¢ -CaCCCCl (.CCE€S
8 CoCC537Z (.CCC4S C.C24€6C -C.CCCH52 CoeC23C4 -CLCCCC1 Co.CCECE
G CeC(52F (oCCC44 CoaCzzl® -CoCCCEZ CaC3CT7C =CaCCCCl CaCC4SC
IC CoCC512 CoCCCAC CoC1663 -CeCCCE1l CoaC27C -CoCCCCY1 CLCC2cE
11 C.CC4ES (.CCC2E (CoaC17%3 -CoCCCSC CoCZ4S€ -C.CCCC1 C.CC25C
12 C.CC462 CaCCC22 CaClé€12 -CoCCC4E Colzzé4i -CoCCCC1 CoCC3CE
12 (.CC4a32 C.CCCZB C.C1452 -(C.CCC46 CoC2C22 -C.CCCCC C.CC271
14 C.CC4C4 C.CCCcE C.C13CS -Co.CCC42 CoClEz22z -C.CCCCC Co.CCz2E
12 C.CC37¢% C.CCCZ3 C.C11€1 -CCCC41 CoaC1E42 -C.CCCCC CLCC2IC
1€ C.CC347 C.(CCCzC C.ClCEE -C.CCC38 (C.Cl48BZ -CL.CCCCC CoCClEE
17 C.CC32C C.CCCIE Co(CCS€4 -CoCCC2¢ CoC122€ =C.CCCCC CoCCHE2
12 C.CC26% C.CCC17 C.CCET2 -Cl.CCC32 CoaClzlC -C.CCCCC CoCCl4C
16 C.CC271 (C.CCClE C.CC7S1 -C.CCC31 C.CL1CSE ~-C.CCCCC C.CC12E
¢C CeC024S CaCCC12 CoaCCT17 -CoCCCS CaCCSSZ -CaCCCCC CoCCll4
zl C.(C22S6 (C.0CCle Cl.CCEE1l -C.CCC27 CaCCSCC -C.CCCCC CoCCIACe
22 (aCC21C CoCCCII CoaCCC€Z =-CoCCC2ZE CoCCELT -CaCCCCC CLCCCSI
23 C.CC162 C.CCCIC C.CCE3€ -C.CCC22 CaCCT42 -CCCCCC Co.CCCE]
24 C.(C177 C.CCCCS (C.CC4SC -C.CCC21 C.CCETE -C.CCCCC CaCCCT2
2% C.CC162 C.CCCCE Co.CC44€ -(.CCC1S C.CCE14 -C.CCNCC C.CCCEE
2¢ C.(Cl4S C.CCCCE C.CCACT7 -~C.CCCLE C.CCS€C -C,CCCCC C.CCC(E<
217 C.CCL3T C.CCCCT CoeCC2Tl -CoCCCLE CWCCEIC =-CCCCCC CoCCCE2
2€ CoaCC12% CoCCCCE CoCC22C ~(oCCC1E CoCC4€% =-CaCCCCC CoCCC4E
26 (.CCllt (C.00CCeé Co.CC3CS -C.CCCl4 C.CC424 -C.CCCCC CLCCC44
2C C.CC1CE (.CCCCE (C.CCz€Z2 -(C.CCC12 (CoCC2EE -CL.CCCCC C.CCC3S
21 C.CCCS7 C.CCCCE Co.CC2ZSE -C.CCC1z C.CCZ254 =-C,CCCCC C.CCC2¢
32 Cl.CCCES (.CCCC4 CoCC23€ -CoCCCI11 CaCC224 -CoCCCCC CaCCC22
33 C.CCC81 (C.CCCC4 CoCCcl€é ~CaCCCLC CoaCC2S9€ -C.CCCCC Co.CCC2C
34 C.CCC74 C.CCCC4 (CoCCI1GE -C.0CCCS CoCC2il -C,CCCCC CoCCC2Zi
2¢ C.CCCeE (C.CCCC2 Cl.CClEL -C.CCCC8 CeCCz4E -C.CCCCC C.CCCZE
2€ C.(CCE2 C.CCCC? (C.CClé€E -C.CCCCE CoaCCz27 -CoCCCCC Co.CCC22
2t C.CCC57 (.0CCC2 (C.CC182 -(.CCCCT7 C.CCz2CT -Co.CCCCC CaCCC2C
28 C.CCCt2 (.CCCC2 C(C.CC125 -C.CCCCE€ Co.CC1SC -C.CCCCC C.CCCIS
36 C.CCO04E Cl.CCCC2 Co.CClz? -C.CCCCE CoCC174 -CoCCCCC Co.CCC17
4C C(.CCC44 C.CCCCZ C.CCI117 ~-C.0CCCE CaCC1SS =-C.CCCCC CaCCClE



TCTAL
LAG

I = MM An DN e O

AP
4.66571

Cef26€5S
C.4E387
JICTEC
.,.1C7
t.21C12
C.c13GE
Cezt21€
C.2142¢
C.1€964
C.1€8171
C.1501¢
C.124CC
C.l1G€2
C.1C736
C.CC642
C.CEETT
C.C782¢C
CeCUCEC
C.CE3EY
c.Cc78¢C
CoCE24C
CeCals¢
C.C4321
C.C2G63¢C
C.C2577
C.C22¢¢
C.Ce971
C.C271C
C.C24712
C.C225¢
C.C2CE€4
C.C18817
C.C172¢
C.C157¢
CeCl44F
c.C1323
CoCl1211
C.C11Cs¢
C.CIC1E€
C.CC92¢
C.CC854

TABLE
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CCNYINLEL

C NCANECLF C CLR C

3.17€2¢

€e466¢S
Co4(22¢
C.22€(3
C.2665(C2
C.222¢°C
C.l18€¢2
C.18€¢C
C.121¢¢
Cell125C
CeCcecl
C.CE224
C.C7221
C.CE21E
C.CE5473
CoC4EEE
CeC4224
C.C2E41
C.C2424
C.C2C¢2
C.C274¢
C.CZ24¢€E
C.C2224
C.C2CCE
C.ClE1E
C.Cléeds
C.Cl4c?2
C.C12E¢
C.Clc?1
C.Cl121
(.ClCcl
(.CC321
C(.CCE4¢C
€C.0C71¢
C.CCTCE
C.CC&41
C.C(5%1
CeC(CE41
C.CC46°¢
C.CC4c2
C.CC41C
0.CC28C

CeSGl136€

1C
3
‘J
E
1
C
4

47
CEC
€14

€S
€3
£¢
<
4
4
4C€8

M
-
[
-

.CacC

«CIEEE
. 287
- cE

. 6‘2
23€€¢
CeC2147
C.C1%24
C.Cli4ac
Co.ClE7€
C.Cl4acec
CellccC
C.C117C
C.CliCel
C.CCCé€q
C.CCETE
C.CCTC7
CaeCCict
C.CCEE]
C.CCe€C3
Co.CCEEC
C.CCEC2
CaCC4tcS
C.CC415
C.CC2€2
C.CC2%1
C.CC221
C.CCZ2¢4
C.CC2ES
C.CCZ4€
CeCCect
CQCC¢C7

c.C2
C.CE
C.CE
C.C
C.(
CeC
C.C
C.(
C.C
C.C
€C.C32
C.C2
C.C
C.C2
CeC

INTERIM NMLLTIPLIERS FCR THE EXCGENCLS VARIABLE

RESIC FI MNONERES 1

-Ce5€5(C€¢

C.C
-C.CC265
-C.CCEES
-C.Cl12E¢
~C.Cl7ES
-C.Ccl2c
-C.C2281
~C.Cztt2
-C.C2¢€41
~C.CZECE
~C.C2€41
~C.C2t177
~CeCc4E4
~C.C22i1
~-C .CZZ‘Q‘!
~C.Ccl11
~C.C1574
~C.C1€27
-C-C17C3
~C.Cl574
~C.Cl4¢1
~(.C1234
~C.Cl224
~C.Cl121
~(.C1C2¢
~C.CC527
~C.CCECE
~C.CC7¢1
~-C.CC712
~C.CCE4¢
-C.0CEq1
-(.CCE2E
~C.CC4SC
-C.CC446
-C.0C4(C1T
~C.CC27C
-C.CC227
-C.CC2C7
~C.CCcEC
-C.CCctc"
'C.CCt..

1e2S€2E

C.CCz2¢E
C.Cl738
C.C3CS¢
C.C41E¢
CoC4GSE
C.CEECT
C.C56C1
C.CECEE
C.CECEE
C.CeCCC
C.(SE31]
C.(5€C2
C.(£22¢
Ce(EC44
C.C4i2¢
CeC442]
C.C4a12¢
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C.C1CE4
C.CCSE4
C.CCEE1
C.CCECE
C.CC727
C.CCET4
C.CCELT
C.CCEE4
C.CCE1¢

CHFRCLCLC

CH INVEN ABDN CH F

~CeCC1€E ~Cacd36i
“CCCETS ~CaC4e€]
=C.C1€SE -CaC277¢
~C.C1€cé¢ -(.C3CCE
~C.Cl11€E -C.C247¢€
~C.CC1EE -CC2CCH4
-(.0(8%¢¢ -C.Clé€z1
-C.CC2¢€° -C.C1211
~C.CC271 -C.C1CEC
=CeCC21€ -CoCCEET
~C.CC1E4 -(CaCCe€C2
~C.CC1€2 -C.CCSEC
=C.CCl4S -C.CC4¢2
=C.CC132¢ -C.CC2¢E
-C.CC13C ~-CaCCcSE
-Cl.CC1l22 ~-C.CC23E
-C.CC1l1% -C.CC16G2
~C.CCICE -C.CC1EE
-C.CCIC1 -C.CC12E
-C.C(Ccs -C.CC1CC
-C.CCCEE -C,CCCEL
-C.CCCEz ~C.CCCES
-C.CCC77 -C.CCC52
-C.CCCT71 ~C.CCC4z
“Ce(CCEE ~-C.CCC24
-C.CCCé1 -C.CCC21
-C.CCCE¢ -(.CCCZ22
-C.CCCEZ -(.CCC17
-C.CCCLE -C.CCC14
-C.CCC48 -C.CCC11
-C.CCC4]1 -C.CCCCS
-C.CCC2E -C.CCCCT
-C.CCC32E ~-C.CCCCE
=-C.CCC2Z2 -C.CCCC4
-0.CCC2C ~-C.CCCC2
~C.CCCc7 -Co.CC(CC2
-C.CCCz¢ -C.CCCCe
-C.CCCz2 -C.CC0CC2
-C.CCC2]1 ~-C.CCCC1
=C.CCC16 -C.CCCCH
-C.CCC1€E -C.CCCC1
-C.CCC1€ -C.CCCCC
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INTERIM MULLTIPLIERS
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FCK Tt+E

Ck CEVM C CF CCINC CF TINEC

-C.CLC2C

C.C

c.ccocz
C.CCOCE
c.cccce
C.CCCC4

=C.CCCC2 -CaCCleT
C.C CeC
-C.CCCCC cCo.CCCCE
=C.CCCCC C.CCCC4
-C.CCCCC Co.CCCC2
-C.CCCCC C.CCCC1

C.CCOC2 -C.CCCCC =C.CCCC
C.CCO0Cez ~C.CCCCC -CoCCCC2
C(.CCCC1 -C.CCCCC -CaCCCCH4
£ -C.CCOCC -CoCCCCC

~C.CCOC1

-C.CCCCE

-~C.CCCCC ~C.CCCCE

1€ -C.CCCCL -C.CCCCC -C.CCCCE
11 -C.CCOC1 -C.CCCCC -CLCCCCE
12 -C.CCCC2 -C.CCCCC ~-C.CCCCE

132

-C.CC0Cz2

-C.CCCCC ~C.CCCCe

14 -C.CL0Cz ~C.CCCCC ~C.CCCCE

15

-C.CCCCe

-{.CCCCC ~-C.CCCCE

16 -C.CCCCz -CCCCCC ~CaCCC(E

17 -C.CC0Cez -C.CCCCC

~C.CCCC=
~C.CCCCC -C.CCCCE

16 -C.CC0CZ -C.CCCCC ~C.CCCCE

21 -C.CCCC2 ~-C.CCCCC

=C.CCCCC ~C.CCCCH4
~C.CCCC4
-C.CCCCC ~C.CCCCH
~C.CCCCC -C.CCCC4

¢4 -(C.CCCC1 ~Co.CCCCC ~CaCCCC?

-C.CCCCC ~C.CCC(2

2¢ -(.CC0C1 ~C.CCCCC -C.CCCC?3

18 ~C.CC0C2
éC ~C.CCoCZ
¢2 ~(.CC001
23 -(.0C0C1
2% ~C.CCOC1
é1 -C.CCOCI
¢8 -C.CCOCI

‘C.CCC(C ‘C.CCCCE
-C.CCCCC -C.CCCC2

¢S =C.CC0C1 ~CL.CCCCC -Co.CCCC2
3C ~C.CCCC1 -C.CCCCC -CoCCCC2

-C.CCCCC -C.CCCC?Z

22 =C.CCCCl -C.CCCCC -CaCCCC2

21 ~C.CCCC1
23 -C.CCOCH
24 -C.CCCCH
3¢ -C.CCCC1

~C.CCCCC -Cl.CCCC2
~C.C0CCC -C.CCCC2
-C.CCCCC -C.CCC(2

2é& -C.CCO0CI -C.CCCCC -CaCCCC1
27 -(C.CC0C]1 -C.CCCCC -CaCCCC1

2t
e

-C.CCOCC
-C.CCOCC

~C.CCCCC -C.CCCC1
-C.CCCCC -C.COCC1

4C -C.CCOCC -C.CCCCC -Ca.CCCCI
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EXCCENCLS VARIAELE

(+ FF ES
-C.CC1¢1

-C.CC1lEC
~C.CCC14
-C.0CCCT?
C.CCCCC
C.CCCC1
C.CCCC1
C.CCCC1
C.CCCCC
c.Cccccc
C.CCCCC
c.ccccc
c.CCCCC
c.CCCCC
c.ccccc
c.Ccccc
C.CCCCC
C.CCCCC
C.CCCCC
C.CCCCC
C.CCCCC
c.CCCCC
C.CCCCC
c.CCCCC
(.0CCCC
c.CCCCC
C.CCCCC
C.CCCCC
t.CCCCC
c.ccccc
c.ccccc
c.CCCCC
C.CCCCC
C.CCCCC
c.CcCcCccC
C.CCCCC
C.CCCCC
c.ccccc
C.CCCCC
c.ccccc
c.ccccc
C.CCCCC

CF LCANS
-C.CCCE]

C.C
c.CCCe?
C.CCC24
C.CCC1c<
c.CCC12
C.CCCCT
C.CCCC2
~C.CCLC1
~C.CCCC4
~C.CCCCE
~C.CCCC¢
-C.CCCC
-C.CCCCT
~C.CCCCT
-C.CCCCT
-C.CCCCT
~C.CCCCT
~C.CCCCT
-C.CCCCi
~C.CCCCE
~C.CCCCe
~C.CCCCE
~C.CCCCE
-C.CCCCE
~C.CCCCH4
~C.CCCCH4
-C.CCCC4
~C.CCCC4
-C.CCCcC2
-C.CCCC3
-C.CCCC2
-C.CCCC2
-C.CCC(?
~C.CC(Cc
-C.CCCC2
-C.CCCCe
-C.CCCCz
-C.CCCCe
-C.CCCCz
-C.CCCCZ

TEFM STFR
CFEN M C CISC*'T R
~C.CLEEE (.CC(CEC

-C.C1Cze C.C
C.CClEE (aCCC22
~C.CCC24 (C.CCC2Z4
CoCCCCE CoCCCLT
~C.CCCCl (C.CCC11
C.CCCCC C.CCCCT
=C.CCCCC (.CCCCH
C.CCCCC C.aCCCC2
C.CCCCC C.CCCC1
C.CCCCC CaCCCC]
C.CCCCC c.CCCCC
C.CCCCC ~C.CCCCC
C.CCCCC -C.CCCCC

C.CCCCC ~C.CCCCC
C.0CCCC ~Ca.CCCC
C.CCCCC ~C.CCCC1
CeCCCCC ~CoCCCCI
C.CCCCC ~C.CCCC]
CeCCCCC ~CoCCCC
C.CCCCC ~-C.CCCCI
C.CCCCC ~CoCCCCE
C.CCCCC ~C.CCCCI
C.CCCCC ~CoCCCCC
C.CCCCC ~C.CCCCC
c.CCCCC ~C.CCCCC
C.CCCCC ~C.CCCCC
C.CCCCC ~Cc.CcCCCC
C.CCCCC ~C.CCCCC
C.CCCCC ~C.CCCCC
C.CCCCC ~C.CCCCC
Co.CCCCC ~CCCCCC
C.CCCCC -C.CCCCC
C.CCCCC -Co.CCCCC
C.CCCCC —-C.CCCCC
C.CCCCC -C.CCCCC
C.CCCCC -C.CCCCC
C.CCCCC -C.CCCCC
C.CCCCC -C.CCCCC
c.CCCCcC ~-Cc.CCCCC
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(c-14)

CCNTINLEL

CNP C NCNELR C CLR €

—CeC1472 -C.CC4T77 -C.CClEE
C.C C.C C.C

-C.(CC324 —-CL.CCCC2 Co.CCCCS
-C.CCO5C -C.CCCCe C.CCC1Z
=(.(C(CET -CC0C(S CoCCC11
-C.CC06C -C.0CC1l2 Co.CCC(CT
-C.CCCel -C.CCC14 cCo.CCCC2
-C.CC0&1 -C.CCC1E -C.CCCCL

-C.CCCeC -C.CCC1E -C.CCCCH4

-C.CCC56 -C.0C017 -C.CCCCe
—C.((CSEt -(.CCC17 ~CaCCCCE
-C.CC057 -C.CCC1E -C.CCCCS
-C.CCCSE -C.CCC1E -C.CCCI1C
-C.CC052 -(.CCC1E -C.CCC1C
-C.CC0%1 -C.CCC1T7T -C.CCC1C

-(.CC04S -C.CCC17 -C.CCCI1C
=C.CCC4€ -C.CCCL1E -CaCCCIC
-C.CC044 -C.COC1€E -C,CCCCS

-C.(CCC4Z -C.CCC1E -C.CCCCS
-C.CC02¢ -C.CCC1E -C.CCCCS
-(.CCC37 -C.0CC14 -C.CCCCE
-C.CCC2Et -C.CCC12 -C.CCCCE
-C.CC022 -C.0CC12 -C.CCCCT
=(.CCC21 -C.CCClz ~CoaCCCCT
—C.CCC2¢ —-C.CCC11 -CaCCCCT
=C.CC027 -C.CCCY]1 ~C.CCCCE
-C.CC02¢ -C.CCC1C -C.CCCCE
-C.CCC22 -C.0CC(C -C.CCCCE
-C.CCC22 -0.CCCCS -C.CCCCS
~C.CCC2C -C.CCCCE -CaCCCCE
-C.CCO01S -C.CCCCE ~C.CCCC4
~C.CCC1E -C.CLCCT -CoCCCC4
-C.CCClé -C.CCCCT —-C.CCCC4
~C.CCCLE -C.CCCCE -C.CCCC4
-C.CCC14 -C.CCCCe -CoCCC(?2
-C.CCC12 -C.CCCCE -CaCCCC2
-C.CCG12 -C.CCCCE ~-C.CCCC3
=C.CCC1l -C.CCCCE -CaCCCC2
-C.CCO0IC -C.CCCC4 -CoCCCC2
~CeCCCIC -CLCCCC4 -CaCCCC2
-C.CCGCS ~-CL.CCCC4 ~CoCCCC2
-~C.CCOCE -C.CCCC2 ~CoCCCC?

C.CCCC1 ~C.CCCCA
C.CCCC1 ~C.CCCC4

FCR THE EXCCENCLS VARIAELE TERN STR
RESIC FI NCNRES I CH INVEM ANN CH F
-C.CCEET7 -CoCC2C4 -C.CCC4S Co.CCCCZ

C.C C.C C.C c.C
-C.C0CC2¢ C.CCCC¢ -C.CCC1T7 -C.CCCCC
-C.CCC47 CoCCCYY ~-CoCCC2C C.CCCCC
~C.CCCE¢ C.CCC12 -CoCCC1E CaCCCCC
-C.CCCEE (CoCCC1l3 -Cl.CCC11 C.CCCCC
-C.CCCE€¢ Cl.CCClz -C.CCCCE C.CCCCC
-C.CCC5%2 (C.CCC1C -C.CCCC2 cC.CCCCC
-C.CCC47 CoaCCCCT -CoCCCCl CoCCCCC
-C.CCC41 C.CCCCE C.CCCCC C.CCCCC
-C.CCC2¢6 (.CCCCZ2 C.CCCCY1 C.CCCCC
=C.0CC2]1 -CaCCCCY1 C-CCCC1 (C.CCCCC
-(.CCC2¢ -C.CCCC2 Cl.CCCC1 Co.CCCCC
=(.CCCc2 -C.CCCCE Co.CCCC1 Co.CCCCC
~C.CCC1G ~C.CCCCE CoaCCCC]l CoCCCCC
-C.CCC1%5 -C.CCCCE C.CCCC1 CaCCCCC
=(.CCC12 ~CaCCCCS CaCCCC) CaCCCCC
~C.CCC1C -CoaCCCCS CLCCCC1 CoCCCCC
-C.CCCCE -Co.CCC1C C.CCCC1 CaCCCCC
=C.CCC0CT7 =-C.CCC1C CoCCCC1 CaCCCCC
=C.CCCCE -C.CCC11 C.CCCC1 CoCCCCC
-C.CCCC4 ~C.CCCI11 Ca.CCCC1 CoCCCCC
=C.CCCC2 -CaCCC1] CoCCCCY CaCCCCC
-C.CCCC2 -C.CCCIC C.CCCC1 ~CaCCCCC
-C.CCCC1 -C.CCCIC Co.CCCCl ~CaCCCCC
=C.CCCCY1 ~C.CCCIC C.CCCC) ~CoCCCCC
-C.CCCCC ~-C.CCC1C C.CCCC1 -C.CCCCC

C.CCCCC ~CaCCCCS CaCCCCl ~CaCC(CC

C.CCCCC -C.CCCCS C.CCCCC ~CoCCCCC

C.CCCCl -C.CCCCE Co.CCCCC -CaCCCCC

C.CCCC]1 ~C.CCCCE CoCCCCC ~CaCCCCC

C.CCCC]1 -C.CCCCE C.CCCCC -CoCCCCC

C.CCCC1l -C.CCCCT C.CCCCC -C.CCCCC

C.CCCCI ~CoCCCCT CaCCCCC -CaCCCCC

C.CCCCIl ~-C.CCCCE Co.CCCCC -CoCCCCC

C.CCCC]1 ~C.CCCCE CoCCCCC -CaCCCCC

C.CCCCI ~C.CCCCE  CaCCCCC -CoCCCCC

C.CCCC] -C.CCCCE Co.CCCCC -CaCCCCC

C.CCCCl ~C.CCCCE Co.CCCCC -CaCCCCC

CoaCCCCI ~C.CCCCE CLCCCCC ~CoCCCCC

C.CCCCC -C.CCCCC
C.CCCCC -CaCCCCC



TCTAL
LAC

DMt P an D) e O

TLELE

INTERIM MLLTIPLIERS FCR THE

Ck CEM [ CF CCINC CF TINMEC
=240227S -C.CSE7E -2,2€72¢C
~Ceiltbdz —CaCZ4€) -Co23CEE
-C.2€6328 -C.Cla€l -C.CS24¢
-C.1€2¢6]1 -C.C(SC€ -C,CE3¢€¢€
-C.(S3E8E ~C.CCEC2 -C,CE21¢
-(.(518¢ -C.00416 -C.C€€22
-Ce(233C -C.CC212 -CaCTCCT
-C.C26CC -C.CC282 -CaC74756S
~Ce(23716 -CoCC21€ -C.C77473
~CeC23€4 -C.CC1S]1 -C.CTEED
-CeC241]1 -C.CC17E -CaC7SCS
=CeC245S -CoCC1€4 -CCPE27
-CeCzb4€z -CoCC1%¢ -CCT€EE
~C.0267¢ -C.CCl4€¢ -C.C74174
-Ce.C244]1 -CoCC172E -CoC721€
-C.C2384 -C.CC121 -C.CE<ZE
=(.(23(S -C.CCl24 -CoCEELE
-CeC2221 -C.CC117 -CoC€cS2
-CeC212€ -C.CC111 -C.C(ECE4
=C.C2C2¢ -C.CC1C4 -C.C5€137
=CeC192]1 -C.CCCSE -C.CEZ14
~C.C1817 -C.CCCS2 -C.C45¢¢S
-CeC1714 -C.CCCET —-CoC4ec2
~CeC1613 ~CoCCCEY -CoaC4l2¢c
-C.C1514 -C.CCCT7€ -C.C4117
-C.C142C -C.CCCT1 -C.C2E4E
-C.C132¢ ~0.CCCEe -C,C32557
-C.C124Z -C,CCCE€2 -C,C2325¢(C
-C.C116C -C.CCCET7 -CaCZ121
-C.C1C81 -C.CCCE2 -C.Cz2¢<CE
-C.CICCE ~C.CCCEC —-C.C27C2
-C.((G3E -C.CCC4E -CaC2512Z
-C.C(B72 -C.0CC42 -C,C2223
-C.CC81Y -C.CCC4C -C.C21€¢
-C.CC752 -C.CCC37 -C.C2CCS
~C.((66S -C.CCC24 -C.C1EE3
-C.(Ct4E -C.CCC22 -CuCliZE
-C.CC6CL -(C.CCCcc -C.01€5¢6S
=C.CC5%7 -C.CCCZT7 -CoCl4E1
~C.CC51€¢ -C.CCC2® -C.C1271
-C.(C47€8 -C.C0C22 -C.ClZ6E
~C.(C44c -CoCCC2Y -Ca(1172

169
(5-1¢%)

EXCGENCLES

CH FE RS CF LCANS

CallSzl ~2.74E57
=C.(CC42 ~CozEt2E
C.C22€7 -CoCESES
CoCEéE? ‘CoCZ?qq
CeCzt44 -CaCZ4€1
CeCl1SC2 -C.C4T1E
CoCl247 ~Cal€254
C.CCEC2Z -C.CTi21
C.CCE2G -C.CET44
C.CCECE -Ca(S424
C.0C427 ~C.CSELZ
C.CC3G7 ~C.(GG¢EE
CeCC371 -CoCSC2E
C.CC282 -C.CcT71
(eCC23% -C.(CSE16
CoCC22C -C.CS1Cc
C.CC3CE -C.CEEIS
CeCC2CSC -CoCEQ]LE
C.CCcit -C.CECCH
C.CCZ2€1 -C.CT157¢
CeCC24€ -CoCT1%€
CeCCc22 -CaCET41
C.CCZ18 -C.C€227
CeCC2CE -CoaCEChs
C.CC1SZ -Cl.CEcc¢€c<
C.CClEC -Co.CE2C(€<
C.CC1€E -CoC4E¢€¢€
C.CC157 -C.C4541
C.CCl4€ -CoC4222
C.CC126 -C.C3842
C.CC127 -C.C2¢€¢E
Ce.CCl1E -CaC341C
C.CC11C -C.C=1ee
CoCCICZ2 -C.C2¢€42
C.CCCS4 -C.Cci2C

C.CCC88 -C.Czt27
CoCCCEL -C.C2347
CQCCC7E ’C.(Zl7f

CQCCC7C -C.CZCI4
CQCCCCE 'C-C1564
C.CCCeC -CoCli2¢
C.CCCEE -C.(15GE

VARIRELE

1 EILL K

CFEMN M C CISC'T R

CeCCl2zS (L T€E1T
=CeCC11€ C.Z22E74
C.CCCE1 Coc4zi4
CoCCC2E ColE€ci
C.CCC2S (L.CSECH
C.CCCIE  (oCEE1E
C.CCC12 (C.C2C3C
C.CCCCS C.C1ECE
C.CCCCe€  (C.CCET¢
c.CCCCe cC.cCcCCcC?
CoeCCCCE -CoCC232E
C.CCCC4& -CaCCE44
CoCC(C4 -C.CCEEH
C.CCCCe -CCCTzE
C.CCCC4 -C.COTET
CoCCCC2 -C.CCT¢2
CoCCC(2 -CoCCic2
C.CCCC2 -CoCCT22
C.CCCC2 -C.CCTCE
C.CCCC?2 -C.CCeTE€
C.CCCC2 -CaCCe43
CoCCCCz -CaCCELC
C.CCCC2 -Cl.C0Cc77
C.CCCCZ -CaCCE42
C.CCCCez -C.CCE1
C.CCCCez -C.CCaTS
C.CCCCZ ~CaCC44C
C.CCCCez ~C.CClcC
C.CCCCZ -C.CC2G2

C.CCLC) -CoCCZeE
C.CCCCl -C.CC241}

C.CCCCl -C.CCZ1E
C.CCCCl -C.CCzSE
C.CCCCl -C.CCc7E

C.CCCC1 -CoCCZEE
C.CCCC1 -CoCCZ27
C.CCCC1 -C.CCz22C
C.CCCC] -C.CCzC4
C.CCCC1 -C.CC1ES
C.CCCCl -C.CC17E¢
C.CCCCl -C.CCléz
C.CCCC1 -C.CC1EC
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(-1¢%)

CCNTINLEL

C CLR €

INTERIM MULYIFLIERS FCR THE EXCCENCUS VARIABLE

RESIC F1 NCARES

~4,E2€E47

1.2€¢G8€ Col11484 -C.CE1CE -C.29557 -C.CE721

Ce24951 (L1C€53 -C.C4ETE -Ce47(S]) ~CoaCE2SS
~Ce2C31€ Cl.C551Z -CeCS2C% -C.%44C2 -C.(5SE1
~CeC€128 -CoCC442 -C.CESL4 -Co55132 ~C,(E12°¢
~Ce€7824 ~(CoCSE4F -Ca(E23C -Ca5217]1 -Co(€EE2T
~Ce12672 -ColC288 -CoCSEES -Ca474CC -C.C7S41
~Ce74CCS2 =Cal2727 -Callc4® -Ca41645 -(C.(C247
~Ce7267E -Col€2€7 —-Calzz2€ -Co3€42¢ ~C.1CC5E
=C.72211 -C.1ECEC -C.12E7]1 ~Ce312CE -C.11E87
=Ce7C0GS -CalS212 -Cal21¢C -(Co2€421 -Co132C27
~Ce€T57% ~Cal1GETS -Cal32€€ -Coz2132C -C.13662
~C.€47EE -C.2C182 -C.13144 -C.1€835G6 -C.141757
~C.€1841 -C.2C11€ -Col12E7]1 -CalSC€T -Cal822]
~C.SEB(E -Co1G5844 -Co124G6C -Colzzz2 -Ca15&42
~Ce€5747 -Cal162G1 -Ca12(22 -C,CST781 -C.15EEE
~CeS27CC -Co1EECS -Col152¢ -CaCT7CC -Co1852°¢
~C.4STCl ~CelB122 -Co1CSEE -CeCES3€E -Co15€24
=Ce4€772 =Cal17272 =Ca1C4?] -C.C444S ~C 156(CE
~Ce42937 -C.1€65E1 -C.CSETZ -CaC22(2 -CL152E€
=Ce412C4 ~CalST€ET -C.CS21€ -CoC21€62 ~C.14€61
~Ce2E584 =Co14G42 -C, (€771 -CeC13C4 -Ca1443C
~Ce2¢CEZ -Col4124 -C.CE824]1 -C.CCESSE -C.13¢21
=Ce227(C3 -Col221€ -Ca(772% -C.0CC24 -Co1237¢
=CeZ144€ ~Cal282S =-(.C7227 (CoCC436 -C.12ECT
=Ce26311 -C.117€€ -C.CE67¢7 C.CCECT -Co.lzz22
—Ce2712%€¢€ ~Ca11CeS -CoCE622C ClCI1CSS =-C.11621
=Ce224CC -CL1C224 -C.C5ES€ CLC1215 =-C.11C6C
~Ca22617 -CoCGEE] -CoCE46% (L.C147S ~-C.1C454
=Ce21644 -CoCSC1)1 -CoCS11€ CoC15SE -C.CSETE
=Ca.2C37€ —C.CE4CE -CoC4T7€C CoCl1€72 -C.(S21€
“Ca1E91C -C.CT7E2] -CoeC442% C.Cl718 -C.CETTC
=Ce11532G =CoC72SC -CaC4111 CaC1727 -C.(CEZ42
~Ce1€25G -C CETE] -CoC3ZE1T?T CoC1724 =CoC7727
~C.150€€ -C.C€2(2 -(a(2€41 C.C1714 -C.CT72E1
~Ce12954 -C.C58C4 -(CeC22E64 C(CoCl1€E]l -C.CETEE
=Ce1291G =CeC5434 -CaC2C44 C.Cl€27 =C.CE24¢
=C1165¢€ ~(C.CEC41 -CaC2€2C (o ClS€EE ~-(Co(5C2E
=C.110€1 -0.C4€7% -C.C2€12 C.C1%5zE8 =-C.C5%52]
=Ce 1022 ~CaC4227 -C.CZ241E CaCl4€€ -CoCE15€
-C.CS457 -C.C4C12 -CoCc227 C.C14C1 -C.C4EC?
=C.CET41 -CaC271€6 -(aC2C€6S C.C1224 =C,C447C

1 EILL R

I CF INVEN ANMN CF F

3.245CC C(C.C22€1
1.€SEST C.CC1TE€E
C.726€5 (C.(CZ5€E
Cecc€1l CoaCCzS1
Cal2C7E (.CCZES
CeCE2€2 (.CCZ€ET7
CeCz€41 (CoCCz3E
CeC2Cie C.CCeCC
Ce.ClEES (.CClE7
C.ClECC C.CC127
CeCl7€E C.CClIC
C.Cl€€S (LCCCEE
CeCléz2 CoCCCES
C.C183c (.CCCE2
CaCl441 (C.CCC4C
CeCl1347 C.CCCZS
C.Cl2€% (.CCC2Z1
CoCl1€7 C.CCC14
C.CI1CE4 C(C.CCCCE
C.ClCC€e C.CCCCs
C.CCs22 (.CCCC1
C.CCEES -C.CCCC2
CoCCECe ~CaCCCC4
CeCCEEE -(CCCCE
C.CCE27 -C.CCCCT
C.C((8¢SC -C.CCCCE
C.C(C%4€ -C.CCCCE
C.CCECE -C.CCCCE
C.CC4€7 -C.CCCCE
C.CC432 -(C.CCCCE
C.CC3¢S -C,CCCCE
CoC(2€c -C.CCCCT
CoC(CZ4] =CoCCCCT

CaCCc€l =-CaCCCCT
Co.CC2€C ~C.CCCCE
C.CC248 ~C.CCCCE
CoCCZz2C -CoCCCCE
C.CCcll -C.CCCCE
C.CCl1¢t -C.CCCCE
C.CClEC ~C.CCCCE
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TRELE {(E-1¢€)

FCF THE EXCCEMCLS VAFIZELE

Ck CEM £ CFH CCINC CH TIMEC CF FR RS

C.€S06G¢€

C.CC24¢
C.C125¢
C.CeCcc
C.C267¢
C.C202¢€
€C.C2211
C.C227¢
C.C22¢€°¢
C.C2157
C.C3Cs1
CeC2GE2
C.C282C
C.(267C
C.Ce517
C.C23¢¢
C.C2217
C.C20174
C.C193¢
C.Cl18(C¢
C.Cl676¢
C.C1561
C.Cl45¢C
CeC1l34¢
CaCl24E
CeCliE7
C.ClC71
C.C(G%2
C.CCT1E
C.C(845S
C.CC78E5
C.CCT72¢
C.CC6IC
C.CC61¢%
C.CC512
C.CCH52¢
C.CCatET
C.CCa5C
C.(C4lc
c.CC383
(.CC352
C.CC32°¢

C.028272

C.CCCc<C
C.0GC142
C.CCliC
C.CC1E4
C.CCl85
C.CClEC
c.CClee
C.CC17E
C.CCliC
C.CCle2
c.CC1¢2
C.CCl44
C.CCl2E
C.CClc71
CeCCllE
C.CCl1C
c.cc1cz
C.0CCsS¢
C.CCCECS
c.CCCe3
C.CCC17
C.CCC1T1l
C.CCCEE
C.CCCel
.CCCc¢
C.0Cce2
C.CCC48
C.CCC4ac
0.00C41
C.CCC2E
C.CCC2t
c.CCC22
c.CCC2C
C.CCcze
C.CCCze
C.CCC24
c.C0Czz2
C.CCCeC
c.cCc1ie
c.CCC17
C.CCC1¢

CeCC2€7 -CCCCT4
CeC7528 -CoCCZc4
C.C(SESC -C.CC23E
ColC22€ -CoCC4C?
C.1C2€¢ -Cl.CC43E
CelC2tl -CaCC4C1
C.1CC22 -C.CC45C
C.CS€€2 -C.CC44C
CeCS24C -CaCC42Z4
C.CBTEL ~CoCC4CE

CeCE2(4 ~C.CC2ES
C.C7€22 -CaCC2¢4
CoeC7247 ~C4CC2473
C.CeEE2 -CL.CC221

C.C€424 ~C.CC2CI
C.C€CCE ~C.CC281
C.CE€G¢E ~CaCC2€2
CeC52CE8 -Co0Cc244
C.Ca841 -C.CC221
C.C44S7 -C.CC211
C.C4173 -C.CCISE
CoC2E7C ~Co.CC1E2
C.C2CE€ ~CCC1ES
CoC2222 -C.CC156
C(eC2CT7E ~CaCC14c
C.C2E4E ~C.CC1324
CoC2€622 -C.CCl24
CaC2422 ~CoCC11E
CaC224G ~C.CC1CE
CeCZCTE -Co(CCCcE
CeClS1S -C.CCCSH
CoCl1€2€ -CaCCCT7
C.C181C ~C.C0CCT1
CoCl32C4 ~C.CCCEE
CoClzE€ -C.CCCEL
CeGl1EE -C.CCCSE
CoC1CS4 ~CoCCCE2
CeClCCS ~CLCCCHE
Ce(CS2C ~C.CCCl4
CoCCEESE -CLCCC41

CCNT

C+ LCANS CFEN M C
c.1CECE -CoaC(CEC

CeClcCz -CoCCCCH
C.CETE] -CoCCCC2
Cell4d44 -CLCCCCH
Coelc€EZ =CaCCCC4
Col22(CE& ~-CoCCCCE
(.122C4 -C.CCCCE
«12122 ~CoCCCCE
Co.l275C -CaCCCCE
Celzzit =-CaCCCCE
CelliZz =C.CCCC4
- .CC((‘l
ColCE12 ~-C.CCCCH4
C.CSEGE ~C.CCCCH4
C.CC2EE -CaCCCC2
C.CE€GE ~-CLCCCC2
C.CE12E ~-C.CCCC2
CoCit7S -C.CCCC2
C.CiCEC =CoCCCC2
C.C€56€ -C.CCCC2
CoCE€1CE —CLCCCC2
C.CS€€7 -C.CCCCe
C.C825¢8 =-C.CCCC2Z
CeC4€74 ~-C.CCCC2Z
CeC4clée -C.CCCC2
CoC41Ec ~-CaCCCC2
CeC2€71 -Co.CCCCI
C.C38581 -C.CCCC]
CoCZ212 ~-C.CCCC1
C.C2C€1 =-C.CCCCI
C.C2€2¢ -C.CCCC1
CeC2€1¢ =C.CCCC1
C.Cc4lé -C.CCCC]
CeCzzs -C.CCCC1
CeC2CE7 =C.CCCC1
C.ClESS ~-C.CCCC1
CeClite -CaCCCC1]
C.Cléle -C.CCCCI]
C.Cl4¢<1 -C.CCCCI
C.C137¢% =C.CCCC1
C.Clzét -C.CCCCC
CoCll€S -C.CCCCC

[an}

CISC'T R
Cezcblt

C.C

CeCC241
C.CCESE
C.CC77¢
t.CCc(C2
C.CCSEL
(.ClCee
C.ClC2¢
C.ClC2E
C.CICCE
C.CCST72
C.CCS21
C.CCEET
C.CCE4C
(.CCTCG2
C.CC744
C.CCeSE
C.CC€ce
C.CCeECS
C.CCE€7
C.CCEcE
C.CC4S1
(.CC4c¢
C.CC422
.CC262
C.CC2¢2
C.CC227
C.CC211
C.CCzEE
C.CCzeée
C.CCz46€
C.CCczE
C.CC2Z1C
C.CC1C¢
C.CC17¢
C.CClee
c.cC1t2
C(.CC141
.CC12C
C.CC12C
C.CCI111
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TABLE (5-1¢)
CCMTINUEL

INTERIM MULLTIPLIERS FCR THE EXCCENCULS VARIRELE CCVY E F
CNP C MNCNCLE C CLR € FESIC F1 MCNERES 1 CF INVEN ANN CH F
TOTAL 17.71628 £.74S5C 2.,5€41€ -1.403(S 1C.27€7]1 ~C.4€7S€ (.CC474
LAC
C 1.C%444 (.CEESC (.C€zCE C.C CeS1G4E ~Ca(l136G  (oCCCCIH
1l 1.C152¢ 0.147¢1 Coell1€22 -C.CC312 C,7933¢ ~-Ce{23C17 (.CCCCI
2 (.G5€3€6€ Ca1911G C.14E£8 -CL.CCECE Co€S€42 -C.C42¢E (.CCCC3
2 ClSEC€E€ (ec22CEZ2 (o1€57C -Co.C129C (Ca€171€ -CoC3S14 cCoCCCCE
4 CaS1313 Ce2268€ (o172C4 -(CaC2CC2 Co®5242 ~CaC3232]1S (L CCCCE
€ C.ET154 (.25C71 Ce17422 -C,C256€ C.SCCS4 =C.CZECT C.CCCIC
€ (827232 (.2551E (Cel7177 -CoC2142 Ce45C¢Cl ~CaCZ411 C.CCCIlZ
T C.TEL8S C(e2%47S (.1€€76 -CoC2€z22 Ca417&2 =CoCz1CS CL.CCCL4
B Cel2€21 (aZ2S5CTT C.1€C2€ -CaC4C26 Co32€427 ~-C.C1ETE (L CCCLE
G Ce€S1l2S Cl.244CF Ca152€7 -Cl.C472S1 (e3254E2 ~C.ClEEE  (L.CCCLE
Co€4T€T Ce2354S C(a144SS -C.C4€CC C.2%2€51 ~CaC1%2€ (C.CCC1T
Ce€C55¢ (.225€2 Cel12€£4 -(oC4777 C.2C47% -C.C13S4 (C.CCCLE
CeS€51€¢ Cacl4S4 (12872 -C.C4EEE CoezEZlz ~CoClZ7€ (LCCCLE
C.52674 (C.2C281 C(C.12C74 -C.C4S41 C.2€22¢ -C.C117C C.CCC1E
C.4€C22 (C.16251 C.112CC -C.C4S42 C(C.z4SCl -C.C1CT7€ (C.CCCI1E
Ce4tS56¢ Cal81c€ C.1CEE4 -(,C4SCC CoZ2Z2ECE =-C.CCSSC C.CCCIE
(.4235€ (Col7C17 CoCSE4l -C.C4825 Coecziz?2t -C.CCS11 CL.CCC1T
Ca2631¢ C.1%641 C(C.CS1€4 -Ce0471E Col1S771 -C.CCE4C CL.CCCLT
Ce2€47C Col4SC2 (.CE8SZ4 -C.C45€8 C.1E4CE ~C.CCTT74 (oCCClE
Co228C7T Cal36CS Ca(762C -C4C443S Cel7126 =-C.CC712 (.CCCLE
«3131¢ C.126€Z2 CaC7282 -(C.C4zi€¢ C(e15S2E -C.CCESE  (L.CCCLS
C.2SCCC C.120€5 C.C€E2C -C.C41C2 C.l14€24 ~C.CCECE C.CCCl4
Coz€82¢ (Co11217 CoeCé€222 -(oC2€22 (.12782 -C.CC5%C (.CCC12
Ce2482S Q0. 1C41E Co.CSEET -CaC274C ColzECS ~CoCC81% (.CCCl2
CeziS€( C.(CG6€S Co.CE422 -C.C2555 (11856 -CCC475 (.CCClz
Cezl22% C.CECEE CaCSC1S -CoC2371 (Co11C4S -C.CC42E (C.CCCI11
CoelS614 CL.CE2CS CaC4€43 -C,C21SC C.1Cz%¢ -CaCC4C4 C(C.CCCIC
Cel€12C CoaCT1€SE (aC42G62 -(CaC3Cl1 C.CSE1€ -C.CC372 CoCCCIC
Cel€T73€ CoC7122 CoC3S€E -CoC2EAE (L(EEZE =-CoC(342 (.CCCCS
ColS4832 (L CESSC CoC2€€ET -C C2€7C C.CEIED =CoCC31€ (LCCCCE
Col42€E (.C6CSE C(C.C33EE -C.C25C8 C.C7582 -C.CCZ2S1 C.CCCCE
Col21€€ 0.C5€24 (C.C212S -C.C22S2 (.(7C227 -C.CC2€€ (C.CCCCT
Cel214S CoC52C7 C.C2EES -(C.C22C? C.(€SC4 -CoCC247 Co.CCCCT
Cel112CE CoC4EIC CoCc€€€ -C.CcC61 CaC6C21 -C.CC22E C.CCCCE
24 C.1C33F C.C4442 CoC2z4€1 -C.C1S27 (C.CE%72 =-CoCC21C Co.CCCCE
28 (.(653% (.C41C2 (C.CZz271 -C.C17SS C.CE1%54 =-C.CCIS2 (C.CCCCE
36 C.CET7Sz C.C27E7 (aC2CS% —CeClETE C(CoaC47€67 -C.CC1TE  C.CCCCE
27 C.CEICE (C.C34S% C.C1522 -C.C15€2 C.C44C1 -C.CC1E4 C.CC(CCE
28 C.C7472 (C.C2224 CoCl7E2 -CoC1456 CoC4CT74 -C.CClE1 C.CCCCH4
36 C.Ce88F ClCZS75 (aC1€42 -CoC12E€ C C37€¢S -CaCC12¢ (C.CCCC4
4C (C.C634S C(C.C2744 C.ClS15 -C.C12E5 (2478 -C CClcE (C.CCCC4



TC12L
LAC

WD Al (MR DN e~ O

1C
11
12
13
14
1€
1€
17
1€
1S
2C
¢l
22
e32
¢4
2¢
et
¢l
<8
<S5
3C
21
22
32
24
2s
¢
27
28
25
4C

INTERIM MULLTIPLIERS

C+ CEVM T

-C.CCCEE

C.C
c.CCOCc<
C.CCOL7
C.CCC1C
C.CCC1E
C.CCCl4
C.CCoCs
C.CCCCE
C.CCOCI1
-C.CC0C<e
-C.CCOCH4
-C.CCOCE
-C.CCOCT

TABLE

FCR Tt+E

Cr CCINC CF TIMEC

-(C.0C0C14 -C.Z1€C73

C.C -Cez41¢CE
-C-CCCCC "CQCSQEE

-C.CCCCC -CoaC1clS

=(.CCCCC -CaCC2EE
-C.CCCCC -Co.CCCEY
=C.CCCCC -C.CCC1E

-C.C0CCC1 ~-C.CCC12
°CQCCC(1 -(.CCCIE
-C.CCCC1 -C.CCC1S
-C.CCCC! -C.CCCz2
~(.CCCC] -C.CCC2?
-C.CCCC1 -C.CCC2E

~C.CCCC1 ~Ca.CCC2¢

=C.CC0CT -C.CCCCC -CaCCCE

-C.CCCC(CE

-C.CCCCC ‘C.CCCZE

=C.CCCCE -CaCCCCC -CaCCC24

-C.CCOCE

=C.CCCCC ~-CaCCCe2

-C.(CO0CE ~C,CCCCC -Co.CCC23
=(.CCCC7 -C.CCCCC -CaCCCc2
-C.CCOCT -C.CCCCC -CaCCC21
-C.(C0CT ~C.CCCCC ~-CoCCC1S
=C.CCCCT -C.CCCCC —-CaCCC1E

-C.CCC0C¢ -C.CCCCC

-C.CCC17

-C.CC0CEé -C,CCCCC -C.CCCLE

-C.CCCCE¢
-C¢.Ccccs
-C.CCCCE
-C.CCOCE
-(.CCCC4
-C.CCOC4
-C.CCOCH4
-C.CCCC4
-C.CCCC2
-C.CCcC2
-C.CC0cC?
—COCCOCZ
-C.CCCC?
-C.CC0Cz
-C.CCOC2

-C.CCCCC -C.CCC1E

-C.CCCCC -C.CCC14
-C.CCCCC -C.CCC14

~-C.CCCCC -C.CCC17

-C.CCCCC -C.CCCI2
-C.CCCCC —-CaCCC11
~C.CCCCC -C.CCCIC
-C.CCCCC -CaCCCIC
=C.CCCCC -CaCCCCS
-C.CCCCC -C.CCCCE
~(.CCCCC -Ca.CCCCE
-C.CCCCC ~-C.CCCCT
~C.CCCCC -C.CCCC?
-C.CCCCC -Co.CCCCE
-C.CCCCC ~C.CCCCE

-C.CCCCZ -C.CCCCC -Co.CCCCE

-C.CCO0Ce

-C.0CCCC -CeCCC(CE

173
{c-17)

EXCGENCLS VARIPELE

Ct FF RS (F LCANS

EILL R2Y

CFEN M C CISC*'T R

~C.CCEEE -Ca(C24¢
~CeCC43C C(C.C
-C.CCcC2 C(C.CCCeT
-C.CCC12 (.CCCc<t
-C.CCC1E C.CCCET
-(.CCCC1 C.CCCe4
C.C0CCC2 C.CCC4cC
C.CCCC2 C.CCClE
.CCCC2 Co.CCCC2
C.CCCC2 -C.CCC1C
C.CCCC2 ~Cl.cLCC1S
(.CCCC]1 -C.CCC2¢
€C.CCCC1 -C.CCCzE

C.0CCC1 -C.CCC21
C.CCCC1 -CaCCC22
C.0CCCl1 -C.CCC22
(.CCCC1 -Cl.CCC22
C.CCCC1 ~-CaCCC21
C.CCCC1 -Co.CCC2C
(.CCCC1 -C.CCC2¢
C.CCCCI -C.CCC27
C.CCCC1 -C.CCCzE€
C.CCCCl ~-Co.CCC2E
C.CCCC1 -CoCCC22
C.CCCC1 ~-Cl.CCCez
C.CCCC1 -CoeCCCe]
C.CCCCl -C.CCC1S
(.CCCC1 -C.CCCLE
C.CCCC1 -C.CCC1T
C.CCCCl -C.CCC1€
(.CCCC1 -C.CCC1E
C.CCCCC -CoCCC1e
C.CCCCC -C.CCC12
C.CCCCC -Cc.CCC12
c.CCCCC -C.CCC11
C.CCCCC -C.CCC1C
C.CCCCC -C.CCC1C
C.CCCCC -Cc.CCCCS
C.CCCCC -C.CCCCE
C.CCCCC -CoCCCCE
C.CCCCC -C.CCCCT
C.CCCCC -CoCCCCT

-C.C0C1¢cs C(.CC2E1]
=C.CCcz2z (.C
C.CCC4C C(C.CCCS2Z
-C.CCCCE C.CC1CE
C.CCCC)1 (C.CCCEe
<C.CCCCC CaCCCES
CoCCCCC CaCC(C2¢
C.CCCCC CoCCCc4
C.CCCCC Ca.CCClE
C.CCCCC C(CoCCCCE
C.CCCCC C.CCCCH
C.CCCCC (o.CCCCe
C.CCCCC C.CCCCC

C.CCCCC -C.CCCC
CeCCCCC -CaCCCC2
CoCCCCC -CaCC(Ce
CoeCCCCC -CoCCCCe
CaCCCCC -CaCCCC2
C.CCCCC -C.CCCC2
C.CCCCC -C.CCCC2Z
C.CCCCC -Co,CCCC2
C.CCCCC ~C.CCCCZ
C.CCCCC -C.CCCC2
C.CCCCC -CaCCCC2
C.CCCCC -Cl.CCCC2
C.CCCCC -CoCCCC2
C.CCCCC -CLCCCC
C.0CCCC ~-C.CCCCe
C.CCCCC ~-Co.CCCCZ
C.CCCCC -C.CCCCH
0.CCCCC ~C.CCCC1

C.CCCCC -C.CCCC1
C.CCCCC -C.CCCC1
C.CCCCC -C.CCCC1

C.CCCCC -CaCCCCI
c.CcCcccc -cl.CCCCH
C.CCCCC -CoCCCCI
C.CCCCC -C.CCCC1
C.CCCCC -C.CCCC1
C.CCCCC ~C.CCCC)
C.CCCCC -C.CCCC]
C.CCCCC ~CaCCCCH
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(5-17)

CCMTINLEL

FCE THE EXCCENCLS VARIAELE

ETLL

NCNRES | CH INVEN

—CeC2C27 =CoCCTGE -CaC22E2 -CoCCETY ~CaCC2CE

C.C c.C
CeCCC17 ~-CaCCC4E

ChP C NCNCLE C CUR G FRESIC FI

-C.C€2¢E
C.C C.C C.C C.C

-C.CCO67 -C.CCCCE (CaCCCz€ -C.CCCED
—CeCCLEC -CaCCC2]l C.CCC44 -CLCC1ES
=CeCC227 =C.CCC24 (o CCC4e -CoCC21E
=C.CC24E -C.CCC4E (CoCTC2E -CLCCZ4C
-C.CC2%¢€ —-C.CCCEE (. CCC16 -C.CCz4C
=C.0(025¢ -C.CCC€2 C.CCCC2 -C.CC22E
-C.CC25¢ -(C.,CCCe7 -C.CCC11 -C.CCzC®
=C.CC2€% -C.CCCT1 -CoCCC2z2 ~-C.CC1EE
~C.CC251 -C.0CCT4 -C.CCC3C -C.CC1E2
=C.0C24% -CoCCCT1E ~C.CCC2€ -C.CC14]
-C.CC22€ -C.CCCi€ -C.CCC32S -CLCC1l21
=C.CC22C -C.CCC7% -C.CCC4) -C.CC1C2
-C.CC221 -C.CCCT74 -CoCCCa2 -C.CCCEE
-C.CC21z -C.CCCT2 -C.CCC42 -C.CCCTz
-C.CC2C2 -C.0CC71 -C.CCC42 -C.CCCEC
=C.CClS2 -C.CCCES ~CoCCC4]1 -CL.CCCH4C
-C.CC182¢ ~-C.0CCEE -C.CCC2G6 —-C,.CCC4C
~C.C(172 -C.CCCE4 -CoCCC2E ~-CLCCC22
-C.CCl6? -(CoCCCE1 -C.CCC2€ -C.CCC25
-C.CC152 -C.CCCEE ~-C.CCC24 -C.CCC1S
-C.CCl4¢ -CaCCCEE ~-(.CCC22 -C.CCC1E
-C.CC132¢ ~-C.CCCE2 ~CaCCC3C -C.CCC11
-C.CCl2¢ -C.CCC4S -C.CCC25 -C.CCCCT
=CeCCl1E -C.CCC47 -CaCCC27 ~-C.CCCCE
-C.CCLl1l -C.CCC44 -CoCCCZE -C.CCCC2
-(.CC1C2 -C.CCCA1 ~C.CCC24 -C.OCCCI
-CeCCCC¢ -C.CCC2S -CaCCC22 C.CCCC]
-C.CCOSC -C.CCC2€ ~-C.CCC2Z1 C.CCCC2
-C.CC084 -C.CCC24 ~-C.CCC1S C.CCCC3
-C.CCO07& -C.CCC2Z ~C.CCC1E C.CCCC4
-C.(C072 -C.CCC3C -C.CCC17 C.CCCCH4
-C.CCC€T -CL.CCCZE ~ClCCC1E6 Co.CCCCS
-—C.CCCbz -C.CCCZE ~C.CCC1E C.CCCCE
-C.CCCHE -C.CCCz4 -C.CCCla C.CCCCE
-(.CCC54 -C.CCCzz -CoCCC12 (C.CCCCE
-C.CCC5C -C.CCCzl -C.CCC12 C.CCCCE
-C.CCC4€ -C.CCCIS -C.CCCI11 C.CCCCS
-C.CCC42 -C.CCClE -C.CCCIC Co.CCCCS
-C.CC04C -C.CCCI1T -C.CCCCS (C.CCCCS
~C.CCC37 -C.CCCIE -CoCCCCS CoCCCCE

C.CCC5C -C.CCCT2

CeCCCEE -(aCCCE4

C.CCCE2 -C.CCC24

C.CCC4€ -C.CCCIE

CoeCCC2€ -CoCCCCT

C.CCC2¢ -C.CCCCH

C.CCC12 Co.CCCC2

C.CCCCz C.CCCCE
~C.CCCCE C.CCCCE
~C.CCC17 C.CCCCe
-C.CCCc4 C.CCCCe
~C.CCC23C C.CCCCe
~C.CCC2¢8 (C.CCCCE
-C.CCC2¢ cC.CCCCE
~C.CCC4z C.CCCC4
~C.CCC42 C.CCCC4
~C.CCC4E C.CCLC4
~C.CCC4E C.CCCCH4
~C.CCC4E C,CCCC2
-C.CCC4c C.CCCC2
~C.CCC44 C.CCCC2
~C.CCC42 C.CCCC2
~C.CCC41 C.CCCC2Z
~C.CCCaC C.CCCC2Z
~C.CCC28 C(C.CCCC2
-C.CCC27 C(C.C(CC(2
-C.CCC2E C.CCCCzZ
-C.CCC22 C.CCcCC2
~C.CCC22 C.CCCC2Z
-C.CCC3C cC.CCCC1
-C.CCCz2E C.(CCC]
-C.CCC27 C.CCCC1]
-C.CCC2t% C.CCCC1
-C.(CC24 C.CCCC1
-C.CCCcz C.CCCC]
-C.CCC21 Q.CCCC1
=C.CCC1¢ C.CCCC]
-C.CCClE C.CCCC]

R3Y

ANN CH F
(.CCCCT

C.C
~-(.CCCCC
(.CCCccC
.ccccl
C.CCCC1
C.CCCC1
C.CCCCI
C.CCCCl
C.CCCC1
C.CCCC!
c.ccccc
t.CCCCC
t.CCCCC
C.CCCCC
.CccccC
t.CCCCC
C.CCCCC
c.Cccccc
t.CCcCcC
C.CCcCCC
c.CcCCcCcC
C.CCCCC
-C.CCccCcC
-C.CCCCC
-C.CCCCC
-C.Ccccc
-C.CCccc
-C.CCCCC
-C.CCCCC
-C.CCccc
-C.CCCCC
=C.CCCCC
-C.CCcccC
-C.CCCCC
-C.CCcCcCC
-C.Ccccc
-(.CCccCC
-C.CCCCC
-C.CCCCC
-C.CCCC(
-C.CCCCC
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(£-1€)

INTERIV MULTIPLIERS FCR THE EXCCENCL

C+ CEM € CF CCINC

t.CCOct

c.c
-C.CCOCE
-C.CCO11
-C.CCC13
-C.CCO1lc
-C.CCC1IC
~C.CCOC¢
-C.CCo(:
-C.CCCcCl

c.ccccl

c.ccocz

C.CCCC4

C.CCCCH4

C.CCOCE

C.CCOCE

c.cCoce

C.CCOcCE

c.cccce

c.CcCCcCt
c.cccce

C.CCCCE

C.CCOCH4

.CCCC4

C.CCOC4

€C.CCQC4

C.CCCC4

€.CCGC2

(.cCcC3

.CCCC(?

C.CCoC3

c.cccc2

C.CCCC2z

C.CCCCz

C.CCCCZ

C.CCCCe

C.CCCC<Z

C.C(CCC2

ct.CCoCe

C.CCC(C1

Cc.CCCC

C.CCOC1

(.CCCCs

C.C

C.ccccce
c.ccccc
c.ccccc
.ccccc
C.CCCCC
C.CCCCC
c.CCCcCC
c.ccccc
c.ccccc
C.CCCCC
c.ccccc
c.CcCccc
c.ccccc
c.cecccc
c.CCCCC
c.ccccc
c.CCCccC
C.CCCcCC
c.CCCCC
c.ccccc
C.CCCCC
c.ccccc
c.CcCCccC
C.CCCCC
c.ccccc
c.CCCCC
c.CcCCCC
c.CCccc
c.ccccc
t.CcCCcCcC
c.ccccc
C.CCCCC
C.CCCCC
c.CCC(CC
c.CCC(C
c.Ccccc
C.CCCCC
C.CCCCC
C.CCCCC
c.Cccccc

C.CCEE
C.CClE¢
C.CCC4C
C.CCC11
C.CCCCe
C.CCCIC
C.CCC12
C.CCC1l4
C.CCC1¢
C.CCC17
C.CCC17
C.CCC1Y7
c.cccv
C.CCC1¢
C.CCC1¢
C.CCC15
C.CCC1E
C.CCC1l4
CeCCC12
C.CCC12
c.ccCle
C.CCC11
c.CCC1IC
C.CCCIC
C.CCC(Cs
c.cccce
c.CcCCCe
C.CCCCT
C.CCCCT
C.CCCCE
C.CCCCE
C.CCCCE
C.CCCCE
C.CCCCE
C.CCCCa
C.CCCC4
C.CCCC4
C.CCCC4
t.CCCC2

C+ TINEC C+ FR RS

C.CC4€2

C.CCzE2

C.CCl4C

C.CCC4sS

€.CCC12

(.CCCC1
-C.CCCC2
-C.CCCC2
-C.CCCC2
-C.CCCC1
-C.CCCC1
-C.0CCC]
-C.CCCC1
~(.0CCC]
-C.CCCC1
-C.CCCC1
-C.CCCC1
~C.CCCC1
-C.CCCC1
~C.CCCC1
-C.0CCC]
-C.CCCC1
-C.CCCC1
~C.CCCCl
~-C.CCCC1
~C.CCCCC
-C.CCCCC
-C.CCCCC
~C.CCCCC
~C.CCCCC
-C.CCCCC
~C.CCCCC
~C.CCCCC
-C.CCCCC
~C.CCCCC
-C.ccccc
-C.0cCccC
~C.0CCCC
-C.Ccccc
~C.CCCCC
~L.CCCcC
~C.CCCCC

VARTAELE

TINECRAY

Ct LCANS CPENM M C CISCYT £

C.CC221

C.(
~C.CCC44
-C.CCCe2
-C OCCCEG
-C.CCC42
-C.CCC27
-C.CCC12
-C.CCCC1

C.CCCCT

c.CCC12

C.CCC17

C.CCC1S

C.CCC21

c.CCCZ1

C.CCCZ1

CeCCC2I

CeCCCc1

C.CCC2C

C.CCCIS

C.CCC1E

C.CCClE

C.CCC17

C.CCC1le

c.CCC1¢

C.CCCle«

C.CCC1?2

c.CCClz

C.CCC11

c.CCCil

C.CCCIC

C.CCCCS

C.CCCCS

C.CCCCE

C.CCCCE

C.CCCCT

c.cccci

C.CCCCE

C.CCCCE

c.CCCCE

C.CCCCS5

C.CCCCH4

c.ccczav

C.CCCs1
~C.CCCCE

C.CCCC2
-C.CCC(C

c.CCcccc
-C.CCCCC
-0.CcCccC
-C.CCCC(CC
=C.CCC(C
-C.CCCCC
=C.CCC(C
-C.CCCCC
=C.cCccc
-C.CCCCC
~C.CCe(cc
-C.CCCCC
-C.CCCC(CC
-C.CCCCC
~C.CCCC(C
-C.0CCcCC
-C.CCCCC
-C.CccccC
-C.CCCCC
-C.CCCCC
-C.CCCCC
-C.CCCCC
-c.ccccc
-C.CCCCC
-C.CCCCC
-C.CCCCC
-C.CCC(CC
-C.CCCCC
=C.CCC(CC
-C.CCCCC
-C.CCCCC
~C.0cccc
-C.CCCCC
-C.CLL(C
~-C.CCCcCC
-C.CCCCC
-C.CCccc

-C.CCct¢€

CeC
-C.CCCE1
-(.CCCTC
-C.CCCET
-C.CCC4C
-(.CCC2¢
~C.CCC17T
=(.CCCLC
-C.CC(CE
-C.CCCC2
-{.0CCCH
-(.CCCCC

C.CCCC

(.CCCC1

C.CCCC1

(.CCCC2e

C.CCCCe

C.CCCCzZ

C.CCCC2

(.CCCC2

(.CCCC2

C.CCCCH

c.CcCCCl

c.CCCCl

(.CCCC1

C.CCCC1

C.CCCC1

C.CCCC1

C.CCCC1

(.CCCC1

C.CCCCI

t.CCCCI

c.CCCC1

C.CCCC1

C.CCCC1

c.ccccl

.CCCC1

(.CCCC1

C.CCCCC

C.CCCCC

(.CCCCC
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CAP
C.C423C

C.C

C.CCCE4
CeCCleC
C.CCl%e
C.CClET
CeCCl7c
C.CCL 74
c.CC173
C.CC171l
C.CCL16S
CaCCléc"
C.CCl6C
C.CC15¢
C.CCl4cS
C.CCl4?
C.CCl3¢
C.CCl2¢
C.C(1213
C.CCl1€
C.CCLCS
c.CC1C2
C.CCO¢%1
C.CCCG1
(.CCOE"
C.CCCEC
C.CCO4
C.CCCE<
C.CCCce*
C.CCCoC
(.CCCS¢
C.CCC5¢
C.CCCA4S
C.CCC4E
C.CC042
C.CCC3¢
C.CCC3¢
C.CCC33
C.CCC2]
C.CCO2S
C.CCC21
C.CCOoceE

C.Cl3é¢

c.c

c.CCCcCE
C.CCC14
.CCC2z2
C.CCC21
c.CcCC27
C.CCC42
C.CCC4E
C.CCCHE
C.0CCA4S
C.CCCEC
C.0CCS1
(.CCCE1
C.CcCC=C
C.CCC4S
C.CCC4t
C.CCC4¢
C.CCC4E
C(.CCC413
C.CCCal
C.CCC26
C.CCC27
C.CCC2¢
(.CCC22
c.CcCC2]
c.ccczac
C.CCCcE
C.CCCczé€
C.CCCz4
C.CcCC22
c.cCCz1
CeCCCZC
C.CCC18
C.CCC17
CoCCClE€
C.CCC1¢
C.CCCl4
C.CCC]2
C.CCC12
C.CCC11
C.CCC1C

TZELE

176

(S-1¢E)

CCNTINLEL

INTERIM MULTIPLIERS FCR THE

C MNCLER C CLR C

EXCCENCLS VARIZAELE

RESIC FI
C.CCE25 (C.CleCl
C.C C.C
-C.CCC17 C.CCCts
=C.CCC2C cC.CClIC
-C.CCC21 C.CC14¢
-C.CCC24 C.CClel
-C.CCC12 C.CCléE1
~-C.CCCC2 C.CC1E2
C.CCCC7 C.CCl4cC
C.CCC1E C.CClzE
C.CCC2C C.CClIC
C.CCCz4 C.CCC5cE
C.CCCze& (C.CCCEZ
C.CCC28 C.CCCES
C(.CCCzE C.CCC(5E
C.CCCz€ (C.CCCA4S
C.CCCZE C.CCCA4C
C.(CCZ7 (.CC(C32
C.CCCzé& C.CCC21
C.CCC2® c(C.CCC21
C.CCC24 C.CCCLT
C.CCC23 (C.CCC12
C.CCCec2 C(.CCCIC
C.C(CCzC C.CCCCT
(.CCC19 C(.CCCC5
C.CCClE C.CCCC?
C.CCC17 C.CCCC2Z
CoCCC16 C.CCCCC
C.CCC1E -C.CCCC]
C.CCCl4 -C.CCCC1
C.CCC12 -CaCCCC2
C.CCC12 -C.CCC(C2
C.CCCl1 -C.CCCC3
C.CCC11 -C.CCCC2
C.CCCIC -C.CCCC2
C.CCCCS -C.CCCC3
C.CCCCE -C.CCCC4
C.CCCCE -C.CCCC4
C.CCCCT -CaCCC(2
C.CCCC7 -Co.CCCC2
C.CCCCe -CaCCCCA
C.CCCCe -C.CCCC?

NCNFES I
C.CCEEE

C.C
-C.CCC11
~C.CCC24
-C.CCC27
*C.CCCBG
=C.CCC21
~C.CCCz4
-C.CCC1T
-Cl.CCCCc<
-C.CCCC1

c.cccce

C.CCCI1

C.CCC1lE

c.CCCzcC

c.CCC22

C.CCCZ€

C.CCCzE

c.cccz2s

c.CCC2c¢

C.CCC3C

C.CCC2C

C.CCC2C

C.CCCZS

C.CCC2¢

C.CCCZE

c.CCC27

C.CCCzé€

c.cCczc

C.CCC24

C.CCCz2

C.CCC21

C.CCC2¢C

C.CCCI¢S

C.CCC1E

C.CCC1T

C.CCC1l¢

C.CCC1E

C.CCC1¢

c.Cccc112

C.CCCl2

TIMECRAY
(+ INVEM 2NN (F F
CoeCC14C -C.CCCCE
C.C C.cC
C.CCCZ2 cC.CCCCC
C.CCCEC ~cC.CCCCC
C.CCC4E -C.CCCCC
C.CCC2¢ -c.CCCCH
C.CCC22 -cC.CCCC1
C.CCC1e -C.CCCC
C.CCCCE -C.CCCCH
C.CCCCC -caCcC(CC
-C.CCCCz ~-C.CCCCC
-C.CCCC2 -C.CCCCC
-C.CCCC4 -C.CCCCC
~C.CCCC4 -C.CCCCC
-C.CCCC4 ~-C.CCCCC
-~(.CCCC4 -CaCCCCC
-Cl.CCCC2 ~-C.CCCCC
=C.CCCC2 -C.CCCCC
~C.CCCC2 ~C.CCC(CC
-C.CCCC2 ~-C.CCCCC
-C.CCCC2 -C.CCCCC
~(.(CCCz ~C.CCCCC
-C.CCCCz -C.CCCCC
-C.CCCCz C.CCCCC
-C.CCCCz C.CCCLCC
-C.CCCC2 cC.cCCCCC
-C.CCCCz cC.CCCCC
~C.CCCCZ2 (C.CCCCC
~C.CCCC1 C.CCCCC
-C.CC(CCl C.CCCCC
-C.CCCC1 c.CCCCC
~C.CCCC(1 C.CCCCC
~C.CCCC1 C.CCCCC
-C.CCCCY C.CcCCCC
-C.CCCCl (aCCCCC
-C.CCCC1 (C.CCCCC
-C.CCCC1 c.CCCCC
~C.CCCCI cCa.CCCCC
-C.CCCC1 (c.CCCCC
~C.CCCCl (C.CcCCcCC
-C.CCCC1 c.CCCCC
-C.CCCCY1 CaCCCCC
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C+ CEM T CH CCINC

C.1€C1¢

(. CCCacE
C.CC25¢
C.CC43¢
C.CC5¢€1
C.CC641
C.CC68E
c.CC7C*=
C.CC7CE
C.CC6CS
C.CCHEZ
C.CC661
C.CC63C
C.CCo6CT
CeCC57E
C.CCS54¢
C.CC516
C.CC4SC
C.CC461
C.CC432
C.CC4CT
C.CC381
C.CC35¢
C.CC322
C.CC311
C.CC2SC
C.CC27C
C.CC251
C.CC222
C.CC217
C.CC2C1
CoCCLET
CoeCCl73
C.CCl61
C.CClA4S
C.CC13¢
C.CCl2¢
C.CCl1€¢
C.CClCs
c.CC1C1
C.CCCS4
C.CCOEE

C.CCETC

C.CCClE
C.CCCzE
C.CCC24
C.CCC27
C.CCC26
C.CCCAC
(.CCC2¢
C.CCC2¢
C.CCC27
C.CCC2¢
c.CCC2¢
c.cccz22
C.CCC2
.CCC2cC
C.CCCcE
C.CCCZ¢
C.0CCZE¢
C.CCCe?
C.CCCe2
C.CCCZC
(.CCC1¢
C.CCC1¢7
C.CCC1¢
C.CCCIE
C.CCCl4
C.CCC17
c.CCC1z2
c.CCC1l1
C.CCC11
c.Cccctc
(.CCCCS
C.CCCCE
C.CCCCE
C.CCCC7
C.CCCCT
C.CCCCE
C.CCCCe
c.CCCCE
C.CCCCE
c.CCCCE
C.CCCC4
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TEELE

{5-1¢)

Ck VINMEC
C.CEEES

-C.2GEEE

INTERTM MLLTIFLIERS FCR THE EXCCENCL

Ct FR RS
~C.Cc2C1E

-C.CC472

-CeCS244 -C.CC2ET
C.CC41l1 ~-C.CC1E2

C.Cluc7

-(.CC1C4

CoC2CEE -CoaCCCS2
C.C21¢¢ -C.CCCSz
CeC2l4€ -C.CCCS2
CeC21CC -C.CCCS2
C.C2C24 -C.CCCS1
CoC16€7 -C.CCCES
CeClET3 ~C.CCCEE
C.Cl7€4 -C.CCCBZ
CeCléC4 -C.CCCTE
C.Cl€C3 -C.CCCT4
C.Cl813 -C.CCCTC
CeCléct ~C.CCCEE
CeCl123G -C.0CCEZ
CeCle®? -Co.CCCES
C.Cl17€ ~C.CCCEE
C.Cl1C2 -C.CCC52
CeClC2S —~CaCCC4E
C.CCS€1 -C.CCC4S
C.CCESE -C.CCC4H2

C.CCE2E

"C -CCC39

CeCCT777 -CaCCC2¢
CoeCC122 ~CaCCC24
CoCC€72 ~C.CCC32
CeCC€Z24 ~C.CCCES
C.CCEiC -CaCCC27
C.CCS27 -C.CCCz¢&
C.CC4GE8 ~C.CCC22
C.CC4€1 -CoCCC2z2Z
CeCC427 -C.CCCZC
CeCC2c¢ ~-C.CCC1S

C.CC2¢€ ~C.CCC17
C.CC23¢c -C.CCC16
CeCCZ14 -C.CCCLE
Co(C2SC ~C.CCC14
c.CC2¢€& -C.CCCH2
CeCCz4€ ~-CaCCC12Z
CeCCcés -CoCCC11

<

~

VARIABLE ECANC
Ck LCANS CPEM M C
Ce€ccSct C.CC126
C.CC27C CaCCicE
C.Cl787 -C.CCCA4C
CoCz2¢z C.CCCCE

CoC2€8z ~C.CCCC2Z
CeCc€1E ~CoaCCCC1
C.CzEE€ -C.CCC(}
C.C2E4]1 -C.CCCC1
CeC27ET =-CaCCCC
C.Cz7CS -C.CCCC1
C.Cz€12 -C.CCCC1
C.Cz%Ce ~C.CCCC1]

C.C226z -C.CCCC1
CeCzzi® ~-C.CCCC1
CeC218¢ ~C.CCCC

C.CzC2¢ ~C.CCCC1
CoClS22 ~C.CCCC1
CoClECE =CoCCCCI
CoClecE -CaCCCCI
C.Cl€S2 =-C.CCCC1H
C.Cl4s1 ~Co.CCCC1
C.Cl132S4 -C.CCCC1
CeCl2C2 -C.CCCCC

CeClz1E

-C.CCCCC

CeCll122 -C.CCCCC
C.C1CS4 ~C.CCCCC
C.CCSEl ~Cl.CCCCC
C.CCc12 -C.CCC(C
C.CCE4T -C.CCCCC
C.CC7E8€& ~C.CCCCC
CoCC72C -C.CCCCC
0.CCe77 -C.CCCCC
CeCC€27 ~CoCCCCC
CeCCEED ~C.CCCCC
C.CCE3E -C.CCCCC
CoCC4cE ~CaCCCCC
C.CC4€1 ~C.CCCCC
C.CC427 -C.CCCCC
CoCC2ct ~C,.CCC(C
C.CC2¢c ~C.CCCCC
CeCC227 ~CaCCC(CC
CeCC212 ~-CoCCC(C

R*Y

CISC*'T R
C.CE€72

CeC

C.CC1l€¢€
CeCCc2¢
C.CC2¢c2
C.CC2%2
C.CCz4E
C.CCc43
C.CCZ2€
C.CCc22
C.CCzéé¢
C.CC215%
C.CC21C
(.CC2C2
C.CClS
€C.CC1€72
C.CC172
C.CCl€4
C.CC1E€
C(.CC1l4¢
C.CC127
t.CCl2¢8
(.(ClcC
C.CC112
C.CC1CE
C.CCCSE
C.CCCS1
c.CCces
(.CCC¢
c.CCC72
C.CCCe€E
C.CCCE3
(.CCCSS
(CCCE4
C.CCC=C
C.CCC47
(.CCC42
C.CCC4cC
C.CCC2i
(.CCC2¢
(.CCC2¢2
C.CCCc¢
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ChP
4.07651

C.2C52¢2
Ce.2C2¢1
C.2cC03¢
CelST42
Cel6211
C.1E74F
C.1808¢C
Cel1i733¢
C.1€55C
C.187317
C.14G1¢€
C.1406GE
C.12262
C.125CE¢
Coll74¢
C.11C1¢€
C.1C31¢
C.CS64¢€
C.Cc0Cc¢
C.CE4CE
C.C7R2E
C.Ci2¢E€
C.CETES
CeCeE212
C.CEEEE
C.C844¢
C.CECEL
C.Ca68¢8
C.C434¢€
C.C4C27
C.C272C
CeC24%2
CoC215¢
C.C2951
CeC2734
C.C252¢
C.C2337
CeCclcs
C.C196E¢
(.C184c¢
C.C17C1

INTERIM MULTYIPLIERS

TRELE

178

{(€-16)

COMNTIMLEL

FCR THE EXCCEMNCLS

C NONCLF C CLR C

1.222¢1

C.Cle€E€4
C.C2s2¢C
0.C2&z¢
C.C447E
C.C4S2S
C.CE221
C.C5284
C.CB4LE
C.CE4z¢
0.C%24¢
CeCEZ1T
C.C5CEE€<
C.C4E€7
CaC4cez
CeC4448
CeC4227
C.CaC(CE
C.C2784
C.C2E5¢€¢€
C.C22c4
CeC2145
CeCcCtZ
C.CZ27€2
CaC25E2
C.Cc4ll
C.0224¢
(.C2Ctc4
C.ClGEC
c.Cl812
C.ClEEEC
C.C15¢¢
C.Clac2
C.Cl2¢E
C.Cl2¢cC
CoC11CE
C.C1C73
€t.CCS8s2
C.CCC1¢
C.CCEE]
C.CCTE7
C.CCT2T

C.€2%c¢¢

CeClcCsS
C.C222¢
(.CZC4C
C.(2444
C.C3€4¢
CeC271¢

.
(]
()
(%,
2 Wa WY
Mmoo

N s
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OO OOOONOO
e o o & o o o o
OO OYOY OO

AN IO AN N M WD e A D
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M o )N -
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('\
ﬁ
~
m
N

C Clc’7
C.ClE1l1
C.Clec]
C.ClE77
C.Cl4€S
C.Cl2¢€E
C.Clczi
(.C11€3
C.ClCES
C.ClCcC
CoCC<S47
C.CCETE
C.CCE14
C.CCit4
C.CCESE
C.CCE4E
C.CCESE
c.ccee2
C.CCE12
CeCC4Z
C.CCa27
C.CC4C4

FESTIC FI NONRES T CF

C.EE4T71

C.C€122
C.C5(ZE
CeCaCc
C.C22CE
C.Cc€24
C.CeCee
Ce.C1lEEE
CeCl11E7
C.CCEE2
C.CCE74
C.CC244
C.CClE€
C.CCC(C2
~-C.CClcZ1
~C.CCc1S
-C.CCcSE
~-C.CC254
~-C.CC357
~C.CC4zE
~C.CCa4¢E
~C.CC4€C
~C.CC4€C
~C.CL4E5S
~C.CC4cC
~C.CC42€E
=(.CC424
-C «CC4CS
~C.CC262
-C.CC27¢
-C.CC257
~(.CC22¢
-C.CC221
-C.CC2C4
~-C.CC2¢€¢€

VAFIRELE ECHC
INVEN
1.155€¢€ ~Call11E¢

CoCCCSE -CaC(ZE€E
C.CC724 -0.CCF22
CoCl414 -CaCCSE]
CoeCzC47 -C.(CCEC
CeC26CC ~-CoCCT72
CeC2Ce€E ~CoaCCEEC
CeC242¢ -C,C(C5€€<
CeC2728 -CoLCE(C
CeCaCE4 -ClCCaCE
CoCaléf -C.CC2T71
CeC41€S -CaCC21E
CoC4142 -C.CC2¢1
Co.CaCte ~CoCCcecC
CeC3G€ES -C.CCZzEC
Coe(2€47 ~CoCC221
CeCZ2712 -C.CC214
C.C387C -CaCC1CS
Ce(2416 -CoCC1ESG
CeC22€4 -C.CC1TC
C.C321C7 -C,CC1EE
C.C2G4S ~C.CC14€
C.C27S2 -C.CC12°¢
CoeCz€4C -C(CC12E
Ce(24SC -CoCC11E€E
CaC2244 -C.CC1CT
CeCzzC2 -Co.CCCSC
C.CéC€E -0.CCCS1
CoC162E -C.CCCEY4
CeClE14 ~-C.CCCTE
CoeCléce -CoCCCTiz
CeClE84 ~CCLCEE
CoeCleit -CoCCCE]
CeCl27€ -C.CCCEE
CoC1cE4 -CaCLCEC
CeCllCE ~-C,CCC4E
CeCll1l -C.CCC44
CoeC1C22 -C,CCC41
C.CCSEC ~CL.CCC2E
C.CCEc1 -C.CCC2E

F2Yy

ANMN C+ F
C.CC11E

(. CCCCC
C.CCCCC
C.CCCC1
(.CCCCz
(.CCCCez
t.ccccz
c.ccccas
C.CCCC4
C.CCCCHa
(.CCCC4
C.CCCC4
C.CCCC4
(.CCCCe
C.CCCCa
C.CCCCe
C.CCCC4
C.CCCCH4
C.CCCCa
C.CCCC4
(.CCCC4
t.CCCC2
C.CCCC2
C.CCCC3
c.CcCCC2
C.CccCcC2
C.CCCC:
C.CCCC2
C.CCCC2Z
C.CCCCz
C.CCCC2
(.CCCCe
(.CCCC2Z
C.CCCCZe
(.CCCCe
(.CCCC1
.CCCC1
c.cccct
Cc.CCCC1
C.CCCC1
c.cccci
(.CCCC1
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TRELE (S-2C)

INTERIVM MULTIFLIEFS FCR THE EXCCENCLS VARIZELE

EAL-FAYV

Ck CeM € CF CCINC CF TIMED C+ FR RS (F LCANS CFEN M C CISC'T R

C.CC31¢

C.C
-C.CCCaE
-(.CCC72
-C.CCCTt
-C.CCO62
-C.CCCat
-C.CCC27
-C.CCO1lz

c.CCCC}

C.CCo11

C.CCC1E

C.CC0272

C.CC026

C.CCC2¢

C.CCC2¢

C.CC02¢

C.CC02¢

C.CCC2E

C.CC021

C.CCC2¢€

C.CCCcE

C.CCC24

c.ccc2z

C.CC021

C.CCC2C

c.CCC1¢

C.CCC1E

C.CCO17

C.CCC1LE€

c.CCC1¢

C.cccl4

c.CCO12

C.CCC12

c.CCC11

C.CCCIC

C.CCCL(

C.CCCC<

C.CCCCE

C.CCOCE

c.CCCCT

c.ccocC?

Ce.CCCEC

C.C

c.CCCcCcC
.CCcC1
C.CCCC1
C.CCCC2
C.CCCC2
C.CCC(C<e
€C.CCC(2
c.CCccce
C.CCCC2
C.CCCC¢
C.CCCC2
C.CCCCe
c.0cCC2
C.CCCC2
c.cccce
c.CCCC2
C.CCCC2Z
C.CCC(1
C.CCCC1
C.CCCC1
C.CCCC1
c.CCCC1
c.cccql
c.CCCC1
CeCCCC1
c.CCCCl
(.CCCC1
C.CCCC1
C.CCCC1
C.CCCC1
C.CCCC1
c.Ccccq1
C.CCCC1
c.CCccql
(.ccccc
c.CCCCC
C.CCCCC
c.CcCccc
C.CCCCC
C.CCCCC

CeCeCIC CoCct2t
C.C CoC22¢2
=C.CCC12 C.CCc21
-L.CCCe7 C.CCICS
-C.CCC41 -C.CCCCE
~C.CCC(S -C.CCC14
C.CCC2C -C.CCC14
(.CCC42 -C.CCCIC
C.CCC€1 ~C.CCCCE

C.CCCT8 -C.CCCCE
C.CCCE4 -CoCCCCE
C.CCCES -C.CCCCE
C.CCC<2 -C.CCCCS
CoCCCS2 -C.CCCCH4
C.CCCS3 -C.CCCC4
CeCCCCSl -C.CCCC4
C.CCCES ~(CCCC4
(.CCCEE -CL.CCCCH
C.CCCEZ —-C.CCCC4
C.CCCTE -CL.CCCCH4
C.CCC74 -C.CCCC2
C.CCC7C -C.CC(CC2
C.CCCee -C.CCCC?

CoeClziC Co.13€EE
C.C C.l€1¢e
=C.CC27( -CoaCz5€1
-C.CC3E] Cl.CCE44
-C.CC2C2 -C.CC1CC
-C.CC1¢S C.CCC1E
-C.CCICE -CaCCCC2
-C.CCC28 C.CCCC1
CoCCClE -CoCCCCC
C.CCCE¢ -CoCCCCC
(.CCCE8Z -C.CCCCC
C.CCICC -CaCCCCC
C.CCl1C -C.CCCCC
CeCClle -CocCCCCC
CeCCl1E -CoCCCCC
C.CCllE -C.CCCCC
C.CClle -CoCCCCC
C.CC11? -C.CCCCC
C.CCl1CS -C.CCCCC
C.CCIC4 ~CoCCCCC
C.CCCSS -CaCCCCC

C.CCCS4 -CaCCC(C
C.CCCE8G ~-C.CCCCC
(.CCCE4 -CLCCCCC
CoCCCTC -CaCCCCC

C.CCCe2 -CaCCCC2
C.CCCES -Cc.CCCC2
C.CCCEE -C.CCCC2
(.CCCEZ -C.CCCC2
CoCCC4E -CLCCCC2
C.CCC4c% -(C.CCCC2

CoCCC42 -CoCCCC2
€.CCC26 -C,.CCCCz
CeCCC327 -CoCCCC2
C.CCC24 -C.CCCC2
C.CCC22 -C,CC(C1
C.CCC32C -C.CCCC1
C.CCC27 -C.CCCC1
C.CCC2¢ -C.CCCC1
C.CCCz24 -C.CCCC]
C.CCCz2 -C.CCCCH
t.CCC2C -C.0CCC1
(.CCC16 -C.CC(CC1
C.CCC17 -C.CCCC

C.CCCT7E -CLCCCCC
C.CCCT7C -C.cCCCCC
C.CCCee -CoCCCCC
C.CCCEl -C.CCCCC
C.CCCET -CoCCCCC
C.CCCE2 -C.CCCCC
(.CCCS5C -C.CCCCC
C.CCC4E -C.CCCCC
C.CCC42 -C,CCCCC

C.CCC4C -C.CCCCC
C.CCC37 -C.CCCCC

C.CCC2E -C.CCCCC
C.CCC32 -C.CCC(C
C.CCC2C -Cc.CCL(C

C.CCC28 ~-C.CCCCC
C.CCC2€ -C.CCC(C
CeCCC24 -CaCCCCC

-C.Cl4CE

C.C
-C.CCECE
-C.CC2¢3
~C.CCz¢
~C.CC17¢
-C.CC1112
—COCCC6€
-C.CCC4C
-C.CCCze¢
-C.CCC1C
-C.CCCC=

c.CCCC2

(.CCCcC*t

c.cccci

C.CCCCE

C.CCCCs¢

c.CcCcCce

C.CCCCs

C.CC(C<

C.CCCcCs

C.CCCCE

C.CCCCE

C.CCCCE

C.CCCCT

C.CCCCT

C.CCCCE

C.CCCCE

C.CCCCE

C.CCCC<

(.CCCCE

(.cCCC¢

C.CCCCs

C.CCCC4

C.CCCC4

.CCCcC:z

C.CcCccz

c.ccccz

c.ccccz

C.CCCC2

(.CCCCz

C.CCCCe
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CNP

Ce2222¢

C.C

C.CC53C
CaCCTES
C.(CSC4
C.CCS44
C.CC9a5¢€
C.((35¢
C.CC95C
CoCCO9I7
CeCCT1S
C.C(8GE
C.CCBEE
C.CCB37
c.ccnc2
C.CCT€E
C.CC721
C.CC6S4
C.CCeET
C.CC621
C.CC58%
C.CC55¢C
C.CC511
C.CC4EC
C.CC4t ¢
C.CCa2¢
C.C(C3¢c¢
CeCC37C
C.CC34¢
C.CC321
€C.CC26¢
C.CC27E€
C.CC25¢
C.CC24C
C.CC2213
C.CC2CT
C.CC1S2
C.CC17¢
C.CClé4
C.CC152
C.CCl4al
C.CC13C

INTERIM MULTIPLIERS

C NCNCLF

C.Cit1

Na}

C.c

C.CCC43
C.CCCST
C.CCl147
C.CClEE
C.CC217
C.CC24C
C.CC2ZET
C.CC2¢E
C.CC2€
C.CCZic<
C.0C27S
CeCC277
€C.CC272
C.CC2¢7
CeCCctS
C.CC2%C
C.CC241
C.CC2?1
€t.CCecC
C.CC71C
C.CCL&S
c.CcClee
C.CCl7E
C.CCl¢E
C.CC1EE
C.CC14E
C.CC126
C.CC12C
CeCClcz?
C.CCl14
C.CCL1CE
C.CCCcs
C.0CCSG2
C.CCCEE
C.CCCEC
C.CCCT4
C.CCCES
C.CCCE4
CeCCCES
c.cCcce
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EXCCENCLS VARIPELE

TABLE (5-2C)
COMNTIENLEL
FCR TFE
C CLR € RESIC FI
CoeC2¢327 C(CL.(ETSS
C.C C.C
~C.CC142 C.CC457
=C.CCISC C.CCT2¢
-C.CCle8 C.CCETE
~C.CCC4c C.CCEED
Cs.CCCl4 C.CCELE
CeCCCE2 C.CCT26
C.CCCSE C.CCECC
CeCClc4 CaCCEGE
CoCC14C CL.CC4ET
C.CC1l81 C.CC41E
CeCClc€ (.CC2%51
C.CC157 C(C.CCZ%4
Ce.CC18€ C.CCz44
CoCCl%2 (CaCCcC1
CeCC14E CaCC1€4
C.CCl42 C.CC122
C.CC12¢& C.CCICE
C.CC12C (C.C(CCE2
C.CC1l23 C(C.CCCE2
C.CCll€ CoCCC4T
C.CCl11C C.CCC22
C.CC1C2 (C.C(CC22
CeCCCc? C.CCC12
C.CCCs1 (C.CCCCS
CoCCCEE —-CC(CCL
C.CCCEC -C.CCCCE
C.CCC74 -C.0CC1C
C.CCCES -Co.CCC12
C.CCCe¢E -C.CCC1¢
C.CCCeC ~C.CCC17
C.CCCE€ -C.CCCLE
C.CCCES2 -C.0CC1S
CeCCC4E -C.CCC1S
C.CCC4E -C.CCCIS
C.CCC42 -C.CCCI1S
C.CC(26 -C.CCC1¢
C.CCC2¢ -C.CCCIS
C.CCC21 -C CCC17T

NCNRES
C.C221°¢

c.c
-C.CCCS2
~C.CC1leT
=C.CCz(¢
~C.CC211
-C.CClc2
-C.CC1EE
-C.CCl1€
-C.0CCq2
-C.CCC2C

C.CCC1C

C.CCC4c<

C.CCCTE

C.CC1CC

C.CCl21

C.CC127

CoCC14¢

c.CC157

C.CC1672

C.CClé¢

C.CC1€7

C.CCle¢

C.CC1é4

C.C(C1lecC

C.CC1l=5¢

C.CCic1

C.CC1l4c

C.CClZc¢

c.CC122

CeCClc?

C.CClz1

C.CCl14

CeCC1CE

C.CClC2

C.CCC%E

C.CCC<C

c.CcCC8E

C.CCCT7¢

C.CCCi4

C.CCCES

C.CCCeEC

EAL-FAYN
CH INVEN AMM CH F
Co.CC7€¢1 -CoCCCZE
C.C CeC
C.CCZ€E Ca.CCCCC
CeCC212 -CoCCCC2
CeCC2%4 ~C,CC(CC2
C.CCle7 -C.CCCC2
C.CCCe2 -C.CCC(2
C.CCC42 -CaCCCC3
C.CCC11 -C.CCCC2
-C.CCCCT7 -C.CCCC2Z
=CCCC1E ~CaCCCC2
-C.CCL2C -C.CCCC2
=C.CCCzz -C.CCCC
-C.CCCZ2 -C.CCCCI1
=C.C(Ccl -C.CCCC1
-C.CCC2C -C.CCCC1
-C.CCC1E -C.CCCCC
=CeCCC1T -CaCCCCC
~-C.CCCle ~-C.CCCCC
*C.CCC]E -C.(CCCC
~C.CCC1e ~C.CCCCC
~C.CCC12 -C.CCCCC
~C.CCC12 -C.CCCCC
-C.CCC11 Co.CCCCC
~C.CCC1C C.CCCCC
~C.CCCCSE (.CCCCC
-C.CCCCS C.CCCCC
~C.CCCCE (.CCCCC
~C.CCCCT CoCCCCC
-C.CCCCe C(.CCCCC
~C.CCCCe c.CCCCC
-C.CCCCe C.COCCC
-C.CCCCE C.CCCCC
-C.CCCCE (.CCCCC
-C.CCCC4 (C.CCCCC
-C.CCCC4 cC.CCCCC
-C.CCCCa C.CCCCC
-C.CCCC2 C(C.CccCccC
=C.CCCC2 (.CCCCC
-C.CCCC?2 (C.CCCCC
-C.CCCC2 (a.CCCCC
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INTERIV MULTIPLIERS

Ck CCINC

TCTAL -C.C492S -C.CCTE2Z

LAC
1
?
3
4
£
€
1
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11
12
12
14
1€
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C.C
C.CC632
C.ClC7¢
C.Cll€7
C.Cl0172
CoCC7%1
C.CCa71
C.CC215¢
C.CCC1lc
-C«CC147
-C.CC267
-C.CC34¢
-C.CC3¢cE
-C.CC431
-C.CC44¢E
-C.CC453
=C.CCat8¢(
-0.CC441
-C.CCa42¢
-C.CC4lc
-C.CC3¢4
-CeCC376€
-C.CC35¢
-C.C(337
-C.CC31E¢E
-C.CC2S¢
-C.CC281
-C.CC262
-0.CC247
-CQCCZEC
-C.CC21¢
-C.CC2C1
-C.CCLET
-C.CCl74
-C.C(CL62
-C.CC1l21
-C.CCl4C
~C.CC12¢C
~C.CC121
-C.CC112
-C.CC1CH4

c.C
-COCCC Cé
-(.CCCl4
-C.CCCcC
-C.CCCz<
-C.CCCcE
-C.CCCZS
-C.CCC2C
-C.CCCz1
-C.CCC21
-C.CCC2)
-C.CCC2C
~(.CCCz¢
-(.CCCzS
-C.CCCcE
-C.CCCZ6
-(.CCCcE
-C.CCCc4
-(.0CCé2
-C.CCCz2
-C.CCCzC
-(.CCC1S
-C.CCC1E
-C.CCC17
-C.CCC1E
-C.CCC1¢
-C.CCC14
-C.CCC12
-C.CCC12
-C.CCCl1
-(.C(Cl1
-C.CCCIC
-(.CCCCS
-C.CCCCS
-C.CCCC8
-C.CCCCT
-C.CCCC7?
~C.CCCCE
-C.CCCC¢
-C.CCCCE
-C.CCCCE

181

TRBLE (€-21)

FCE THE EXCCENCL
C+ TINMEL C+ FR RS
-Ce3211¢4 ~-Co2656C
C.C -C.31122
CeCCC4Z —C.CEE24
C.ClCELl -C.ClGEE
C.CC€€cCc -C.CC1E1L
C.CCzl4 C.CCzCC
-C.CC24C C.CCz1S
-C.CCElE C.CC171
-C.CCS12 C.CClzeg
-C.C11Z21 C.CCIC1
-C.Cl2€2 (C.CCCEE
-C.Cl132€1 c(C.CC(C78
-C.Cl145C (.CCCTC
-CeC144G (.CCCEB
—C.Cléct (.CCCEE
-C.C12€7 (.CCC¢4
-C.C123S6 C(C.CCCE2
-CeClzEE (.CCCES
-CeClzz? CoCCCET
-C.C11€7 C.CC(E4
-C.Cl11C€e C.CCCE1
-C.C1C4% (.CCC48
-C.CCCEE (.CCC4¢
~0.CCGZ2€ (C.CC(C42
-C.CCETIC C.CCCacC
-C.CCE1E (CL.CCC2E
-C.CC7€2 (C.CCC2¢
-C.CC714 C.CCC22
-C.CCEEE (C.CCC21
-C.CC€22 (C.CCC2S
-C.CCE7S (C.CCC217
-C.CCE3G6 (C.CCCzsE
-C.CCEC2 (C.CCC24
-C.CC4€7 CoCCC22Z
-C.CC424 (C.CCCZC
-C.CC4C2 Co.CCC1S
-C.CC374 CoCCC1E
~C.CC347 (C.CCClE
-C.CC221 C.CCC1Et
-C.CC2S8 C.CCCl4
-(.CC27€ (C.CCC12

<

VERIPELE

CHRRR-1L

Ck LCANS CPEN M C CISCHT R

~C.lCE1E

CeC
C.C4€7¢
C.CES12
CeC4tSC
C.CZ2¢1
C.Cl1EG¢<
C.CCTz7
~C.CC1ltz
“CeCCTEA
-C.Cl221
-C.Clc%11
-C.Cl€S2
-C.C17¢2
~C.C132¢€
~C.C1€1¢
~CeC17€C
-C.Cl7CE
-C.Cle2¢
-C.C15¢1
—C.Cl4€2
-C.Cl4CE<
-C.C122¢
-C.Clz4c
-C.Cl117%¢
-C.C1l1C2
-C.C1C22
-C.CCcEE
-C.CCsC2
~C.CCE42
~C.CCTEE
-C.CC722
-C.CCe81
~C.CC€34
-C.CCE8¢
~C.(CS47
‘COCCECE
-C.CC471
-C.CC437
~C.CC4CE
~C.CC27¢

C.CC442

C.CCEZY
-C.CC22¢€
C.CCC1le
-C.CCCCE
C.CCCC4
c.CCCC2
C.CCCC2
C.CCCC1
C.CCCC1
C.CCCC1
c.ccca

Cezlcls

c.C

C.Ce€€s ]
C.CtzEL
C.CacttS
C.C23Cz¢
C.C161E€
C.C117¢
C.CCECT
C.CC2ET
C.CC1EE
C.CCCEC

C.CCCCl -C.C0C23
C.CCCC1 -C.CCCTE
C.CCCC1 -C.CCICT
C.CCCC1 -CeCC12€
C.CCCCl -CL.CC13¢
C.CCCC]1 ~C.CC141
C.CCCC1 -C.CCl4l
C.CCCC1 -C.CC1l3g
CoeCCCC1 -CaCC13¢
C.CCCCI -C.CC121
C.CCCC1 -C.CC12E
C.CCCCC -CeCCH1S
C.CCCCC ~CaCC1]Z
C.CCCCC -C.CCICT
C.CCCCC ~-C.CC1C1
C.CCCCC ~C.CCCSE
C.CCCCC ~-C,CC(CE3
C.CCCCC ~C.LCCTE
C.CCCCC ~-C.CCCT3
CeCCCCC ~CaCCCEE
C.CCCCC ~C.CCCE2
CeCCCCC ~CaCCCES
C.CCCCC -C.CCCEE
C.CCCCC ~-C.CCCEI
CeCCCCC ~CaCCL4T
C.CCCCC ~C.CCC44
C.CCCCC ~C.CCCual
C.CCCCC ~CCCC2E
C.CCCCC ~C.CCC2¢
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(€-2¢1)

CCNTINLEL

INTERINM MULTIPLIERS FCR THE EXCCEANCLS

RESIC FI

VARIZPELE

NCARES 1

~C.4S82]1 -1437184 -CoSC1lE4

CANP C MNCANCUF C CULR €

-2.€241C -1.172¢2
C.C C.C C.C

—C.CESEE -CaCCET2 (oC1EEE
~Cel167E -CoCl3EE C(C.CzE4E
—Ce12824 -C.C21€€ C.CZ€74
-Cel14621 -C.C2E1Z C.ClEES
-C.148R4 -C.C3214 C.CCESE
-C.1491% ~-C.C26%2 -(.CCCEC
~Ce1483C -Cl.C2C¢7 -C.CCES2
-C.146%1 ~(.C4156 -C.Cl442
~Cel¢3E3 -C.C42€1 -C.ClEES
~(e14C2¢ -CoC434% -CaC2145S
-C.12612 -C.C4358 -C,C2224
=C.1213% -C.C433C -CaC241é
—~Cel17614 -0.C42€7 ~CoC2441
-(.12C62 -C.C417¢ ~(.C2422
—C.11464 -C,C4CEC ~C.C228¢
~C.1CGl€ -C,C3G62€ -C.C22i¢€
-C.1C341 -C.C37€Z -C.C22722
=C.CC770 -C.C2€2€ -(aC2127
~CeCG211 -0.C34€4 -CaC2C27
=~Ce(t6€7T -CeC22¢€S ~Ca(C1S24
-C.C8l4z -C.C3122 ~CoC1E2C
—CaC763¢€ ~CoC2Sc€ -CoCliZ7?
=C.C71%1 -C.CZEC2 -C.ClEZE
~C.CEHEC -C.C2€4Z -C.ClEzE
~C.0€25C -C.C24E7 -C.C1423
—CeCER22 -CaCc?237 ~CaC1342
~C.C543¢C -C.C216Z -C.ClZ€<€c
~C.CECeET -C.02C%2 ~C.Cl172
~CeC471€ -CoC1S21 ~CoaC1lCC4
~CeC43E7 -C.C1765¢ ~-C.C1CZC
~CeC4C17 -C.ClET€ ~Ca(CCEC
~C.C2787 -C.C15€32 ~-C.CCEE4
~Ce(251€ ~CoC14%€ ~C.CCE22
-CQC3262 -CQCI356 ‘CQCC?té
~C.C3C2% -C.Cl261 ~C.CCT1C
~C.C28C4 -C,C1172 -C.CCEES
~C.C256¢€ -(C.ClCES ~C.CCE11
~C.C24C€ -C.CIC11 -C.CCSEE

~CeC2227 -Cl.CCS2E ~Ca(CEcE

-C.C20¢€1

-0.CCETC

~C.CC4FE

C.C
~C.CeC1E
-Ct.1C7¢s
-C.12247
-Ce.l4148
=C.1284¢C
-C.12612
-C.11€€E4
~C.1C2¢4
-C.CsC25
-C.Cii¢1
~C.CtEet1
-C.Cc€2S
-C.C4724
-C.C326272
=C.C2245
-Cl.Ccéc2
-C.C2144
-C.Cl1711
-C.C1342
-C.Cl1C22
-C.CCT71
-C.CCEE2
-C.CC272
-C.CCzz2
~C.CC1CC
-C.CCCC1

C.CCCS

CeCC142

C.CClSez

CeCC22C

C.CC2tE

C.CCciE

C.CC2¢1

C.CCzCSE

c.Cc3C1

C.CC2C1

C.CCz¢7T

C.CCzs1

CeCCctl

C.CCZ74

C.c
C.Cl224
CoCc42t
CeC2117
C.C227¢
CeC2C4aC
C.CzS46€
C.CiS17
C.ClzZE€
C.CCSE€C
-C.CCCEE
-C.CCE12
-C.C1CSE
~C.C15C1
-C.Cl€21
-C.C2C¢c?2
~C.Cz2¢1
~C.CZ424
~CeC283(C
~C.CZ25E4
~C.C2€C4
~C.CctcE
~CeCctecz
~C.C2%11
~C.Cc44c
-O.CE367
~C.Czctl
*C.CZ[EQ
~C.C2(S2
~C.ClccE
~C.ClESE
~CeCl7G€
~C.ClecE
-C.Cl€C?2
~Ca.C1ECS
~C.Cl41¢
~C.C1232
~CeClzac
~C.Cl1€€¢
~CeClCsS2
-C.ClCz1

CHERR-TC
Ck INVEN AMN CH F
~C.11G6€C C.CC28°F
C.C CaC
-C.C348€ ~C.CCCCC
-C.C47€S (.CCC22
~C.C41Cz (C.CCCA4C
~C.CzECS (.CCC4E
-C.C1€27 ((CC4S
-C.CC77€8 C(.CCC4
~C.CC242 (C.CCCazZ
CoCCCEE (aCCC32¢€
C.CC22¢ (oCCC3C
C.CC2C€ CoCCC2F
C.CC224 (o.CCC21
C.CC22¢ C(C.CCC1E€
C.CC22¢ (Co.CCC12
C.CC2Ct Cl.CCCIC
C.CCZES (.CCCCE
CeCCZTC  CoCCCCE
CeCCZE1 Co.CCCC4
C.CC222 (.CCCC?
C.CCz1¢ C.CCCC2
C.CC2C1 C.CCCC1
C.CClEE (.CCCCC
C.CC172 ~C.CCCCC
C.C(Clé6C ~C.CCCCI1
C.CCl4¢ -C.CCCC1
C.CC12E -C.CCCC
CeCClcE ~CoaCCCCL
C.CCl1E -Co.CCCC2
O.(CIIC -COCCCCZ
C.CClCz -CoCCCC2
C.CCC<4 -C.CCCCZ
CeCCCET -C.CCCC2
C.CCCEC -CaCCCC2
C.CCCT4 -C.CCCCI
CoCCC€S ~-C.CCCC1
CoCCC€4 -CaCCCC1
C.CCCES -C.CCCCI
C.CCCE4 -C.CCCC1
Co.CCCEC -CoCCCCH
C.CCC4€é -Co.CCCCI
C.CCCe?2 -Co(CCC1
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TAPELE (5-22)

INTERIM MULLTIPLIERS FCR THE EXCCENCLS VARIZLELE EXCC EXF
Ct CEM [ C+ CCINC CF TINMEC CF FF RS C(F LCANS CFEN M C CISC'T R
TCTEL Ce12044 CaCCT72]1 Ce3E4C]1 -CeC1722 (Co€1122 =CaCCC1S C(oC42?:

LAC

C CeCC26C C.CCCSS CaCC4Cl -C.CCCEY CoCzCiC -CaCCCC1 C.C
1 CeCl1l4S C.00CT2 CoCTESE -C.CCI178 CC7E47 -CoCCCCZ CoCC3EC
2 C.Cl16C C.CCCST CoC2€75 -C.CC164 CoC45G€ -CeCCCCz CaCC24C
2 C.C1028 Cl.CCC47 C.C2t1¢ -CaCC12E CeC2€1€¢ -CaCCCCl C.CC21C
4 (C.C(BBE (CoCCC4AC CoC2CS3 -CoCCl1E CoCzCSEE =CoCCCCY (CLCCZES:
€ CeCC774 (oCCC2E CoClE4T -CaCCCST? CoCzE5SGS -CLCCCCI CLCCzZEE
€ C.0C068C C.CCC21 Co.CléfE -C.CCCE4 (CaCi2312 -CoCCCC1 C.CC221
7 C.CC6C4 C(C.CCC28 C.C14G9 -C.CCC74 C.C2C7S -C.CCCCY1 CLCC2CE
€ CeCC541 C.CCCec® (oC12€2 -C.CCCEE CoeClEE2 -CCCCCl CL.CClET
9 Cl.CC48& (.CCCc2 CaClz42 -CCCCEC CoC1711 -CaCCCCY1 Co.CC1ES
1€ C.CC442 CoCCC2l CoCl13€ -CoCCC54 CoClE€Zz -C.CCCC1 CLCC1E2
11 C.CC4C2 (C.CCC16 (CeClC42 -CoCCC4S (CoC142¢ -C.CCCC1 CoCC13S
12 CoCC36€ CaCCCIE CoCCSET -CoCCC4E CoClZ1C -CaCCCCC CoCCl21
13 C.CC337 (C.CCClé C.CCETS -Cl.CCC42 CoC12C2 -C.CCCCC Co.CC1le
14 C.CC31C C.CCClE CoCCECS -C.CCC38 CaC11C€ -CaCCCCC C.CCICE
18 C.((284 (C.0CCl4 C.CC74% -C.CCC25 C.CIC1E -CoCCCCC CoCCCST
1€ CoCC262 CaCCC13 CoCC€EE -CoCCC22 (ClCCS27 -C.CCCCC CoCCCES
17 C.CC241 C.CCC12 CoCCE22 -CaCCC2C CoaCCEE2 -CCCCCC Co.CCCEZ
18 (.CC0222 C.CCCl)l Co.CCEE2 -C.CCC28 CL.CCT7SE -C.CCCCC C.CCCT€E
16 C.CC2C4 C.CCCIC Co.CCE?27 -C.CCC2% (C.CCT722 =-CoCCCCC C.CCCTC
2C C.CCLEE Cl.CCCCS CoCC4SS -(CaCCCZ22 C(CL.CCETE -CaCCCCC C(aCCCES4
21 C.CCl72 (C.CCCC8 CaCC45€ ~-C.CCC22 Co.CCEZz -C.CCCCC C.CCCES
22 C.(CL6C C.CCCCE CaCCl2]l -CaCCC2C CoCCET74 -CaCCCCC CLCCCE4
22 (.((l147 C.CCCC7 C.CC3E8 -C.CCC1l8 (Co.CCE2S -C.CCCCC CLCCCEC
¢4 C.0C12€ CaCCCCT CaCC2E57 -CeCCC17 CoCC48T -C.CCCCC CoCCCac
25 C.CCl2% (C.CCCCe C.CC226 -CoCCClE Co.CC44S -C.CCCCC Co.CCCH2
2 C.(Cl1S C.CCCCE (CaCC2C4 -C.CCCl4 C.CC414 -C.CCCCC Co.CCC2g
21 C.(C1C€ (L CCCCE Cl.CCzEC -C.CCC12 (C.CC281 -C.CLCCCC C.CCC2¢
28 C.CCOSE Cl.CCCCE CaCCZ25E -C.CCC1Z CoCCZ52 -CaCCCCC CoCCC22
26 C.CCCSC (.CCCC4 Cl.CC22€ -C.CCC11 Co.CC2Z24 -C.CCCCC CoCCC21
3C C.CC0E82 (C.CCCC4 CaCCZ1S -C.CCCIC CoCCzS€ -CaCCCCC CL.CCC2E
21 C.CCC7?77 C.0CCC4 CoCC02C2 -CoCCCIC CoCC2ZT7% ~CaCCCCC CoCCCCE
22 C.CCC71 (C.CCCC2 (C.CC18€6 -C.CCCCS C.CCZ2E2 -C.CCCCC C.CCC24
23 C.CCC6% C.CCCC2 C.CC1T71 -C.CCCCE Co.CC222 -C.CCCCC C(Ca.CCC22
24 (.(CC6C (C.CCCC3 C.CC1S€ -C.CCCC?7 C.CCZ1E -C.CCCCC CoCCC2ZC
2€ (.CCCEE (.CCCC2 Cl.CCl4% -(C.CCCC? C.CCLlSE -C.CCCCC CL.CCCIS
36 C.CCO51 C.CCCCZ CaCCl24 -C.CCCCE CoCCIEZ -CaCCCCC Co.CCC17
27 C.CCC47 (.CCCCZ C.CCLl23 -C.0CCCE (Q.CClEE =-CCCCCC CoCCC1E
E C.CCC42 C.CCCCZ Cl.CC112 -CoCCCCE CoCC1EE -C.CCCCC C(C.CCC1LE
36 C.(CCaC C(C.CCCCZ C.CC1C4 -CCCCLE CaCCl4Z -CoCLLCCC (CoCCC1e
4C C.CC027% C.CCCC2 (C.CCCc6 -C.CCCCE Cl.CC12]1 =-Cl.CCCCC CLCCCLZ
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AP
2.2450(

le152E(
C.15611
C.l8714
C.14G¢¢
C.1284¢
(.1266G1
C.11€1¢
Ce1C65C
CoCcT7E
(., CEQES
C.CE8272
C.Cib1E
c.CiC1¢
C. (€465
CeCEGER
C.CE45G7
C.CEQ¢E
CeCa6i2
C.C43CS
C.C2672
C.C26€¢
C.C237¢
C.C3l1lc
C.C2B6S
C.C2644
C.C2a27
C.C224¢
c.c2cic
C.Cl12C7
C.C1757
C.Cl€ls
C.Cl461
C.C1373
C.Cl2¢€°¢
C.Cll6E¢
C.ClIC?3
C.CCSEE
C.CCI1C
C.CCB2¢
C.CC772
C.CC71C

INTEREM MULLTIPLIFRS

C MNCNCLE C CLR €

1.CE€21

C.CG457
C.CE24¢
C.C7524
(.CEEYUS
(.Ce2¢2
C.C571zZ
C.CEz21
C.C471F¢
C.C427C
(.C4CC?2
C.C36€S
C.C22¢€7
(.C2C¢1
C.Cz841
C.CZ€1z2
C.C24C3
C.C2211
(-Cz(C2¢
C.ClE7¢
C.C1727
C.ClEc¢l
C.Cl4cc
CaCl2E1
C.Cl24¢
C.C1147
C.ClCEi
C.CCCT4
C.CCBCE
C.CCEZT
C.0C7¢2
c.CC7C2
C.CTE4T
C.CC56G¢
C.CCE4c
N0.0CECe
C.CC4uce
C.CC4zsS
C.CC3cke
C.CC2¢4
C.CC32¢
€C.GC2Cs

18k

TEELE (£-22)
CCANTINLELC

FCR THE EXCCENCLS VARIABLE

Ce12E2 -Co2¢4E7
C.C&787 (.C

C.C7(CS2 -C.CC241
CeCE741 -C,CCESE
CoCh€tE -C.CCTS1
Ce(3¢3C -C.CCS721
C.C24C7 -C.ClCzZE
CeC2C12z -CoCICES
CoCz€cE -C.C1118
C.C2427 -CoC112¢
CeCzz1E -C.Cl11E€
C.C2C21 -C.C1CS2
C.Cl€4S -C,C1CE1L
C.Clece -C.ClC22
C.C1558 -C.CCSEC
CoCl1422 -CoCCS2E
CoCl121E -CoCCEEE
CeCl212 -C.CCE4]
CeClIIE -CaCCTS4
CeC1C2C -C.CCT4E
C.CCS%4S -C.CCT7C?
CaCCETE -CoCCeEC
C.CCECE -C.CCE1E
C.CC742 -C,CCET8
CoCCEEE -C.CCE4C
C.CCeé21 -C.CCEC4
C.CCEE2 -CoaCC4TC
C.CCC2¢6 -CLCC42E
CaCC4CE -C.CC27S
C.CC42C -C,0C252
C.CC287 -C.CC227
C.CC2%€ -C,CC2(C2
C.CC32€& -C,0CzE1
(.CC3Cec -C.CC2ze1
CoCC27S -C.CC242
C.CCZE7 -C.CC224
C.CCc2¢ -C.CCeC?
C.CCz1E -CL.CC1G2
C.CC2CC -C.CC177
C.CClEE -C.CC1E4
C.CC17C -C.CC1E2

RESIC FI NCANRES 1

ExCC

Ck IDNVEN

(aS4CC) -0.CEE24
CeCCE2z -CaCl4EE
C.C2574 -C.C32C52
CaCédz€S -CoClzez
CeC4t72 =-CaC(227
C.C4€E]1 -CaCCCEE
CoChllE -CaCCCET
CeCa4t7C -CaCCCCT
CoC442C -CaCCl2E
C.C4z2E -CoCC14c¢
C.C4C3E -C.CC147
CoC2E21 ~CaCC14e
C.(22€E -Ca((C124
CaC217€ -CaCC1cé
CeCl74 -CaCC1CS
CeCct8€ -C.CCIC1
CeC24CE -CaCCCC4
CeC222S¢ -C.CCCET
CoeC2C8C ~-C.CCCEC
CeC162]1 -C.C(C(CT4
CoeCliSl ~-C.CCCEE
C.Cl€6C -C.(CCCE2
CeC1827 ~CoCCCEE
C.C1422 -C.CCCE2
CeC1217 ~CaC(CC48
CoClzlt -CaCCC4E
CeCllz? -CaCCC4zZ
C.C1C41 -C.CCC2E
C.CCs¢z -C.CCCz¢
C.CCE8S -C.CCC22
C.CCEcl -CoCCC2C
C.CC75E -C.CCCZE
C.CC7CC -C.CCCeE
C.CC€4€ -C.CCC23
C.CCEGE -C.CCCzz

C.CC55C -C.CCCzC
CaCCECT ~CaCCCIE
C.CC4€7 -C.CCC17
CoCC4Z1 -C.CCC1E
C.CC3¢T -C.CCC14

EXF

AMN CH F
C.CCCCC

(.CCCC]
c.CCCC1
C.CCCCe
c.CCCC2
(.CCCC4
C.CCCC4
C.CCCC4
C.CCCCH4
(.CCCCe
C.CCCC4
C.CCCC4
C.CCCC4
C.CCCC4
c.ccccs
c.Ccccc2
c.lccez
c.cccc3
c.ccccz?
(.CCCCz
(.CCCCe
(.CCCC2
C.CCCCz
c.CCCC2
(.CCCCz
(.CCCCz
c.CCCC1
(.CCCC
C.CCCCH
(.CCCC1
C.CcCcCl
C.CCCC1
(.CCCCI
(.ccccl
C.CCCC1
c.cccc1
C.CCCC1
C.CCCC1
c.CCCCl
(.CCCC1
(.CCCCC
c.ccccc
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INTERIM MULTIPLIERS FCR THE EXCCGENCLS VAFRIZELE Ftikd Y-1
Cr CEM L C+H CCINC CF TIMEC CH FF RS (F LCANS CFEM M C CISC*T R
TCTAL  Cal237C CeCCS511 Ca2S%24 =CoCIS€Z (o4CC32 —CoCCC1T CoC2226€

LAC

C CeCl76C (.CCCCS CoCCET2 -CeCCICE Coafl1%2 =CaCCCC1 CaoC
1 C.C1CS7 (.CCC1E C.C123]1 -C.CC11€ C,.C17G€ -C.CCCC1l (.CCCEE
2 CoCCTE2 (.CCCIS CoCI14Z2]1 -C.CCICC Co.CIEET -C CCCCl  CoCCCCE
3 C.CC62F (.CCC21 CaCl41) -C.CCCEE C.CIETS =CLCCCCY1 (C.CClz2
4 C.CC54E (C.CCCz2 C(C.CL2ES -C.CCCT75 CaC1E4T =C.CCCC1  CoCC12€
S CeCCS5C2Z (lCCC22 CoCl282 -C.CCCEE CLCIECE -~CoCCCC1 CoCCl4z
€ CaCC47% (.CCCZ2 CuaCl212 -CoCCCE4 CoClT54 ~CoCCCCY CoCCl4s
7 CeCC4t52 (.CCC22 (oC12€S -C.CCCEC C.ClESE ~CoCCCCY C.CC142
€ Ce(C434 (CaCCCzz CaClzlS -CoCCCET CoCl€22 ~CaCCCC1l CoCCl4acC
G C.CC41& C.0CCZ1I Co.Cl1€67 =C.CCC5%4 Co.Cl5€4 -C.CCCCl CoCC12¢
1€ C.CC3G6¢ (.CCCZC CoC111Z ~C.CCC52 (C.C14%2 =-C.CCCC1 C.CC121
Il CeCC3EC (.0CC1S CeC1CE%€ =C.CCC4S CaC142C -CoCCCC1l C.CClzE€
12 C.CC361 CeCCCLlE CaCLCCE =-C.CCC4€E CoCl24€ -CoCCCCC CoCC12C
12 CaCC342 (oCCCUT Co(CS4E -CoCCCh44 CoCl272 ~CoCCCCC CoCCll14
14 C€C.CC324 C.CCCl€ CoCCESl -C.CCC41 C.C12CZ ~CaCCCCC CoCCICE
1€ CaCC3Cé C(C.CCCLE CoCCE2E -CaCCCIS CL.Cl121 -0.CCCCC C.CC1C2Z
1€ C.CC28S CeCCCl4 CoCCTET =CoCCC27 C.C1CE2 ~CoCCCCC CoCCCST
17 C.CC271 (C.CCCl4 C.CCT28 -C.CCC34 CL.CCSSE ~CoCCCCC C(oCCCSH
1€ C.CC2%¢ (C.CCC12 (C.CC€C]l -C.CCC32 (C.CC625 ~-C.CLCCCC C.CCCRE
19 0.CC23S C.CCClze Co.CCE4€ ~C.CCCAIC CL.CCETL -ClCCCCC Co.CCCEC
20 C.CC222 C(C.CCCll CoCCEC? ~-C CCC2E C.CCEL1T ~0.CCCCC CaCCCPE
2l C.CC2CS C.CCCI1C C.CCS€2 -CoCCC2¢ C.CC763 ~C.CCCCC CoCCCTC
22 C.CClS% C.CCC1C CoCCE24 -CoeCCC25 CoCCT11 -CoCCCCC CoCCCEE
23 C.CCl8Z (.0CCCS CeCC4EE -C.CCC22 (C.CCElEZ ~Co.CCCCC CoCCCE1
¢4 C,CC1E6S CoCCCCE (oaCC454 -(.CCCZ21 C.CCELlE -CoCCCCC CoCCCHT
© C.CC15& (C.CCCCE C.CC422 -C.0CC2C C.CCB72 ~C.CCCCC C.CCCE3
c€ C.CC147 C.CCCCT (CaC€C3262 -CL.CCCLE ClCC522 -C,CCCCC  CL.CCCSC
27 C.CCl3€é C.CCCCT? C.CC2€4 -CaCCCl7 CoCC4SE -CuCCCLC (.CCC4E
2€ C.CCl27 (C.CCCCE& CoCC22P -C.CCC1E CoCC45S ~CoCCCCC CLCCC42
26 C.CCl1€ (.CCCCE CeCC212 -C.CCCLIE CoCC42€ =-CoCCCCC CoCCCA4C
3 CoCCLCS CoCCCCE CaCC2S1 -CaCCC14 Co.CC3€5 ~Cl CCCCC CoCCC27
21 C.CClCl C.CCCCE Cl.CCZES -C.CCC12 C.CC2€€ -C.CCCCC (oCCC24
32 C.CCCS4 (C.CCCCE (CoCC24S -CCCC1Z CaCC32G6 -ClCCCCC (oCCC3Z
37 (.CCC8T (.CCCC4 CoCC221 -CeCCC11l Co4CC214 -C.CCCCC  C(CoCCCZS
24 C.CCCEBC (.CCCC4 CaCCZ214 -C.CCCIC CL.CC2S1 =-CoCCCCC Co.CCC27
38 C.CCCT74 Cl.CCCC4 C.CCISE ~CL,CCCCS CoCCZ€S -CaCCCCC CoCCC2E
3¢ (.CCC6S C(C.CCCC2 C.CCl€2 -C.0CCCS (C.CCZ24S -CoCCCCC C.CCCZ?
27 CeCCCE4 (oCCCC2 CaCC1€S -CaCCCCE (ClCC23C -C.CCCCC CoCCCzZ2Z
28 C.CC05S (C.CCCC2 C.CC15€ -CoCCCCT C.CC21Z =-C.CCCCC CoCCCZC
26 (.CC0%4 (.CCCC2 C.CC144 -C,CCCCT C.CC1SE -CoCCCCC CLCCCLE
4C CoCCO0S5C (CaCCCC& CoCC122 =-CeCCCCE CaCCIEL -CuCCCCC CoCCCLT
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CAP
Z.771Cz2

C.1C09¢2
C.l11166
Cellane
C.115C2
Cell3ez
(.11C74
Ceal1C6CC
C.lC24F
CeCC717¢
CeCC2E4
C.CETS(C
C.CE3CC
C.(7816
C.C7351
C.Ce85¢
C.Ce46¢
C.C€Q4¢S
C.Cc6¢52
C.C52171
CeC45721
C.C458¢
C.C426¢
C.C2G¢€¢
C.C368¢
CaC2427
C.C2181
C.C29¢%1
CaCZ72¢
C.Cc53¢
C.(2349
CeCczlic®
C.C2C13
C.C1862
CeCl722
C.C1567
C.C1472
C.Cl361
c.C1257
C.Cllel
C.C1C72
C.CC99¢C

INTERIM MULTIPLIERS

TAELE
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(€-23)

COMTIMLEL

FCR T+E EXCCENCLS VARIZELE

C MONCLR € CUR C

Coe7€C37

C.CCECE
C.ClEc(C
CeCZ1e7
C.C2z2E22Z
C.028c4
c.q3C1¢e
Ce.C2122
C.C21E1
CaC217E
C.C213¢
C.C2C€4
C.C26171
C.CcEel
CeC2741
C.eCctl4
CeCc4€3
C(.CZ2252
CeCzz21
C.C2CS7
C.CiSET
C.Cl84¢€
CeCl72C
C.ClEIE
C.Cl%12
C.Cl4l1
C.Cl21E€
C.Cl22E
C.Cl14C
C.Cl1CEC
C.CC984
C.CCS1¢
C.CCE4E
C.0C7¢87
C.CC?2C€
C.CCe¢€
C.CCEZE
0.CCE17¢
C.CCEE
C.CC4ace
C.CC4EF
C.0C424

.8CEEL

c.Cclcs
C.ClEce
C.C21713
CeC221¢
CaC2247
CoeCz327
CoCccié
CoCzC
CeCzl2¢
C.C2C27
C.C1lc44
C.ClE4S
C.C1752
C.Clés7
C.C1l%e€?
C.Cl471
.C1282
CoClzc
CeClcla4
C.Cl13¢
C.C1CE1
C.CCSSC
C.CC<2?
CoCCEEC
C.CCECC
C.CCT44
C.CC€€<]
C.CCEAZ
C.CCEScE
c.CcCec2
C.CCS1z
CoCC4aic
C.CC44¢C
C.CC4C?
C.CC271
C.CC245
C.CC3c2
C.CCZSE
C.CC27°¢
C.CCzts
C.CCz13S

FESIC FT NCNRES 1

C4€CCC

C.CSECS
C.CECC]
C.Ce€sC
CeCEi41
C.C47¢6S
C.C2682
C.C3ZEC
C.CzeEC
C.C217C
C.Cli2¢
C.Cl2€6
C.ClCES
C.CC766S
C.CCEE1
C.CC4cC1
C.CCz¢1
C.CClze
C.CCCZE
-C.CCC¢c2
-C.CC118
-C.CCleES
-C.CCZ(8
~C.CC227
~C.CC2¢c¢
-C.CCc72
-C.CC2E1l
-C.CCzEE
~-C.CC28¢
-C.CCz€2
-C.CCz18
~-C .CC272
~C.CCz¢4
~C.0Cz%4
~C.CCc44
~C.CCc?24
~C.CC222
-C.CC212
~C.CCcC1
~C.CC1SC
~C.CC17S
-C oC(léq

CoTcl44

C.CC2SS
C.CCECS
CeClzti
CeCl€2E
CeCl1S27
C.Ccle?
CeC2342
C(.Cz42
CeC2tES
Co(2ECS
CeCetc
C.(2€1S
CoCzCES
CoCZ41
C.C247¢
CeC24c(CE
CeCz222
C.C2222
CeCels(
CeCcC4?
CeClS4¢€
C.ClE4E
CeCliccC
C.CletE
C.Cl5¢1
C.Cl147C
C.C12¢€3
CeClcSE
C.Clzli
CoeCl14(C
C.ClCtE
C.C(CSCSE
C.CCSZS
CoCCEET
C.CCECT
C.CC7E2
C.CC6¢¢<
C.CCecC
C.CCECH4
CoCCc€]
C.CCE2C

FERWN

Ck INVEN
~C.CE8EC¢

-C.CCEE]
~CeC1117
~C.CCS¢1
~C.CCT17
~C.CC52¢
~C.CC41€
~Ca(C34C
~Ce(Czc<e
-C.CCécE
~C.CC224
~C.CCcl4
~C.CCI1CE
~C.CClE?
~-CeCC1éS
~C.CC1E7
"C.C(llﬁé
-C.CC12¢
~C.CC1l2¢
-C.CC11¢
‘C.CC1C7
-C.0CCCS
~-C.CCCC<2
~C.CCCES
~C.CCCTS
-C.CCCT2
~C.CCCET
-CeCCC€2
-C.CCCE7
-CaCCCE?
~C.(CC4s
=C.CCC42
-C.CCC2¢
-C.CCC2¢
-C.CCCc22
‘CQCCCEC
-C.CCCz¢
-C.CCCz¢€
-C.CCCz24
~C.CCCc2
-C.CccecC

Y-1

ANN CH F
C.CCCEE

(.CCCCC
.CCCCC
(.CCCCC
C.CCCC1
(.CCCC1
c.CcCccCl
C.CCCCz
(.CCCC2
(.CCCCxe
t.CccCz
C.CCCCe
C.CCCCe
(.CCCCz
(.CCCCe
(.CCCCz
C.CCCCe
C.CCCCz
c.ccccz
C.CCCCe
C.CCCCz
(.CCCCz
(.CCCCe
C.CCCCc
(.CCCC2z
(.CCCCe
c.CCCC?2
(.CCCC1
c.ccccl
(.CCCC1
C.CCCC1
c.CCCC1
C(.CCCC1
c.CCCC1
c.CCCC1
c.CCCCl
c.CCCC
c.Cccci1
c.CCCC1
C.CCCC1
(.CCCC1
c.Cccci
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(E-24)

INTERIM MULTIPLIERS FCR THE EXCCENCLS VARIZELE

IMVENT-)

Ck CEM € CF CCINC C+ TIMEC C+ FFE RS (F LCANS CFEMN M C CISC'T R

-C0.24656G¢

-C.C29£r2
-C.,C287¢C
-(.C322C4
-C.C26(CE
~C.C21¢%1
-C.C1811
-C.Cli55¢
-C.C135¢
-(.C12C4
-C.C1C7S
-C.CCG57¢
-c.C(887
-C.CCR11
~C.CC742
-C.CC6R2
-C.CC62¢
-C.CC51¢
-C.CC534
-C.CCac2
-C.CC45¢<
-C.CCs2¢C

~C.0124% -CL.ECEZT
-C.CCC€]1 -Ca.CEce
-C.CCC76 -C.CEEC3
-C.CCCE1 -C.C7Ce3
-C.CCCTE -C.CS72C
-C.CCCT72 ~C.C4qECT
~CeCCCEE -C.C415E4
-C.CCCE€2 -C.C2eT1
=C.CCCET7 ~-C.C226G2
-C.CCCE2 ~CaC2cE]
-C.CCC4S -C.CZ718
-(.CCC45 -C.C24E§
-C.CCC41 -C.CzeET
-C.CCC2E -C.CZ1CE
-C.CCC2¢ -C.(1¢c4C
-C.CCC22 -C.CliSC
-C.CCC2C -C.Clec=2
-(.CCCcE -CoC1E2E
-(.CCCce -C.CLLCE
-(CCCZ24 —CaC12CC

-(C.CCCzz -CeCl2(C

~(.€CCcC ~C.Cl1CE

-C.CC3¢¢ -(.CCCIS -C.C1CZ23
=C.CC35€ ~C.CCC1T7 -C.(CS44

-C.CC323(C
-C.CC3C*E
-C.0C281
‘C-CCZEQ
-C.CC23¢
-C.CC221
-C.CC2C4
-C.CC1lEE
-C.CC1%13
-C.CCLlES
-C.CC147
-C.CC13¢
-C.CCl2¢
-C.CClLE
-CQCCIC6
-C.C{0CE
-C.CCCS(C
-C.CCOE2

-C.CCCl€e -C.CCETL
~(sCCC1E -C.CCECH
~C.0CC14 -CaC0T42
-(.CCC12 -C.CCE8Y
-C.CCC1z -CaCCEZL
°C-C(Cll -COCC5£2
-C.CCCIC -CaCCE2¢
~C.CCCCS -C.CC4¢<E
-C.CCCCE -C.CC4EE
~C.CCCCE -CaCC42zC
-C.CCCCT -C.CC287
-C.CCCCT -C.CC257
-C.CCCC¢ -C.CC226¢
-C.0CCCe -C.CC2C3
-C.CCCCE -C.CCcic
-C.C0CCCE -C.CCz%7
-C.CCCC4 -C.CC227
~C CCCC4 ~CL.CCC1E

C.CE€41

C.ClIcE
C.CCEST
C.CCEtE
CeCCZEZ
C.CC285
C.CCc21
c.CC1cC
C.CClé4
C.CC14C
C.CC12]
C.CC118
c.CC1CE
C.CCICC
(.CCCS¢
C.CCC84
c.CcCcc78
C.CCC72
C.CCCeE
C.CCCE1
c.CCCE
C.CCC52
C.CCCHE
(.CCC4a5
C.CCCal
C.CCC2E
c.CCC2¢
t.ClC22
CeCTC=C
C.CCC2E
c.CCC2E
C.CCC2z2
t.CCC22
t.CCC2C
C.CCC1E
C.CCC17
C.CCC1¢
C.CCC14
t.CCC12
C.CCC1e
C.CCC11
C.CCCIC

~le272322

~C.3CT7462
-Ce14771
-C.1CCE7
-C.C7ST¢E
-C.CET1¢4
-C.C5¢15
-C.Ct%1z€
~C.C4%¢E¢7
-C.(4122
-C.C37°%4
-C.C2427
-C.(314C
-C.CzEE4
~C.Cc€t4
-C.Cc44¢
~C.Ccctt
-C.Cc(C81l
~C.C1%2C
-C.C177%2
-C.C1¢e2¢
-C.C1¢1C
-C.C13¢4
-C.ClcET
-C.C11E7
~C.ClCc¢
-C.C1C11
-C.CC822
—C.CCEEC
-C.CC752
-C.CC721]
-C.CCET4
-C.CCé€21
-C.CCE72
-C.CCEzE
-C.CC4cke
~C.CCe4E
-Cl.CC4a12
-C.CC2EC
-C.CC28C
-C.CC222
-C.CC2¢7

CoCCCELl -C.CECST

C.CCCIE C.C

C.CCCCE -C.CC4E
C.CCCCE€ -C.CCeEEE
CaCCCC4 -CaCCEE]
C.CCCC2 ~C.CCeag
C.CCCC2 -C.CCEEY
C.CC(Ce -C.CCE22
C.CCCC2 -C.CO4€7
CoCCCCc -C.CC4lE
(CCCC1 —CaCC27€
C.CCCL1 -C.CC226
CeCCCCl -C.CC2CE
C.CCCC1 -C.CCcEC
C.CCCC1 -C.CC2%¢
(.CCCC] ~C.CCc2¢
C.CCCC1 -CoCC21E
CaCCCC]l -C.CC1SE
Ca€CCC1 -CoCClEZ
C.CCCCl -C.CC1¢€E
CoeCCC(Cl -CaCC1EE
CeCCCC]l -CaCC142
C.CCCC1 -C.CC132
C.CCCCC -CaCCl22
C.CCCCC ~CaCC11C7
C.CCCCC ~CaCC1CH
CeCCCCC ~CaCCCCE
C.CCCCC ~C.CCCEE
C.C0LCC -C.CCCEL
C.CCCCC ~C.CCCTE
C.CCCCC ~C.CCCES
C.CCCCC -CCCCes
C.CCCCC ~-C.CCCES
CoCCCCC -C.CCCE4
C.CCCCC -CoCCCEC
C.CCCCC ~C.CCC4e
CoCCCCC ~CaCCC4z
C.CCCCC ~-C.CCC2¢
C.CCCCC ~-CoCCC2€
C.CCCCC -CoCCC22
c.CCCCC -C.CCC21
CoeCCCCC -CaCCC2E
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CNP

-C.71322¢C

TABLE

188

(€-24)

CCMTINLEL

C MONCLE C CUR C
-1.8727¢ -1.€24(¢

-(.(S882 -(o175CE

~C.4EBEE -C.CB3EZ -Co1€278

-Ce3662C -C.CGE12

-C.342[’C‘

-C.12124
~C.CSG1€ -C1CEEC

-Ce2C46C -C.CS51C -C.CEEEE

-C.27581

~C.CSEET ~C.CE16

-C.2518€ -C.CS2ES —-C.Cetiit

-C.23127
-C.cl3C¢
-C.1¢€¢€2
-C.1€1612

~C.1€7€¢ -C,CE6ETE

~C.CEEZE ~-Co(EC4
-C.CE3E] -C.CE3¢%1
~C.CTEET ~(. CaEEE
=C.C7358 -C.C4424
-(.C4(eE3

-Cel€51¢€ -CoC641C -CaC37324
-Cel4342 -C.C5G¢€€ -C.C2427

-C.132¢€¢
~Cel1224€
-C.11316¢€

=CeCEC4€ -C,C21€7

~C.0514S -C.C2¢21
~CeCaT77€ -CoC2¢€5E

-Ca1C45¢ -C.Ch4Z€ -CoCz4tE

-C.C5652¢
-C.CE511

~0.C4CSS -C.CZ2517
-C.C2764 -C.C212¢C

-C.C€22€ -C.C281C -C.C1¢¢57

-C.Ci561
-C.CiC(E
-C.Ct4t2
-C.CEGE
-C.CECES

-C.0224€ -C.C1lECE

~C.C23CCC -C.CleeT

~C.C2772 -C.Cl1E2¢
~C.C25¢€C -C.C142C
-C.CZ23¢€4 -C.C121C
-C.C21832 -C.C1z(E

-CeC4674 -(.C2Cla -C.C1114

-C.C43(C¢
-C.C2G72
=C.C2ec€(
-C.C2372
-C.C21CE
-C.Cz8¢€4
-C.C262¢
-C.Cz42]
-C.Cz23¢
-C.C2C62
-C.C185¢
‘C.Cl7‘09
-C.Cl611

-C.Cl€2s ~-C.C1C27
-C.Cl71€ -C.CC<47
-C.C1%¢c -C.CCET2
-C.Clacc -C,CCECE

-C.Cl1248 ~C.(CT742
-C.C]Z‘ic 'C.CC654
-CeC1142 -C.CCE2C

~(eC1CE4 ~C.CCEEL
=C.CCST1 -CaCCE2°¢
~CeCCEZ4 ~CaCC4t4
-C.CC7¢€C ~C.CC41E
=C.CC7CC -C.CC2E"

FESIC FI NCNRES 1

CeB€311 -242342¢
C.C ~C.C771¢
CeCC433 -C.1CEL4
CoCCSEZ -Col1SET
C.Cl432€ -Ca123CE
Co.Cl1ECT -Calcczlt
CoC2C72 -CollETE
CeC2245 -Coll2¢2
CeC2242 -Ca1CEZ]
C.C22€2 -Co1C222
CeC2277 -Co(GEZE
C.C224]1 -C.CSC22
CeC2281 -CaCE43T

CeC22CE -Co(787E
CeC2116 -CoC722¢
CeC2C2t -CoCeE2L
CeC1€2E ~CaCE2E2
C.C1€26 -C.CE5C2
C.(173C -Co.C548C
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Dynamic Structural Response Patterns of the Model

In the following discussion of the multiplier results from the
model, primary emphasis will be given to the dynamic effects of a sus-
tained unit change in one of the exogenous variables on the components
of the money supply and other monetary sector variables. The effects
on the "real" sector income components and on the rate of price change,
while not necessarily secondary in the Fed's analysis of the economy,
are considered secondary here because of the primary orientation of the
model and this analysis. An exception to this latter statement is
necessary because of the apparent (often) undue amount of emphasis
given to the level and change in the level of income. The level and
time path of income will, for this reason, receive more emphasis than
the other real sector elements.

The effects of some of the "exogenous" variables will be excluded
from the discussion—principally the lagged levels of DD, CC, TD, FR
and Ii. The reason for this exclusion is that these variables are not
truly exogenous. They enter directly into determining the amount of
change in the current period that was experienced by DD, CC, TD, FR and
Ii. They were only considered "exogenous" in this analysis because their
associated change variables (current and lagged) were the endogenous
variables. The total exclusion of these "exogenous" variables would
have had little, if any, effect on the overall result being analyzed.
Much the same argument could be made for exclusion of the current level
of loans and the current change in the level of income. But their
inclusion was regarded as necessary because of the part they play in the

Fed's decision-making process.
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Before entering the analysis proper, one more point must be
brought out. Occasionally a group of interim multipliers have a sign
which is not, a priori, expected. The occurrence of this can be explained
mathematically. For example, in Table (5-10), the impact multiplier of
a unit change in the level of loans has a slight but positive effect on

ADD, The first period multiplier, however, is negative:
D ADD _ b(DD,G - DD, ;)

oL BL,C

This tells us that:

= -.,01679

<

oL oL
This means that the influence of the previous period so "overpowers" the
current period effect, that the endogenous variable appears to be over-
correcting for the previous period's level. This might also be observed
to be a "cyclic" effect.

From Table (5-10) it can be seen that the sustained impact of a
unit (one billion dollar) increase in loans has little immediate effect
on demand deposits. The multiplier effects for the subsequent four
quarters appear to reflect the act of paying back the loan, However,
the residual effect of this continued increase eventually results in a
sixty-two and one-half million dollar increase in DD. Apparently
changes in coin and currency are little affected. Nor is the level of

time deposits except for the first period which may also reflect a large
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amount of loan repayment. So also could repayment account for several
quarters of positive additions to free reserves. It seems that the
reaction of open market operations and of the discount rate are delayed
one period—-perhaps an adjustment period. When they do reflect this change,
though, OMO is only slightly altered; after the first period, the impact
on the discount rate decays rapidly.

GNP reflects a substantial growth with the peak impact coming in
the first period. This is a result of the one-period lag in the impact
of a change in loans on the level of residential construction. Overall
it appears that, because of income growth, a positive impact on changes
in free reserves, and a not too inflationary impact on other things, a
change in loans of this magnitude would not occasion any overt OMO to
offset undesirable trends. Nor would it tighten the economy to the extent
that the Fed would have to move significantly to restrict the flow of
loanable funds (through raising the discount rate).

Table (5-11) reflects the multiplier effects of a unit change in
the quarterly level of income change. As should be expected, the
increased level of income change would raise the desire-—demand--for
more DD, CC, TD, and loans. The combination of all these increased
demands would lower the level of "free" reserves. Apparently the
increased loan demand would eventually lead to Federal Reserve action.
This action would seem to come as a result of a desire to limit the
further expansion of loans and diminution of thelevel of free reserves.
Note should be taken of two interesting development in the real sector
variables. First, the initial impact of this change seems to be to spur

long-term investment and consumption. But, it seems that the continuation
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of this percentage increase soon becomes evident. Shortly thereafter,
the level of nondurable consumption reaches a peak. Secondly, it seems
that housing, as a result of this increase, soon gets "over-built." As
a result. investment in this area must decline. Again the Federal
Reserve appears to be relatively unconcerned about this type of growth.

The multipliers of the proxy representing the expected rate of
income increase in the next period are presented in Table (5-12). A
one percent increase in this expected rate appears to lead to a reduced
demand for demand deposits, time deposits, and loans. Whether this
reflects a lessened degree of uncertainty, an improved ability to "match"
income flows, or some other factor or cpmbination of factors, the initial
impact on free reserves is to "free" a large amount of these reserves.
Part of this comes from the impact effect on open market operations; the
Ped substantially increases OMO to take up part of the slack, thus pro-
viding reserves in anticipation of this increase. Apparently, however,
the Fed sees itself as overreacting and, for several subsequent periods,
successively alternates poclicy positions in an attempt to correct for
previous errors. It also seems that the ability to "forecast" this
increase, together with the improved free reserve position, allows for an
easing of the discount rate. The prospect of this increase in the next
period evidently has only a minimal effect on the real sector variables.
It thus appears that this increased expectation has significant effects
only upon variables directly related to the Federal Reserve.

Table (5-13) contains the multipliers that evolve from a sus-
tained increase of one percent in the rate of worker productivity.

Whether the increase results from increased effort, more efficient
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production, improved technology, or some other factor or grouping of
factors, the primary influence of this change is thought to be reflected
by increased output. And, at the next level, increased income. The
magnitudes of the total and quarterly multipliers bear this out. As
expected, if the distribution of this increased income goes to the workers
and other factors of production, this would be mirrored by increased
consumption, particularly of nondurables and services, and by further
investment in plant and equipment. On the monetary side, this increased
activity should lead to an additional demand for loans (both consumer
and industrial)—reflected both by increases in AL and rd-and a decline
in the level of free—an increase in the level of borrowed--reserves.
Not quite as expected were the rather large multipliers for the effects
on changes in time deposits.

One noticeable feature of this increased productivity is the
effect on, and the multipliers for, the annual rate of change in prices.
Apparently the increased availability of goods leads to a negative price
change multiplier which is decaying but remaining negative. If this is
the case, it might serve as an empirical justification for tentatively
accepting either a "demand-pull" or an expected rate of wage increase
type of theory concerning price level advances. In any case, it appears
that the Fed would prefer to use discount rate adjustments rather than a
significant shift in open market poliey to adjust for thié change.

As mentioned before, it appears that the Federal Reserve has
tended to support a significant term structure of interest rates. This
is a measure of the difference between the levels of the long-term and

the short-term rate of interest. This supposition seems to be upheld in
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terms of the multipliers (Table (5-14)). It appears that the Fed
initially reduces its level of purchases in response to a one percent
increase in the level of the term structure. But for some reason it
appears to over-compensate, It, therefore, spends the next few quarters
trying to correct, by continually overreacting, for past mistakes. The
multipliers for free reserves also reflect the decline in the level of
OMO (a reduction in the provision of additional reserves).

The multipliers for a one percent change in the level of the
short~-term interest rate——as measured by the Treasury bill ratee—are
presented in Table (5-15). These multipliers contain some interesting
conclusions. The reduction in the demand for each of the money supply
components and for bank loans is by far the largest, in terms of the
multipliers, during the current period. Obviously the lagged effects
have at least some ameliorating effect on these levels in successive
periods. As a result of this, the multiplier for free reserves is
(except initially) positive. Open market operations move initially to
"mop-up" some of these excess reserves and, thereafter, make only small,
positive additions to bank reserves. The discount rate, as expected,
initially follows the increase in the short-term rate; surprisingly,
however, it follows without a lag. The effect of the sustained short-
term rate increase erodes rather rapidly. After eight quarters, the
discount rate appears to respond to other influences; perhaps it just
considers the continued shori-term rate increase as a given.

It also appears that the effect on income of this change is
delayed. Actually, almost all of the initial income multiplier increase

results from a positive, extremely large multiplier for inventory change
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and a much smaller one for nondurable consumption. The trend of the
income and Cnd multipliers, however, are quickly reversed. It is unex-
pected that the inventory change multipliers should continue to be posi-
tive. Also of interest are the rather small total and interim multi-
pliers for the effects on the annual rate of change in prices. In terms
of recent (late 1960's -early 1970's) experience, one might expect
larger price multipliers than observed here.

The multipliers for an increase in the level of the long-term
interest rate, Table (5-16), differ markedly from those of the short-
term rate. With the exception of GNP and Inr, it took almost one year
for the multipliers of the other endogenous variables to reach their
peaks. Apparently a unit change in the level of the long-term interest
rate is acceptable to the monetary policy authorities and the economy
as a whole; at least no immediate, negative reaction is observed. Whereas
the short-term interest rate is often considered as a cost factor—the
cost of capital, cost of holding liquid assets, and/or cost of operation
of a business (all "negative" levels)—=it appears that the long-term
rate may frequently serve as a proxy for the level of potential invest-
ment return. If possible, this intuitive hypothesis seems to be borne
out by the multiplier results.

- It takes between four to six quarters for the multipliers of thé
money supply components and the change in bank loans to reach a peak.
This is also reflected in the free reserve multiplier. These multipliers
decay quite slowly. This would seem to indicate that the demand for
these components could be relatively more interest-elastic than has been

shown previously in this paper. This result, however, does not invalidate
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the prior proposals that these components are interest-inelastic with
respect to interest rate changes. It only implies that perhaps these
components are not as interest-inelastic as previously observed. In
terms of the monetary sector variables, it is again seen that the Fed
does not seem inclined to alter OMO policy sufficiently to offset this
interest rate rise. The multiplier effect on the discount rate is also
quite interesting-—the multipliers do not peak until the seventh quarter.
Also, there exists at least a one quarter lag before any effect is felt
at all.

As mentioned, the role of proxy for the expected level of invest-
ment return is well reflected in the multipliers of the real sector
variables. The impact multipliers for income and nonresidential invest-
ment are large and are at their peak levels during the current period.
This might be interpreted in one of two ways. Either this sizeable
effect is misleading because of the potential developments in the lagged
variables which have not yet had time to have their effect, or the mag-
nitude of these multipliers at least partially substantiates the proxy
role. Nondurable and durable consumption multipliers peak luier. This
reflects, at least to some degree, the continued advancenent of income.
The negative multipliers of residential investment can easily be explained.
To the group of investors in this market, an advance in the long-term
rate represents an increase in the cost of financing the purchase, con-
struction, or selling of a house. As was the case with the short-term
rate, the very small multipliers for the annual price change variable were
guite unexpected.

Since balance of payments problems can be explained in terms of
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either an unfavorable trade balance or an unfavorable international
liquidity position, the negative multipliers for the major money supply
component(s) and the lack of effect on the demand for coin and currency
can be attributed to the latter case. It appears, however, that the
negative effects of a continued balance of payments problem are soon
dissipated and the existences of this problem is merely tolerated.
Apparently, the demand for loans, as illustrated by the multiplier,
declines early. But it seems that this demand soon becomes accustomed
to the continuation of this problem and resumes a more normal increase.
The early decline, in part at least, reflects the reduced availability
of funds for capital investment because of the outflow of funds for
international investment.

Open market operations, as expected, react to this problem by
providing additional reserves to a market experiencing an outflow of
funds. The large free reserve multiplier also reflects this. As usual,
the Fed is seen to overreact in its provision of reserves through open
market operations. And it spends the next several periods continually
trying to compensate for this error. This is also reflected in the
meltipliers. The negative discount rate multipliers are generally unex-
pected. One would think that with market rates rising in an attempt to
re-attract investment funds or to reflect an absence of.leanable funds,
the discount rate would follow suit. But the signs of the multipliers
would indicate that perhaps the rate declined in an effort to increase
the attractiveness of loans.

The multiplier effects on the real sector variables are under-
standably small. Although income continues to increase, the effect of

the unit increase in the level of the balance of payments problem on
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income is rather smdll., This reflects, perhaps, a general lack of stimu-
lation in production. The negative multipliers of the price change
variable are quite unexpected. If they had been significantly larger,
they would have been very difficult to account for. One would normally
expect prices to advance with continued payments problems. Apparently
what the multiplier reflects is not a negative relationship, but one in
which the effect of a unit change in the exogenous variable is substan-

tially greater in the previous period than in the present period:

JCHP  QCHP
9 B-P < B-P

Although the power to alter the level of reserve requirements

"'1.

against demand and time deposits is one of the policy "tools" of the
Federal Reserve, uni3 tool was used so seldom during the period that
there seemed to be no significant loss of generality-—increased biase=
if this variable was considered exogenous instead of endogenous (vis:
Teigen, 1969). The multiplier effects on the real sector variables seem
reasonable in signj it is difficult to judge what would be reasonable
in terms of magnitude. But the reactions in the monetary sector to a
unit change in the change of required reserves seem to be a little less
obvious. Apparently the effects of this change are lagged in their
influence on the money supply and on the demand for loans. But the
increase in required reserves causes an immediate reduction in free
reserves. This seems to be compensated for by a small OMO action and by
discount rate additions until the effect of thié’change is "normalized.,"
The multiplier effect of a unit increase in govermment expendi-
tures (or in some other component, or group of components, of exogenous

expenditures), Table (5-22), is reflected by an immediate and equal
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increase in the level of income. In addition to this gain, the rise in
consumption and investment expenditures resulting out of this enlarged
level of income in the current period will also increment the multiplier
on income to a level fifteen percent higher than the initially augmented
level. This expansion of income should (and does for the most part) mul-
tiply the levels of the income components. An exception, however, is
the case of residential investment. Apparently this factor is more
responsive to interest rate changes which might arise because of an
increased demand for a "fixed" availability of goods. Two other interest-
ing points are revealed by the "real" sector multipliers. First, the
sustained increment of a unit change in E is, apparently, quickly dis-
counted (decayed) in terms of its effects on income growth. Second, the
price multipliers resulting from this action are extremely small. If
this rise in demand does, in actuality, increase the demand for a fixed
stock of goods rather than providing just another source of demand for
an oversupply of previously produced goods, then the bidding for the
"scarce" goods should force the price level up. But this is not the
case, according to the multipliers.

Again we observe in the monetary sector that the Fed takes vir-
tually no open market action to offset the effects of this increase in
B¢, It apparently allows the discount rate to make the adjustments to
the declining multiplier on free reserves and the rising one on bank
loans. The multipliers of this effect on the money supply are about as
expected with one noteable exception—-the multiplier on time deposits is
twice that on demand deposits.

It seems that increases in permanent income (Table (5-23)) multiply
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the level of demand for all the money supply components——plus loans——as
well as for all the components of income. And it has very little effect
on the price level. This reflects a hypothesis that the demand for any
of these is almost totally immutable below some level, and that the level
of demand is often thought to be related to some level of "normal" income.
As this level rises, so should the demand for these variables.

An increase in the rate of capaclty utilization, as expected,
has much the same effect as an increase in the rate of worker productivity.
There are, however, two exceptions to this generalization. The capacity
rate change has little if any multiplier effect on price changes. This
conclusion from the model may or may not be acceptable. If this rise
brought into use machines which are otherwise considered marginal, one
should expect the higher costs to be passed on in the form of price
increases. If this productive machinery was not marginal, only idle,
then the multiplier results would be more plausible. The other exception
relates to the influence on consumption of the two changes. The improve-
ment in productivity is more likely to be passed on to the worker in the
form of salary increments than is the increased use of available capacity.
Thus, for the former one should expect a larger multiplier effect on con-
sumption-especially consumption of nondurables and services. For the
latter, one should expect a larger multiplier for nonresidential invest-

ment==in plant and equipment. This is, in fact, the ~oce.



CHAPTER VI
CONCLUSIONS

Initially the orientation of this thesis was to explain the
alternative economic framework from which most of the leading authorities
in the field draw their assumptions and, on the basis of which, reach
vastly differing conclusions as to the direction and impact of monetary
policy activities. To do this it was first necessary to lay a foundation
which would explain the nature and role of the policy-making body, the
methods and tools of its operation, and the most basic problems confront-
ing its operation.

To accomplish this, the first section opened with an explanation
of the organization and operations of the Federal Reserve and of its
primary policy-meking branch, the Federal Open Market Committee. Included
also was a short history of the development of the policy tools and a
rather abbreviated discussion of the lag estimation problem. Thisuis a
problem which often causes individuals to totally discredit monetary
policy even though fiscal policy is subject to a quite similar type of
lag. From this, the analysis moved to the central issue of this section.

There are basically two alternative theoretical frameworks for
the analysis of economic developments. These approaches differ in many
important aspects, especially with reference to the monetary side of
economic analysis. This has led to quite divergent views with respect
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to the level, impact, and residual effects of the current monetary
policy position. The more prevalent neo-Keynesian tradition was contrasted
with the newer "neo-Classical"--monetarist——approach. It was observed
that most of the disagreements in interpretation and analysis resulted
from each theory's emphasis on a different aspect of the problem to
explain the same phenomena. The primary differences in the theoretical
frameworks involve two important assumptions regarding: (1) the effects
of the level, and changes in the level, of prices; and (2) how the real
and the monetary sector variables react to changes either in the policy
tools or in some other factors. The neo-Keynesian approach assumes con-
stant prices since "real" and nominal quantities are equal., It empha-
sizes the substitution effects of a change in the relevant variables.
The monetarist theory assumes that prices are determined within the
system, usually by the level or changes in the level of the money supply.
Thus, "real” and nominal value are not necessarily equal or equivalent.
This approach emphasizes the income and wealth effects of a change in the
relevant variables.

As a result of these divergent approaches, it becomes obvious
why the analysis of economic change differs so greatly. The former
theory uses interest rates to measure the effects of monetary policy
since these rates are directly affected by a change in the nominal money
supply. The latter approach defines interest rates as Jjust another fac-
tor in determining "the" price level. The primary variable used to analyze
the effectiveness of monetary policy is typically some monetary aggregate
(money supply, change in the money supply, monetary base, etc.). Thus,

not only the measures that they employ as indicators of effectiveness
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and as targets at which to aim, but also their interpretation of the
immediate, final, and total effects of some given monetary action can
lead to widely-disparate theoretical conclusions.

There was no attempt in this analysis to draw specific conclu-
sions with respect to the superiority or increased forecasting ability
of one theoretical approach over another. The presentation of the struc-
tural frameworks as they relate to the monetary sector was necessary to
justify each theory's selections of the appropriate indicators and tar-
gets of policy action. Nor do the developments in this paper provide an
adequate basis for the comparison of theories. The primary policy vari-
ables of the monetarist approach—the monetary base and the money supply-—
are endogenous to the model. Therefore, a relatively meaningful analysis
can be presented on their behalf. However, the principal policy vari-
ables in the "Keynesian" theory--the spectrum of market interest rates——
are exogenous to the system. Since these factors are not on a similar
basis, a comparison of the theories is not theoretically possible.

As a result of the lack of fiscal policy measures and because of
the assumed exogeneity of govermmental actions in the model, it was not
possible to compare the effectiveness of fiscal versus monetary policy.

To do this would first require making governmental income and expenditures
endogenous. Then, as factors under governmental control, one would also
need to make the tax rate schedules and possibly some budgetary measures
endogenous. This would substantially increase the size of the model. But
it would also increase the model's importance and relevance.

The remainder of the paper involved establishing some empirical

basis from which to draw policy conclusions. Then these conclusions
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were analyzed in light of the results that would be expected a priori.
This analysis should provide a foundation from which the theoretical

and empirical relevancy of the model can be Judged.

Conclusions

The model contains two measures which are considered as indicators
of monetary policy activity. The change in the level of free reserves
is used as a very short-term indicator. It is available on a day-to-day
(or an even more frequent) basis, and is a well-accepted operational
variable. For the "longer" short-term indicator, the "adjusted" mone-
tary base (UBR + CC) was used. Actually the rate of change in (UBR + CC)
was used as a proxy for the "dynamic" operations in the open market. It
measures the net effects of policy activities on the available supply of
reserves and it is not biased by currency flows.

In the more intermediate term, the indicators are supposed to
reflect the effects of given policy actions on various components of the
monetary sector. The targets should reflect these effects on the compon-
ents of the real sector. The indicators and targets employed in the
model were changes in the money supply-——demand deposits + coin and cur-
rency outstanding + time deposits—and the levels of several key market
interest rates-=primarily the short- and long-term interest rates on
government securities. These rates, however, are considered exogenous.
Therefore, they receive less analytical attention in the model. The
goal proxies for the ultimate objectives were assumed to be the level
and the change in the level of income, the rate of change in prices,
the level of unemployment (or its reciprocal), a balance of international

payments, and a desired relation between the long- and short-term
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interest rates.

There are numerous interesting conclusions which have evolved
from the estimation of the model and from the calculations of the elas~
ticities and multipliers. Instead of reconstructing the full reasoning
behind the explanation of these, it might be best to make a summary list-
ing of the main conclusions. This list, however, is neither exhaustive
(in fact it is quite selective), nor do the sequence in which the conclu-
sions appear represent an ordering by importance.

(1) The demand for demand deposits appears to support a "Fried-
monian"-type thesis that the demand for this major component of the
"narrowly-defined" money supply is primarily a function of permanent
income and the interest rates;

(2) The demand for time deposits function quite closely approxi-
mates those for the other money supply components. This might-—and in
the present case, did=—lead to the inclusion of time deposits in the
definition of "the" money supply. All appear basically to be functions
of income (however defined), interest rates, and the lagged values of
the dependent variable;

(3) In the 2SLS estimations, with the exception of the relation-
ship between the yield on time deposits and the demand for these deposits,
the relative importance of the effects of the interest rate terms on the
demand for money was lessened in comparison to the 0LSQ estimates. Thus,
these components appear to be not as interest-responsive (possibly less
interest-elastic) as originally estimated. The small short-run elastici-
ties for these also reflect the reduced responsiveness;

(4) The multiplier effects on these money supply components,
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however, reflect an opposite trend. This might indicate that although
the short-run effects may not be sizesble, the long-term effects of a
sustained increase in the interest rates are definitely important in
determining the level of demand;

(5) It might seem incongruous that changes in free reserves are
positively related to discount rate movements and negatively related to
market interest rate changes. However, an increase in the discount rate
could 1limit loan expansion (a use of available reserves) which would help
preserve the current level of "free" reserves. But an increase in market
interest rates—eespecially in the short-term rateseemakes investment of
"free" funds relatively more attractive;

(6) It was possible to relate open market operations to the
levels of variables in each of the three major policy categories: indi-
cators (change in free reserves, and the proxy for OMOe=the "adjusted"
monetary base); targets (the money supply which is endogenous and vari-
ous interest rates which are exogenous); and the goal proxies (income
and the current change in income, balance of payments problem proxy, and
the term structure of interest rates). But we were not successful in
including the rate of change in prices and the rate of unemployment;

(7) The multipliers for those policy variables which are included
showed that they seldom have very significant effects on the movement of
OMO. It is shown, though, that OMO are relatively responsive to income
change, balance of payments problems and interest rate differentials.
Apparently they are significantly less responsive to the rate of price
change and to the unemployment level;

(8) This previous conclusion contradicts, in part, several
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other people's findings (e.g., Dewald and Johnson, 1963; and Willes
1967-IT) regarding the response function for open market operations
of the Federal Reserve. These other studies typically give prominence
to some combination of income and/or change in income, change in
prices, and unemployment or its reciprocal. However, a careful reading
of the Minutes of the FOMC over the period would give a different impres-
sion. They seem to respond to changes in income, interest rate levels
and changes, balance of payments problems, and, less generally, to price
changes. They seldom seem to respond to the level or rate of unemploymentg

(9) From the multipliers it appears that the Fed makes use of
discount rate changes rather than changes in the level of open market
operations to offset variations in the levels of other variables. This
is not expected a priori. In quarterly terms, the Federal Reserve uses
OMO to react basically just to changes in the expected rate of income
change and in the balance of payments situation. It uses or allows dis-
count rate changes to react to changes in other varisbles such as loans,
income, productivity, and the interest rates. DPerhaps the prime reason
for this result is the fact that this is a quarterly model. Day-to~-day
changes in OMO are hidden whereas the much more infrequent movements of
the discount rate are emphasized. One should expect the results to be
different if one had a shorter-term model;

(10) The Federal Reserve's reaction to an increased change in the
level of income (AYt>AYt-l) seems to be to limit further expansion by
holding down the growth in loans. This may be accomplished by discount
rate increases and allowing "free" reserves to decline;

(11) The Fed overreacts to an increase in the expected rate of



210
change in income by initially increasing OMO too much. It then spends
the next several quarters continually overreacting in an attempt to
offset previous actions, But it appears that the ability to forecast
this change permits them to allow banks a slightly "looser" free reserve
position. The combination of these allows for an easing of the discount
rate;

(12) Because the increase in balance of payments problems results
in negative effects on the money supply components (although the magnitude
of these effects declines quickly), the Fed is quick to use OMO to pro-
vide additional reserves. This is reflected also in the large free
reserve multiplier. As usual, the Fed overreacts. This, at least in
part, accounts for the rapid erosion of the negative effects;

(13) It appears that the Federal Reserve has tended to support a
specific, though probably implicitly-determined, level or range of dif-
ferences between the long- and short-term rates of interest. As long
as the changes in the long-term rate are greater than those in the short-
term rate, no matter whether the rates are rising or falling, the Fed
seems to reduce its level of activity. But, as usual, it seems to over-
react. It then spends several quarters (continuing to overreact) in an
attempt to correct for previous mistakes. This action can be observed
in both the multipliers for the long- and short-term interest rates and

those for the term structure variables.

Possible Extensions

There are a multiplicity of extensions which might arise out of
an econometric study of this sort. The most obvious of these is reesti-

mation and respecification of the equations, making additional changes in
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(or combining) variables or equations. This type of improvement,
together with the reduction in the degree of aggregation, are the most
widely recognized methods of improving a model. But there are many
other ways. Most notably, one could establish a separate relationship
for Government expenditures, thus distinguishing it from other exogenous
expenditures. This might also be done for net exports and for services.

An important extension of this model would involve opening up
new avenues of linkage between the variables of both sectors. DPresently
these sectors are related through income, loans, interest rates, and the
"real" sector variables in the demand for loans egquation (Cd and Ii).
Further, one should improve the specification of the price change equa-
tion, and perhaps change it to a quarterly rate of price change. Finally,
one should include more interest ratee-yield—variables (e.g., yields
on loans, Federal funds, CD's) and make most, if not all, of them endo-
genous. Thus, they could more correctly be used as target measures.

In addition to these extensions to the model itself, there are
alternative tests which could be made of the model’s specifications. One
could estimate the system of equations as a recursive set and compare
these analytical results with those which are available from the methods
used here. One could alsoc make both short- and long~term forecasts,
simulating economic activity for a future period or time path (Goldberger,
1959). And one could also perform simulations by inducing parameter
changes. In this way, the simulations would reveal the stability of
both the parameter estimates and the multipliers. All of these test the
quality and correctness of the specifications. Certainly a comparison

of short- and long-run elasticities would be in order. This test would
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determine the stability of these elasticities over time.

Finally, one might want to attempt to specify a utility function
which would explain (predict) Federal Reserve reactions to a given level
of change in any important economic variable. One might employ the
results of this model in searching, from among an ordered set of utility
functions specified for the Federal Reserve, for a reasonable, but
realistically tentative, policy-oriented utility function. A success-
ful specification of this function would mske available a whole "Pandora's
box" of relevant policy information. One prime example would be the
"trade-offs" used by the Fed in its attempts to achieve and maintain

some combination of ultimate economic objectives.



BIBLIOGRAPHY



BIBLTOGRAPHY

Andersen, L. C. "Three Approaches to Money Stock Determination.” Review,
Federal Reserve Bank of St. Louis, Vol. 49 (October, 1967).

. "Federal Reserve Defensive Operations and Short-Run Control of

the Money Stock." Journal of Political Economy, Vol. 76 (March-
April, 1968).

. '"Money Market Conditions as a Guide for Monetary Management."
In K. Brunner, ed., Targets and Indicators of Monetary Policy.
San Francisco, 1969).

Andersen, L. C., and Levine, J. M. "Implementation of Federal Reserve

Open Market Policy in 1964." Review, Federal Reserve Bank of
St. Louis, Vol. 47 (June, 1965).

. "A Test of Money Market Conditions as a Means of Short-Run

Mone?ary Management." National Banking Review, Vol. 4 (September,
1966).

Anderson, C. L., et al. The Federal Funds Market—A Study by a Federal
Reserve System Committee. Washington, D.C., 1959.

. A Half-Century of Federal Reserve Policymaking, 1914-196L.
Philadelphia, 1965.

Ando, A., and Goldfeld, S. M. "An Econometric Model for Evaluating
Stabilization Policies.” In A. Ando, et al., eds., Studies in
Economic Stabilization. Washington, D. C., 1968.

Board of Governors of the Federal Reserve System. Annual Report. Wash-
ington, D. C., 1951-1969.

. The Federal Reserve System: DPurposes and Functions. Washing-
ton, D. C., 1963.

. Minutes of the Federal Open Market Committee, 1936-1960, and
Its Executive Committee, 1936-1955. Washington, D. C., 196kL.

. "Record of Policy Action of the Federal Open Market Committee."
Federal Reserve Bulletin. Washington, D. C., 196L-1969.

21k



215

Brunner, K. "The Monetary Fiscal Dilemma." Bulletin of Business
Research of the Center for Business and Economic Research,
The Ohio State University, Vol. 6 (June, 1969).

Brumner, K., and Meltzer, A. H. An Analysis of Federal Reserve Monetary
Policy-Making, House Subcommittee on Domestic Finance, U.S.
Congress. Washington, D. C., 196L.

. "The Meaning of Monetary Indicators.” In G. Horwich, ed.,
Monetary Process and Policy: A Symposium. Homewood, Illinois,

1967.

. "The Nature of the Policy Problem." In K. Brunner, ed.,
Targets and Indicators of Monetary Policy. San Francisco, 1969.

Burger, A. E. "The Implementation Problem of Monetary Policy." Review,
Federal Reserve Bank of St. Louis, Vol. 53 (March, 1971).

Burger, A. E., and Ruebling, C. E. "Federal Open Market Committee Deci-
sions in 1969—Year of Monetary Restraint." Review, Federal
Reserve Bank of St. Louis, Vol. 52 (June, 1970).

Davis, R. G. "The Role of the Money Supply in Business Cycles." Monthly
Review, Federal Reserve Bank of New York, Vol. 50 (April, 19 .

. "How Much Does Money Matter? A Look at Some Recent Evidence."
Monthly Review, Federal Reserve Bank of New York, Vol. 51 (June,
1969) .

. "Interpreting the Monetary Indicators." Monthly Review, Federal
Reserve Bank of New York, Vol. 52 (July, 1970).

deLeeuw, F. "A Model of Financial Behavior." In J. Duesenberry, et al.,
eds., The Brookings Quarterly Econometric Model of the United
States. Chicago, 1965.

. "A Condensed Model of Financial Behavior." In J. Duesenberry,
53631., eds., The Brookings Model: Some Further Results. Chicago,
1969.

deLeeuw, F., and Gramlich, E. "The Federal Reserve-MIT Econometric Model."
Federal Reserve Bulletin, Vol. 48 (January, 1968).

Dewald, W. G. "Free Reserves, Total Reserves and Monetary Control."
Journal of Political Economy, Vol. 71 (April, 1963).

. "Money Supply Versus Interest Rates as Proximate Objectives of
Monetary Policy." National Banking Review, Vol. 3 (June, 1966).

Dewald, W. G., and Johnson, H. G. "An Objective Analysis of the Objec-

tives of American Monetary Policy, 1952-1961." Banking and
Monetary Studies. Homewood, Illinois, 1963.




216

Buesenberry, J. S., and Klein, L., R. '"Introduction: The Research
Strategy and Its Application." In J. Duesenberry, et al.,
eds., The Brookings Quarterly Econometric Model of the United
States. Chicago, 1965.

Evans, M. K., and Klein, L. R. The Wharton Econometric Forecasting Model,
2nd edition. Philadelphia, 1968.

Fand, D. I. "Some Issues in Monetary Economics." Review, Federal Reserve
Bank of St. Louis, Vol. 52 (1970). (1970-I)

. "A Monetarist Model of the Monetary Process." Journal of
Finance, Vol. 25 (May, 1970). (1970-II)

Frazier, W. J., and Yohe, W. P. Introduction to the Analytics and Insti-
tutions of Money and Banking. Princeton, 1966.

Friedman, M. "The Quantity Theory of Money: A Restatement." In M.
Friedman, ed., Studies in the Quantity Theory of Money. Chicago,
1956.

. "The Demand for Money-—Some Theoretical and Empirical Results."
Journal of Political Economy, Vol. 67 (June, 1959).

Friedman, M., and Schwartz, A. J. A Monetary History of the United States,
1867-1960. Princeton, 1963.

Fry, E. R. "Measures of Member Bank Reserves." Federal Reserve Bulletin,
Vol. 49 (July, 1963).

Gaines, T. C. Statement to the House Subcommittee on Domestic Finance,
U, S. Congress. Compendium on Monetary Policy Guidelines and
Federal Reserve Structure. Washington, D. C., December, 1968.

Gibson, W. E. "Effects of Money on Interest Rates." Staff Economic
Studies, No. 43. Board of Governors of the Federal Reserve
System, Washington, D. C., March, 1968.

. "The Lag in the Effect of Monetary Policy on Income and Interest
Rates." The Quarterly Journal of Economics, Vol. 84 (May, 1970).

Goldberg, S. Introduction to Differential Equations. New York City, 1961.

Goldberger, A. S. Impact Multipliers and Dynamic Properties of the Klein-
Goldberger Model. Amsterdam, 1959.

Goldfeld, S. M. Commercial Bank Behavior and Economic Activity. Amster-
dam, 1966.

Guttentag, J. M., "The Strategy of Open Market Operations.” The Quarterly
Journal of Economics, Vol. 80 (February, 1966).




217

Hamberger, M. J. "Indicators of Monetary Policy: Arguments and the
Evidence." American Economic Review, Vol. 60 (May, 1970).

Havrilsky, T. "An Investigation of Monetary Policy Action, 1952-1965."
Unpublished Ph.D. dissertation, University of Illinois, 1965.

. "A Test of Monetary Policy Action." Journal of Political Economy,
Vol. 75 (June, 1967).

. Statement to the House Subcommittee on Domestic Finance., U.S.
Congress, Compendium on Monetary Policy Guidelines and Federal
Reserve Structure, Washington, D. C., 1963.

Hendershott, P. H. "Comment on Brunner and Meltzer's 'The Meaning of
Monetary Indicators.'" In G. Horwich, ed., Monetary Process and
Policy: A Symposium. Homewood, Illinois, 1967.

. "A Quality Theory of Money." Nebraska Journal of Economics
and Business, Vol. 8 (Autumn, 1969).

Hinshaw, C. E. "The Recognition Pattern of the Federal Open Market Com-
mittee: A Study of the Inside Lag of Monetary Policy, 1947-
1960." Unpublished Ph.D. dissertation, Vanderbilt University,
1967.

Jorgenson, D. W. and Griliches, Z. "Sources of Measured Productivity
Change: Capital Input."” American Economic Review, Supplement,
Vol. 56 (May, 1966).

Keran, M. W., and Babb, C. T. "An Explanation of Federal Reserve Actions
(1933-68)." Review, Federal Reserve Bank of St. Louis, Vol. 50
(July, 1969).

Keir, P. M. "The Open Market Policy Process.”" Federal Reserve Bulletin,
Vol. 49 (October, 1963).

Laidler, D. "The Rate of Interest and the Demand for Money-—-Some Empir-

ical Evidence." Journal of Political Economy, Vol. T4 (December,
1966).

Levine, J. M. "Federal Reserve Monetary Management and the Linkage
Framework for Implementing Monetary Policy." Unpublished Ph.D.
dissertation, Indiana University, 1969.

Liebenberg, M., et al. "A Quarterly Economic Model of the United States,
A Progress Report." Survey of Current Business, Vol. 46 (May,

1966).

Lipsey, R. G. "The Relation Between Unemployment and the Rate of Change
of Money Wage Rates in the United Kingdom, 1862-1957: A Further
Analysis." Economica, Vol. 27 (February, 1960) (new series).



218

Martin, W. Mc. Statement to the House Subcommittee on Domestic Finance,
U. S. Congress, Compendium on Monetary Policy Guidelines and
Federal Reserve Structure. Washington, D. C., 1968.

Mayer, T. "The Lag in the Effect of Monetary Policy: Some Criticisms.”
Western Economic Journal, Vol. 5 (September, 1967).

. Statement to the House Subcommittee on Domestic Finance, U. S.
Congress, Compendium on Monetary Policy Guidelines and Federal
Reserve Structure. Washington, D. C., 1968.

Meigs, A. J. Free Reserves and the Money Supply. Chicago, 1962.

Meltzer, A. H. Statement to the House Subcommittee on Domestic Finance,
U. S. Congress, Compendium on Monetary Policy Guidelines and
Federal Reserve Structure. Washington, D. C., 1968.

Morrison, G. R. Statement to the House Subcommittee on Domestic Finance,
U. S. Congress, Compendium on Monetary Policy Guidelines and
Federal Reserve Structure. Washington, D. C., 1968.

Nerlove, M. "A Quarterly Econometric Model for the United Kingdom: A
Review Article." American Economic Review, Vol. 52 (March,

1962).

Office of Business Economics, U. S. Department of Commerce. Business
Statistics, 16th Biennial Supplement to the Survey of Current
Business. Washington, D. C., 1967.

. Survey of Current Business, March, 1967 through April, 1970.
Washington, D. C.

Reuber, G. L. "The Objectives of Canadian Monetary Policy, 1949-1961:
Empirical 'Tradeoffs' and the Reaction Function of the Authori
ties." Journal of Political Economy, Vol. 72 (April, 1964),

Roosa, R. V. Federal Reserve Operations in the Money and Government
Securities Markets. New York City, 1956.

Rouse, K. G. Statement to the House Subcommittee on Domestic Finance,
U. S. Congress, Compendium on Monetary Policy Guidelines and
Federal Reserve Structure. Washington, D. C., 1968.

Saving, T. R. 'Monetary-Policy Targets and Indicators." Journal of
Political Economy, Vol. 75 (August, 1967).

Schneider, W., Jr. "The Inside Lag in Monetary Policy of the United
States, 1952-1965." Unpublished Ph.D. dissertation. New York
University, 1968.

Subcommittee on Domestic Finance, Committee on Banking and Currency,
House of Representatives. Compendium of Monetary Policy Guide-
lines and Federal Reserve Structure, Pursuant to H. R. 11 (1968)
90th Congress, 2nd Session, December, 1968. ’




219

Teigen, R. L.

"Demand and Supply Functions for Money in the United
States: Some Structural Estimates."

Econometrica, Vol. 32
(October, 196k4).

Statement to the House Subcommittee on Domestic Finance, U. S.

Congress, Compendium on Monetary Policy Guidelines and Federal
Reserve Structure, Washington, D. C., 1968.

"An Aggregated Quarterly Model of the U. S. Monetary Sector,
1953-1964,"

In K. Brunner, ed., Targets and Indicators of
Monetary Policy. San Francisco, 1969.

Theil, H., and Boot, J. C. G. '"The Final Form of Econometric Equation
Systems." Review of the International Statistical Institute,
Vol. 30 (1962).

Tobin, J. "The Interest-Elasticity of Transactions Demand for Cash."
Review of Economics and Statistics, Vol. 38 (August, 1956).

. "Monetary Semantics.” In K. Brunner, ed., Targets and Indi-
cators of Monetary Policy. San Francisco, 1969.

Townsend, W. S.

"Monetary Policy and Economic Objectives: A Suggested
Framework for Analysis.”

Southern Journal of Business, Vol. 5
(April, 1970).

U. S. Statutes at Large. "Federal Reserve Act," 38, 63rd Congress, 24
Session, December 23, 1913.

"Employment Act of 1946," 60, 79th Congress, 2d Session {(Febru-
ary 20, 1946).

Weintraub, R.

"The Stock of Money, Interest Rates and the Business Cycle,
1952-196k4," Western Economic Journal, Vol. 5 (June, 1967).

Willes, M. H. "The Inside Lags of Monetary Policy.” Unpublished Ph.D.
dissertation. Columbia University, 1967. (1967-I)

. Framework of Monetary Policy: A gStaff Analysis of the Federal

Open Market Committee and Its Conduct of Monetary Policy, House

Subcommittee on Domestic Finance, U. S. Congress, January 19,
1967, III-IV. (1967-II)

Willis, P. B. A Study of the Market for Federal Funds.

Yohe, W. P., et al.

Washington, D. C.

et al. "A Policy Model of the United States Monetary Sector."”
Southern Economic Journal, Vol. 35 (April, 1969).




APPENDICES



APPENDIX A

LISTING OF TEIGEN'S MODEL

B

6.5723 + .0728Y - .0015(r, -Y) - .0065(rtd-Y) - .2311D_; - 8.701ls

- s.ohh5s2 - 3.L486s

3
R® = .ou8 S.E. = 1.0239
A% = ,1995 + .OOOOSB(rtd-Y) + .OOOOOS(rb-Y) - .0002Y - °ooo3Yp
-1
+ .0076sl + .0l17s, + .ooo7s3
R° = .737 S.E. = .0035
AT = -3.8905 + .ooh6(rtd-Y) - .oo39(rl-y) + 0148y - .0270T_, + 1.0292s
+ 1.5ouu32 + .u068s3
R = .751 S.E. = .Tho6
D D
by = 6609 + .ozlunb + .OlO6(rb-rd) - .6950(fb(_}_;-.o329sh + .02u6s5
R® = BU7 S.E. = .0158
A CL
A(%%) = -.0268 + .009kr, + .2loo(§%1 - .0566(5;)_1 + .0543s, + L0199,
+ .02h3s3
R® = 630 S.E. = .0069
(rl-rb) = 1.2363 - .701l+rb - .0070Z, + .0526zl + .066522 + .oh7hz3
R = .960 S.E. = 1177
OMO = -.003h + .3028(§X— - .5u66(DY) - .2206(2E) + .0022r. + .0035(B-P)
-1 P
- .0325Ak + .O161ART - .2995(0MO)
R® = .875 S.E. = .0109
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ry = .1676 + .3358r, + 6.386L(WDY) + .6253(ry)_,
R2 = 091'{'8 S.Eo = 03306
v o™y od oy s, 1T ATt o4 S
™ _ 9k.2010 + .0830Y + .1376AY + u6.6237(é5) + .8579Cnd_l - 32.3903s,
P

- 10.727332 - 15.3966s

3
R® = .998 S.E. = 1.8899
¢® = 7173 + L0232 + .2058AY + 27.2709(2F ) + .7081¢% | + 2.1366s,
P
+ 15025, + 29176353
R® = .976 S.E. = 1.3909
T = -5.6198 + .0233Y + .0I4BAY + 7.54(CAP)_; + 1.0254T + 1h.3L(CHP)
nr nr nr nr
+ JTHOTI™_; - .0986s,T7 , + .0793s I , - .0252s .1 4
R® = .993 S.E. = .6932

I7 = -L6.645L + ,0360Y + .02534Y - -2691r, + .1057TNHF - .0056V_;
+ 22.4045(F) - .000UDP_| + .4BIBI” | - .1253s, + 5.0618s,
+ 5.2&73s3

R = .957 S.E. = .8671

ATY = 12,7476 + .0822Y + LO09LAY + 1.5560AL + .3678AUF - .TOIT™ + .2091AIi_
+ 19.703s, + u.8266s2 + 8,2h86s3
R° - .888 S.E. = 2.1213
CHP = .0008 + .101T7(WTY) - .000(GAP) - .0003(B-P) + .9br65(CH1>)_:L

R® = ,817 S.E. = .00Lk
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APPENDIX C

SOURCES OF DATA

Endogenous Variables

l. Monetary variables.

The following data are in billions of current dollars, seasonally
adjusted. The data were monthly averages of daily values which
were then averaged quarterly. Source: Federal Reserve Bank of St.
Louis (from the Board of Governors of the Federal Reserve System).

ADD = DDt - DDt-l Demand deposits at all commercial banks.
ACC = CCt - Cct—l Coin and currency in the public's hands.
ATD

TDt - TDt-l Time deposits at all commercial banks.

AFR = FR, - FR,_, =(ER, - MBB,) - (ER__, - MBB_ ) = Free reserves.
ER = Excess reserves of member banks.
MBB = Member bank borrowings from the Federal
Reserve.
AL =L, - L Commercial and industrial loans at commercial
t t-1
banks.
omo = A(UBR + CC) _ A(TR - MBB + CC)
(UBR + CC)_l ~ (TR - MBB + CC)_l
Open Market (TR - MBB + cc)t - (TR - MBB + cc)t_l
Operations =
Proxy (TR - MBB + CC)t_l
TR = Total reserves of member banks.
r. = Discount rate at the Federal Reserve Bank of New York. Quoted

as percent per annum (3.5% = 3.50)

2. Real sector variables.
The following variables are in billions of current dollars, seasonally
adjusted. The data are guarterly totals at annual rates. Source: Fed-
eral Reserve Bank of St. Louis (from the U. S. Department of Commerce).

o2k
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Y = Gross national product = Income

Cnd = Consumption of nondurable goods.
Cd = Consumption of durable goods.
Ir = Fixed investment in residential structures.

nr . . . . .
I = Fixed investment in nonresidential structures.

The following variables=-Source: U.S. Department of Commerce,
Business Statistics, 1967 edition; and Survey of Current Business
(1967 through April, 1970).

AT* = Change in nonfarm business inventory, seasonally adjusted in
current dollars. It is in terms of quarterly totals at annual
i_i
rates. (It'It—l)
CHP =.SPI - QPIt-h = Annual rate of change in prices.

P
CPI = Consumer price index (1957-1959 = 100), a weighted aggre-
_ gative monthly index, quarterly averaged.
P = Weighted average price series employing weights used by
deLeeuw (1965) and Teigen (1969) to approximate a series
of "permanent" income and prices.

L .
— 1
P = 0.11h .éo (0.9)*(cpr) 4

Exogenous Variables

l. Interest rates.

The following are quarterly averages quoted in terms of percent per
annum (3.5% = 3.50). Source: Federal Reserve Bank of St. Louis
(from the Board of Governors of the Federal Reserve System).

]

ry Treasury bill rate on new issues of 3-month bills., Averaged
monthly rates.

rl = Long-term government bond yields. Averaged monthly rates.
TRM = (rl-rb) = Term structure of interest rates.
rig = Yield on time deposits. The rate for 1953-1960 is derived by

interpolating an annual series of yield quotations from the
Annual Reports of the Federal Deposit Insurance Corporation.
The series since 1960 followed the new issue rate on six
month CD'se-Source: Federal Reserve Bank of St. Louis (from
the Federal Reserve Bank of New York).
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The following are the multiplicative forms of the interest ratese
the rates multiplied by the level of income (reY). These are the
substitute earning assets into which money is considered to be easily
transferable. The three broad groups are represented by the (rb-Y),

(rtd-Y), and (rl-Y).
ART = RRth - RRth = Change in the required reserve ratio which
t t-1 member banks must apply against their time
depositse

RRRtd = Reserve requirement ratio against time deposits. Fol-
lowing the division of the broad classification "time
deposits" and the establishing of differing reserve
requirements (effective July 14, 1966), the ratio used

was a weighted average based on the (approximate) dollar
volume in each category.

L= Lt = Commercial and industrial loans at commercial banks.
Real sector variables.

AY =Y, - Y, . = Quarterly change in income (Y).

Y = Permanent income (lagged one period). Calculated using the
Pl delLeeuw formula previously used to find P.
T - T3
WDY = —§———*—-— = A proxy for the expected annual rate of change in
income in the next quarter (annual change in
2 Y i income "led" one iod divided h
i - pericd divided hy a one-year

moving total of income).
ES = Exogenous expenditures =Y - Cnd - Cd S R L AIl.
Its main component is govermment expenditures, but it also
includes net exports and changes in farm business inventori~s.

INV . = Level of all manufacturing inventories, book value, season-
“Tally adjusted (quarterly averages of end-of-the-month data)
in billions of current dollars. Source: U.S, Department of
Commerce, Business Statistics, 1967 edition, and Survey of
Current Business (1967-March, 1970).

AProd = Productivity change. The annual series published by Jorgenson
and Griliches (1967) was interpolated into a quarterly series
using the formula AProd = 0.79816 + 0.0045 T, where T is a
quarterly measure of time (T in 1953-I = 33). And the values
from 1965 through 1969 are projected on the basis of this regres-
sion equation. (year 1955 = 100).

CAP _ = Pate of capacity utilization in the manufacturing, mining,

h éﬁd utilities sector (30 manufacturing, mining, and utilities
ipdustries). New series of the Wharton Index of Capacity

Utilization, lagged one period. Provided by F. Gerard Adams,
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Economic Research Unit of the Department of Economics of the
University of Pennsylvania. In percentage :erms (95.l4).

Proxy for the balance of payments problem. Since the short-
term interest rate is the most important in international
liquidity and capital flows, it is used as the basis of this
rate. It is multiplied times a dummy variable which equals
zero (0) for the years 1953-1960 when the U.S. experienced
few of these problems; and unity (1) for the ensuing years.



