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## CHAPTER I

## THE HISTORY OF THE PROBLEM

## Introduction

This chapter will present a chronological account of the development of the properties and examples of homogeneous bounded plane continua.

In order not to destroy the continuity of the story, no effort will be made to define topological concepts or terminology within this chapter. The topological terms which are less well known are defined in Chapter II. Other terms can be found in the references listed in the introduction to the second chapter.

It is necessary at this point to explain the referencing style used in this paper. When only one number appears in the parentheses following some item, i.e., (3), then that number refers to the number that has been assigned to the source being cited in the bibliography of this paper. When a sequence of three entries in parentheses follow some item, i.e., (3, 48, Theorem 16), then the first number gives the number of the source as given in the bibliography of this paper, the second number gives the page number within that source, and the third entry identifies the specific item that is being utilized.

The formal presentation of examples of homogeneous bounded plane continua and the proofs of the theorems giving their basic properties will constitute Chapters III and IV of this paper. Hence, no attempt will be made at this time to verify how the results given in this chapter are achieved.

As stated above, the results presented in this chapter are given approximately in the chronological order of their discovery. When those same results are presented again in later chapters, they will be given in the order that most efficiently facilitates their proofo

Fact and Fantasy Before 1948

The story of homogeneous bounded plane continua began in 1920 when a topological definition for the word "homogeneous" was first given by Waclaw Sierpinski (26). The definition, as given by Siexpinski, stated simply that a set $M$ is homogeneous if and only if for every pair of points $x$ and $y$ belonging to $M$, there exists a homeomorphism mapping $M$ to $M$ and $x$ to $y$. Examples of such sets are easy to construct (for instance, any line in the plane is homoo geneous). However, when certain other restrictions are required of the set, examples become less numerous.

The simple closed curve is an example of a homogeneous bounded plane continuum (see Theorem 3.2)。 In 1920, B. Knaster and G. Kuratowski (19) stated a problem on homogeneous continua which took twentyosix years to resolve. The problem which they presented can be stated as follows: Is every nondegenereate homogeneous bounded plane continuum a simple closed curve?

Even though he could not verify his suspicions, in 1922 Knaster (18) himself gave a description of a hereditarily indecomposable con. tinuum which he suspected of being homogeneous. This continuum was indeed homogeneous, but this fact was not proved until 1951 (3).

In a brilliant paper in 1924, Stefan Mazurkiewicz (20) proved a result which gave support to the idea that simple closed curves are the only homogeneous bounded plane continua. Mazurkiewicz proved that the only locally connected nondegenerate homogeneous bounded plane continum is the simple closed curve.

Mazurkiewiczis paper was the last published on the problem until 1937. In that year, Zenon Waraszkiewicz (27) announced that he had proved that the only homogeneous bounded plane continuum is the simple closed curve. However, the following statement can be found in haraszkiewica's paper:

It [ the proof] is composed of two parts, of which the first, profiting only from the local homogeneity, permits the reso triction of the class of continua under considexation to the one of irreducible sections of the plane such that every sub. continua is a simple arc or a proper indecomposable continuum. Now that second hypothesis is impossible since each autoo morphic transformation of a curve of which every part is indecomposable, reduces to the identity, so that one can conc sider only the irreducible plane curves, each part of which is a simple arco

Of course, it is not immediately evident that it is incoriect to assume that $: \%$. each automorphic transformation of a curve of which every part is indecomposable, reduces to the identity, . ${ }^{\text {in }}$ However, as will later be proved (Theorems 3.5 and 3.8), such is the case。

In 1944, Gustav Choquet (8) stated the following theowem without
proof: "Any compact homogeneous plane set is either (1) finte, or
(2) perfect and totally disconrected, or (3) homeomorphic to a unjon
of concentric circles of posituve radius which cuts any diameter in a set of type (1) or (2)." This result is also false and was probably based on Waraszkiewica's earlier paper.

Hence, by 1945 the principle results that had appeared in print seemed to leave no doubt that the oniy nondegenerate homogeneous bounded plane continua were the simple closed curves.

## The First Example

In 1948, Edwin E. Moise (22) published an example of a continuum Which he proved to be indecomposable and homeomorphic to each of its nondegenerate subcontinua. The methods used by Moise to describe his contirumm suggested immediately to $R$. $H$. Bing that Moiseis continuum might be homogeneous. Later in the same year, Bing (1) preserted a proof that the pseudoware (as Moise had called his cotu tinum) was indeed homogereous. Shortly theweater, Morse (23) also publithed a proof of the homogeneity of the pseudoare.

It is irteresting to note that Moise suggested in his original paper on the pseudowarc that it might be homeonorphic to the cona tinum descmbed by Knaster (18) in 1922. Ro Ho. Bing (3) established in 1951 that any pair of limeaty chainable compact mondegenemate hexeditarily indecomposable plane continua are homeomorphic. That result is sufficient to show thet the continuum described by Knaster was a pseudowarco

In 1949 ard 1951 , two papers grpeated which world have added support to the notion that simple closed curye ds the only fomoo geneows bourded continum, ifi Maise and Bing had not alreadg published.
their results. In the first of these papers, F. B. Jones (11) showed that every compact plane continuum, that is both homogeneous and aposyndetic, is a simple closed curve. The second paper, by H. Jo Cohen (9), used the result of the first paper to prove that the only homogeneous bounded plame continum that contains a simple closed curve is a simple closed curve Another theorem in Cohen's paper exterded the theorem which had earlifer been proved by Mazurkiewicz (20). This new theorem stated that the only locally comected, locally homogeneous, bounded plane contimum is the simple ciosed curve.

Since several papers had been published indicating that any one of several additional restrictions can force a homogeneous bounded plane continuum to be a simple closed curve, it may not be surprising that ko papers by Issac Kapuano (15 and 16), which challenged the homogeneity of the pseudoare, were published in 1953. Kapuano:s proofs (as they appeared in print) were only vague outlines. However. his exror seemed to die in some sort of assumption that the points of the pseudoware had a kind of natural linear order.

A More General Problem

Once Bing had published his proof of the existence of a homo geneous bounded plame contimum, other than the simple closed curve, a more general problem mmediately arose. The newer problem asked the question: How many distinct examples of homogeneous bounded plane continua exist, and how can they be classified?

One of the most important results relating to the new problem appeared in 1951 . In that year, $F$. $B$. Jones (12) proved that a homogeneous bounded plane continuum that does not separate the plane is indecomposable Since the pseudouarc does not separate the plane and is indecomposable, and since Bing had shown that all linearly chainable, compact, nondegenerate, hereditarily indecomposable plane continua are homeomorphic, it appeared that all bounded homogeneous continua, not separating the plane, might be pseudoarcs. By adding the restriction that the continua under consideration be linearly chainable, Bing (4) was able to establish that all homogeneous bounded plane continua, that do not separate the plane and are not degenerate, are hereditarily indecomposable. Hence, it was established that the only homogeneous, linearly chainable, bounded plane continum is the pseudo-are.

In 1954, RoH. Bing and $F$. Bo Jones announced simuitaneously, but separately, that each had discovered a (circularly) chacnable homogeneous bounded plane continuum that was neither, a simple closed curve nor a pseudo are. It was discovered that the two examples were essentially the same, and hence, the result was published jointly in 1959 (7) . This example was called a "circle of pseudooarcs". It was shown to separate the plane and to be the union of amper semiocontinuous collection of pseudooarcs.

Between the announcement of the discovery of the circle of pseudo. arcs and the actual publication of its description, F. B. Jones (14) published a proof that every decomposable, homogeneous bounded plane continum that separates the plane, but which is not a simple closed
curve, is a union of an upper semi-continuous collection of pseudoarcs. In their joint paper, Bing and Jones established that all homogeneous bounded plane continua, that separate the plane and are a union of an upper semiocontinuous collection of pseudoarcs, are homeomorphic.

Thus, the following is an exhaustive classification system for chainable homogeneous bounded plane continua:

Type 1: Pseudo-arcs;

Type 2: Simple closed curves;
Type 3: Circle of pseudoarcs;
Type 4: Indecomposable continua that separate the plane
It is not yet known whether continua of Type 4, which are homoo geneous, actually exist. At least one example which may belong to that class has been defined (3; 48, Example 2), That contirumm is shown to be an indecomposable continum that separates the plane, but mo proof of its homogeneity has been published.

The last significant paper to be published on homogeneous bounded plane continua appeared in 1960, and was another paper showing that added restrictions almost always cause such continua to be simple closed curves. In that paper, Ro Ho Bing (2) proved that the only homogeneous bounded plane continuum which contains an arc is the simple closed curve.

FUNDAMENTAL TOPOLOGICAL CONCEPTS

## Introduction

In this chapter, the basic topological concepts necessary to read this paper are presented. It will be generally assumed that the reader is familiar with the basic definitions and theorems that occur in a first course in elementary point set topology. In particular, any topological term appearing in Elementary Topology by D. W. Hall and G. L. Spencer (10) is not defined in this chapter.

In order to preserve space, many theorems that can be found in the literature which are used to prove the theorems in this paper have not been stated. In each such case, a reference which includes the proof of the theorem is given. Of course, the hypotheses of all theorems utilized in this paper have been carefully checked to assure the applicability of the conclusions. The majority of the theorems that are used, but not explicitly stated, may be found in one of the three books, Elementary Topology by D. W. Hall and G. L. Spencer (10), Foundations of Point Set Theory by R. L. Moore (24), or Analytic Topology by G. F. Whyburn (28).

Certain of the definitions in this chapter are of such a nature that examples are necessary to clarify their statement. In such a
case, either an example will be given following the definition, or a reference will be given where an appropriate example can be found.

A clear understanding of the definitions and theorems associated with the concept of "crooked chains" is necessary for reading many of the proofs of this paper. Hence, nearly all such definitions are illustrated by example and all such theorems are followed by reasonably complete proofs.

## The Topological Setting

The basic topological space assumed in all theorems and examples of this paper is the ordinary Cartesian plane with the usual metric topology. Care has been taken to assure that all results from other sources, that are used in this paper, are valid in this topological setting. Examples are presented in such a manner that their existence in the plane is clear.

Some confusion could arise by the frequent use of the term "domain" throughout this paper since "open set" is more commoniy used in discussion of the Cartesian plane. The following definition should clarify the relationship between the two terms.

Definition 2.1: Let $S$ be a topological space and $D$ be a subset of $S$. Then $D$ is a domain if and only if $D$ is an open set of $S$. If a set $D$ is open relative to a set $M$ in $S$, then $D$ is said to be a domain relative to $M$ or just a domain in $M$.

## The Concept of Homogeneity

The fundamental topological property of point sets that is studied in particular in this paper is the property of being homo. geneous.

Definition 2.2: A point set $M$ is said to be homogeneous if and only if for every pair of points $x$ and $y$ of $M$ there exists a homeo. morphism mapping $M$ to $M$ and $x$ to $y$ o

Example 2.3: Any simple closed curve is a homogeneous point set (see Theorem 3.2).

A somewhat weaker property than homogeneity is the property of being locally homogeneous. In some theorems of this paper the hypotheses only require that the set under consideration be locally homogeneous.

Definition 2.4: The set $M$ is locally homogeneous if, for each pair of its points $x$ and $y$ of $M$ there exists a homeomorphism between two domains in $M$, one containing $x$, the other containing $y$, such that $x$ is mapped to $y$.

Of course, any homogeneous set is locally homogeneous. The converse of this statement is not necessarily true. The following example illustrates that fact.

Example 2.5: Let $H$ be the open arc in the Cartesian plane given by $\{(x, y): 2<x<3, y=0\}$. Let $K$ be the unit circle. If $M$ is the undon of $H$ and $K$ then $M$ is locally homogeneous but not homogeneous.

## Certain Types of Connected Sets

The only class of point sets that will be studied in this paper relative to the concept of homogeneity is the class containing those sets that are both closed and connected. A special name is given to the members of this class and certain members of the class are further classified by additional properties. The following sequence of definitions is concerned with the naming of special classes of connected sets.

Definition 2.6: A closed and connected set is called a cono tinuum。

Definition 2.7: A connected subset $C$ of a set $M$ is called a component of $M$ if and only if $C$ is not properly contained in any connected subset of $M$.

Notation: An arc with end points $x$ and $y$ will usually be denoted by xy. Occasionally, an arc xy will be denoted by xzy to emphasize that $x y$ passes through the point $z$, where $z \neq x$ and $z \neq y$. On other occasions, the notations (xy) and (xzy) are useful to indi. cate the open arc $x y$; that is, the arc $x y$ except for its end points. When (xy) and (xzy) are used in a discussion, [xy] and [xzy] may also be used to give added emphasis to the fact that the end points are to be included.

Definition 2.8: Ari arc component of a set $M$ is a subset $C$ of $M$ such that each pair of points of $C$ belongs to an are in $M$ but C is not properly contained in any subset of $M$ with that same
property.

Example 2.9: Let $H=\{(x, y): x=0,-1 \leq y \leq 1\}$ and let $K=\{(x, y): y=\sin 1 / x, 0<x \leq 1\}$. Let $M$ be the continuum $H \cup K$. Then each of the sets $H$ and $K$ is an arc component of $M$ 。

Defintion 2.10: If $p$ and $q$ are two points of the same arc component of the set $M$ then the union of all arcs in $M$ that have $p$ as an end point and contain $q$ is called a ray starting at $p$.

Example 2.11: Let $K$ be the arc component of $M$ in Example 2.9 and $p$ be any point of $K$. If $q$ is a point of $K$ whose $x$ coordinate is less than the $x$ coordinate of $p$, then the ray starting at $p$ and containing $q$ is the set of points belonging to $K$ with $x$ coordinate less than the x coordinate of p . Similarly, if the x coordinate of $q$ is greater than the $x$ coordinate of $p$, then the ray starting at p and containing q is the set of points belonging to K with x coordinate greater than the $x$ coordinate of $p$.

Definition 2.12: If $M$ is a continuum, a composant of $M$ is a point set $K$ such that, for some point $p$ of $M$, the point $x$ beiongs to $K$ if and only if there is a proper subcontinuum of $M$ containing both p and x .

Definition 2.13: A set of points $M$ is said to be cyclicly connected provided every pair of points of $M$ lie together on some simple ciosed curve in M .

Example 2.14: Let $H$ be the set of points in the Cartesian plane and on the circles centered at the origin and having radii one and two respectively. Let $K=\{(x, y):-2 \leq x \leq 2, y=0\}$. If $M$ is the union of $H$ and $K$ then $M$ is cyclicly connected, Obviously, any simple closed curve is also cyclicly connected.

Definition 2.15: The point set $M$ is said to be connected im kleinen at the point $p$ if and only if $p$ belongs to $M$ and, for every domain $D$ relative to $M$ that contains $p$ there exists a domain relative to $M$ which contains $p$ and is a subset of a component of $D$.

Example 2.16: Let $M$ be the continuum of Example 2.9. Then each of the sets $H$ and $K$ is connected and connected im kleinen, but $M$ is not connected im kleinen at any point of $H$.

Definition 2.17: A continuum which is locally connected and which contains no simple closed curve is called a dendrite.

Examples of dendrites are easy to construct. Of course, an axc is one such example.

Definition 2.18: A continuum $M$ is said to be unicoherent if and only if for every pair of continua $H$ and $K$ such that $M$ is the union of $H$ and $K$, the intersection of $H$ and $K$ is a continuum. A continuum is said to be hexeditarily unicoherent if every subcontinuum is unicoherent.

The pseudonarc presented in Chapter III is shown in Chapter IV (Theorem 4.7 ) to be hereditarily unicoherent.

Definition 2.19: The continuum $M$ is aposyndetic at the point $z$ of $M$ with respect to the point $x$ of $M$ provided that $M$ contains a con tinuum $K$ and a set $V$ which is open relative to $M$, such that $M=\{x\}$ contains $K, V$ contains $z$, and $V$ is a subset of $K$.

Example 2.20: Let $M$ be the continuum of Example 2.9. Then $M$ is not aposyndetic at any point of $H$ with respect to any other point of $H$. However, $M$ is aposyndetic at any point of $K$ with respect to any other point of $M$.

Definition 2.21: The continuum $M$ is said to be indecomposable if and only if it is not the union of two subcontinua distinct from M. If every subcontinuum of $M$ is indecomposable then $M$ is said to be hereditarily indecomposable.

Examples of indecomposable continua are not easy to describe. Several such examples can be found in "Concerning Hereditarily Indecomposable Continua," by R. H. Bing (3).

Definition 2.22: A continuum is decomposable if and only if it is not indecomposable.

Definition 2.23: If $H$ and $K$ are disjoint closed point sets, the continuum $M$ is said to be an irreducible continuum from $H$ to $K$ if $M$ intersects both $H$ and $K$ but no proper subcontinuum of $M$ inter. sects both $H$ and $K$.

Definition 2.24: Suppose $a_{0} b_{0}, a_{1} b_{1}$, . . ., is a sequence of arcs converging to an arc $x y$. The sequence is called a folded sequence
of $\operatorname{arcs}$ converging to $x y$ if $a_{0}, b_{0}, a_{1}, b_{1}$, . . ., converges to $x$.
Example 2.25: Let the coordinates of the point $a_{i}$ be $\left((1 / 2)^{2 i}, 0\right)$, $i=0,1,2$, . . .; let the coordinates of the point $b_{i}$ be $\left((1 / 2)^{2 i+1}, 0\right), i=0,1,2, . . . ;$ and let the coordinates of the point $c_{i}$ be $\left((1 / 2)^{2 i+1}, 1\right), i=0,1,2, \ldots$ Let $a_{i} b_{i}, i=0,1$, 2, . . ., denote the arc formed by the union of two line segments joining $a_{i}$ to $c_{i}$ and $b_{i}$ to $c_{i}$, respectively, Let $x y$ be the line segment joining $x=(0,0)$ to $y=(0,1)$. Then $a_{0} b_{0}, a_{1} b_{1}$, . . is a folded sequence of arcs converging to $x y$.

Definition 2.26: A simple triod is the union of three arcs such that the intersection of any two of them is the same point $p$.

Definition 2.27: If $S$ is the Cartesian plane and $M$ is a closed proper subset of $S$, then every compenent of $S$ - $M$ is called a comple. mentary domain of M .

Definition 2.28: The set $T$ is said to separate the connected point set $M$ if and only if $M-T$ is the union of two separated point sets.

## Properties of Sets Associated with Special Points

Certain properties possessed by points, by virtue of their being members of homogeneous sets, are preserved under homeomorphisms of the set to itself. Consequently, one method of determining whether a set is homogeneous is to examine particular points under a homeoo morphism of the set to itself. Thus, it is convenient to have special
names for points having properties that are sometimes preserved under a homeomorphism.

Definition 2.29: A point p is called a boundary point of a point set $M$ if and only if every open set containing $p$ contains a point of $M$ and a point not belonging to $M$. The union of all boundary points of a set is called the boundary of the set.

The next point property that will be identified is one that is always preserved by a homeomorphism of a continuum to itself. That fact will be proved after an example is given illustrating the definition.

Definition 2.30: If $k$ is a positive integer, the point $p$ of the continuum $M$ is said to be of Menger order $k$ with respect to $M$ if and only if it is true that (1) every domain with respect to $M$ that con. tains $p$ contains a domain with respect to $M$ which contains $p$ and whose boundary with respect to $M$ contains only $k$ points, (2) if $n$ is a positive integer less than $k$, there exists a domain $D$ with respect to $M$, containing $p$, such that if $U$ is any domain with respect to $M$ which contains $p$ and which is a subset of $D$, then the boundary of $U$ with respect to $M$ contains more than $n$ points.

Example 2.31: Let $M$ be the continuum of Example 2.14.t Then the points having coordinates $(\infty 2,0)$ and ( 2,0 ) have Menger order three; the points having coordinates $(-1,0)$ and ( 1,0 ) have Menger order four ; and all other points of $M$ have Menger order two.

Theorem 2.32: Let $M$ be a continuum and $p_{1}$ and $p_{2}$ be distinct points of $M$. Suppose there exists two open sets of $M$, say $E$ and $F$, such that $p_{1}$ and $p_{2}$ belong to $E$ and $F$ respectively, and a homeomorphism from E to $F$ that maps $p_{1}$ to $p_{2}$. Then $p_{1}$ and $p_{2}$ have the same Menger order.

Proof: Suppose the Menger order of $p_{1}$ is $k_{1}$ and the Menger order of $p_{2}$ is $k_{2} \neq k_{1}$. Without loss of generality, let $k_{1}>k_{2}$. Then there exists an open set $D_{1}$ of $M$ such that $D_{1}$ is a subset of $E$ and whose boundary with respect to $M$ contains more than $k_{2}$ points. Let $D_{2}$ be the subset of $F$ that is the image of $D_{1}$ under the homeomorphism. Then $D_{2}$ is open in $M$ and the boundary of $D_{2}$ with respect to $M$ contains at most $\mathrm{k}_{2}$ points. Therefore, there exists some point $\mathrm{p}_{3}$ of the boundaxy of $D_{1}$ with respect to $M$ which maps to some point $p_{4}$ of $D_{2}$ that is not on the boundary of $D_{2}$ with respect to $M$. Let $D_{4}$ be an open set of $M$ such that $p_{4}$ is in $D_{4}$ and $D_{4}$ is a subset of $D_{2}$. If $D_{3}$ is the inverse image of $D_{4}$, then $D_{3}$ is an open subset of $D_{2}$ and contains $p_{3}$. But this is impossible because $p_{2}$ is a boundary point of $D_{2}$ with respect to $M$ and hence no open subset of $D_{2}$ contains $p_{3}$.

Definition 2.33: A point $p$ is called an end point of a continuum $M$ if $p$ has Menger order one with respect to $M$.

Definition 2.34: The point $p$ is called a cut point of the connected point set $M$ if and only if $M-\{p\}$ is not connected.

Definition 2.35: A point $p$ will be called a separating point of a set $M$ provided there exist two points $a$ and $b$ of some component $C$
of $M$ such that $M-\{p\}=M_{a} \cup M_{b}$, where $M_{a}$ and $M_{b}$ are mutually separated and contain $a$ and $b$ respectively.

Definition 2.36: A point $p$ of a continuum $M$ will be called a local separating point of $M$ provided that there exists a compact neighborhood $R$ of $p$ such that if $C$ is the component of the inter. section of $M$ with the closure of $R$ that contains $p$, then $M \cap\left(\mathscr{R}^{-}-\{p\}\right)=M_{1} \cup M_{2}$ where $M_{1}$ and $M_{2}$ are mutually separated sets and neither $M_{1} \cap C$ nor $M_{2} \cap C$ is empty.

Example 2.37: Let $M$ be the continuum of Example 2.14. Then every point of $M$ is a local separating point, but no point is either a cut point or a separating point. In connected sets cut points and separating points are equivalent concepts.

Definition 2.38: A point x cuts a point wrom a point $\underline{\text { z }}$ in a continuum $M$ if and only if there exists no subcontinuum of $M$ lying in $M-\{x\}$ that contains both $w$ and $z$.

Example 2.39: It should be clear that if a continuum $M$ is cyclicly connected (as in Example 2.14) then no point $x$ cuts a point w from a point $z$ in $M$. But, let $M$ be the continuum of Example 2.9, then any point of $H$ other than $(0,1)$ or $(0,-1)$ cuts $(0,1)$ from $(0,-1)$ in $M$.

Definition 2.40: The point $p$ is said to be accessible from the point set $M$ if and only if for every point $x$ of $M$ there exists an arc xp lying, except for $p$, wholly in $M$.

Example 2.41: Let $M$ be any open set in the plane Then every point of $\bar{M}$ is accessible from $M$.

## Sequences

Several of the continua used as examples in this paper occur as limit sets of sequences. Most of the terminology associated with sequences and generalized sequences (well-ordered sets) that is used in this paper is standard. However, two terms, not so commonly used, are defined here so that their meaning will be clear.

Definition 2.42: If, for each positive integer $n, M_{n}$ is a point set, then the limiting set of the sequence $M_{1}, M_{2}, M_{3}$, . . . is a point set $M$ such that $p$ belongs to $M$ if and only if for every open set $R$ containing $p$ there exist infinitely many integers $n$ such that $M_{n}$ contains a point of $R$. If $L$ is the limiting set of every subsequence of $M_{1}, M_{2}, M_{3}, \ldots$, , then $M_{1}, M_{2}, M_{3}$, . ., is said to converge to L.

Definition 2.43: Let $\alpha$ be any sequence (finite, countable or uncountable) The subsequence $\beta$ of the sequence $\alpha$ is said to be an initial segment of $\alpha$ if and only if every term of $\alpha$ that precedes any term of $\beta$ belongs to $\beta$.

## Upper SemioContinuous and Continuous Collections

The proofs of several theorems in this paper are completed by showing that certain sets can be decomposed into disjoint collections of subsets which can then be considered to be a topological space with the subsets as points. The terminology introduced in this section will
provide the foundation for such considerations.

Definition 2.44: A collection $G$ of mutually exclusive closed point sets is said to be upper semimcontinuous if and only if it is true that if $g$ is a point set of the collection $G$, and $g_{1}, g_{2}, g_{3}$, -. . is a sequence of point sets from $G$, and for every $n$, $x_{n}$ and $y_{n}$ are points in $g_{n}$ such that $x_{1}, x_{2}, x_{3}, 0,0$, converges to a point in $g$, then every infinite subsequence of $y_{1}, y_{2}, y_{3}$, . . has a subsequence converging to a point that lies in $g$.

Definition 2.45: A collection $G$ of subsets of a metric space $M$ is said to give an upper semiocontinuous decomposition of $M$ if and only if (1) the sets of $G$ are compact, (2) Gills up $M$ (every point of $M$ belongs to a set of $G$ ), and (3) $G$ is upper semi-continuous.

Example 2.46: Let $M$ be the subspace of the Cartesian plane whose points are the points of $A \cup B$ where $A=\{(x, y): 0 \leq x<1,0 \leq y \leq 1\}$ and $B=\{(x, y): 1 \leq x \leq 2,0 \leq y \leq 2\}$. For each $x_{0}$ such that $0 \leq x_{0} \leq 2$ define $g_{x_{0}}=\left\{\left(x_{0}, y\right):\left(x_{0}, y\right)\right.$ is an element of $\left.M\right\}$. If $G=\left\{g_{x}\right\}, 0 \leq x \leq 2$, then $G$ is an upper semiocontinuous collection of sets that gives an upper semi-continuous decomposition of M .

Definition 2.47: A collection $G$ of closed point sets is said to be continuous if and only if it is true that if $g$ is a point set of the collection $G$ and $g_{1}, g_{2}, g_{3}$, . $\circ$ is a sequence of point sets of this collection and, for every $n, x_{n}$ and $y_{n}$ are points of $g_{n}$, and the sequence $x_{1}, x_{2}, x_{3}$, . . converges to a point in $g$, then every infinite subsequence of $y_{1}, y_{2}, y_{3}$, . . has a subsequence converging
to a point that lies in $g$ and, furthermore, $g_{1}, g_{2}, g_{3}, \ldots$ con verges to g .

Definition 2.48: A collection $G$ of subsets of a metric space $M$ is said to give a continuous decomposition of $M$ if and only if (1) the sets of $G$ are compact, (2) $G$ fills up $M$, (3) $G$ is continuous.

Example 2.49: Let $M$ be the subspace of the Cartesian plane whose points are the points of $A$ where $A=\{(x, y): 0 \leq x \leq 1,0 \leq y \leq 1\}$. For each $x$ such that $0 \leq x \leq 1$, define $g_{x}=\{(x, y): 0 \leq y \leq 1\}$. Then if $G=\left\{g_{x}\right\}$, $0 \leq x \leq 1, G$ is a continuous collection that gives a continuous decomposition of M.

Crooked Chains

The definftions and theorems contained in this section are the least well known of any in the chapter. However, they are probably the most important since they are ideas from which the pseudoarc and the circle of pseudooares are developed.

The principle definitions will be given first, along with illusw trative examples. A sequence of theorems that give the important properties of crooked chains will then be proved.

Definition 2.50: A collection of domains $D=\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ is called a linear chain if and only if $d_{i} \cap d_{j} \neq \emptyset$ if and only if $|i \ldots j| \leq 1, i=1,2, \ldots ., n$. If $p$ and $q$ are points belonging only to $d_{1}$ and $d_{n}$ respectively then $D$ is called a linear chain from $p$ to q. If $D=\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ is a linear chain then $d_{1}$ and $d_{n}$
are called end links; all other links are called interior links. The link $d_{i}$ is called the ioth link. If $d_{i} \cap d_{j} \neq \emptyset$ then $d_{i}$ and $d_{j}$ are called adjacent Iinks.

Definition 2.51: A linear chain such that no link has diameter greater than the positive number $\varepsilon$ is called an ewchain.

Definition 2.52: A continuum $M$ such that for every positive number $\epsilon$ there is an eochain covering $M$ is called linearly chainable or E-chainable.

Example 2.53: An axc is linearly chainable but a simple triod is not.

Definition 2.54: A collection of domains $D=\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ $(n>2)$ is called a circular chain if and only if $d_{i} \cap d_{j} \neq \emptyset$ if and only if $|i=j| \leq 1, i=1,2,3, \ldots, n$, except that $d_{1} \cap d_{n} \neq \emptyset$.

Definition 2.55: A continuum $M$ is said to be circularly chainable if for every positive number $\varepsilon$ there is a circular chain covering $M$ such that no link has diameter greater then $\varepsilon$.

Example 2.56: A simple closed curve is circularly chainable whereas an are is not.

Defingtion 2.57: If $D$ and $E$ are either both linear chains or both circular chains then $D$ contains $E$ if and only if every link of, $E$ is a subset of some link of $D$.

Example 2.58: In Figure 1 , the chain $D$ contains the chain $E$.


Figure 1. A Chain Crooked in a Chain with Four Links.

Definition 2.59: The word chain refers to either a linear or circular chain. When the word chain is used alone, it will generally be clear from the context whether reference is being made to a circular or to a linear chain. If it is not clear, then it may be assumed that the statement is applicable to either type of chain.

Definition 2.60: If E and D are chains (linear or circular) then $E$ is a subchain of $D$ if and only if each link of $E$ is a link of D.: If $E$ is a linear chain then $E$ will be denoted by $D_{(i, j)}$ if the ioth and $j-$ th links of $D$ are the end links of $E$ 。

The following definition is the key idea in the description of the pseudoarc. Special attention should be given to parts (b) and (c) of the definition. One is tempted to read the subscript on $d$ in part (c) as a $k$ instead of an $h$. It is the arrangement of these subscripts which essentially achieves the desired "crookedness" of the chains.

Definition 2.61: The linear chain $E=\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ is crooked in the linear chain $D=\left(d_{1}, d_{2}, \ldots, d_{m}\right)$ if and only if:
(1) D contains E.
(2) For every subchain $E_{(i, j)}$ of $E$ such that $e_{j} \cap d_{h} \neq \emptyset$, $e_{j} \cap d_{k} \neq \emptyset$, where $|h-k|>2$, the following conditions hold:
(a) $E_{(i, j)}$ is the union of three chains $E_{(i, r)}{ }^{E_{( }}(r, s)$, and ${ }^{E}(s, j)$ such that $(s \propto r)(j-i)>0$,
(b) $e_{r}$ is a subset of a link of $D(h, k)$ adjacent to $d_{k}$, and (c) $e_{s}$ is a subset of a link $D(h, k)$ adjacent to $d_{h}$ o

Examples will be given illustrating Definition 2.61 after additional notation is introduced in Definition 2.62.

Definition 2.62: Let $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{n}, y_{n}\right)$ be a collection of ordexed pairs of integers. Then the chain Efollows the pattern $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \cdots,\left(x_{n}, y_{n}\right)$ in the chain $D$ if and only if the $x_{i}$ oth link of $E$ is a subset of the $y_{i}-$ th link of $D$, $\mathrm{i}=1,2, . . ., \mathrm{n}$.

Example 2.63: This example is given to illustrate the pattern which must exist if a linear chain $D$ has a specified number of links, the linear chain $E$ is crooked in $D$, the first link of $E$ is a subset of the first link of $D$, and the last link of $E$ is a subset of the last link of $D$.

Case 1: The chain $D$ has exactly four links. Definition 2.61 implies that there must exist links numbered $1, x_{1}, x_{2}$, and $x_{3}$ such that $1<x_{1}<x_{2}<x_{3}$ and such that $E$ follows the pattern $(1,1),\left(x_{1}, 3\right)$, $\left(x_{2}, 2\right),\left(x_{3}, 4\right)$ in the chain $D$. In this case the only possible inks of $d_{h}$ and $d_{k}$ of $D$ where $|h-k|>2$ occur when $h=1, k=4$, or $h=4$, $k=1$. One subchain $E_{(i, j)}$ of $E$ such that $e_{i} \cap d_{1} \neq \emptyset$ and $e_{j} \cap d_{4} \neq \emptyset$ is the subchain $\mathrm{E}_{\left(1, x_{3}\right)}$ (If one lets $\mathrm{r}=\mathrm{x}_{2}$ and $\mathrm{s}=\mathrm{x}_{3}$ then it can be seen that Definition 2.61 is satisfied. Figure 1 illustrates case 1.

Case 2: The chain D has exactiy five links。 Definition 2.61 implies that there must efist links numbered $1, x_{1}, x_{2}, x_{3}, X_{4}, x_{5}$, $x_{6}$, and $x_{7}$ of $E$ such that $1<x_{1}<x_{2}<x_{3}<x_{4}<x_{5}<x_{6}<x_{7}$ and such that $E$
follows the pattern $(1,1),\left(x_{1}, 3\right),\left(x_{2}, 2\right),\left(x_{3}, 4\right),\left(x_{4}, 2\right),\left(x_{5}, 4\right)$, $\left(x_{6}, 3\right),\left(x_{7}, 5\right)$ in $D$. In this example one could select links $d_{h}$ and $d_{k}$ where $|h-k|>2$ in any of the following ways, $h=1, k=5 ; h=5, k=1$; $h=1, k=4 ; h=4, k=1 ; h=2, k=5 ; h=5, k=2$. If $h=1$ and $k=5$ then an example of a subchain $E_{(i, j)}$ of $E$ where $e_{i} \cap d_{h} \neq \emptyset$ and $e_{j} \cap d_{k} \neq \emptyset$ is the subchain $E_{\left(1, x_{7}\right)}$. In this case one can let $r=x_{3}$ and $s=x_{4}$ and then conditions (a), (b), and (c) of Definition 2.61 are satis. fied. If $h=5$ and $k=2$ then an example of a subchain $E_{(i, j)}$ of $E$ where $e_{i} \cap d_{h} \neq \emptyset$ and $e_{j} \cap d_{k} \neq \emptyset$ is the subchain $E_{\left(x_{7}, x_{4}\right)}$. In this case one can let $r=x_{5}$ and $s=x_{6}$ and again conditions (a), (b), and (c) of Definition 2.61 are satisfied, Similar selections can be made for the other possible choices of values for $h$ and $k$. Figure 2
illustrates case 2 。
Case 3: The chain D has exactly 6 links. Figure 3 illustrates case 3.

Even Figure 3 is not adequate to illustrate the complexities involved in a sequence of crooked chains. For example, suppose it is desired to draw a chain $F$ crooked in E from a point $p$ in the first link of E in Figure 3 to a point q in the last link of E . Suppose $F$ has $n$ links. Now obviously, as $F$ traverses any six links of $E$, the pattern that $E$ follows in $D$ in Figure 3 must be followed by $F$ in $E$. But notice also that just one of the many other patterns that must be followed by $F$ in $E$ is that there must be a subchain $F_{1}$ of $F$ whose first link intersects $e_{1}$ and whose last link intersects $e_{n-1}$; there must be another subchain $F_{2}$ of $F$ (distinct from $F_{1}$ except for its first link which is the last link of $F_{1}$ ) whose first link


Figure 2. A Chain Grooked in a Chain with Five Links.


Figute 3. A Chain Grooked in a Chain
with Six Inks.
intersects enol and whose last link intersects $e_{2}$; and there must be still another subchain $F_{3}$ of $F$ (distinct from $F_{1}$ and $F_{2}$ except that the first link of $\mathrm{F}_{3}$ is the last link of $\mathrm{F}_{2}$ such that the first link of $F_{3}$ intersects $e_{2}$ and the last link intersects $e_{n}$. Now each of the chains $F_{1}, F_{2}$, and $F_{3}$ must be the union of three distinct chains following patterns similar to the one described above; each of those nine chains must be the union of three distinct chains following that pattern; and etc., until the point is finally reached that none of the subchains under consideration traverse more than three links of E.

Definition 2.64: The chain $E$ is a consolidation of the chain D if and only if:
(1) Each link of $E$ is the union of a subcollection of links of D, and
(2) $D$ is contained in $E$.

It is now possible to establish some properties of crooked chains. The first two theorems in this section should seem reasonable even without considexing their proofso, The last four theorems are almost impossible to visualize; however, the techmiques employed in theix proofs help to make the theorems understandable。

Theorem 2.65: If $D, E$ and $F$ are chains such that $D$ is a cono solidation of $E$ and $F$ is crooked in $E$, then $F$ is crooked in $D$.

Proof: It must be shown that if $F\left(h_{g} k\right)$ is a subchain of $F$ such that the end links $f_{h}$ and $f_{k}$ of $F_{(h, k)}$ intersect links $d_{r}$ and $d_{s}$
of $D$ with $|r-s|>2$ them $F(h, k)$ is the union of three chains $F_{(h, u)} F_{(u, v)}$, and $F_{(v, k)}$ such that $(k \sim h)(v \sim u)$ is positive and $f_{u}$ and. $f_{v}$ are subsets of links of $D_{(r, s)}$ adjacent to $d_{s}$ and $d_{r}$ respec. tively.

The special case where no interior link of $F_{(h, k)}$ intersects either $d_{r}$ or $d_{s}$ will be considered first. Let $e_{m}$ and $e_{n}$ be links of $E$ contained in $d_{r}$ and $d_{s}$ such that $e_{m}$ and $e_{n}$ intersect $f_{h}$ and $f_{k}$ respectively, Now $D$ is a consolidation of $E$, hence $E_{(m, n)}$ is cone tained in $D_{(r, s)}$. The link $e_{m}$ of $E_{(m, n)}$ adjacent to $e_{m}$ intersects an interior link of $F_{(h, k)}$ and hence is not contained in $d_{r}$. There fore, the link $e_{m}$ of $E_{(m, n)}$ is contained in the link of $D(r, s)$ adjacent to $d_{r}$. Similarly, the link $e_{n}$ of $E_{(m, n)}$ adjacent to $e_{n}$ is in the link of $D_{(r, s)}$ adjacent to $d_{s}$.

Now $F$ is crooked in $E$ so $F(h, k)$ is the union of three chains $F_{(h, u)}, F_{(u, v)}$, and $F_{(v, k)}$ such that $(k-h)(v o u)$ is positive and $F_{u}$ and $f_{v}$ lie in the links of $E_{(m, n)}$ adjacent to $e_{n}$ and $e_{m}$ respectively. But from the previous argument we then have $f_{u}$ and $f_{v}$ contained in links adjacent to $d_{s}$ and $d_{r}$ respectively.

Now that the special case is proved, the remainder of the proof is easy. For suppose that $F_{(w, z)}$ is any subchain of $F$ such that the end links $f_{w}$ and $f_{z}$ of $F_{(w, z)}$ intersect links $d_{x}$ and $d_{s}$ of $D$ with $|\mathbf{r}-\mathbf{s}|>2$. There exists a subchain $F_{(h, k)}$ of $F_{(w, z)}$ such that $f_{h}$ and $f_{k}$ intersect links of $d_{r}$ and $d_{s}$ of $D$ but no interior links of $F_{(h, k)}$ intersect either $d_{r}$ or $d_{s}$. By the special case, $F_{(h, k)}$ is the union of three chains $F(h, u), F_{(u, v)}$, and $F(v, k)$ such that $(k-h)(v-u)$ is positive and $f_{u}$ and $f_{v}$ are contained in links adjacent
to $d_{s}$ and $d_{r}$ respectively. But this means $F_{(w, z)}$ is the union of the three chains $F_{(w, u)}, F_{(u, v)}$, and $F_{(v, z)}$ where $\left(z_{\infty} w\right)(v-u)$ is positive and $f_{u}$ and $f_{v}$ are contained in links adjacent to $d_{s}$ and $d_{r}$ respectivelyo Thexefore $F$ is crooked in $D$.

Theorem 2.66: If $D, E$, and $F$ are chains such that E contains $F$ and is crooked in $D$, then $F$ is crooked in $D$.

Proof: Let $f_{h}$ and $f_{u}$ be links of $F$ intersecting links $d_{r}$ and $d_{s}$ respectively of $D$ and $|x-s|>2$. It must be shown that $F_{(h, k)}$ is the union of three chains $F_{(h, u),} F_{(u, v)}$, and $F_{(v, k)}$ such that $(k-h)(v \sim u)$ is positive and $f_{u}$ and $f_{v}$ are subsets of links of $D(r, s)$ adjacent to $d_{s}$ and $d_{r}$ respectively. Let $e_{m}$ and $\epsilon_{n}$ be links of $E$ containing links $E_{h}$ and $f_{k}$ respectively. Now $E_{(m, n)}$ is the union of three chains $E_{\left(m_{y} x\right)}, E_{(x, y)}$, and $E_{(y, n)}$ where $(n-m)(y-x)>0$ and $e_{x}$ and $e_{y}$ are contained in links of $D_{(r, s)}$ adjacent to $d_{s}$ and $d_{r}$ respectively.

Let $f_{u}$ be a link of $F(h, k)$ contained in $e_{x}$ and let $f_{v}$ be a link of $F(u, k)$ contained in $e_{y}{ }^{\circ}$

It is clear that $F_{(h, k)}$ is the union of three chains $F_{(h, u)}$, $F_{(u, v)}$, and $F_{(v, k)}$ with $(k \propto h)(v \circ u)>0$, and that $f_{u}$ and $f_{v}$ are subsets of links of $D_{(r, s)}$ adjacent to $d_{s}$ and $d_{r}$ respectively.

The next two theorems are useful because they show how to cxeate a chain following a desired pattern from some chain in an existing sequence of crooked chains. The previous two theorems show that this new chain will retain certain desirable properties.

Theorem 2.67: If the chain D is crooked in the chain $E=\left(e_{1}, e_{2}, \cdots, e_{m}\right)$ and $d_{j}$ is a particular link of $D$, then there is a chain $F$ such that $F$ is a consolidation of $D, d_{j}$ is contained in only the first link of $F$, each link of $E$ is a subset of the union of two adjacent links of $E$, and any link of $F$ containing an end link of $D$ which intersects $e_{1}$ or $e_{m}$ is a subset of $e_{1} \cup e_{2}$ or $e_{m \times 1} \cup e_{m}$.

Proof: In case $m=1,2,3$, or 4 , let one link of $F$ be the union of the links of $D$ contained in $e_{1} \cup e_{2}$ and the other link of $F$ be the union of the links of $D$ contained in $e_{3} \cup e_{4}{ }^{\circ}$ Note that it may be true that $F$ has only one link, but whether $F$ has one link or two, the links of F can still be numbered so that the conclusion of the theorem is satisfied.

The proof is completed by induction on $m$. Suppose the theorem is true for $m=1$, . . ., $r \propto 1$, where $r_{\infty} 1>4$.

The special case in which no interior link of $D$ intersects either $e_{1}$ or $\epsilon_{r}$ will be proved first. There is no loss of generality in the following argument if it is assumed that the end links of $d_{1}$ and $d_{n}$ of $D$ intersect $e_{1}$ and $e_{x}$ respectively。

Let $D=D_{(1, h)} \cup D_{(h, k)} \cup D_{(k, n)}$ where $1<h<k<n, d_{h}$ is a subset of $e_{r-1}$ and $d_{k}$ is a subset of $e_{2^{\prime}}$. The link $d_{j}$ may be a link in any of the three subchains of $D$ in the above union. The case where $d_{j}$ is a link of $D_{(1, h)}$ will be argued. If $d_{j}$ is a link of $D(h, k)$ or ${ }^{D}(k, n)$ the theorem may be proved by techniques similar to the ones used below.

The chain $D_{(1, h)}$ does not intersect $e_{r}$ because no interior link of $D$ intersects $e_{Y}$. Hence $E_{(1, r-1)}$ contains $D_{(1, h)^{\circ}}$ Since $E_{(1, r-1)}$
has less than $r$ links, the induction hypothesis implies the existence of a chain $H$ such that $H$ is a consolidation of $D(1, h)$, only the first link of $H$ contains $d_{j}$, each link of $H$ is a subset of the union of two adjacent links of $E_{(1, r-1)}$, and any link of $H$ containing $d_{1}$ or $d_{h}$ is a subset of $e_{1} \cup e_{2}$ or $e_{r_{-2}} \cup e_{r-1}$.

Let $h_{u}$ be the first link of $H$ that contains $d_{h}$. Note the $h_{u}$ is a subset of $e_{r_{-2}} \cup e_{r-1}$ because $d_{h}$ is a subset of $e_{r_{\infty} 1}, r>4$, and hence $d_{h}$ is not a subset of $e_{1} \cup e_{2}$.

The possibility exists that $u=1$. If $u=1$ then $d_{j}$ is a subset of $e_{x-2} \cup e_{r-1}$ because $d_{j}$ is a subset of $h_{1}=h_{u}$. Let $s_{1}$ be the union of the links of $D$ in $\epsilon_{1} \cup e_{2}$ but not in $D_{(k, n)}$; let $s_{2}$ be the union of the links of $D$ in $e_{3}$ but not in $e_{2}$ nor in $D_{(k, n)}$; ...; let $s_{r_{\infty} 4}$ be the union of the links of $D$ in $e_{r_{-3}}$ but not in $e_{r_{-4}}$ nor in $D_{(k, n)}$; and let $s_{r-3}$ be the union of the links of $D$ in $e_{r a 2} \cup e_{r-1}$ but not in $\epsilon_{r-3}$ and not in $D_{(k, n)}$, Now let $F=\left(s_{r-3}, s_{r a 4}, \ldots\right.$, $\left.s_{1}, d_{k}, d_{k+1}, \ldots, d_{n}\right)$. Then $F$ is a chain satisfying the conclusions of the theorem. Virtually the same proof as that constructed in the next case ( $u \geq 2$ ) can be used to show that $F$ actually does satisfy all conditions of the theorem.

Now suppose $u \geq 2$. Let $s_{I}$ be the union of the links of $D$ which are contained in $e_{1} \cup e_{2}$ but not in $e_{3}$ and not in $H_{(1, u-1)}$ nor $D_{(k+1, n)}$; let $s_{2}$ be the union of the links of $D$ which are in $e_{3}$ but not in $e_{2}$ and not in $H_{(1, u-1)}$ nor $D_{(k+1, n)}$; . . ; let $s_{r-4}$ be the union of the links of $D$ which are in $e_{r-3}$ but not in $e_{r-4}$ and not in $H(1, u-1)$ nor ${ }^{D}(k+1, n)$; and let $s_{r-3}$ be the union of the links of $D$ which are in $e_{r-2} \cup e_{r-1}$ but not in $H_{(1, \ln -1)} \operatorname{nor}_{(k+1, n)}{ }^{0}$

Define $F$ as follows: $F=\left(h_{1}, \ldots, h_{u_{-1}}, s_{r_{-} 3}, \ldots, s_{1}, d_{k+1}\right.$, - . ., $\mathrm{d}_{\mathrm{n}}$ ). It will now be shown that $F$ has the properties asserted in the conclusions of the theorem.

It is not difficult to see that $F$ actually is a chain. To show that $F$ is a consolidation of $D$ just note first that each link of $F$ is a union of a subcollection of links of $D$, by definition of the links of $F$. Then note that $F$ clearly contains $D$ because, by definition, $F$ contains all of $D$ that is in $E(1, r)$, and since no interior link of $D$ intersects $e_{r}$, then all of $D$ must be contained in $E_{(1, r)}$. Now if the links of $F$ are numbered so that the first link of $F$ is $h_{1}$, then $\mathrm{d}_{\mathrm{j}}$ is in only the first link of F , Each link of F is a subset of two adjacent links of $E$ because of the corresponding property of $H$, the definition of $s_{1}, s_{2}$, . ., $s_{r_{-3}}$, and the fact that each link of $D_{(k+1, n)}$ is a subset of one link of $E$. Since $h_{u}$ is a subset of $e_{r_{-2}} \cup e_{r o 1}$ and $x>4$, and since $d_{1}$ intersects $e_{1}$, then $d_{1}$ is not a subset of $h_{u}$. Hence, $d_{1}$ is contained in $H_{(1, u-1)}$. Therefore, any link of $F$ containing $d_{1}$ which intersects $e_{1}$ is a subset of $e_{1} \cup e_{2}$ because $H$ has that property. Now $d_{n}$, the other end link of $D$, is also an end link of $F$. Hence, it is clear that any link of $F$ cone taining $d_{n}$ which intersects $e_{1}$ or $e_{m}$ is a subset of $e_{1} U e_{2}$ or $e_{m-1} \cup e_{m}$.

Thus, the special case of the theorem in which $D$ has no interior links intersecting either $e_{1}$ or $e_{r}$ has been proved.

The more general case in which $D$ may have interior links inter. secting $e_{1}$ or $e_{r}$ can now be established.

Let $D_{(h, k)}$ be the maximal subchain of $D$ with the property that $D_{(h, k)}$ contains $d_{j}$, and no interior link of $D_{(h, k)}$ intersects either $e_{1}$ or $e_{r^{\circ}}$ If no link of $D_{(h, k)}$ intersects $e_{1}$, or if no link of $D_{(h, k)}$ intersects $e_{r}$, then by the induction hypothesis, there exists a chain $H$ such that $H$ is a consolidation of $D(h, k)$, only the first link of $H$ contains $d_{j}$, each 1 link of $H$ is a subset of the union of two adjacent links of $E$, and any link of $H$ containing an end link of $D_{(h, k)}$ which intersects $e_{1}$ or $e_{r}$ is a subset of $e_{1} \cup e_{2}$ or $\dot{f}_{r-1} \cup e_{r}$. If one link of $D_{(h, k)}$ intersects $e_{1}$ and one link intersects $e_{r}$, then H exists by the special case which was previously proved.

Let $h_{u}$ be the first link of $H$ that intersects either $e_{1}$ or $e_{r}$. The case where $h_{u}$ intersects $\epsilon_{1}$ will be argued. The other case can be proved in a similar fashion. If $h_{u}$ intersects $e_{1}$ then $h_{u}$ is a subset of $e_{1} \cup e_{2}$ by the properties of $H$.

Let $s_{1}$ be the union of the links of $D$ that are in $e_{1} \cup e_{2}$ but not in $H\left(1, u_{-1}\right) ;$ let $s_{2}$ be the union of the links of $D$ that axe in $e_{3}$ but not in $e_{2}$ and not in $H_{\left(1, u_{-1}\right)}$; o. let $s_{w_{-}}$be the union of the links of $D$ that are in $e_{r-2}$ but not in $e_{r_{-} 3}$ and not in $H_{\left(1, u_{0}\right)}$; and let $s_{r-2}$ be the union of the links in $D$ that are in $e_{r o 1} \cup e_{r}$ but not in $H\left(1, \tan _{0}\right)^{\circ}$

Define $F$ as follows: $F=\left(h_{1}, ., 0, h_{u_{-1}}, s_{1}, \circ, 0, s_{r_{-2}}\right)$. Virtually the same argument as the one used to prove the special case can be applied to show that $F$ satisfies the conclusions of the theorem.

Theorem 2.68: If $D=\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ is a chain crooked in the chain $E=\left(e_{1}, e_{2}, \ldots, e_{m}\right)$ and $D_{(r, s)}$ is a subchain of $D$ such that a link of $D_{(x, s)}$ intersects $\epsilon_{1}$ and a link of $D_{(x, s)}$ intersects
$e_{m}$, then there is a chain $F$ such that $F$ is a consolidation of $D$, each element of F is a subset of the union of two adjacent links of E, $d_{r}$ is contained in only the first link of $F$ and $d_{s}$ is contained in only the last.

Proof: If $m \leq 4$, let $F$ be the chain whose links belong to the set $\left\{f_{x}, f_{y}\right\}$ where $f_{x}$ is the union of the links of $D$ that are in $e_{1} \cup e_{2}$ and $f y$ is the union of the links of $D$ that are in $e_{3} \cup e_{4}$. It is clear that $F$ satisfies the conclusions of the theorem.

Now let $m>4$. A subchain $D_{(h, k)}$ of $D_{(r, s)}$ may be chosen so that (1) $h<k$, (2) $d_{h}$ intersects $e_{1}, d_{k}$ intersects $e_{m}$, and (3) $d_{r}$ and $d_{s}$ are links of $D_{(1, h)}$ and $D_{(k, n)}$ respectively.

By applying Theorem 2.67 to $D_{(1, h)}$ and to $D_{(k, n)}$ both of which are crooked in $E$, two chains. $H$ and $G$ can be found with the following properties: (1) The chain $H$ is a consolidation of $D_{(1, h)}$, each link of $H$ is a subset of the union of two adjacent links of $E, d_{r}$ is contained in only the first link of $H$, and any link of $H$ containe ing $d_{h}$ is a subset of either $e_{1} \cup e_{2}$ or $e_{m-1} \cup e_{m}$, and (2) the chain $G$ is a consolidation of $D_{(k, n)}$, each link of $G$ is a subset of the union of two adjacent links of $E, d_{s}$ is contained in only the first link of $G$, and any link of $G$ containing $d_{k}$ is a subset of $e_{1} \cup e_{2}$ or $\epsilon_{\mathfrak{m}_{\mathrm{l}} 1} \cup \epsilon_{\mathrm{m}}{ }^{\circ}$

Since $m>4$, if $h_{u}$ and $g_{v}$ are the first links of $H$ and $G$ containo ing $d_{h}$ and $d_{k}$ respectively then $h_{h}$ is a subset of $e_{1} \cup e_{2}$ and $g_{v}$ is a subset of $e_{m-1} \cup e_{m}$.

Let $s_{1}$ be the union of the links of $D$ that are in $e_{1} \cup e_{2}$ but not in $H_{\left(1, u_{\infty}\right)}$ nor $G_{\left(v_{e}, 1,1\right)}$; let $s_{2}$ be the union of the links of $D$
that are in $e_{3}$ but not in $e_{2}$ and not in $H_{(1, u-1)}$ nor ${ }^{Q_{(v-1,1}}$; . . .; let $s_{\text {mo3 }}$ be the union of the links of $D$ that are in $e_{m-2}$ but not in $e_{m-3}$ and not in $H_{(1, u, 1)}$ nor $G_{(v-1,1)}$; and let $s_{m-2}$ be the union of the links of $D$ that are in $e_{m-1} \cup e_{m}$ but not in $H_{(1, u-1)}$ nor $G_{\left(v_{m} 1,1\right)^{\circ}}$

Now define the chain $F$ as follows: (1) the first $u$ - 1 links of F are the links of $H\left(1, u_{n} 1\right)$, (2) the last $v o l$ links of $F$ are the links of $G_{(v-1,1)}$, and (3) the other links of $F$ are $s_{1}, s_{2}, \ldots$, $s_{m=2}$

It is not difficult to see that $F$ is a chain and is a consolida tion of $D$. Each link of $F$ is a subset of the union of two adjacent links of $E$ because of the corresponding property of $H$ and $G$, and because the links $s_{1}, s_{2}, \ldots, s_{m \times 2}$ were defined in such a way that they were subsets of the union of adjacent links of $E$. The link $d_{r}$ is contained in only the first link of $F$ because it is con tained in only the first link of $H$. The link $d_{s}$ is contained in only the last link of $F$ because it is contained in only the first link of $G$ and the first link of $G$ is the last link of $F$.

As in the case of the previous two theorems, the next theorem shows how to create chains following desired patterns from existing chains. This particular theorem will be utilized only to establish the more important theorem, Theorem 2.70.

Theorem 2.69: Suppose $\left(1, x_{1}\right),\left(2, x_{2}\right), \ldots,\left(n, x_{n}\right)$ is a collec. tion of ordered pairs of positive integex such that $h=x_{1} \leq x_{i}<x_{n}=k$
 $D_{m}$, . . . is a sequerce of chains from $P$ to $Q$ such that for each
positive integer $i, D_{i+1}$ is crooked in $D_{i}$, and no link of $D_{i}$ has a diameter of more than $1 / i$. Denote the $r o t h$ link of $D_{i}$ by $d_{i x}{ }^{\circ}$ Suppose that the subchain $D_{2}(u, v)$ of $D_{2}$ is contained in the subchain of $D_{1(h, k)}$ of $D_{1}$ and the closures of $d_{2 u}$ and $d_{2 v}$ are mutually exclusive subsets of $d_{1 h}$ and $d_{1 k}$ respectively. Then for each integer $w$, there is an integer $j$ greater than $w$ and a chain $E=\left(e_{1}, e_{2}, ., ., e_{n}\right)$ following the pattern $\left(1, x_{1}\right),\left(2, x_{2}\right), \ldots,\left(n, x_{n}\right)$ in $D_{1}$ such that $E$ is a consolidation of the links of $D_{j}$ contained in $D_{2(u, v)}$ and no interior link of E intersects $d_{2 u} \cup d_{2 v}$.

Proof: Since $x_{1}=h, x_{n}=k$ and $\left|x_{i}-x_{i+1}\right| \leq 1$, then $n \geq k-h+1$. The theorem will first be proven for $n=k_{m} h+1$ and then completed by induction on $n$.

Since the closure of $d_{2 u}$ is a subset of $d_{1 h}$, the closure of $d_{2 v}$ is a subset of $d_{1 k}$ and the diameter of any link of $D_{i}$ is less than or equal to $1 / i$, then there exists an integer m greater than w such that any link of $D_{m}$ that intersects $d_{2 u}$ is a subset of $d_{1 h}$ and any link of $D_{m}$ that intersects $d_{2 v}$ is a subset of $d_{1 k}$.

Let $n=k-h+1$ and let $j$ be any integer greater than mo Let $e_{1}$ be the union of the 1 inks of $D_{j}$ containedin $d_{i n} \cap D_{2(u, v)}^{*}$; let $e_{2}$ be the union of the links of $D_{j}$ contained in $\left.d_{1(h+1)} \cap D_{2(u g)} v\right)$ but not $d_{1 h}$; . . ; and let $e_{n}$ be the union of the links of $D_{j}$ contained in $d_{1 k} \cap D_{2(u, v)}^{*}$ : Now certainly $e_{1}$ is a subset of $d_{1 h}, e_{2}$ is a subset of $d_{1(h+1)^{3}}$.., and $e_{n}$ is a subset of $d_{1 k}$. Hence, E follows the pattern $(1, h),(2, h+1), \ldots,(n, k)$ in $D_{1}$. But in this case, this is the pattern $\left(1, x_{1}\right),\left(2, x_{2}\right), \ldots,\left(n, x_{n}\right)$. Obviously, $E$ is a consolidation of the links of $D_{j}$ contained in $E$. Since $j>m$ then
from the corresponding property of $D_{m}$, it can be seen that any link of $D_{j}$ intersecting $d_{2 u}$ is contained in $d_{1 h}$ and any link intersecting $d_{2 v}$ is contained in $d_{1 k}$. Thus, the only links of $E$ which intersect either $d_{2 u}$ or $d_{2 v}$ are $e_{1}$ and $e_{m}$ respectively. This establishes the theorem for $n=k-h+1$ 。

Now suppose the theorem is true for all integers less than $n$. The special case where $x_{1}=x_{2}$ will be considered first. By the induction hypothesis there exists an integer $s>w$ and a chain $F=\left(f_{1}, f_{2}, \ldots, f_{n-1}\right)$ following the pattern $\left(1, x_{2}\right),\left(2, x_{3}\right), \ldots$, ( $n o l, x_{n}$ ) in $D_{1}$ such that $F$ is a consolidation of the links of $D_{s}$ in $D_{2(u, v)}$ and such that only the first link of $F$ intersects $d_{2 u}$ and only the last intersects $d_{2 v}$.

The same reasoning utilized to establish the existence of $D_{m}$ in the case $n=k o h+1$ can now be used to assert the existence of an integer $j>s$ such that any three linked suchain of $D_{j}$ which inter. sects $d_{2 u}$ is a subset of $d_{1 h}$ 。 ।

Let $e_{1}$ be the union of the links of $D_{j}$ which are contained in $\mathrm{F}_{1}$ and which intersect $\mathrm{d}_{2 \mathrm{u}}$. Since $\mathrm{F}_{1}$ is a subset of $\mathrm{x}_{1}=\mathrm{x}_{2}$ then $\mathrm{e}_{1}$ is a subset of $x_{1}$. Let $e_{2}$ be the union of all links of $D_{j}$ which are contained in $f_{1}$ but do not intersect $d_{2 u}$. The property of $D_{j}$ dea scribed in the preceding paragraph shows that $e_{2}$ actually exists. Also, $e_{2}$ is a subset of $f_{1}$ which is a subset of $x_{2}$, and thus, $e_{2}$ is a subset of $x_{2}$. Let $e_{3}$ be the union of the links of $D_{j}$ contained in $f_{2}$ but not $f_{1}$; o. . let $e_{n}$ be the union of the links of $D_{j}$ contained in $f_{n-1}$ but not $f_{n-2}$. This construction of $E=\left(e_{1}{ }^{2} e_{2}, \ldots \ldots e_{n}\right)$ shows that $E$ is a consolidation of the links of $D_{j}$ contained in $\left.D_{2(u, v}\right)^{2}$
and that $E$ follows the pattern $\left(1, x_{1}\right),\left(2, x_{2}\right), \ldots, \ldots\left(n, x_{n}\right)$ in $D_{1}$. The corresponding property of $F$ together with the construction process for the links $e_{1}$ and $e_{2}$ show that no interior links of $E$ intersect $\mathrm{d}_{2 \mathrm{u}}$ or $\mathrm{d}_{2 \mathrm{v}^{\circ}}$

The next special case which should be considered is the case where an integer $r$ exists such that $2<r<n$ and $x_{1}=x_{r}$. Techniques similar to those which have been employed to this point in the proof can be used to construct a proof for this case. However, the proof for this special case is extremely long and tedious, and thus has been omitted.

The final case that must be considered is the one where for every integer $i$ such that $l<i<n, x_{i} \neq x_{1}$.

It must now be noted that the fact that $D_{2}$ is crooked in $D_{1}$ has not been used in this proof. Indeed, the only case where any part of the hypothesis that $D_{i+1}$ is crooked in $D_{i}$ is ever used is in the case which was omitted. And in that case, it is not necessary to have $D_{2}$ crooked in $D_{1}$. These facts are pointed out because a chain $W$ such that $W$ has all the necessary properties of $D_{2(u, v)}$ will now be cono structed. It will then be asserted that the induction hypothesis applies to $W$ since $W$ will have the essential properties of $D_{2(u, v)}$ and since $D_{2(u, v)}$ is an arbitrary chain contained in an arbitrary subchain of $D_{1}$. That is, W will be contained in a subchain of $D_{1}$, the closures of the first and last links of W will be subsets of the first and last links respectively of that subchain of $D_{1}$, and by , virtue of Theorem 2.65, subchains of $D_{j}, j>2$, contained in W will be crooked in W.

Let $W=\left(W_{1}, W_{2}, \ldots, W_{t}\right)$ be defined as follows: The link $w_{1}$ is the consolidation of the links of $D_{2(u, v)}$ that are not contained in $d_{1 h}$ but intersect $d_{l h} ; w_{2}$ is the consolidation of the links of $D_{2(u, v)}$ that are contained in $d_{1(h+1)}$ but do not intersect $d_{1 h} ; w_{3}$ is the consolidation of the links of $D_{2(u, v)}$ that are in $d_{1(h+2)}$ but not in $d_{1(h+1)}$; . .; $w_{t-1}$ is the consolidation of all links of $D_{2(u, v)}$ except $d_{2 v}$ that are in $d_{1 k}$ but not in $d_{1(k-1)}$; and $w_{t}=d_{2 v}$. Hence, $W$ is a chain contained in $D_{1(h+l, k)}$ such that the closure of $w_{1}$ is a subset of $d_{1(h+1)}$ and the closure of $w_{t}$ is a subset of $d_{1 k}$. Thus, by the induction hypothesis, there exists an integer j greater than $w$ and a chain $F=\left(f_{1}, f_{2}, \ldots, f_{n-1}\right)$ such that $F$ is a consolidation of the links of $D_{j}$ in $W, F$ follows the pattern $\left(1, x_{2}\right),\left(2, x_{3}\right)$, -.., ( $n-1, x_{n}$ ) in $D_{1}, f_{1}$ is the only element of $F$ intersecting $w_{1}$, and $f_{n-1}$ is the only link of $E$ intersecting $W_{t}=d_{2 v}$.

Define $\epsilon_{1}$ to be the union of all elements of $D_{j}$ in $D_{2(u, v)}^{*} \cap d_{1 h}$, $e_{2}=f_{1}, \ldots, e_{n}=f_{n-1}$, Then $E=\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ satisfies all conclusions of the theorem.

The next theorem is the most important one of this section. This theorem furnishes the result that will eventually provide the key to proving the homogeneity of the pseudo-arc.

Theorem 2.70: Suppose $\left(1, x_{1}\right),\left(2, x_{2}\right), \ldots,\left(n, x_{n}\right)$ is a collec. tion of ordered pairs of positive integers such that $1=x_{1} \leq x_{1} \leq x_{n}$ and $\left|x_{i}=x_{i+1}\right| \leq 1$ for $i=1,2$, . . $\quad$ no1. Suppose $D_{1}, D_{2}$, . . is a sequence of chains from $P$ to $Q$ such that $D_{1}$ has $x_{n}$ links and for each positive integer $i, D_{i+1}$ is crooked in $D_{i}$, the closure of each
link of $D_{i+1}$ is a compact subset of a link of $D_{i}$, and no link of $D_{i}$ has a diameter of more than $1 / i$. Then there is an integer $j$ and $a$ chain E from $P$ to $Q$ such that $E$ is a consolidation of $D_{j}$ and $E$ follows the pattern $\left(1, x_{1}\right),\left(2, x_{2}\right), \ldots,\left(n, x_{n}\right)$ in $D_{1}$.

Proof: Let $h=1, k=x_{n}, u=1$, and $v=m$ where $D_{2}$ has m links, then the conclusion of this theorem is immediate from Theorem 2.69.

## EXAMPLES OF HOMOGENEOUS BOUNDED PLANE CONTINUA

## Introduction


#### Abstract

The three known examples of nondegenerate homogeneous bounded plane continua which were briefly discussed in Chapter I will be presented in more detail in this chapter. The first two examples, the simple closed curve and the pseudo-arc, will be thoroughly discussed and the proofs of their homogeneity will be presented. The third example, the circle of pseudo-arcs, will be briefly described, but the proof of its homogeneity will be omitted.

It will be shown in Chapter IV that any chainable nondegenerate homogeneous bounded plane continuum that is not homeomorphic to a simple closed curve, a pseudo-arc, or a circle of pseudo-arcs must be an indecomposable continuum separating the plane. It is not known whether such a homogeneous continuum actually exists. The final example of the chapter will be an example of a chainable hereditarily indecomposable continuum which separates the plane. This continuum is suspected of being homogeneous.

All examples given in this chapter will be described in such a way that their existence in the plane is clear. Hence, any topological properties of the plane which are needed in proofs will be used without


hesitation.

## The Simple Closed Curve

The fact that a simple closed curve is a homogeneous bounded continuum is almost immediate from its definition (10; 170, Definition 3.2). Since a simple closed curve is defined to be a homeomorph of the unit circle, then by the compactness of the unit circle any simple closed curve is bounded (10; 170, Theorem 3.3 and 10; 75, Theorem 4.16). The crux of the remainder of the proof is contained in the following 1 emma.

Lemma 3.1: The unit circle $U$ is homogeneous.

Proof: Let $x_{1}$ and $x_{2}$ be any two points on the unit circle $U$. A function $F$ from $U$ to $U$ will be defined such that $F\left(x_{1}\right)=x_{2}$ and $F^{\text {is }}$ a homeomorphism.

Let the coordinates of $x_{1}$ be given by $\left(\cos \theta_{1}, \sin \theta_{1}\right), 0<\theta_{1}<2 \pi$, and the coordinates of $x_{2}$ be given by $\left(\cos \theta_{2}, \sin \theta_{2}\right), 0 \leq \theta_{2}<2 \pi$.

Either $\theta_{1} \leq \theta_{2}$ or $\theta_{2} \leq \theta_{1}$. It will be supposed that $\theta_{1} \leq \theta_{2}$. The argument for the case $\theta_{2} \leq \theta_{2}$ is similar to the one which follows.

Let $\theta_{2}-\theta_{1}=\emptyset$. It is clear that $0 \leq \emptyset<2 \pi$.
Let $x \in U$ and the coordinates of $x$ be $(\cos \theta, \sin \theta)$. Either $0 \leq \theta+\theta<2 \pi$ or $0<\theta+\emptyset .2 \pi<2 \pi$. If $0<\theta+\theta<2 \pi$, define $F(x)=y$ where the coordinates of $y$ are $(\cos (\theta+\theta), \sin (\theta+\theta))$. If $0 \leq \theta+\phi, 2 \pi<2 \pi$, define $F(x)=y$ where the coordinates of $y$ are $(\cos (\theta+\theta-2 \pi), \sin (\theta+\theta-2 \pi))$.

Since $F$ is just a function which rotates the unit circle through the angle 0 , then it is not hard to show that $F$ is a homeomorphism.

Also, $F\left(x_{1}\right)=x_{2}$ because $\left(\cos \left(\theta_{1}+\emptyset\right), \sin \left(\theta_{1}+\emptyset\right)\right)=\left(\cos \theta_{2}, \sin \theta_{2}\right)_{0}$
Theorem 3.2: A simple closed curve is a homogeneous bounded continuum.

Proof: It was argued above that a simple closed curve is bounded. Since a simple closed curve is homeomorphic to the unit circle then it is immediate from the corresponding property of the unit circle that it is a continuum (10: 170, Theorem 3.3). Lemma 3.1 implies that it is homogeneous.

## The Pseudomarc

The simplicity of the description of the first example of a homom geneous bounded plane continuum, and of the proof that it is indeed homogeneous, gives no indication of the difficulties which are involved in presenting the second example. This second example, the pseudoarc, is defined in terms of sequences of crooked chains. In addition to the theorems on crooked chains, some very delicate proofs of preliminary theorems are necessary in order to establish the homogeneity of the pseudo-arc.

Definition 3.3: Let $S$ be compact metric space and let $P$ and $Q$ be distinct points of $S$. Let $D_{1}, D_{2}$, . . be a sequence such that:
(1) $D_{i}$ is a chain from $P$ to $Q, 1=1,2, \ldots$,
(2) $D_{i+1}$ is crooked in $D_{i}, i=1,2$, . .,
(3) if $D_{i}=\left(d_{i 1}, d_{i 2}, \cdots, d_{i n_{i}}\right)$, then the diameter of $d_{i j}$ is Iess than or equal to $1 / i, j=1,2, \ldots, n_{1}$.
(4) if $d$ is a Iink of $D_{i+1}$ then there exists a link $d^{\prime}$ of $D_{i}$ such that $d \subset d^{\prime}$.

Let $M=\bigcap_{i=1}^{\infty} D_{i}^{\%}$. Then $M$ is called a pseudooarc.
It is virtually impossible to visualize a pseudoarc. One can conceive of some of the difficulties involved in trying to describe the pseudomarc with pictures if Figures 1,2 , and 3 are studied。 In any one of these figures one could think of chain $D$ as being $D_{1}$ and chain $E$ as being $D_{2}$ in the sequence given in Definition 3.3. Suppose it is desired to draw the chain $D_{3}$ contained in the chain $D_{2}$ in Figure 3. The virtual impossibility of the task of drawing the chain $D_{3}$ was discussed in the paragraph immediately following case 3 of Example 2.63. Of course, it should be noted that in these figures the diffim culties are somewhat exaggerated since condition (3) of Definition 3.3 has been more than amply satisfied. However, even if all conditions are satisfied in such a way that the minimum number of links exist in each of the chans $D_{2}, D_{3}$, o. o, it is difficult to draw any chain after the second one of the sequence.

It should also be noted that it has not been assumed that the Iinks of the chains in Definition 3.3 are connected. It may therefore be surprising that $M$ is a continuum. However, that such is the case is the main result of the following theorem.

Theorem 3.4: The pseudoarc $M$ is a compact continuum,

Proof: It will first be proved that $M$ is closed. Since each $D_{i}$ has oniy a finite number of links then (4) of Definition 3.3 implies that
$\overline{D_{i+1}^{\%}} e D_{i}^{\%}, i=1,2, \ldots$ Now suppose $M$ is not closed. Let $P^{\prime}$ be a limit point of $M$ such that $P^{\prime}$ does not belong to $M$. If $P^{\prime}$ does not belong to $M$ then there exists an integer $j$ such that $P$ ' does not belong to $D_{j}^{\frac{2}{\delta}}$. Now if $P^{\prime}$ does not belong to $D_{j}^{\%}$ then $P$ does not belong to $\overline{D_{j+1}^{*}}$ since $\overline{D_{j+1}^{* e}} \subset D_{j}^{*}$. But $\overline{D_{j+1}^{*}}$ is a closed set containing $M$ and hence all limit points of $M$ 。 This contradicts $P^{\prime}$ is a limit point of M .

It is immediate that $M$ is compact since $M$ is a closed subset of a compact space.

Suppose $M$ is not connected. Then $M$ is the union of two separated sets $H$ and $K$. Let the distance between $H$ and $K$ be $k$. The number $k$ is positive (10; 91, Theorem 1.13). There exists an integer $i$ such that $3 / i<k$. Since every link of $D_{i}$ has diameter less than or equal to $1 / i$, there exists an interior link $d_{i}$ of $D_{i}$ such that $d_{i} \cap H=\emptyset$ and $d_{i} \cap K=\emptyset$. Now by the definition of $M$, for every $j>i$ there exists a link of $D_{j}$ whose closure is a subset of $d_{i}$. Since the intersection of a monotonic collection of closed and compact sets
is not empty, it is clear that $\bigcap_{n=i}^{\infty} d_{n} \neq \emptyset(10 ; 69$, Theorem 3.30). Let $P_{I}$ belong to $\bigcap_{n=1}^{\infty} d_{n}$, then $P_{1}$ belongs to $M$. Hence $P_{1}$ belongs to $H$ or $K$. This is a contradiction.

The fact that the pseudo-arc is indecomposable will be used in establishing its homogenerity. The proof that the pseudooarc is indecomposable could be deduced from the fact that the pseudooarc is a homogeneous bounded plane continuum that does not separate the
plane, if this later statement could somehow be proven first. That every homogeneous bounded plane continuum that does not separate the planeris indecomposable, is one of the important results which has been achieved since the pseudo-arc was first defined (see Theorem 4.8 in Chapter IV). However, no proof that the pseudomarc is homogeneous which does not make use of the fact that it is indecomposable has yet been published.

Theorem 3.5: Each subcontinuum of the pseudomarc Mis indecomo posable.

Proof: Suppose there exists a subcontinuum $M$ ' of $M$ which is decomposable. Then $M=H \cup K$ where $H$ and $K$ are proper subcontinua of $M^{p}$. Let $P_{1}$ be a point of $K$ not belonging to $H$ and $P_{2}$ be a point of $H$ not belonging to $K$. The distance between $P_{1}$ and $H$ is greater than zexo (10; 91, Theorem 1.13). Similarly, the distance between $P_{2}$ and $K$ is greater than zero. Hence, there exists an integer $j$ such that the distance from $P_{1}$ to $H$ is greater than $2 / j$ and the distance from $P_{2}$ to $K$ is greater than $2 / j$. Let $D_{j}(h, k)(h<k)$ and $D_{(j+1)}(u, v)$ be subchains of $D_{j}$ and $D_{j+1}$ respectively such that $P_{1}$ and $P_{2}$ belong to end links of each of these subchains. Without loss of generality, let $P_{1}$ belong to $d_{j h}$ (the link numbered $h$ in the chain $\left.D_{j}\right)$, Suppose there exists a link $a_{j m}(h<m<k)$ of $D_{j}(h, k)$ which contains no point of $M$. Since $M$ is a subset, of $M$ and $M$ is a subset of $D_{j}$ then $M$ is a subset of the union of $D_{j}(1, m-1)$ and $D_{j(m+1, n)}$ where $d_{j n}$ is the last link of $D_{j}$ 。

Now $P_{1}$ belongs to $D_{j}^{*}(1, m-1)$ and $P_{2}$ belongs to $D_{j}^{*}(m+1, n)$ and $M^{i}=\left(M^{i} \cap D_{j}^{*}\left(1, m_{\infty}\right)\right) \cup\left(M^{\prime} \cap D_{j}^{*}(m+1, n)\right.$. But by definiton of chain, $D_{j}^{*}(1, m \infty 1)$ and $D_{j}^{\dot{\gamma}}(m+1, n)$ are separated. This contradicts the fact that $M^{\prime}$ is a continuum; Therefore, every link of $D_{j}(h, k)$ contains a point of M'. Similarly, every link of $D(j+1)(u, v)$ contains a point of $M^{1}$. Therefore, since the distance from $P_{1}$ to $H$ and the distance from $P_{2}$ to $K$ are both greater than $2 / j$, it can be seen that $d_{j}(h+1)$ contains a point of $K$ but none of $H$ and $d_{j}(k-1)$ contains a point of $H$ but none of $K$. It follows that $d_{j}(h+1) \neq d_{j}(k-1)$ and so $\left|h-k_{l}\right|>2$. Hence, $D_{j+1}$ is crooked in $D_{j}$ implies that $D_{(j+1)}(u, v)$ is the union of three chains, $D_{(j+1)}(u, r), D_{(j+1)}(r, s)$, and $D_{(j+1)}(s, v)$ $(r<s)$ such that $d_{(j+1) r}$ and $d_{(j+1) s}$ are subsets of $d_{j(k-1)}$ and $d_{j}(h+1)$ respectively. Since the definition of "crooked" only requires that $d_{(j+1) r}$ and $d_{(j+1) s}$ be subsets of links of $D_{j}$ adjacent to $d_{j k}$ and $d_{j h}$ respectively, then it may not be clear that these links can be specified to be subsets of $d_{j}\left(k_{\infty} 1\right)$ and $d_{j(h+1)}$. However, if it is recalled that the requirement that $h<k$ was also imposed on $D_{j}(h, k)$,
then it is not difficult to see that no generality is lost in specio Eying which links of $D_{j}(h, k)$ contain the end links of $D_{(j+1)}(r, s)$. Now since $d_{(j+1)}$ is a subset of $d_{j}(h+1), d_{(j+1) v} \cap d_{j k} \neq \emptyset$, and $k_{-}(h+1) \geq 2$ then there must be at least one link $d_{(j+1)},(s<t \leq v)$ such that $d_{(j+1) t}$ is a subset of $d_{j(k-1)}$. Now every link of $D_{(j+1)(u, v)}$ contains points of $M^{\prime}, d_{(j+1) r}$ and $d_{(j+1) t}$ are subsets of $d_{j}(k-1)^{\prime}$ which contains points of $H$ but not of $K$, so $d_{(j+1) r}$ and $d_{(j+1) t}$ both contain points of $H_{\text {. }}$ But $d_{(j+1) s}$ is a subset of $d_{j}(h+1)$ which contains no points of $H$. The definition of chain and the fact that
$r<s<t$ shows that $H$ is not a continuum. Therefore, the assumption that M' could be written as the union of two proper subcontinua is false.

In order to prove the existence of the type of homeomorphism which shows that the pseudo-arc is homogeneous, two existence theorems will first be established. The first of these theorems (Theorem 3.6) guarantees the existence of a homeomorphism between certain pairs of compact closed sets. The unusual and very restrictive set of hypotheses for this theorem may make the theorem seem to be so limited in applicability that it would be of little use, However, if both of the sets, $M_{n}(n=1,2)$, mentioned in the hypotheses are the pseudo-arc $M$ and both sequences of domains are the sequence of crooked chains used to define $M$, then it can be seen that the theorem produces a homeomorphism from $M$ to $M$. Of course, the existence of a homeomorphism from $M$ to $M$ is obvious (the identity, for instance); however, a special kind of homeomorphism from $M$ to $M$ can be deduced with the aid of the second theorem.

The second theorem (Theorem 3.7) makes use of Theorem 3.6 to prove that for certain pairs of continua there exists a homeomorphism that will map any arbitrary fixed pair of points of the first conc tinuum to any arbitrary fixed pair of the second continuum. Obviously, if it is possible to allow both members of such a pair of continua to be the continuum $M$, then the homogeneity of $M$ will be established.

Theorem 3.6: Suppose $M_{1}$ and $M_{2}$ are compact closed sets; $\varepsilon_{1}, \varepsilon_{2}$, - . is a sequence of positive numbers with a finite sum; and $X_{(1,1)}$
$X_{(1,2)}$, ... and $X_{(2,1)}, X_{(2,2)}$, ...are sequences of well. ordered collections of domains such that for each $n(n=1,2)$ and for each positive integer $i$, (1) $X_{(n, i)}$ covers $M_{n}$, (2) each element of $X_{(n, i)}$ intersects $M_{n}$, (3) no element of $X_{(n, i)}$ has a diameter of more than $\varepsilon_{i}$, and (4) if the $j$-th element of $X_{(n, i+1)}$ intersects the $k_{\infty}$ th element of $X_{(n, i)}$, then the distance between the $j$-th element of $X_{(m, i+1)}(m=1,2)$ and the $k-t h$ element of $X_{(m, i)}$ is less than $\varepsilon_{i}$. Then there is a homeomorphism $T$ carrying $M_{1}$ into $M_{2}$.

Proof: The first step will be to define $T(P)$ for any point $P$ belonging to $M_{1}$.

Let the $k_{\infty}$ th element of $X_{(n, i)}$ be $X_{(n, i) k}$. Let $Y_{(n, i)}$ denote the well-ordered collection whose $k$-th element is $y_{(n, i) k}$ where $y_{(n, i) k}$ denotes the set of all points $Q$ such that the distance from $Q$ to $x_{(n, i) k}$ is less than $\varepsilon_{i}+2\left(\varepsilon_{i+1}+\varepsilon_{i+2}+\ldots.\right)$ 。

If $x_{(n, i) r}$ intersects $x_{(n, i+1)}$ shen by hypothesis (4) the distance between $x_{(m, i) r}$ and $x_{(m, i+1) s}$ is less than $\epsilon_{i}$. Also, by hypothesis (2), the diameter of $x_{(m, i+1) s}$ is no more than $\varepsilon_{i+1}$. Now suppose $Q$ belongs to $y_{(m, i+1)}$ s closure so that the distance from $Q$ to $y(m, i+1) s$ is zero, Then the distance from $Q$ to $x_{(m, i+1) s}$ is less than or equal to $\varepsilon_{i+1}+2\left(\varepsilon_{i+2}+\varepsilon_{i+3}+\right.$. . . $)$, so the distance from $Q$ to $x_{(n, i) r}$ is less than or equal to $\varepsilon_{i}+2\left(\varepsilon_{i+1}+\varepsilon_{i+2}+\right.$. .). Therefore, the closure of $y_{(m, i+1) s}$ is a subset of the closure of $y_{(m, i)} x^{\text {. }}$ In general, if $i<j$ and $x_{(n, i) r}$ intersects $x_{(n, j) s}$ the closure of $y_{(m, j) s}$ is a subset of $y_{(m, i) r}$.

Now let $P$ be a point of $M_{1}$. By hypothesis, there is a sequence of domains $x_{(1,1) a}, x_{(1,2) b}$, . . containing P. Define $T(P)$ to be
the common part of $y(2,1)_{a}{ }^{y}{ }^{y}(2,2) b$, . . . Since the diameters of the elements of the sequence $y_{(2,1) a}, y_{(2,2) b}$, . . are approaching zero and since the closure of $y_{(2, i+1)} u$ is a subset of $y_{(2, i)}$ if $\mathbf{x}_{(1, i+1)}$ u intersects $\mathbf{x}_{(1, i)}$, then it is clear that $T(P)$ is a point and does not depend on which sequence $x_{(1,1) p}, x_{(1,2)}$, , . of domains containing $P$ is selected.

Now let $D$ be any domain containing $T(P)$. Since $T(P)$ belongs to every element of $y(2,1) a, y(2,2) b$, , , and since the diameters of the elements of this sequence approach zero, then there exists some term $y(2, k) z$ such that $T(P)$ belongs to $y(2, k) z$ and $y(2, k) z$ is a subset of $D$. Now since $x_{(2, k) z}$ is a subset of $y_{(2, k) z}$ which is a subset of $D$ and since $x_{(2, k) z}$ contains a point of $M_{2}$, then $D$ contains some point of $M_{2^{\circ}}$. Thus $T(P)$ is a limit point of $M_{2}$. But $M_{2}$ is closed and compact. Therefore $T(P)$ belongs to $M_{2}$.

To show that $T$ is continuous, let $T(P)$ be a point of $M_{2}$ and $D$ be a domain containing $T(P)$. There is an integer $j$ such that any element of $Y(2, j)$ containing $T(P)$ is a subset of $D$. By definition of $T$, if $x_{(1, j) r}$ is an element of $X_{(1, j)}$ containing $P, T\left(M_{1} \cap X_{(1, j) r}\right)$ is a subset $y(2, j) r^{\text {a }}$. Now $T(P)$ belonge to $y(2, j) r$ which is a subset of $D$. Therefore $T$ is continuous.

Suppose $T$ is not one to one. Then there exist distinct points $P_{1}$ and $P_{2}$ of $M_{1}$ such that $T\left(P_{1}\right)=T\left(P_{2}\right)$. Let the distance from $P_{1}$ to $P_{2}$ be d. There exists an integer $k$ such that the diametex of every element of $Y(1, k)$ is less than $d$. Hence no element of $Y(1, k)$ contains both $P_{1}$ and $P_{2}$. Since $X_{(2, k)}$ covers $M_{2}$, some element of $X_{(2, k)}$, say $X_{(2, k) x}$, contains $T\left(P_{1}\right)=T\left(P_{2}\right)$. Now there exists an integer $j$
greater than $k$ such that every element of $Y_{(2, j)}$ containing $T\left(P_{1}\right)=$ $T\left(P_{2}\right)$ is a subset of $x_{(2, k) r}$. Let $x_{(1, j)}$ and $x_{(1, j) v}$ be elements of $X_{(1, j)}$ containing $P_{1}$ and $P_{2}$ respectively. This means that both $y_{(2, j) u}$ and $y_{(2, j) v}$ contain $T\left(P_{1}\right)=T\left(P_{2}\right)$ and so both $y_{(2, j) u}$ and $y_{(2, j) v}$ are subsets of $x_{(2, k) r}$. Now $x_{(2, j) u}$ is a subset of $y_{(2, j) u}$ and $x_{(2, j) v}$ is a subset of $y_{(2, j) v}$ and so both $x_{(2, j)}$ and $y_{(2, j) v}$ are subsets of $x_{(2, k) r}$. It has been established in general that if $i<j$ and $x_{(n, i) r}$ intersects $x_{(n, j)}$, then the closure of $y_{(m, j) s}$ is a subset of $y_{(m, i)} r^{\circ}$ Now in this case we have $k<j, x_{(2, k) r}$ intersects both $x_{(2, j) u}$ and $x_{(2, j) v}$ and so the closures of both' $y_{(1, j) u}$ and $y_{(1, j) v}$ are subsets of $y_{(1, k) r}$. But $x_{(1, j) u}$ is a subset of $y_{(1, j)}$ and $x_{(1, j) v}$ is a subset of $y_{(1, j) v}$; hence, $x_{(1, j) u}$ is a subset of $y_{(1, k) r}$ and $x_{(1, j)}$ is a subset of $y_{(1, k) r}$. This is a contradiction because $P_{1}$ belongs to $X_{(1, j)}$ und $P_{2}$ belongs to $X_{(2, j) v}$ but no element of $Y_{(1, k)}$ contains $P_{1}$ and $P_{2}$.

If $T$ can be shown to be a closed map, then the proof that $T$ is a homeomorphism will be complete. Now $M_{1}$ and $M_{2}$ are closed and come pact and so $T$ is closed (10: 75, Theorem 4.16 and 10; 66, Theorem 3.19).

Theorem 3.7: Suppose $M_{1}$ and $M_{2}$ are compact continua; $P_{1}$ and $Q_{1}$ are points of $M_{1} ; P_{2}$ and $Q_{2}$ are points of $M_{2}$; the sequence of posio tive numbers $\varepsilon_{1}, \varepsilon_{2}$, . . has limit zero; and the sequences $D_{(1,1)}$, ${ }^{D}(1,2)$, . . and $D_{(2,1), ~}{ }^{D}(2,2)$, . . are sequences of chains from $P_{1}$ to $Q_{1}$ and from $P_{2}$ to $Q_{2}$ respectively. Suppose also that for each $n(n=1,2)$, and for each positive integer $i$, (1) $D_{(n, i+1)}$ is crooked in $D_{(n, i)}$, (2) the closure of each link of $D_{(n, i+1)}$ is a subset of
a link of $D_{(n, i)}$, (3) no link of $D_{(n, i)}$ has a diameter of more than $1 / i$, and (4) $M_{n}=\bigcap_{i=1}^{\infty} D^{\psi_{6}}(n, i)$. Then there is a homeomorphism carrying $M_{1}$ into $M_{2}$ that carries $P_{1}$ to $P_{2}$ and $Q_{1}$ to $Q_{2}$.

Proof: By hypothesis, there exists an integer $t$ such that no link of $D_{(1, t)}$ has a diameter of more than $1 / 2$. Define $X_{(1,1)}$ to be ${ }^{D}(1, t)$. Define $X_{(2,1)}$ to be a chain from $P_{2}$ to $Q_{2}$ which has the same number of links as $X_{(1,1)}$ and which is a consolidation of some $\left.D_{(2, i}\right)^{\circ}$

By hypothesis, there exists an integer $k$ such that $D_{(2, k)}$ is contained in $D_{(2, i)}$ and no element has a diameter of more than $1 / 2$. Define $X_{(2,2)}$ to be $D_{(2, k)}$. Since $X_{(2,1)}$ is a consolidation of ${ }^{D}(2, i)$ then $X_{(2,2)}$ is contained in $X_{(2,1)}$.

Let $\left(1, x_{1}\right),\left(2, x_{2}\right), \ldots,\left(r, x_{r}\right)$ be a pattern followed by $X_{(2,2)}$ in $X_{(2,1)}$ where $X_{r}$ is the number of links in $X_{(2,1)}$. Since $X_{(2,1)}$ and $X_{(1,1)}$ have the same number of links, then $X_{(1,1)}$ is a chain from $P_{1}$ to $Q_{1}$ which has $x_{r}$ links.

Since no link of $D(1, t)$ has a diameter greater than $1 / 2$ and for every i no link of ${ }_{(1, i)}$ has a diameter greater than $\varepsilon_{i}$ (where the limit of the $\varepsilon_{i}$ 's is zero), then it is possible to define a subsequence $D_{\left(1, t_{1}\right)},{ }^{D}\left(1, t_{2}\right), \ldots$ of $D_{(1,1)},{ }^{D}(1,2)$, . . such that (1) $D_{\left(1, t_{1}\right)}=D_{(1, t)}$, and (2) no link of $D_{\left(1, t_{i}\right)}$ has a diameter greater than 1/i。 By Theorem 2.66, $D_{\left(1, t_{i+1}\right)}$ is crooked in $D_{\left(1, t_{i}\right)}$, $i=1,2, \ldots$.

The sequence $\left.D_{\left(1, t_{i}\right)}\right) i=1,2, \ldots .0$ satisfies the hypotheses of Theorem 2.70. Therefore, there exists an integer $j$ and a chain

E from $P_{1}$ to $Q_{1}$ such that $E$ is a consolidation of $\left.D_{(1, t}\right)$ and follows the pattern $\left(1, x_{1}\right),\left(2, x_{2}\right), \ldots,\left(x, x_{r}\right)$ in $D\left(1, t_{1}\right)$. That is, if $X_{(1,2)}$ is defined to be $E$, then: (1) $X_{(1,2)}$ is a chain from $P_{1}$ to $Q_{1}$, (2) $X_{(1,2)}$ is a consolidation of a term of the sequence $D_{(1, i)}$, $i=1,2$, ..., and (3) $X_{(1,2)}$ follows a pattern in $X_{(1,1)}$ that $X_{(2,2)}$ follows in $X_{(2,1)^{\circ}}$

Now since $X_{(1,2)}$ is a consolidation of some term of $D_{(1, i)}$, $\mathrm{i}=1,2$, . ., then by hypotheses (1) and (3) there exists an integer $j$ such that $D_{(1, j)}$ is contained in $X_{(1,2)}$ and no link of $D_{(1, j)}$ has diameter greater than $1 / 4$. Define $X_{(1,3)}=D_{(1, j)}$. Using Theorem 2.70 and the same technique as above, it can be shown that there is an integer $j$ and a chain $X_{(2,3)}$ from $P_{2}$ to $Q_{2}$ such that $X_{(2,3)}$ is a consolidation of $D_{(2, j)}$ and follows a pattern in $X_{(2,2)}$ that $X_{(1,3)}$ follows in $X_{(1,2)}$

The process used to define $X_{(1,2)}, X_{(2,2)}, X_{(1,3)}$ and $X_{(2,3)}$ can be continued to define the sequences $X_{(1,1)}, X_{(1,2)}, X_{(1,3)}, \cdots$. and $X_{(2,1)}, X_{(2,2)}, X_{(2,3)}, \cdots$

The following properties of $X_{(n, i)}, n=1,2$ are immediate:
(1) $X_{(n, 1)}, X_{(n, 2)}, \ldots$ are collections of domains covering $M_{n}$,
(2) each link of $X_{(n, i)}, i=1,2, \ldots$, intersects $M_{n}$, (3) no link of $X_{(n, 2 i-1)}$ nor $X_{(n, 2 i)}$ has a diameter of more than $1 / 2 i$ and (4) $X_{(n, i+1)}$ is a chain from $P_{n}$ to $Q_{n}$ that follows a pattern in $X_{(n, i)}$ that $X_{(m, i+1)}$ follows in $X_{(m, i)} \cdot$

Properties (1), (2), and (3) above show that $X_{(n, 1)}, X_{(n, 2)}$, -. . is a sequence satisfying hypotheses (1), (2), and (3) of Theorem 3.6. It will now be shown that hypothesis (4) of Theorem

## 3.6 is also satisfied.

Let $\left(1, x_{1}\right),\left(2, x_{2}\right), \ldots,\left(s, x_{s}\right)$ be the pattern which $X_{(n, i+1)}$ follows in $X_{(n, i)}$ that $X_{(m, i+1)}$ follows in $X_{(m, i)}$. Suppose the $j-t h$ link of $X_{(n, i+1)}$ intersects the $k_{-}$th link of $X_{(n, i)}$. Since every link of $X_{(n, i+1)}$ is a subset of some link of $X_{(n, i)}$ then the $j-t h$ link of $X(n, i+1)$ must be a subset of the $(k-1)$ oth, the $k-t h$ or the $(k+1)$ oth Iink of $X(n, i)$, Therefore, one of the ordered pairs $(j, k-1),(j, k)$, or ( $j, k+1$ ) must belong to the collection $\left(1, x_{1}\right),\left(2, x_{2}\right), \ldots$, $\left(s, x_{s}\right)$. Suppose it is ( $j, k$ ). Then it is also true that the $j$ oth link of $X_{(m, i+1)}$ is a subset of the $k_{-}$th link of $X_{(m, i)}$, and hence the distance between the $j \omega$ th link of $X_{(m, i+1)}$ and the $k_{o}$ th link of $X_{(m, i)}$ is zero. Now suppose the ordered pair which belongs to the pattern is $(j, k-1)$. Then the $j-t h \operatorname{link}_{\text {of }} X_{(m, i+1)}$ is a subset of the $\left(k_{-}\right)-t h$ link of $X_{(m, i)}$ : The $(k-1)$ oth link of $X_{(m, i)}$ interm sects the $k_{\text {oth }}$ link of $X_{(m, i)}$. Thus, the distance between the joth link of $X_{(m, i+1)}$ and the $k_{\infty}$ th link of $X_{(m, i)}$ must be less than the diameter of the $\left(k_{\infty} 1\right)$ oth link of $X_{(m, i)}$. A similar argument shows that if the ordered pair $(j, k+1)$ belongs to the pattern then the distance between the joth link of $\left.X_{\left(m_{2}\right.} i+1\right)$ and the $k-t h$ link of $X_{(m, i)}$ must be less than the diameter of the $(k+1)$ oth link of $X_{(m, i)}$. Regardless of which of the above three cases is true, it is clear that hypothesis (4) of Theorem 3.6 is satisfied.

Therefore, by Theorem 3.6 , there exists a homeomorphism carrying $M_{1}$ into $M_{2}$ which carries $P_{1}$ and $Q_{1}$ into $P_{2}$ and $Q_{2}$ respectively.

The sext theorem is the final one in the cursent sequence of theorems. This theorem furnishes the primary result of this chapter.

The homogeneity of the pseudooarc is proven by the technique which was suggested in the discussion preceding Theorem 3.6. Hence, the majority of the proof is concerned with satisfying the hypotheses of Theorem 3.7 in an appropriate fashion. The collection of theorems in Chapter II on the properties of crooked chains will be employed frequently in order to create a sequence of chains necessary for the utilization of Theorem 3.7.

Theorem 3.8: The pseudoarc M is homogeneous.

Proof: Since $M$ is indecomposable, there exist two points $R$ and S of M which belong to different composants of M (24: 59, Theorems 138 and 139).

Let $D_{j}$ be any term of the sequence $D_{1}, D_{2}$, . . .which was used. to define M. It will be shown that there exists a term $D_{k}(k>j)$ of the sequence such that if $D_{k}(R, S)$ is the subchain of $D_{k}$ from $R$ to $S$ then $D_{k}(R, S)$ has a link that intersects the first link of $D_{j}$ and has a link that intersects the last link of $D_{j}$.

Consider the limiting set $L$ of the sequence $D_{j+1}^{*}(R, S), D_{j+2}^{\%}(R, S)$, . . .. It is clear that $L$ is a subset of M. Suppose $L$ is not a continuum. Since $L$ is closed but not a continuum then $L$ is not connected. Let $L$ be the union of $H$ and $K$ where $H$ and $K$ are closed separated point sets. Let $U$ and $V$ be domains such that $H$ is a subset of $U, K$ is a subset of $V$, and the distance from $U$ to $V$ is $h$. Now suppose $R$ and $S$ belong to the same component $C$ of $L$. Now $C$ is a subset of $H$ or $C$ is a subset of $K$, and thus C is a proper subcontinuum of $M$ containing $R$ and $S$. This contradicts the assumption that $R$ and $S$
belong to different composants of $M$. Hence $R$ and $S$ belong to differ. ent componerts of $L$ and so it can be assumed that $R$ belongs to $H$ and $S$ belongs to $K_{0}$ Let $D_{j+t}(R, S)$ be an element of the sequence $D_{j+1}(R, S)$, $D_{j+2}(R, S)$, . . such that every link of $D_{j+t}(R, S)$ has diameter less than h/3. The first link of $\mathrm{D}_{\mathrm{j}+\mathrm{t}}(\mathrm{R}, \mathrm{S})$ intersects U, the last link intersects $V$, no link has diameter as large as $h / 3$, and the distance from $U$ to $V$ is $h$. Therefore, there exists a link of $D_{j+t}(R, S)$ which intersects neither $U$ nor $V$. Let $T$ be a set formed by selecting a link Erom each subchain $D_{j+s}(R, S), s \geq t$, which intersects neither $U$ nor V. There are two possibilities: (1) there exist an infinite number of elements of $T$ which contain a common point $P_{1}$, or (2) an infinite sequence $Z$ of distinct points can be selected from distinct elements of $T$. In case (1) the point $P_{1}$ would also have to belong to L. But this contradicts the assumption that $L$ is a subset of the union of $U$ with $V_{0}$ In case (2) there exists a point $P_{2}$ which is a limit point of $Z$ because it was assumed that $M$ was defined in a compact space. By definition of $L, P_{2}$ belongs to $L$. But $P_{2}$ does not belong to $U$ union $V$ because no element of $T$ intersects the domain $U$ union $V$. This contradicts that $L$ is a subset of the union of $U$ with $V$. There fore, neither case (1) nor case (2) is possible Hence the assumption that $L$ is not a continuum leads to a contradiction.

Since $R$ and S belong to different composants of $M$ and $L$ is a subcontinuum of $M$ containing $R$ and $S$, then $L$ must be $M$. Therefore, the limiting set of $D_{j+1}^{2 t}(R, S), D_{j+2}^{26}(R, S)$, . . is M, Thus, it can be seen that there exists an infinite subsequence of the sequence $D_{j+1}(R, S), D_{j+2}(R, S)$, . . such that each term has a link which
intersects the first link of $D_{j o}$ By an argument similar to the one above, it can be shown that the limiting set of this subsequence is a subcontinuum of $M$ containing $R$, and $S$. Since $R$ and $S$ belong to different composants of $M$, then this subcontinuum is $M_{0}$ But if the subcontinuum is $M$, then some term of the subsequence must have a link which intersects the last link of $D_{j}$. Hence, there is an integer $k$ greater than $j$ such that $D_{k}(R, S)$ intersects both end links of $D_{j}$ o

Let $j$ be an integer such that the union of any two adjacent links of $D_{j}$ is a domain with diameter no more than 1 . By the above argument, there exists an integer h greater than $j$ such that the subo chain $D_{h}(R, S)$ has a link which intersects the first link of $D_{j}$ and has a link which intersects the last link of $D_{j}$. By Theorem 2.68 there is a chain $E_{1}$ such that $E_{1}$ is a consolidation of $D_{h}$, each element of $E_{1}$ is a subset of two adjacent links of $D_{j}$, the first link of $D_{h}(R, S)$ is contained in only the first link of $E_{1}$, and the last link of $D_{h}(R, S)$ is contained in only the last link of $E_{1}$. So $E_{1}$ is a chain from $R$ to $S$ such that $E_{1}$ is a consolidation of $D_{h}$ and no element of $\mathrm{E}_{1}$ has a diameter of more than 1.

Let $k$ be an integer greater than $h$ such that no element of $D_{k}$ is of diameter more than $1 / 2$. By Theorem $2.65, D_{k}$ is crooked in $E_{1}$. A simple argument that makes use of properties (3) and (4) in the definition of the pseudoarc, together with the assumed compactness, will show that there is an integer $t$ such that the closure of the union of each pair of intersecting links of $D_{t}$ is a subset of a link of $D_{k}$. As previously demonstrated, there exists an integer m greater than $t$ such that the subchain $D_{m}(R, S)$ intersects the first and last links
of $D_{t}$. Therefore, by Theorem 2.68, there is a chain $E_{2}$ from $R$ to $S$ such that $E_{2}$ is a consolidation of $D_{m}$ and each link of $E_{2}$ is a subset of two adjacent links of $D_{t}$. By Theorem 2.66, $E_{2}$ is crooked in $E_{1}$. Also, since each link of $E_{2}$ is a subset of the union of two adjacent links of $D_{t}$, the closure of each pair of intersecting links of $D_{t}$ is a subset of a link of $D_{k}$, and $D_{k}$ is crooked in $E_{1}$, then the closure of each link of $E_{2}$ is a subset of a link of $E_{1}$. It is also clear that since no element of $\mathrm{D}_{\mathrm{k}}$ has diameter of more than $1 / 2$ then no element of $E_{2}$ has diameter of more than $1 / 2$.

If the above process is continued, a sequence $E_{1}, E_{2}$, . . . of chains from $R$ to $S$ is defined such that for each integer $i$, (1) $E_{i+1}$ is crooked in $E_{i}$, (2) the closure of each element of $E_{i+1}$ is a subset of an element of $E_{i}$, (3) no element of $E_{i}$ has a diameter of more than $1 / i$, and (4) $E_{i}$ is a consolidation of some $D_{j}$.

Now let $P_{1}$ and $P_{2}$ be any two points of $M$. Since $M$ is indecomposable, there exist points $Q_{n}(n=1,2)$ such that $Q_{n}$ belongs to $M$ and $Q_{n}$ and $P_{n}$ belong to different composants of $M$.

Using the results established above (letting $P_{n}=R, Q_{n}=S$, and $\left.Y(n, i)=E_{i}\right)$, it follows that there exists a sequence $Y_{(n, 1)}$, $Y_{(n, 2)}$, . . . of chains from $P_{n}$ to $Q_{n}$ such that for each positive integer $i$, (1) $Y_{(n, i+1)}$ is crooked in $Y(n, i)$, (2) the closure of each link of $Y_{(n, i+1)}$ is a subset of a link of $Y_{(n, i)}$, (3) no link of $Y_{(n, i)}$ has a diameter of more than $1 / i$, and (4) $Y_{(n, i)}$ is a consolida. tion of some $D_{j}$ o

Theorem 3.7 gives immediately that there is a homeomorphism carrying $M$ into itself and $P_{1}$ into $P_{2}$. Therefore, $M$ is homogeneous.

## The Circle of Pseudo-arcs

The final example of a bounded homogeneous plane continuum to be presented is the circle of pseudowarcs. A formal presentation of this example would require the development of topological properties which are not presented in this paper. Hence, no proof that the circle of pseudowarcs is homogeneous will be given. A proof by R. H. Bing and F. B. Jones of the homogeneity of the circle of pseudoarcs can be found in the literature (7). The proof that the circle of pseudomarcs, $M$, is homogeneous also points out that there is a continuous decomposition of $M$ into pseudoarcs such that the decomo position space is a simple closed curve. This fact, together with some welloknown theorems on upper semi-continuous decompositions (28), can be used to prove that the cixcle of pseudoarcs is decome posable.

The particular approach used to present the example will be analogous to the process created by F. B. Jones (7). This process is not presented as a definition for a circle of pseudoarcs, but is described in such a way that it is reasonable to believe that the example has the critical asserted properties. A weakness in the prem sentation which will be obvious is that no justification will be offered that the steps can be repeated a countably infinite number of times, as will be asserted. However, several illustrations will be given together with a careful description of the critical phases of the first three steps of the process. It is hoped that since the process is, in a sense, cyclic with cycle length three, then sufficient information will be present to make all assertions at
least seem plausible.
In order to make it easier to visualize the positions of various parts of chains in the sequence of circular chains necessary for de. scribing the circle of pseudooarcs, two preliminary figures are given. Figure 4 shows a set of arcs called "the first layer of Vis." Figure 4 was drawn in three stages as follows:
(1) Construct two concentric circles $W_{1}$ and $W_{2}$ centered at the origin and having radii one and two respectively.
(2) Define twelve points lying on the two circles in texms of their polar coordinates. Let $\mathrm{a}_{1}=(2,-\pi / 12), \mathrm{b}_{1}=(1,0)$, $\mathrm{c}_{1}=(2, \pi / 12), \mathrm{a}_{2}=(1, \quad \pi / 2 \infty \pi / 12), \mathrm{b}_{2}=(2, \quad \pi / 2), \mathrm{c}_{2}=(1, \quad \pi / 2$ $+\pi / 12), a_{3}=(2, \pi-\pi / 12), b_{3}=(1, \pi), c_{3}=(2, \pi+\pi / 12), a_{4}=$ $(1, \pi / 2-\pi / 12), b_{4}=(2, \pi / 2)$, and $c_{4}=(1, \pi / 2+\pi / 12)$. Now $b_{i}$ is connected by line segments to $a_{i}$ and $c_{i}, i=1,2,3,4$. Note that four "V's" are thus formed.. The point $b_{i}$ will be said to be the vertex of $V_{i}$ and $a_{i}$ and $c_{i}$ will be called the end points of $V_{i}$. Note that if two V's are adjacent then their vertices are on different circles.
(3) Now locate three points on the circular arc between $a_{i}$ and $b_{j}$ and three points on the circular arc between $b_{i}$ and $c_{j}, j \equiv i+1$ mod 4, in such a way that the circular arcs are divided into four congruent sub-arcs. As in step (2), connect the points lying between $V_{i}$ and $V_{j}$, $j \equiv i+1 \bmod 4$, in such a way that two new V's are formed with vertices on different circles. When all points are connected between each paix $V_{i}$ and $V_{j}$, a total of twelve $V$ 's will have been formed such that no two adjacent Vis have vertices on the same circle Number


Figure 4o The First Layer of Vis.
the last eight Vis in a clockwise fashion beginning with $V_{5}$ where $V_{5}$ is the $V$ adjacent to $V_{1}$ and in the clockwise direction from $V_{1}$. The end points of the $V^{\prime}$ s should be numbered so that $a_{i}$ is located in a clockwise direction from $c_{i}$ 。

This completes the construction of the first layer of Vis. The result of steps (1), (2), and (3) can be seen in Figure 4.

Figure 5 shows the second layer of Vis. Note that the second layer includes the first layer. The additional V's in layer two were constructed by subdividing the circular arcs between the adjacent V's of layer one and proceeding as in step (3) above. Note that the pattern of having the vertices of adjacent $V^{\prime}$ s on different circles and the clockwise numbering pattern have been maintained.

The process of constructing layers of $V$ 's is now continued a countably infinite number of times by subdividing the circular arcs between adjacent $V$ 's belonging to the preceding layer. The pattern for alternating vertices and the numbering pattern are maintained.

It will not be proved, but it should be clear that the closure of the union of the infinite collection of V's is a continuum which separates the plane.

The goal in describing the circle of pseudoaarcs is to show how each member of the infinite collection of V's can be replaced with a pseudo arc.

It might be thought that if $L$ is the continuum formed by the closure of the union of the V's then $L$ is homogeneous and perhaps homeomorphic to a simple closed curve. However, consider any small neighborhood $R$ of $b_{i}$. Let $C$ be the component of $L \cap R$ containing $b_{i}$ 。


Figure 5. The second Layer of Vis.

Then $C$ is seen to be $V_{i} \cap \bar{R}$. Moreover, $L \cap\left(\bar{R}-\left(b_{i}\right\}\right)$ is the union of two separated point sets each of which intersect $C$. Thus $b_{i}$ is a local separating point (Definition 2.36) of L. Now consider any small neighborhood $R_{1}$ of $c_{1}$. Let $C_{1}$ be the component of $L \cap \Pi_{1}$ containing $c_{i}$ 。 Then $C_{1}$ is $V_{i} \cap \stackrel{R}{R}_{1}$. But in this case $C_{1}-\left\{c_{i}\right\}$ is connected. Thus if $L \cap\left(R_{1}-\left\{b_{i}\right\}\right)$ is the union of two separated point sets $M_{1}$ and $M_{2}$, then $C_{1}-\left\{c_{1}\right\}$ is a subset of one of the two sets $M_{1}$ or $M_{2}$ and hence does not intersect the other. Therefore $c_{i}$ is not a local separating point of $L$. Thus, it should seem reasonable that there does not exist a homeomorphism mapping $L$ to $L$ and $c_{i}$ to $b_{i}$.

The existence of points of L that are local separating points and points that are not, make it seem unlikely that a homogeneous continuum can be constructed by simply substituting pseudo-arcs for the Vis of the continuum $L$. The process will be called "replacing the V's"; however, one of the essential ingredients of the process (described in property (6) below) is necessary in order to overcome difficulties caused by the existence of local separating points in L.

The general plan for replacing the V's by pseudoarcs is to describe a sequence of circular chains in such a way that the ioth chain covers the ioth layer of V's and has subchains crooked in subo chains of the preceding chain of the sequence.

The most important properties of the sequence of chains are listed below. In describing the construction of the chains no reference will be made to some of the properties since they are natural results of the processes necessary for guaranteeing other
properties For instance, (8) and (9) are naturally satisfied by the process used to satisfy (1) through (7). However, (8) and (9) must be included. in order to characterize the necessary "crookedness" with property (10).

The ten properties of the sequence $D_{1}, D_{2}, D_{3}, \ldots$ are:
(1) The sequence $D_{1}, D_{2}, D_{3}$, . . is a sequence of circular chains of connected domains.
(2) For each positive integer i, the closure of each element of $D_{i+1}$ is a subset of some element of $D_{i}$.
(3) For each $i$, each element of $D_{i}$ intersects the annulus beto ween $W_{1}$ and $W_{2}$, and not both of two intersecting links of $D_{i}$ inter. $\operatorname{sect} W_{1} \cup W_{2}$ 。
(4) If for each $i, \delta_{i}$ is the maximum diameter of a link of $D_{i}$ then $\delta_{i}$ approaches 0 as $i$ approaches infinity.
(5) The subscripts of the elements of $D_{i}$ which intersect $W_{1}$ preserve the clockwise order on $W_{1}$ and the subscripts of those intersecting $W_{2}$ preserve the clockwise order on $W_{2}$.
(6) If $a_{i}, b_{i}$, and $c_{i}$ are the end points and vertex of $V_{i}$, there is a natural number $m_{i}$ such that the shortest subchain of $D_{m_{i}}$ irreduca ible from $a_{i}$ to $c_{i}$ contains $b_{i}$, the subchain of $D_{m_{i+1}}$, irreducible from $a_{i}$ to $b_{i}$ contains $c_{i}$, the subchain of $D_{m_{i+2}}$, irreducible from $b_{i}$ to $c_{i}$ contains $a_{i}$, the subchain of $D_{m_{i+3}}$, irreducible from $a_{i}$ to $c_{i}$ contains $b_{i}$ and so on.
(7). $\left(W_{1} \cup W_{2}\right) \cap\left(\bigcap_{i=1}^{\infty} D_{i}^{q}\right)=\bigcup_{i=1}^{\infty}\left\{a_{i}, b_{i}, c_{i}\right\}$.
(8) For each $i, D_{i}$ is the union of finitely many subchains $T_{i 1}, T_{i 2}, \ldots, T_{i n_{i}}$ such that (a) $T_{i 1}^{*}, T_{i 2}^{*}, \ldots, T_{i n_{i}}^{*}$ is a circu. lar chain, and (b) for each $j, 1 \leq j \leq n_{i}, T_{i j}$ is either irreducible from $W_{1}$ to $W_{2}$ or (for some $k$ ) irreducible about $\left\{a_{k}, b_{k}, c_{k}\right\}$.
(9) If $h<i$, each element of $\left\{T_{i 1}^{*}, T_{i 2}^{*}, \ldots, T_{i n_{i}}^{*}\right\}$ is a subset of two intersecting links of $\left\{\mathrm{T}_{\mathrm{h} 1}^{*}, \mathrm{~T}_{\mathrm{h} 2}^{\%}, \ldots, \mathrm{~T}_{\mathrm{h} \mathrm{n}_{\mathrm{h}}}^{*}\right\}$.
(10) If $h<i$ and $T_{i j}$ is contained in $T_{h k} \cup T_{h t}$, then $T_{i j}$ is crooked in $T_{h k} \cup T_{h t}$ where $t \equiv(k+1) \bmod n_{h}$.

A procedure for constructing $D_{1}$ and portions of $D_{2}$ and $D_{3}$ will now be given. Attention will be centered on constructing the chains so that properties (1) through (6) are satisfied. It is not diffic cult to see that properties (7) through (9) occur as a natural result of the procedure Property (10) will be omitted because of the physical limitations imposed by the width of a pencil lead. However, it will be clear that property (10) could be satisfied without de. stroying the other properties. The omission of property (10) is not meant to detract from its significance, since property (10) is actually the main item which justifies naming the continuum circle of "pseudow arcs"。

To construct $D_{1}$ proceed as follows:
(1) Group the vertices and end points of the V's in layer one in sets $S_{k},(k=1,2, \ldots, 12)$ of three each such that (a) each $S_{k}$ is a subset only of $W_{1}$ or only of $W_{2}$, (b) each $S_{k}$ is of the form $\left\{a_{j}, b_{j}, c_{k}\right\} \quad i \neq j, j \neq k$, $i \neq k$, ( $c$ ) no vertex or end point in layer one is between any pair of points in any particular $S_{k}$ unless it belongs to $S_{k}$.
(2) Enclose each set $S_{k}$ constructed in step (1) in a domain such that (a) the domain intersects $W_{i}$ if and only if $S_{k}$ intersects $W_{i}$, and (b) no two such domains intersect.
(3) For each domain $D$ that intersects $W_{2}$ construct two distinct nonointersecting chains such that $D$ is an endelink of each chain, the other two end links are the two domains on $W_{1}$ containing the end points of the $V$ of layer one whose vertex is in $D$, and the only links of either chain that intersect $W_{1} \cup W_{2}$ are the end links.

The chain $D_{1}$ is pictured in Figure 6. The only properties in the list of ten that necessarily apply to $D_{1}$ are (1), (3), (5), and (8). Those four properties are satisfied. However, it can be seen that if $m_{i}=1$, then property (6) is also satisfied.

A portion of chain $D_{2}$ will now be constructed. In fact only the part of $D_{2}$ in the vicinity of $V_{1}$ will be discussed. However, it should be clear that the process is general and could have been done for any $V$ of layer one. The subscript "1" is specified so that reference can be made to specific points and V's in layer two.

Since at some stage property (6) must be satisfied, $D_{2}$ will be constructed in such a way that it is possible to let $m_{i}=1$ (and hence $m_{i+1}=2$ ), It should be noted that if no attempt were being made to satisfy property (6) until some later stage, then $D_{2}$ could be constructed in exactly the same mamer as $D_{1}$, if the additional restriction imposed by property (2) were appropriately satisfied. Accordingly, attention will be centered on satisfying property (6).

To construct $D_{2}$ proceed as follows:


Figure 6. The Chain $D_{1}$ :
(1) Using the points of layer two instead of layer one repeat the process described in steps (1) and (2) of the construction of $\mathrm{D}_{1}$, but construct the domains so that property (2) is also satisfied. For convenience, the domains constructed in this step will be referred to by the subscript on the vertex of the $V$ of layer two included in the domain.
(2) Let $T_{11}$ be the subchain of $D_{1}$ that is irreducible about $a_{1}, b_{1}, c_{1}$. It can be seen that each end link of $T_{11}$ contains three of the domains which intexsect $W_{2}$ constructed in step (1) and that the interior link of $T_{11}$ that intersects $W_{1}$ contains three such domains that also intersect $W_{1}$. (See Figure 7). Being careful to preserve property (2) construct eight mutually disjoint chains $M_{1}, M_{2}$, . . , $M_{8}$ such that (a) the end links of $M_{1}$ are domains 33 and 12 , (b) the end links of $\mathrm{M}_{2}$ are domains 12 and 35 , (c) the end links of $M_{3}$ are domains 35 and 1 , (d) the end links of $M_{4}$ are domains 1 and 36 , (e) the end links of $M_{5}$ are domains 36 and 13 , (f) the end links of $M_{6}$ are domains 13 and 14 , $(g)$ the end links of $M_{7}$ are domains 14 and 5, (h) the end links of $M_{8}$ are domains 5 and 10. Now the second part of property (6) is satisfied if $i=1$ and $m_{i}=1$. But also note that for sets of points such as $\left\{a_{35}, b_{35}, c_{35}\right\}$ and $\left\{a_{14}, b_{14}, c_{14}\right\}$, the first part of property (6) is satisfied, If Figure 7 is examined carefully, it can also be seen that properties (8) and (9), are satisfied. Repetition of the above process within each element of $\left\{T_{11}, T_{12}, \circ \circ, T_{1_{1}}\right\}$ will satisfy all appropriate properties, Details of constructing the chain $D_{3}$ are omitted; however, if Figure 8 is studied it can be seen that the third part of property



Figure 8, The Chain $D_{3}$ Near $V_{1}$.
(6) has been satisfied for the set of points $\left\{a_{1}, b_{1}, c_{1}\right\}$, that the second part of property (6) has been satisfied for the sets $\left\{a_{14}, b_{14}, c_{14}\right\}$ and $\left\{a_{35}, b_{35}, c_{35}\right\}$, and that the first part has been satisfied for the new points (marked but not named) from layer three that appear in the figure. All other properties, except property (10), are also seen to be satisfied.

Of course, the circle of pseudoarcs is just $\prod_{i=1}^{\infty} D_{i}^{* *}$. It can be shown that $\bigcap_{i=1}^{\infty} D_{i}^{*}$ separates the plane and therefore is not homeo morphic to the pseudo-arc. Moreover, $\prod_{i=1}^{\infty} D_{i}^{\text {\%e }}$ contains no local separo ating points and hence is not homeomorphic to a simple closed curve. An Indecomposable Continuum Separating the Plane

This chapter will be concluded with the presentation of an example of a continuum which is strongly suspected of being homo. geneous, but which has not been shown to be so. It is known that this continuum is hereditarily indecomposable and separates the plane (3).

Let $D_{1}, D_{2}$, . . . be a sequence of circular chains such that (a) each link of $D_{i}$ is the interior of a circle with diameter less than $1 / i$, (b) the closure of each link of $D_{i+1}$ is contained in a link of $D_{i}$, ( $c$ ) each complementary domain of $D_{i+1}^{\text {se }}$ contains a complementary domain of $D_{i}^{*}$, and (d) If $E_{i}$ is a proper subchain of $D_{i}$ and $E_{i+1}$ is a subchain of $D_{i+1}$ contained in $E_{i}$, then $E_{i+1}$ is crooked in $\mathrm{E}_{\mathrm{i}}$ 。

It is by no means obvious that a sequence of chains with the asserted properties actually exists in the plane. The proof that
the continuum is indecomposable and separates the plane includes suggestions that help to establish patterns useful in constructing the sequence $D_{1}, D_{2}, \ldots$. (3). However, if $D_{1}$ has less than four links then no restriction on $D_{2}$ is imposed by property (d). If $D_{1}$ has four or more links then property (d) forces $D_{2}$ to have so many links that it is virtually impossible to show both $\mathrm{D}_{1}$ and $\mathrm{D}_{2}$ in one illustration. Hence no illustration for this example has been included.

THE CLASSIFICATION OF CHAINABLE HOMOGENEOUS PLANE CONTINUA

## INTRODUCTION


#### Abstract

The goal of Chapter IV is to show that the list of examples presented in Chapter III sufficiently illustrates all types of chainable homogeneous bounded plane continua known to exist. This will be accomplished by presenting a classification system for chainable homogeneous bounded plane continua, and then proving that such continua always belong to one of the classes in that system.

The results appearing in this chapter indicate that every chainable homogeneous bounded plane continuum must belong to one of the following four classes:

Type 1: Pseudomarcs.

Type 2: The simple closed curves.

Type 3: Circles of pseudo-arcs. Type 4: Indecomposable continua that separate the plane. The question of whether continua of type four actually exist was discussed in the last section of Chapter III. Examples contained in Chapter III show that continua of type one, type two, and type three can be constructed in the plane.


Many of the proofs necessary for showing that the four classifio cations given above exhaust the set of homogeneous bounded plane continua are exceedingly long. Some require an extensive development of topological concepts not considered in this paper. However, several of the fundamental theorems can be presented in a manner that will require very little additional work to be done by the reader. The proofs of most of the other theorems can be outlined with sufficient details so that the more knowledgeable reader can supply the remainder of the proof with the assistance of the references listed. Only one major theorem will be severely neglected. The conclusion of that theorem is that all homogeneous decomposable bounded plane continua, that are not simple closed curves, are circles of pseudowarcs. This particular theorem is one of those that is dependent on the presentation of several additional topological concepts. But more importantly, any sort of proof of the theorem would require that a proof of the homogeneity of the circle of pseudoaarcs be given. The proof that any two circles of pseudo-arcs are homeomorphic is merely one of the side results of the proof of the homogeneity of such continua. The proof of the homogeneity of the circle of pseudoo arcs is prohibitively long, even in the condensed version in which it was oxiginally published (7)。 Hence, this result will be given but the proof will be indicated by reference.

The results contained in the second section of this chapter do not at first appear to contribute to the problem of classifying homoo geneous bounded plame continua. However, the fact that the only locally conmected homogeneous bounded plane continua are the simple
closed curves is useful in the fourth section in the proofs of some obviously important results. Theorem 4.3 of the second section of this chapter could have been listed as a lemma in the fourth section. However, it was felt that the conclusion of Theorem 4.3 was sufficiently interesting to be presented in a separate section.

The main result of the third section of this chapter, that a simple closed curve is the only homogeneous bounded plane continuum containing an arc, does not contribute to the main purpose of the chapter. However, since the result is closely related to the prob. lem and since the second section of the chapter sets the stage for its proof, the theorem is given along with a brief resume of its proof.

The last three sections of the chapter contain the remainder of the theorems necessary to assure that the types one, two, three, and four, given previously, are actually sufficient to exhaustively classify homogeneous bounded plane continua.

## Locally Connected Homogeneous Continua

The purpose of this section will be to prove that the only locally connected homogeneous bounded plane continua are the simple closed curves. The theorem that is actually proved is slightly stronger in the sense that the hypothesis of homogeneity is not used, but is replaced by local homogeneity in the proof.

Two lemmas are required to establish the main result. Since the first of the two lemmas contains a result that is related to the topic of this chapter, its proof is included. The second lemma is
stated without proof; however, the proof may be found in the reference cited.

Lemma 4.1: If $M$ is a locally connected, locally homogeneous, nondegenerate, bounded plane continuum, then $M$ contains a simple, closed curve.

Proof: Suppose the theorem is false. Then it is clear from the definition of dendrite (Definition 2.17) that $M$ is a dendrite. It is known that every point of a dendrite is either a cut point or an end point and that every pair of points of a dendrite are separ ated by a third point (28; 88, Theorem 1.1). Since $M$ is nondegenerate, it follows that there exist points of $M$ which are not end points. That is, $M$ must contain cut points. Now every nondegenerate compact continuum has at least two nonwcut points and so $M$ also has end points (24; 38, Theorem 93). An end point of $M$ is defined to be a point of $M$ with Menger order one with respect to $M$ (Definition 2.33). So if an end point is a nonmeut point, then cut points must have Menger order greater than one.

Let $x$ be an end point of $M$ and $y$ be a cut point of $M$. Since $x$ and $y$ have different Menger orders with respect to $M$, then Theorem 2.32 implies that there do not exist open sets $E$ and $F$ with respect to $M$ containing $x$ and $y$ respectively and a homeomorphism mapping $E$ to $F$ and $x$ to $y$. This contradicts the hypothesis that $M$ is locally homogeneous.

Therefore, it must be true that M contains a simple closed curve.

Since the result of the next lemma is of no particular interest other than as a tool in the proof of Theorem 4.3, and since the lemma's conclusion is rather easy to visualize, no proof for the lemma is given. The proof can be found in the reference cited.

Lemma 4.2: Suppose the simple closed curve $J$ is the boundary of a complementary domain of the locally connected plane continuum $K$. Let $W$ be a connected open subset of $K$ containing the open arc (ab) of $J$, but neither a nor $b$. Then, if the open arc (ab) contains no local separating point of $K$, it does not separate $W$ (9).

The main result of this section can now be proved:

Theorem 4.3: If $M$ is a locally connected, locally homogeneous, nondegenerate bounded plane continuum, then $M$ is a simple closed curve.

Proof: Lemma 4.1 shows that $M$ must contain a simple closed curve. C.

Suppose $M$ is not a simple closed curve, then there exists a point $p_{1}$ of $M$ that does not belong to $C$. Let $p_{2}$ be any point of $C$. It is known that every pair of points of a locally connected cono tinuum may be joined by an arc lying in the continuum (28; 36, Theorem 5.1). Designate some arc from $p_{1}$ to $p_{2}$ that lies in $M$ by $p_{1} p_{2^{\circ}}$ It is not difficult to see that some point on the arc $p_{1} p_{2}$ has Menger order of at least three with respect to M. In particular, the first point on $p_{1} p_{2}$ in the order from $p_{1}$ to $p_{2}$ that belongs to $C$ has Menger order greater than 2 with respect to $M$. Hence, by Theorem 2.32, every
point of $M$ has Menger order of at least three.
Now $M$ has no local separating point because if there exists a local separating point of $M$, then by the local homogeneity every point of $M$ is a local separating point. But this is impossible since all save a countable number of the local separating points of must be of Menger order two (28; 61, Theorem 9.2). Therefore, $M$ has no separating point.

Since all locally connected continua that do not have separating points are cyclicly connected then $M$ is cyclicly connected (28; 79, Theorem 9.3).

Now the boundary of each complementary domain of a cyclicly connected, locally connected, locally compact continuum is a simple closed curve (28; 107, Theorem 2.5). Thus, the boundary of each complementary domain of $M$ is a simple closed curve.

It will now be shown that there exists a point of $M$ which is not on the boundary of any complementary domain of $M_{\text {. }}$ Suppose that this is not the case. Then $M$ is the union of simple closed curves, each of which is the boundary of a complementary domain of $M$. Since any two complementary domains of a continuum are disjoint, and since the complementary domains of $M$ are bounded by simple closed curves, then $M$ has at most a countable number of complementary domains. Thus, $M$ is the union of a finite or, at most, a countable number of simple closed curves. If $M$ is the union of a finite number of simple closed curves, then certainly one of those curves contains an open subset of M. Since no locally compact closed point set $M$ is the union of countably many point sets such that if $K$ is any one of them, evexy
point of $K$ is a limit point of $M-K$, then even if $M$ is the union of a countable number of simple closed curves, one of them must still contain an open subset of $M(24 ; 21$, Theorem 53). It should be clear than an open subset of $M$ which is also an open subset of a simple closed curve can contain no points of Menger order higher than two. But this is impossible because every point of $M$ has Menger order three or more. Therefore, there exists some point $q$ of $M$ which is not on the boundary of any complementary domain of $M$.

Let $p$ be any point on the boundary $J$ of a complementary domain of $M$. Because $M$ is locally homogeneous, there exists a homeomorphism between two open subsets $E$ and $F$ of $M$ containing $p$ and $q$ respectively, such that p is mapped to q .

Consider any arc containing $p$, say [cpd], lying in E. Let the image of [cpd] be [ciqdi]. Thexe exists a circle $G$ such that $q$ is the center of $G$, the interior of $G$ intersects $M$ only at points of $F$, and neither $c^{\prime}$ nor $d^{\prime}$ belong to the interior of $G$. Now the interior
 the interior of $G$ into two domains $D_{1}$ and $D_{2}$.

Let $H$ be the component of the common part of $M$ and the interior of $G$ that contains ( $x^{\prime} q y^{\prime}$ ). With reference to the homeomorphism between $E$ and $F$, let $V$ be the inverse image of $H$. The inverse image of (x'qy') will be denoted by (xpy). By Lemma 4.2, V. (xpy) is connected. This means that $H-\left(x^{\prime} q y^{\prime}\right)$ is a subset of $D_{1}$ or $D_{2}$. Without loss of generality, suppose $H \times\left(x^{\prime} q y^{\prime}\right)$ lies in $D_{2}$. Now $H$ being the component of the common part of $M$ and the interior of $G$, and (x'qy') being part of the boundaries of both $D_{1}$ and $D_{2}$ imply
that $q$ is on the boundary of a complementary domain of $M$. This is a contradiction.

## Homogeneous Continua Containing an Arc

Theorem 4.3 is the point from which one starts in order to prove that the simple closed curve is the only homogeneous bounded plane continuum that contains an arc. A very brief outine of the remainder of the proof is given below. It should not be supposed that enough of the proof is given that the details would be easy to supply. Each statement should be viewed as a lemma requiring a lengthy proof to verify.

Theorem 4.4: The only homogeneous bounded plane continuum that contains an arc is a simple closed curve.

Indication of Proof: Suppose there exists a homogeneous bounded plane continuum $M$ that contains an arc but is not a simple closed curve. The proof that no such continuum can exist is accomplished by investigating the properties which such a continuum would have to possess. A list of twenty properties can be obtained. It can be shown that the twentieth property leads to a contradiction In order to illustrate the relationship of Theorem 4.4 to Theorem 4.3 , compact descriptions of the proofs of the first five properties are given。 The remaining fifteen properties can be established in the order given but generally require several rather lengthy lemmas for their complete demonstration.

Property 1. The set $M$ is not locally connected. This property is immediate from Theorem 4.3.

Property 2. The set $M$ is not connected im kleinen (Definition 2.15) at any point. If $M$ were connected im kleinen at some point then by the homogeneity of $M$, it would be connected im kleinen at every point. But a continuum connected im kleinen at every point is locally connected (24; 90, Theorem 10). This contradicts Property 1.

Property 3. The set $M$ contains an open set $U$ with uncountably many components. Property 2 provides the key for proving this property.

Property 4. The set $M$ contains no simple triod (Definition 2.26). The homogeneity of $M$ implies that if $M$ contains a simple triod then every component in $U$ contains a simple triod. It can be shown that the plane contains at most a countable number of triods. This contradicts Property 3.

Property 5. The set $M$ contains no simple closed curve. It is possible to prove from Theorem 4.3 that the simple closed curve is the only homogeneous bounded plane continuum containing a simple closed curve.

Property 6. Each ray (Definition 2.10) in M is the union of a countable number of arcs.

Property 7. For each point $p$ of an arc component $A$ of $M$ (Definition 2.8), A is the union of two rays $R_{1}$ and $R_{2}$ starting at $p$ such that the intersection of $R_{1}$ and $R_{2}$ is $p$.

Property 8, The set $M$ has uncountably many arc components.

Property 9. If $R$ is a ray of $M$ and $p$ is a point of $\vec{R}$, one of the rays starting at $p$ lies in $\bar{R}$.

Property 10. If $R_{1}$ is the closure of a ray of $M$, it contains a continuum $\vec{R}$ that is irreducible with respect to being the closure of a ray.

Property 11. If $R$ is a ray in an arc component $A$ of $M, \bar{R}=\bar{A}$.
Property 12. If the closures of two arc components of $M$ intersect, the closures are equal.

Property 13. The closure of each arc component $A$ of $M$ is homogeneous.

By making use of the thirteen properties listed thus far, it is now possible to prove that the existence of $M$ implies the existence of another continuum M' which is the closure of one of its arc components. That is, properties one through thirteen imply the existence of a homogeneous bounded plane continuum $M$ one of whose arc components is dense in M' but which is not a simple closed curve. The remaining seven properties are properties which can be shown to be possessed by M'.

Property 14. If Cis a nonmdegenerate subcontinuum of $\mathrm{M}^{\prime}$ that is not an arc, then $C$ intersects uncountably many arc components of Mi.

Property 15. Each nonodegenerate proper subcontinuum of M! is an arc.

Property 16. The set $M^{\prime}$ is indecomposable.
Property 17. For each positive number $\epsilon$ and each arc $x y$ in $M$ there is an eochain $d_{1}, d_{2}, \ldots, d_{n}$ covering, $x y$ such that $x$ belongs
to $d_{1}$, $y$ belongs to $d_{n}$, and the common part of $M$ and the union of the boundaries of $d_{1}, d_{2}, \ldots, d_{n}$ is a subset of the union of $\stackrel{\mathrm{d}}{1}$ and $\mathrm{d}_{n}{ }^{\circ}$

Property 18. For each positive number $\varepsilon$ there is a positive number $\delta$ such that if $a b$ is an arc in $M$ with the distance between $a$ and $b$ less than $\delta$, then either the diameter of the set containing the points of $a b$ is less than $\varepsilon$ or each point of $M$ is within a dise tance of $\epsilon$ of some point of $a b$.

Property 19. If a point $p$ of $M^{8}$ is accessible (Definition 2.40) from a component $T$ of the complement of $M$ in the plane, each point of any arc in $M$ is accessible from $T$.

Property 20. The set M! contains a folded sequence of arcs (Definition 2.24) converging to an arc.

The proof of Theorem 4.4 can now be completed by proving that it is impossible for the compact continuum $M$ to contain a folded sequence of arcs converging to an arc (2).

Homogeneous Continua That Do Not Separate the Plane

The main result of this section is contained in Theorem 4.8. This result will show that every homogeneous bounded plane continuum which does not separate the plane must have one of the prominent features of the pseudoøarc. That is, such continua are always inde. composable.

It may seem strange to include details of the proof of the following lemma when it is noted that many details of the proof of the main theorem (Theorem 4.6) resulting from the leamma have been
omitted. However, more than just the conclusions of the lemm are utilized in the proof of Theorem 4.6. Certain facts that are noted in the proof of the lemma are used in proving Theorem 4.6 , as well as certain techniques that occur in the proof. In particular, the technique which shows how a certain uncountable sequence of points can be created, is a useful tool in filling in details that have been omitted from the proof of Theorem 4.6. Hence, the inclusion of the details of the proof of Lemma 4.5 make it possible to omit many details from the proof of Theorem 4.6.

Lemma 4.5: Let $M$ be a homogeneous bounded plane continuum. Let $x$ and $y$ be distinct points of $M$. For every point $t$ of $M$ denote by $U_{t}$ the set of all points $z$ of $M$ such that $M$ is aposyndetic (Definition 2.19) at $z$ with respect to $t$. Then $U_{y}$ is not a proper subset of $U_{x}$.

Proof: Notice first that the definition of aposyndetic shows that $U_{t}$ is open in $M$ for every point $t$ of $M$.

Suppose that $U_{y}$ is a proper subset of $U_{x}$. Since $M$ is homogen eous, there exists a homeomorphism $T$ such that $T(M)=M$ and $T(x)=y$.

Let $p$ belong to $U_{x}$. Then $M$ contains a continuum $K_{p}$ and a subset $V_{p}$ open in $M$ such that $p$ belongs to $V_{p}, V_{p}$ is a subset of $K_{p}$, and $K_{p}$ is a subset of $M=\{x\}$. Now $T\left(K_{p}\right)$ is a continuum in $M, T\left(V_{p}\right)$ is a subset of $T\left(K_{p}\right)$ which is open in $M$, and $T\left(V_{p}\right)$ contains $T(p)$. Also, $T\left(K_{p}\right)$ is a subset of $T(M-\{x\})=T(M)-\{T(x)\}=M-\{y\}$. Hence, $T(p)$ belongs to $U_{y}$, and so $T\left(U_{x}\right)$ is a subset of $U_{y}$. Now let $p$ belong to $U_{y}$. Since $T$ is a homeomorphism, there exists a point $z$ of $M$ such
that $T(z)=p$. Because $p$ belongs to $U_{y}$ there exists a continuum $K_{p}$ that is contained in $M \circ\{y\}$ and a set $V_{p}$ open in $M$ which is a subset of $K_{p}$ and contains $p$. The open set $T^{-1}\left(V_{p}\right)$ contains the point $T^{-1}(p)=z$ and is contained in the continuum $T^{-1}\left(K_{p}\right)$. Now $T^{-1}\left(K_{p}\right)$ is contained in $T^{-1}(M-\{y\})=T^{-1}(M)-\left\{T^{-1}(y)\right\}=M-\{x\}$. That is, $z$ belongs to $U_{x}$. But if $z$ belongs to $U_{x}$ then $T(z)=p$ belongs to $T\left(U_{x}\right)$. Therefore, $U_{y}$ is a subset of $T\left(U_{x}\right)$ and it follows that $\mathrm{U}_{\mathrm{y}}=\mathrm{T}\left(\mathrm{U}_{\mathrm{x}}\right)$.

It will now be shown that $U_{T(y)}=T\left(U_{y}\right)$. Let $p$ belong to $U_{y}$. By definition of aposyndetic there exists a continuum $K_{p}$ and a set $V_{p}$ open in $M$ such that $p$ belongs to $V_{p}, V_{p}$ is a subset of $K_{p}$, and $K_{p}$ is a subset of $M=\{y\}$. The set $T\left(K_{p}\right)$ is a continuum in $M, T\left(V_{p}\right)$ is open in $M$ and is a subset of $T\left(K_{p}\right)$. Also, $T\left(K_{p}\right)$ is a subset of $T(M-\{y\})=M-\{T(y)\}$. This shows that $T\left(U_{y}\right)$ is a subset of $U T(y)^{\circ}$ Let $p$ belong to $U_{T(y)}$. There exists a continuum $K_{p}$ and a set $V_{p}$ open in $M$ such that $p$ belongs to $V_{p}, V_{p}$ is a subset of $K_{p}$, and $K_{p}$ is a subset of $M=\{T(y)\}$. Now the continuum $T^{-1}\left(K_{p}\right)$ is a subset of $M-\{y\}$. Also, $T^{-1}\left(K_{p}\right)$ contains the set $T^{-1}\left(V_{p}\right)$ which is open in $M$ and contains $T^{-1}(p)=z$. Hence, $z$ belongs to $U_{y}$. This means $T(z)=p$ belongs to $T\left(U_{y}\right)$. Thus, $U_{T(y)}$ is a subset of $T\left(U_{y}\right)$. It follows that $U_{T(y)}=T\left(U_{y}\right)$.

Since $U_{y}$ is a proper subset of $U_{x}$ and $T\left(U_{x}\right)$ is equal to $U_{y}$, then $T\left(U_{y}\right)$ is a proper subset of $U_{y}$. Thus, $U_{T}(y)$ is a proper subset of $U_{y}$.

Now $y \neq T(y)$ because $U_{T(y)}$ is a proper subset of $U_{y}$. The hypotheses of the theorem are now satisfied by $y$ and $T(y)$. That is,
$y$ and $T(y)$ are distinct points of $M$ such that $U_{T(y)}$ is a proper subset of $U_{y}$. Therefore, the same reasoning as that used in the preceding three paragraphs can be applied to show that $T(y)$ and $T(T(y))$ are distinct points, and that $U_{T(T(y))}$ is a proper subset of $U_{T}(y)$. The process thus far described can be repeated a countably infinite number of times to produce the sequence, $x_{0}, x_{1}, x_{2}$, . ., where $x_{0}=x, x_{1}=y, x_{2}=T(y), \ldots ., x_{n}=T^{n}(y), \ldots$. , and for each positive integer $n, U_{x_{n}}$ is a proper subset of $U_{x_{n-1}}$. Also, if if $j$ then $x_{i} \neq x_{j}$ because if $x_{i}=x_{j}$ then $U_{x_{i}}=U_{x_{j}}$.

The continuum $M$ is compact and so the sequence $x_{0}, x_{1}, x_{2}, \ldots$, has a limit point $x_{W}$ in $M$. Let $p$ be a point of $U_{x_{W}}$. There exists a continumm $K_{p}$ in $M$ and a set $V_{p}$ open in $M$ such that $V_{p}$ is a subset of $K_{p}$ containing $p$ and $K_{p}$ is a subset of $M-\left\{x_{w}\right\}$. Since $K_{p}$ is closed and does not contain $x_{w}$ then there must be an infinite number of points of the sequence $x_{0}, x_{1}, x_{2}$, ... that do not belong to $K_{p}$. Hence, for infinitely many positive integers $n, M-\left\{x_{n}\right\}$ contains $K_{p}$. That is, for infinitely many integers $n, M$ is aposyndetic at p. with respect to $x_{n}$. This means that for infinitely many integers $n, p$ belongs to $U_{x_{n}}$. Now $U_{x_{n}}$ is a subset of $U_{x_{n-1}}$ for every $n_{0}$ Thus, $p$ belongs to all $U_{x_{n}}$. It follows that $U_{X_{w}}$ is a proper subset of every $\mathrm{U}_{\mathrm{x}_{\mathrm{n}}}$ 。 It also follows that $\mathrm{x}_{\mathrm{W}} \neq \mathrm{x}_{\mathrm{n}}$ for any n because $\mathbb{I f} \mathrm{x}_{\mathrm{W}}=\mathrm{x}_{\mathrm{n}}$ then $U_{X_{W}}=U_{X_{n}}$ which would mean that $U_{x_{n}}$ is also a subset of $U_{x_{n+1}}$. But this is not possible because $U_{X_{n+1}}$ is a proper subset of $U_{X_{n}}$.

Since M is homogeneous, there exists a homeomorphism $T_{1}$ such that $T_{1}(M)=M$ and $T_{1}(x)=x_{W}$.

Consider the map $T_{1} \mathrm{TT}_{1}^{-1}$. Certainly $\mathrm{T}_{1} \mathrm{TT}_{1}^{-1}$ is a homeomorphism of $M$ onto itself. Let $T_{1} T_{1}^{-1}\left(x_{W}\right)=x_{W_{1}}$ 。 Then, as argued in previous
 $T_{1}\left(U_{y}\right)$. But $U_{y}$ is a proper subset of $U_{x}$ and $T_{1}\left(U_{x}\right)=U_{x_{w}}$. Thus, $T_{1}\left(\mathrm{U}_{\mathrm{y}}\right)$ is a proper subset of $\mathrm{U}_{\mathrm{x}_{\mathrm{w}}}$. That is, $\mathrm{U}_{\mathrm{x}_{W_{1}}}$ is a proper subset of $U_{x_{w}}$. The argument used to show that the points of the sequence, $x_{0}: x_{1}, x_{2}, \ldots .0$, are distinct can be applied to show that $x_{w_{1}}$ does not equal $x_{W}$ nor any $x_{n}$ that precedes $x_{W}$.

It will now be shown that the process thus far described can be carried out in such a way that an uncountable sequence of sets, $\mathrm{U}_{\mathrm{X}_{\mathrm{O}}}, \mathrm{U}_{\mathrm{X}_{1}}, \mathrm{U}_{\mathrm{x}_{2}}, \ldots$. . is produced, It should be clear that the prom cess described produces sequences that may be dependent on the partiga wlar homeomorphisms $T$ and $T_{1}$ that are selected. Since it is not necessarily true that $T$ is the only homeomorphism which maps $M$ to $M$ and $x$ to $y$, then the sequence produced by the process may not be the only sequence with the ascribed properties. It will be shown that some such sequence must be uncountable.

Let $S$ be the class which contains every sequence of sets that can be produced by repeating the process, and suppose that each element of $S$ is a countable sequence. Now if $S a$ is an arbitrary member of $S$ then $(1) S_{a}=U_{a_{1}}, U_{a_{2}}, U_{a_{3}}, \ldots,(2) S_{a}$ is countable, (3) $U_{a_{1}}=U_{x},(4): U_{a_{2}}=U_{y}$, (5) $U_{a_{n}}$ is a proper subset of every $U_{a_{k}}$
that precedes it, and (6) $\mathrm{U}_{a_{n}}$ is open for all n 。
Let $S_{a}$ and $S_{b}$ be elements of $S$. Define the relation ( $(S)$ by $S_{a} \leq S_{b}$ if and only if $U_{a_{1}}, U_{a_{2}}, U_{a_{3}}, \ldots \circ U_{a_{t}}$ is an initial segment of $\mathrm{S}_{\mathrm{a}}$ implies that $\mathrm{U}_{\mathrm{a}_{1}}=\mathrm{U}_{\mathrm{b}_{1}}, \mathrm{U}_{\mathrm{a}_{2}}=\mathrm{U}_{\mathrm{b}_{2}}, \mathrm{U}_{\mathrm{a}_{3}}=\mathrm{U}_{\mathrm{b}_{3}}, \ldots$, $\mathrm{U}_{\mathrm{a}}=\mathrm{U}_{\mathrm{b}_{\mathrm{t}}}$. The notation chosen for initial segments is intended to indicate that they may be either finite for infinite. Indeed, the process used to create $\mathrm{U}_{\mathrm{X}_{0}}, \mathrm{U}_{\mathrm{x}_{1}}, \mathrm{U}_{\mathrm{X}_{2}}$, . . . shows that initial seg. ments may be infinite and still not include the whole sequence. Note also that $S_{a} \leq S_{b}$ simply means that $S_{a}$ is an initial segment of $S_{b}$. It follows that if $S_{a} \leq S_{b}$ then $S_{b} \leq S_{a}$ if and only if $S_{a}=S_{b}$, and that if $S_{a} \leq S_{b}$ and $S_{b} \leq S_{c}$ then $S_{a} \leq S_{c}$. Hence, the relation ( $\leq$ ) produces a partial order on $S$.

$$
\text { A sequence of elements of } s \text {, say } s_{a_{1}}, s_{a_{2}}, s_{a_{3}}, \ldots \ldots \text {, is }
$$

called a chain if and only if $\mathrm{S}_{\mathrm{a}_{1}} \leq \mathrm{S}_{\mathrm{a}_{2}} \leq \mathrm{S}_{\mathrm{a}_{3}} \leq \ldots \ldots$ Let $\mathrm{B}=$ $S_{a_{1}}, S_{a_{2}}, S_{a_{3}}, \ldots$ be a chain in $S$ and considex the union of the elements of this chain, $B^{*}$. Now $B^{* x}$ will be a sequence, say $U_{C_{1}}, U_{C_{2}}, U_{C_{3}}, \ldots$, such that every initial segment of $B^{*}$ is an initial segment of some element of $B$. Since $B^{*}$ is a countable union of countable sequences then $\mathrm{B}^{*}$ is a countable sequence. Also, by the definition of the elements of $B,(1) U_{a_{1}}=U_{c_{1}}$, (2) $U_{a_{2}}=U_{C_{2}}$, (3) $\mathrm{U}_{\mathrm{C}_{n}}$ is a proper subset of every $\mathrm{U}_{\mathrm{C}_{k}}$ that precedes it, and (4) $U_{C_{n}}$ is open for every $n$. The fact that every initial segment of $B^{*}$ is an initial segment of some element of $B$ shows that $B^{*}$ can
be produced by the process that produced the elements of $S$. Hence, $B \%$ belongs to $S$. If $S_{a_{k}}$ is an element of $B$, then $S_{a_{k}}$ is an initial segment of every element of $B$ that follows $S_{a_{k}}$ and so $S_{a_{k}}$ is also an initial segment of $B^{*}$. That is, $B^{*}$ is an upper bound of the chain Bo Since $B$ was an arbitrary chain in $S$ then every chain of $S$ has an upper bound. Therefore, by Zorn's Lemma there exists an element $S_{b}$ of $S$ such that if $S_{p}$ belongs to $S$ and $S_{b} \leq S_{p}$, then $S_{b}=S_{p}$ (17; 33, Theorem 25).

Let $x_{0}, x_{1}, x_{b_{2}}, x_{b_{3}}, \ldots$. be the sequence of points that corresponds to $\mathrm{S}_{\mathrm{b}}=\mathrm{U}_{\mathrm{x}_{0}}, \mathrm{U}_{\mathrm{X}_{1}}, \mathrm{U}_{\mathrm{X}_{\mathrm{b}_{2}}}, \mathrm{U}_{\mathrm{X}_{\mathrm{b}_{3}}}, \ldots, 0$, where $\mathrm{x}_{0}=\mathrm{x}$ and $x_{1}=y_{0}$ Now $x_{0}, x_{1}, x_{b_{2}}, \ldots$. is a sequence of distinct points of the compact continuum M. Therefore, there exists a limit point $x_{b}$ of the sequence that belongs to $M$. The same argument used to extend the sequence, $x_{0} ; x_{1}, x_{2}$, .., to include its limit point $x_{W}$ can now be used to extend the sequence, $x_{0}, x_{1}, x_{b}, \ldots, \ldots$ to include its 1 imit point $\mathrm{x}_{\mathrm{b}_{\mathrm{w}}}$. The same argument shows that $\mathrm{U}_{\mathrm{x}_{\mathrm{b}}}$ is a proper subset of every element of $S_{b}$. Thus, if $S_{b}=U_{X_{0}}{ }^{\prime} U_{X_{1}}$, $U_{X_{b_{2}}}, 0, U_{X_{b_{W}}}$, then $S_{b}$ belongs to $S$. But $S_{b} \leq S_{b i}$ and $S_{b} \neq S_{b i}$ This contradicts the definition of $S_{b}$. Therefore, the assumption that every element of $S$ is countable is false。

Let the sequence, $U_{X_{0}}, U_{X_{1}},{ }_{U_{X}}, \ldots \circ, U_{X_{W}}, \circ \circ \circ$, be some uncountable sequence in $S$. Then this sequence is wellordered,
uncountable, monotonically decreasing, and each member of the sea. quence is an open set. Each member of the sequence is a proper subset of all members of the sequence that precede it, so it is possible to select the sequence $Y$ of distinct points $Y=Y_{1}, Y_{2}, Y_{3}, \ldots$, in such a way that $y_{W}$ belongs to $U_{X_{W}}$ but to no member of the sew quence that follows. $U_{X_{W}}$. Since $M$ is compact, then every uncountable subset of $Y$ has a limit point. Therefore, there exists a point $y_{v}$ of X which is a limit point of the set of all points of $Y$ that preo cede $y_{V}$ in $Y$ and a limit point of the set of all points of $Y$ that follow $y_{V}$ in $Y$, (24; 3, Theorem 6). But $U_{X_{V}}$ is an open set containing $y_{V}$ but no point of $Y$ that precedes $y_{V}$ in $Y$. This is a contradiction.

Therefore, $U_{y}$ is not a proper subset of $U_{x}$.

A complete exposition of the proof of the following theorem would require the development of several concepts which are not considered in this paper. An outline of the proof has been provided.

Thearem 4.6: A homogeneous, hereditarily unicoherent, bounded plane continuum $M$ is indecomposable.

Indication of Proof: Assume M is not indecomposable. It is known that a compact continuum $M$ is indecomposable if and only if there do not exist two distinct points $x$ and $y$ of $M$ such that $M$ is aposyndetic at $x$ with respect to $y(13 ; 407$, Theorem 9). Therefore, the assumption that $M$ is not indecomposable is equivalent to the assumption that there exist two points $x$ and $y$ of $M$ such that $M$ is
aposyndetic at $y$ with respect to $x$. That is, for some point $x$ of $M$ the set $U_{X}$ is nonoempty. As was noted in the proof of Lemma 4.5, since $U_{X}$ is nonempty for some point $x$ of $M$, and since $M$ is homogeneous, then $U_{z}$ is nonompty for every point $z$ of $M_{\text {o }}$

Let $x$ be an arbitrary point of $M$ and let $H$ be a set such that $y$ belongs to $H$ if and only if $U_{x}=U_{y}$. Define $U=U_{x}$ for all $x$ in H. As in the proof of Lemma 4.5 , it can be seen that $U$ is open. Also, it is clear that $H$ is a subset of $M$ - U Lemma 4.5 can be used to establish that the set $H$ is closed.

It is impossible for every point of a compact continuum to cut every point of a domain relative to the continuum from every point of another domain relative to the continuum (6; 501, Corollary 2). If it is assumed that some point $x$ of $H$ cuts a point $w$ of $M$ from a point $z$ of $U$ but that $x$ does not cut $w$ from some other point of $U$, then the homogeneity of $M$ leads to a contradiction of the preceding statement. Thus, if $x$ cuts a point w of $M$ from a point of $U$, then $x$ cuts w from all points: of Uo It can be shown that $U$ is a subset of $U_{W}$ Lemma 4.5 will then imply that $U=U_{W}$ and hence that $w$ also belongs to H .

If 0 is a point of $H$, let $N_{0}$ be the set of all points $x$ of $H$ such that $x$ cuts ofrom $U$ o For every point of $H$ the set $N_{0}$ is closed and o cuts all points of $N_{0}$ from every point of $U$.

The set H does not contain a domain with respect to M. For suppose $H$ contains a domain $D$. Let o be any point of $H$ and cono sider the set $N_{0}$. Suppose $D$ is also a subset of $N_{O^{\circ}}$. If this were true, then since every point of $N_{0}$ cuts every other point of $N_{0}$
from each point of $U$, it follows that any point $x$ of $D$ would cut every point of the domain $D=\{x\}$ from each point of $U$. But the homoo geneity of $M$ would then imply that every point of $M$ would cut each point of some open subset of $M$ from each point of some other open subset of $M$ As noted earlier in this proof, such a situation can not occur in a compact continum (6; 501, Corollary 2). Hence, D is not a subset of $N_{0}$. Thus $D \sim D \cap N_{0}$ is nonempty. Since $N_{0}$ is closed, then $D=D \cap N_{0}$ is a domain。 Suppose $M$ is aposyndetic at some point $x$ of $D$ o $D N_{o}$ with respect to some point $y$ of $N_{o}$. By definition of $U_{y}$, $x$ belongs to $U_{y}$. Since $y$ belongs to $N_{0}$ which is a subset of $H$, then $U_{y}=U$. But $x$ belongs to $D$ which is a subset of $H$ and so $U_{x}=U$. Therefore $U_{x}=U_{y}$. This is impossible because it would imply that $x$ belongs to $U_{x}$. Hence, $M$ is aposyndetic at no point of $D=D \cap N_{0}$ with respect to a point of $N_{0}$. The following conditions are now clearly satisfied: (1) $M$ is a compact continuum, (2) $D=D \cap N_{0}$ is an open subset of $M,(3) N_{o}$ is a closed subset of M such that ( $D$ - $D \cap N_{0}$ ) $\cap N_{0}$ is empty. (4) M is not aposyndetic at any point of $D: D \cap N_{0}$ with respect to a point of $\mathbb{N}_{0}$ Hence, if $z$ belongs to $U, D=D \cap N_{0}$ contains a point $x$ and $N_{0}$ contains a point $y$ such that $y$ cuts $x$ from $z(13 ; 405$, Theorem 6) o As pointed out at the end of the preceding paragraph, this means y cuts $x$ from every point of $U$. Therefore, $x$ belongs to $N_{0}$ This is clearly impossible, because $x$ belongs to $D-D . \cap N_{0}$ It follows that $H$ contains.no domain。

Since $U$ is open in $M$, then $M$ o $U$ is closedo It can be shown that $M$ - U is conmected and bence that $M$ - U is a continumo

Suppose the domain $U$ is not dense in $M$. Then $M$ - $U$ is not empty. The set $M-U$ is not a subset of $H$ because $M$ - $U$ is a domain with respect to $M$ and $H$ contains no domain with respect to $M$. Thus, $M$ - (U $\cap H$ ) is nonempty. Since $U$ and $H$ are closed, then $M$ - (U $\cap H$ ) is open with respect to $M_{0}$ Let $y$ be a point of $H$. By definition of $U, M$ is not aposyndetic at any point of $M=(U \cap H)$ with respect to $y$. Let $z$ be any point of $U$. As in the preceding paragraph, sufficient conditions have been satisfied to guarantee the existence of a point $x$ in $M$ © ( $U \cap H$ ) such that $y$ cuts $x$ from $z$ in $M$. The argument in paragraph four of this proof shows that $x$ belongs to H. Obviously, this is a contradiction because x belongs to $M=(U \overparen{U} \cap H)$. Therefore, $U$ is dense in $M$.

The facts that $M$ is homogeneous and hereditarily unicoherent, $U_{i}$ is dense in $M$, and $M-U$ is a continuum can be utilized to show that if 0 is an arbitrary point of $H$, then $N_{0}=M-U$ o

Now by definition of $N_{O}, N_{0}$ is a subset of $H$. By definition of $H$, $H$ is a subset of $M=U$. Since $M=U=N_{O}$, then $N_{0}=H$.

It has now been shown that $H$ is a continuum, and that the union of $H$ and $U$ is $M$. Also, $H$ is the boundary of $U$ and every point of $H$ cuts every point of $H$ from every point of $U$.

If $G$ is defined to be the collection of all images of $H$ under homeomorphisms of $M$ to itself, it can be shown that $G$ is an upper semi-continuous collection of point sets (Definition 2.44) filling up $M$ 。 With respect to its elements as points, $G$ can be shown to be a continum $M^{8}$ which is compact, aposyndetic; homogeneous, and hered. itarily unicoherent. Under these conditions mi must contain a
nonseparating point (24; 38, Theorem 93; 13; 404, Theorem 0; and 29; 737, Theorem 6.6). Since $M^{1}$ is homogeneous, it follows that evexy point of $M^{1}$ is a nonseparating point.

Let $a$ and $b$ be distinct points of $M$ and $T$ be an irreducible subcontinuum of $M$ from a to b. Let $x$ be any point of $T$ distinct from a and b, Since $x$ is a nonseparating point of $M^{1}$, there exists a continuum $T_{1}$ in $M=\{x\}$ that contains both and $b$. But $M$ is hereditaxily unicoherent. So the common part of $T$ and $T_{1}$ is a subcontinum containing $a$ and $b$ but not $x$. This contradicts that $T$ was irreducible from a to b.

This contradiction is sufficient to imply that the original assumption of the existence of the sets $U$ and $H$ was invalid.

Therefore, $M$ must be indecomposable.

Some additional details that were omitted from the preceding proof can be found in the paper, "Homogeneous Unicoherent Indecome posable Continua, " by $F$. B. Jones, which is listed in the biblioge raphy of this paper.

Theorem 4.7: If $M$ is a homogeneous bounded plane continuum that does not separate the plane, M is hereditarily unicoherent.

Proof: Suppose $M$ is not hereditarily unicoherent. Then there exist two points $x$ and $y$ of $M$ such that there exist at least two distinct irreducible subcontinua $C_{1}$ and $C_{2}$ of $M$ from $x$ to $y(21$; 179, Theorem 1.1). The common part of $C_{1}$ and $C_{2}$ is not connected because if the common part were connected then it would contain a subcontinum from $x$ to $y$. Since $C_{1}$ and $C_{2}$ are distinct, that
subcontinuum would have to be a proper subcontinuum of $C_{1}$ or $C_{2}$ ． But this is not possible because $C_{1}$ and $C_{2}$ are irreducible．Hence， there exist two complementary domains $H$ and $K$ of $C_{1} \cup C_{2}(24 ; 175$ ， Theorem 22）。 Therefore $C_{1} \cup C_{2}$ separates the plane。 Let $S$ be the plane and $S \cdot\left(C_{1} \cup C_{2}\right)=H_{1} \cup K_{1}$ where $H_{1}$ and $K_{1}$ are open sets with no points in common．

Now $S-M=\left(H_{1}-M\right) U\left(K_{1}-M\right)$ and neither $H_{1}-M$ nor $K_{1}-M$ is empty．For suppose either $H_{1}-M$ or $K_{1}-M$ is empty，say $H_{1}-M$ ． Then $H_{1}$ is an open set that is a subset of $M$ ．But Theorem 4．3 implies that $M$ is not locally connected．Since $M$ is homogeneous then $M$ can－ not be locally connected at any point．Therefore，M cannot contain $H_{1}$ ．It follows from $S=M=\left(H_{1}-M\right) U\left(K_{1}-M\right)$ that $M$ separates the plane．This is a contradiction and so M must be hereditarily unicoherent．

Theorem 4．8：If M is a homogeneous bounded plane continuum which does not separate the plane then $M$ is indecomposable。

Proof：The theorem is an immediate result of Theorems 4．6 and 4.7.

## Homogeneous Linearly Chainable Continua

In the preceding section it was shown that all homogeneous bounded plane continua that do not separate the plane are indecom－ posable．Theorem 4．9 in this section will show that all compact， hereditarily indecomposable，linearly chainable continua are homeoo morphic．The definition of a pseudo arc given in Chaptex III together
with Theorem 3.5 show that a pseudoarc is a nondegenerate, heredio tarily indecomposable, linearly chainable, compact continuum. Theorem 4.10 will prove that every homogeneous, nondegenerate, linearly chainable, compact continuum is a pseudoarc. Thus, the results of this section together with those of the preceding section, are suffio cient to prove that all homogeneous bounded plane continua that do not separate the plane are homeomorphic and are pseudoarcs.

Theorem 4.9: If $M_{1}$ and $M_{2}$ are compact, nondegenerate, heredio tarily indecomposable, linearly chainable, continua, then $M_{1}$ and $M_{2}$ are homeomorphic.

Proof: Since $M_{1}$ is linearly chainable, there exists a sequence of chains, $C_{1}, C_{2}, C_{3}$, . ., such that no link of $C_{i}$ has diameter greater than $1 / i$, each element of $C_{i}$ intersects $M$, and the closure of every link of $C_{i+1}$ is contained in a link of $C_{i}$.

It will be shown that the fact that $M_{1}$ is hereditarily inde. composable implies that for some integer $n_{2}, C_{n_{2}}$ is crooked in $C_{1}$.

Let the links of $C_{1}$ be $c_{11}, c_{12}, c_{13}, \ldots, c_{1_{1}}$. Suppose no chain of the sequence, $C_{1}, C_{2}, C_{3}, \ldots$ is crooked in $C_{1}$. Then there exist links $c_{1 h}$ and $c_{1 k}$ of $C_{1}$ such that $k o h>2$ and for infinitely many integers $m, c_{m}=\left(c_{m l}, c_{m 2}, \circ \circ, c_{m t}\right)$ has two links $c_{m i}$ and $c_{m j}$ in $c_{1 h}$ and $c_{1 k}$ respectively such that if $c_{m x}$ is in $c_{1(k-1)}$ and between $c_{m i}$ and $c_{m j}$, then there is not a ink of $C_{m}$ in $c_{1(n+1)}$ which is between $c_{m r}$ and $c_{m j}$. The preceding statement is less confusing when it is noted that all the assextions of the sentence are justified by the existence of infinitely many chains
in the sequence, $C_{1}, C_{2}, C_{3}, \ldots$, that are not crooked in $C_{1}$. It can be supposed that the link $c_{m x}$ identified above is such that no link of $C_{m}$ is contained in $c_{1(k-1)}$, and is between $c_{m i}$ and $c_{m x}$. Let $W_{m}$ be the union of $c_{m i}, c_{m x}$, and the links of $C_{m}$ between them. Let $V_{m}$ be the union of $c_{m x}, C_{m j}$, and the links of $C_{m}$ between them.

A sequence, $a_{1}, a_{2}, a_{3}, \ldots$ of integers can be selected
in such a way that the sequences, $W_{a_{1}}, W_{a_{2}}, W_{a_{3}}, \ldots$ and $\mathrm{V}_{1}, \mathrm{~V}_{\mathrm{a}_{2}}, \mathrm{~V}_{\mathrm{a}_{3}}, \ldots$, converge (24; 24, Theorem 59).

Let $W$ be the Ilmiting set of $W_{a_{1}}, W_{a_{2}}, W_{a 3}, \circ \circ$ and let $V$ be the limiting set of $V_{a_{1}}, V_{a_{2}}, V_{a_{3}}, \ldots \ldots$ Both $W$ and $V$ are contimua ( $28 ; 14$, Theorem 9.1) 。 Now $W$ intersects the closure of $c_{1 h}$ but not the closure of $c_{1 k}$ and $V$ intersects the closure of $c_{1 k}$ but not the closure of $G_{1 h}$. Thus $W$ and $V$ are distinct. But $W$ and $V$ are not disjoint because for every $m$ both $W_{m}$ and $V_{m}$ contain the link $c_{m r}$.

A contradiction has been reached since it is now possible to conclude that the hereditarily indecomposable continuum $M_{1}$ has a decomposable subcontinuum $V \cup W$.

Therefore, there exists a subsequence, $C_{n_{1}}, C_{n_{2}}, C_{n_{3}}$, . ., of $C_{1}, C_{2}, C_{3}, \ldots$ such that $C_{n_{i+1}}$ is crooked in $C_{n_{i}}$.

The continum $M_{1}$ has uncountably many distinct composants (24; 59, Theorem 139). Therefore, there exist two distinct points $p$ and $q$ belonging to different composants of $M_{1}$. For every $i$, let $W_{i}$ be the union of the links of the subchain of $G_{n}$ fromp to $q$. The argument contained in the third paragraph of the proof of Theorem
3.8 shows that the limiting set of $W_{1}, W_{2}$, . . is a continuum cono taining $p$ and $q$. Since $p$ and $q$ belong to different composants of $M_{1}$ and the limiting set of $W_{1}, W_{2}, W_{3}, \ldots$. is a subcontinuum of $M_{1}$ containing $p$ and $q$, then that limiting set must be $M_{1}$. It follows that for every integer $j$, some $W_{k}(k>j)$ intersects both the first and last links of $C_{n j}$, and hence the subchain $C_{n k}$ intersects the first and last links of $\mathrm{C}_{\mathrm{nj}}$.

The hypotheses of Theorem 2.68 have now been satisfied. There. fore, there is a chain $E_{j}$ such that the fixst link of $E_{j}$ contains $p$, the last link contains $q, E_{j}$ is a consolidation of $C_{n j}$ and each link of $E_{j}$ lies in the union of two adjacent links of $C_{n j}$. It is clear that the diameter of every link of $\mathrm{E}_{\mathrm{j}}$ is less than $2 / \mathrm{j}$.

A short induction argument that makes use of Theorems 2.65 and 2.66 will show that for every $j, E_{j+1}$ is crooked in $E_{j}$ o

Therefore, from the sequence, $E_{1}, E_{2}, E_{3}, \ldots$, a sequence, $D_{1}, D_{2}, D_{3}, \ldots .$, can be selected such that for every positive integer i, (1) $D_{i}$ is a chain from $p$ to $q$, (2) $D_{i+1}$ is crooked in $D_{i}$, (3) the closure of each link of $D_{i+1}$ is a subset of a link of $D_{i}$, (4) no link of $D_{i}$ has diameter greater than $1 / i$, and (5)
$M_{1}=\bigcap_{i=1}^{\infty} D_{i}^{*} 0$
Let $p$ and $q$ be points of $M_{2}$ belonging to different composants of $M_{2}$. The process employed to create the sequence $D_{1}, D_{2}, D_{3}$, ... can be repeated to create a sequence $G_{1}, G_{2}, G_{3}, \ldots$. such that for every $i$, (1) $G_{i}$ is a chain from $p$ to $q^{n}$, (2) $G_{i+1}$ is crooked in $G_{i}$, (3) the closure of each link of $G_{i+1}$ is a subset of a link of $G_{i}$.
(4) no Iink of $G_{i}$ has diameter greater than $1 / i$, and (5) $M_{2}=\bigcap_{i=1}^{\infty} G_{i}^{3 e}$.

The hypotheses of Theorem 3.7 have been satisfied. Therefore, there is a homeomorphism mapping $M_{1}$ to $M_{2}$.

An end point of a continuum has been defined in general to be a point with Menger order one with respect to that continuum. In the case of a linearly chainable continuum $M$, a point $p$ will be called an end point of $M$ if and only if for each positive number c there is an cochain covering $M$ such that the first link contains p. In this case the two definitions of end point are equivalent but that fact is unimportant in the discussion that follows, since no theorems that were proved using the first definition will be used here.

Theorem 4.10: Each homogeneous, nondegenerate, linearly chaino able, bounded plane continuum is a pseudowarc.

Proof: It will be shown that $M$ has an end point $p$. Let $T_{1}, T_{2}, T_{3}$, . . be a sequence of $1 /$ nochains covering $M_{0}$ Let $q_{1}, q_{2}, q_{3}$, . be points of $M$ such that $q_{n}$ belongs to the first Iink of $T_{n}$ for every $n$. Since $M$ is compact, some subsequence of $q_{1}, q_{2}, q_{3}, \cdot$ converges to a point $q$.

For each neighborhood $N$ of $q$ and each positive number $\varepsilon$ there is an: echain covering $M$ one of whose end links intersects $M$ and lies ins N. Call this property, "the property of $q^{\prime \prime}$.

It will be shown that every point of $M$ has the property of $q$. Let $x$ be an arbitrary point of $M$ and let $F$ be a homeomoxphism mapping
$M$ to $M$ and $q$ to $x$. Now $F$ is uniformly continuous (10; 135, Theorem 8.16). Thus, given an $\varepsilon>0$, there exists a $\delta>0$ such that if $p_{1}$ and $p_{2}$ belong to $M$ and the distance between $p_{1}$ and $p_{2}$ is less than $\delta$ then the distance between $F\left(p_{1}\right)$ and $F\left(p_{2}\right)$ is less than $\varepsilon$. That is, for every $n$ there is some point $q_{t}$ of $q_{1}, q_{2}, q_{3}$, . . . such that $F\left(q_{t}\right)$ is within a distance of $1 / n$ of $F(q)=x$. Now let $E_{n 1}, E_{n 2}, E_{n 3}, \ldots E_{n m}$ be the links of $T_{n}$. Consider the sets $F\left(E_{n I} \cap M\right), F\left(E_{n 2} \cap M\right), \ldots, F\left(E_{n m} \cap M\right)$. It is clear that $\left(F\left(E_{n i} \cap M\right)\right) \cap\left(F\left(E_{n j} \cap M\right)\right)$ is empty or non-empty according as ( $\left.E_{n i} \cap M\right) \cap\left(E_{n j} \cap M\right)$ is empty or noneempty. It is also clear that $F\left(E_{n i} \cap M\right)$ is an open subset of $M$ for every i. It follows that for each set $F\left(E_{n i} \cap M\right)$ there exists and open subset of the plane $G_{n i}$, such that $G_{n i} \cap M=F\left(E_{n i} \cap M\right)$ and $G_{n i} \cap G_{n j}$ is empty or noneempty according as $\left(F\left(E_{m i} \cap M\right)\right) \cap\left(E\left(E_{n j} \cap M\right)\right)$ is empty or nonempty. This means that $G_{n 1}, G_{n 2}, \ldots, G_{n m}$ are links of a chain covering $M_{0}$ Let the chain whose links are $G_{n 1}, G_{n 2}, \ldots ., G_{n m}$ be denoted by $S_{n}$. It follows from the uniform contimuity of $F$ that for every $n$, there exists an $S_{t}$ whose links have diameter less than $1 / n$. Therefore, for each neighborhood $N$ of $F(q)$ and each positive number $\varepsilon$ there is an ewhain covering $M$, one of whose end links intersects $M$ and lies in N. Thus, $x$ has the property of $q$. Since $x$ was arbitrary, every point of $M$ has the property of $q$.

Let $d_{l}$ be an end link of a lachain covering $M$ and let $p_{1}$ be any point of $M$ belonging to $d_{1}$. Since $p_{1}$ has the property of $q$, there is an end link $d_{2}$ of a $1 / 2$ chain covering $M$ such that $d_{1}$ contains $\bar{d}_{2}$ and $d_{2}$ contains a point $p_{2}$ of $M$. Similarly, there is an end link
of a $1 / 3$ ochain covering $M$ such that $d_{2}$ contains $d_{3}$, and $d_{3}$ contains a point $\mathrm{p}_{3}$ of M . This process may be continued to define the sequences, $\mathrm{d}_{1}, \mathrm{~d}_{2}, \mathrm{~d}_{3}, \ldots \ldots$ and $\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{p}_{3}, \ldots, \ldots$ The inter section of the sets $d_{1}, d_{2}, d_{3}, \ldots$ is nonaempty since $\bigcap_{i=2}^{\infty} \mathbb{d}_{i}$ is a subset of $\bigcap_{i=1}^{\infty} d_{i}$ and $\bigcap_{i=2}^{\infty} \bar{d}_{i}$ is non-empty (10; 69, Theorem 3.30). Let $p$ belong to $\bigcap_{i=1}^{\infty} d_{i}$. The point $p$ belongs to $M$ because $p$ is a limit point of $\mathrm{p}_{1}, \mathrm{p}_{2}, \mathrm{p}_{3}$, . . and M is compact. Now for every $\in>0$ there is some set in the sequence, $d_{1}, d_{2}, d_{3}, \ldots$, whose diameter is less than $\epsilon$. Therefore, for every $\epsilon>0$ there is an $\epsilon$-chain covering $M$ whose first link contains $p$. That is, $p$ is an end point of $M$.

It can now be shown that $M$ is hereditarily indecomposable. Assume that $M$ is not hereditarily indecomposable. This implies that M contains a continuum $H$ which is the union of two proper subcontinua Hi and. HP' Certainly, the intersection of $H$ and $H^{\prime \prime}$ is non-empty. Let p belong to both $\mathrm{H}^{\mathrm{B}}$ and $\mathrm{H}^{\prime \prime}$. An argument similar to the one used to show that every point of $M$ has the property of $q$ will show that every point of $M$ is an end point. Hence, $p$ is an end point of M. But it is known that a necessary and sufficient conditions that a point $p$ be an end point of a linearly chainable continuum $M$ is that for every pair of subcontinua $H^{P}$ and $H^{B}$ containing $p$, either $H^{\prime}$ contains $H^{\prime \prime}$ or $H^{\prime \prime}$ contains $H^{\prime \prime}(5 ; 66$, Theorem 13). This is impossible since both HP and $\mathrm{H}: \mathrm{H}^{\mathrm{l}}$ are proper subcontinua of their union. Therefore, $M$ is hexeditarily indecomposable.

Since by hypothesis $M$ was nondegenerate and linearly chainable, and all nondegenerate, hereditarily indecomposable, linearly chain. able continua are homeomorphic (Theorem 4.9) then $M$ must be a pseudo arc (Definition 3.3 and Theorem 3.5).

Homogeneous Continua That Separate the Plane

The theorem presented in this section will complete the list of theorems necessary to justify the classification system presented in the introduction to this chapter. The theorem will not be proved for the reasons cited in the introduction.

Theorem 4.11: Every homogeneous bounded plane continuum that separates the plane and is decomposable, but is not a simple closed curve, is a circle of pseudo arcs (14; 732, Theorem 2, and 7; 181, Theorem 10).

The above theorem is proved by showing that every homogeneous bounded plane continuum that separates the plane and is decomposable, but is not a simple closed curve, can be decomposed into an upper semincontinuous collection of pseudoarcs that fill up the continuum (14; 732, Theorem 2). This result would be sufficient to justify the name "circle of pseudoarcs". However, as in the case of the pseudooaxc, it is also shown that any two such continua are homeo. moxphic (7; 181, Theorem 10). Thus, the example presented in Chapter III is representative of all members of the class.

## CHAPTER V

SUMMARY

The historical development of the examples and theorems on homogeneous bounded plane continua is given in Chapter $I$ of this paper. This chapter will provide a review of the development of those same examples and theorems as they are found within this paper.

Chapter II delineates the topological concepts necessary for the later presentation of specific examples and major theorems. In particular; a detailed presentation of the properties of crooked chains is given in Chapter II.

In Chapter III, the three distinct examples of homogeneous bounded plane continua, which have been discovered to this date, are given. The simple closed curve and the pseudo-arc are shown to be homogeneous. The circle of pseudo-arcs is described in enough detail that its homogeneity should at least seem probable. A fourth example, distinct from the first three, but which has neither been shown to be homogeneous nor non-homogeneous, is also presented in Chapter III.

A classification system, which places all chainable homogeneous bounded plane continua in four distinct classes, is given in Chapter IV. All such continua are classified according to whether they are (1) pseudo-arcs, (2) simple closed curves, (3) circles of pseudoarcs, or (4) indecomposable continua that separate the plane.

Theorems that show that the classification system has the asserted properties are given in the remainder of the chapter.

1. Bing, R. H. "A Homogeneous Indecomposable Plane Continuum." Duke Mathematics Journal, Volume 15, 1948, 729-742.
2. Bing, R. H. "A Simple Closed Curve is the Only Homogeneous Bounded Plane Continuum That Contains an Arc." Canadian Journal of Mathematics, Volume 12, 1960, 209-230.
3. Bing, R. H. "Concerning Hereditarily Indecomposable Continua." Pacific Journal of Mathematics, Volume 1, 1951, 43-51.
4. Bing, R. H. "Each Homogeneous Nondegenerate Chainable Con-. tinuum is a Pseudo-arc." Proceedings of the American Mathematical Society, Volume $10,1 \overline{99}, 345-346$.
5. Bing, R. H. "Snake-like Continua." Duke Mathematics Journal, Volume 18, 1951, 653-663.
6. Bing, R. H. "Some Characterizations of Arcs and Simple Closed Curves." American Journal of Mathematics, Volume 70, 1948, 497-506.
7. Bing, R. H., and Jones, F. B. "Another Homogeneous Plane Continuum." Transactions of the American Mathematical Society, Volume 90, 1959, 171-192.
8. Choquet, Gustav. "Prolongements dihomeomorphies. Ensembles Topologiquement Nomables, Characterization Topologique Individuelle des Ensembles Fermes Totalement Discontinus." Comptes Rendus Academie des Sciences Paris, Volume 219; 1944, 542-544.
9. Cohen, H. J. "Some Results Concerning Homogeneous Plane Con. tinua." Duke Mathematics Journal, Volume 18, 1951, 467-474.
10. Hall, D. W., and Spencer, G. L. Elementary Topology. New York: John Wiley, 1955.
11. Jones, F. B. "A Note on Homogeneous Plane Continua." Bulletin of the American Mathematical Society, Volume 55, 1949, 113-114.
12. Jones, F. B. "Certain Homogeneous Unicoherent Indecomposable Continua." Proceedings of the American Mathematical Society, Volume 2, 1951, 855-859.

13．Jones，Fe Bo＂Concerning NonaAposyndetic Contimua。＂American Journa of Mathematics，Volume 70，1948，403－413．

14．Jones，F。B．＂On a Certain Type of Homogeneous Plane Continumo＂ Proceedings of the American Mathematical Society，Volume 6， 1955，735．740．

15．Kapuano，I．＂Sur les Continua Lineaires．＂Comptes Rendus Academie des Sciences Paris，Volume 237，1953，683－685．

16．Kapuano，I．＂Sur une Proposition de M．Bing．＂Comptes Rendus Academie des Sciences Paris，Volume 236，1953，2468－2469．

17．Kelly，J．L．General Topology．New York：D．Van Nostrand Company，Inc．， 1955.

18．Knaster，B．＂Un Continu Dont Tout Sousocontinu est Indecomo posable． Fundamenta Mathematicae，Volume 3，1922， 247.286.

19．Knaster，Bog and Kuratowski，C．＂Probleme 2．＂Fundamenta Mathematicae，Volume 1，1920， 223.

20．Mazurkiewicz，S．＂Sur les Continus Homogenes．＂Fundamenta Mathematicae，Volume 5，1924，137m146．

21．Miller，H．Co＂On Unicoherent Continua．＂Transactions of the American Mathematical Society，Volume 69，1950，179－194。

22．Moise，E．E．＂An Indecomposable Plane Continuum Which is Homeo． morphic to Each of Its Nondegenerate Subcontinua．＂Transactions of the American Mathematical Society，Volume：63，1948，581－594．

23．Moise，E．E．＂A Note on the Pseudo－Arc．＂Transactions of the Amexican Mathematical Society，Volume 64，1949，57－58．

24．Moore，Ro Lo Foundations of Point Set Theory，American Mathematio cal Society Colloquium Publicatioss，Volume 13，New York， 1932.

25．Roberts，J．H．＂Collections Filling a Plane．＂Duke Mathematics Journal，Volume 2，1936，10．19．

26．Siexpinski，W．＂Sur une Propriete Topologique des Ensembles Denombrables Denses en Soi．＂Fundamenta Mathematicae，Volume 1，1920，11－16．

27．Waraskiewicz，Z．＂Sur les Courbes Planes Topologiquement Homo－ genes． 11 Comptes Rendus Academie des Sciences Paris，Volume 204， 1937，1388．1390．

28．Whyburn，Go T．Analytic Topology，American Mathematical Society Colloquium Publications，Volume 28，New York， 1942.

29．Whyburn，$Q$ ．T．＂Semi－locallyoconnected Sets．＂American Journal of Mathematics，Volume 61，1939，733．749．

VITA

Terral Lane McKellips<br>Candidate for the Degree of<br>Doctor of Education

Thesis: HOMOGENEOUS BOUNDED PLANE CONTINUA
Major Field: Higher Education

Minor Field: Mathematics

Biographical:
Personal Data: Born in Terlton, Oklahoma, December 2, 1938, the son of Mr. and Mrs. Raymond O. McKellips.

Education: Graduated from Thomas High School, Thomas, Oklahoma, in May, 1957; received the Bachelor of Science in Education degree (magna cum laude) with a major in mathematics from Southwesterk State College (OkIahoma) in 1961; attended Oklahoma State University as a National Science Foundation Fellow in 1961 and 1962; received the Master of Seience degree with a major in mathematics from Oklahoma State Univo exsity 3 August, 1963 ; attended Tulane University in the summex of 1964 as a National Science Foundation Institute participant; atterded University of California (Santa Barbara) in the summers of 1965 and 1966 as a participant in the National Science Foundation supported Conferences on Linear Algebra; attended Oklahoma State University as a National Science Foundation Science Faculty Fellow, 1966o 68; completed requirements for the Doctor of Education degree at Oklehoma State University in July, 1968.

Professional Experience: Assistant Professor, Mathematics Depart. ment, Southwestexn State College, 1962.66; Instructor, Depart. ment of Mathematics and Department of Education, Oklahoma State University, 1967 68; appointed Professor and Department Chairman, Mathematics Department, Cameron State College, June, 1968.

Professional Organizations: Mathematical Association of America, National Council of Teachers of Mathematics, Pi Mu Epsilon, American Association of University Professors.

