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PREFACE 

Any job shop operation has a wide variety of operating 

problems due to the probabilistic nature of the production 

process. Two problems of considerable interest are (1) 

determining what the capacity requirements should be ini

tially at each machine center and {2) providing a method 

for adjusting these capacities at the right time and by 

the correct amount to permit smooth operation of the shop. 

The stochastic nature of a job shop operation makes it 

very difficult to develop sound decision-making criteria. 

For this reason capacity decisions are often made on the 

basis of intuition and past experience. This .method of 

management works since job shops do in fact operate. How

ever, it does not usually provide a cbnsistent method of 

operation, nor does it free management to concentrate its 

attention on only those matters that require a change from 

the present course of action. 

Contribution of Study 

The contribution of this study is that it provides 

statistically sound decision-making criteria for setting 

and adjusting capacity levels at machine centers in a job 

shop operation. A capacity requirement algorithm, using 



capacity confidence limits for each machine center, pro

vides the basis for the decision-making cri teriao This 

algorithm determines the desired level of capacity at each 

machine center and also indicates when capacity changes 

should be made and the magnitude of these changes. The 

confidence limits are based on sound statistical concepts; 

however, in some instances simplifying assumptions are 

made for the sake of practicality. 

Several simulation runs were made on an IBM 7090 

computer using the Job Shop Simulator developed by the 

Oklahoma State University Operations Research Group. The 

results of these simulation runs show that the capacity 

requirement algorithm can be an aid in job shop manage

ment, provided proper values are selected for the algo

rithm's parameters. 

Idea for Study 

The idea for this study evolved as a result of a 

research grant to the Industrial Engineering and Manage

ment School at Oklahoma State University from the Indus

trial Engineering Section at the Wichita Branch of The 

Boeing Company. The purpose of this research grant was to 

study methods of improving Boeing's job shop operation. 

The use of the capacity requirement algorithm to set and 

adjust capacity levels at machine centers is only one of 

the job shop improvement techniques that has resulted from 

work done under this research grant. 
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CHAPTER I 

INTRODUCTION 

In all the literature on job shop operations, there is 

a noticeable lack of information concerning the setting and 

adjusting of capacity levels at machine centerso This 

problem does exist as evidenced by discussions with job 

Shop production managers. However, as a general rule, it 

has always been handled by the production manager, relying 

on his past experience and intuition. This thesis is an 

attempt to establish a statistical approach to decision 

making criteria for the setting and adjusting. of capacity 

levels at machine centers in a job shop· operation. 

Objective of Study 

.· The objective of this study is to provide a sound de

cision making criteria for (a) determining what capacity 

requirements should be initially at each machine center in 

the job shop and (b) adjusting these capacities at the 

right time and by the correct amount to permit smooth oper

ation of the shop. A capacity requirement algorithm using 

confidence intervals for each machine center provides the 

basis for this decision making criteriao This algorithm is 
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used, to determine the desired level of capacity at each ma

chine center and also to indicate when capacity changes 

should be made and the magnitude of these changes. The 

confidence intervals are based on sound statistical con

cepts drawing from established theory in quality control; 

however~ in some instances, simplifying assumptions are 

made for the sake of practicality. 

Plan of Presentation 

This thesis is divided into three main parts. Chapter 

II is concerned with introducing the nature of job shop 

operations and acquainting the reader with the problems 

related to this type of manufacturing system. It explains 

a job shop process and describes some of its operating 

characteristics. The concept of flow time relationships is 

set forth with some empirical verification. The importance 

of determining an appropriate criteria for evaluating the 

performance of a job shop is pointed out and several exam

ples of typical criteria are listed. Research efforts in 

various job shop problems are discussed. A review of the 

literature indicates that most of the effort has been di

rected toward solving the scheduling-sequencing problem. 

In fact, this particular problem is oftentimes referred to 

as "The Job Shop Problem." Examples of various approaches 

to this problem are set forth including direct enumeration, 

linear programming, simulation under priority rules, and 



urgency number sequencing. The capacity requirement prob·= 

lem in job shop operations, which is the primary subject 

of this thesis, is defined and methods of solution, in

cluding intuition and experience, linear programming, and 

queueing theory, are described. 

3 

The development of the capacity requirement algorithm 

is given in Chapter III. In this chapter, the concept of 

the algorithm is set forth, its statistical basis .is estab

lished, and all the constants and variables required to 

describe the system are defined. In addition, the alga~ 

ritbm itself is stated explicitly. 

Chapter IV consists of an analysis of the results of 

simulation studies designed to test the effectiveness of 

the capacity requirement algorithm. These tests were run 

on an IBM 7090 computer using the Job Shop Simulator 

developed by the Oklahoma State University Operations 

Research Group. Several tests were conducted using dif

ferent criteria for setting and adjusting capacity require

ments, as well as different values for parameters and 

constantso These tests are described and ~heir results 

evaluated. 

A summary and conclusions chapter is included which 

also contains suggested topics for future research in the 

area of determining capacity levels at machine centers in 

a job shop manufacturing system. 



CHAPTER II 

AN INTRODUCTION TO JOB SHOP PROBLEMS 

Until the advent of electronic data processing equip

ment, the computational problems related to job shop manu

facturing systems presented such an overwhelming obstacle 

that heuristic methods were the basis for most analytical 

work done in this area. However, the availability of high 

speed computers has opened this area for further study. 

From their very beginning, job shop operations have always 

received considerable interest, but not until the past two 

decades has there been a method of analysis which could 

readily handle the immense computational problems associ

ated with them. 

The Nature of Job Shop Operations 

Many manufacturing companies are, or have as a compo

nent of their total operation, a 91 job shopo 10 Job shops may 

differ in size and complexity of operation, but they do 

have certain characteristics that identify them as a class 

of industrial manufacturing systems. 

Description of a Job Shop 

A job shop manufacturing system is usually 

,, 
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characterized by the physical arrangement of its equipment 

and its operating modeso The equipment is typically gen

eral purpose and arranged in groups according to the type 

of work performed as contrasted with a flow shop where the 

machines are arranged to manufacture a specific producto 

These groups of similar type equipment are called machine 

centers and are used to process a variety of manufacturing 

orders" Each order in the system is either waiting to be 

released or is already located at some machine center" The 

routing for each order is established by a routing sheet 

which involves a finite number of machine centerso The 

completion of a given order involves completing the opera

tions described on its routing sheet, each operation re

quiring the use of machine time at the specified machine 

centero 

The combination of set-up and operation time is often 

higher in a job shop as a result of the general purpose ma

chinery and the variety of individual orders. These orders 

are variable in quantity 9 as well as type, and also have a 

wide range in value. This variety in orders affects both 

the inventory and queueing aspects of the production system. 

Manufacturing is also more variable due to new tooling 9 

complex instructions, and the large variety of work. 

Because of this wide variability in equipment, orders 9 

processing time~ etco 1 a job shop manufacturing system can 

be viewed as a random variable process" 



Flow Time Relationships 

One of the important parameters of a job shop system 

is flow time. In general, there are two types of flow 

times, tj which is the order flow time at any machine cen

ter j and Ti which is .the total flow time for any order i .. 

These two flow times are~ howev'er, interrelated. 
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Due to the stochastic nature of a job shop operation, 

order flow time at any machine center j is uncertain and 

may be described as a random variable. The components of 

order flow time can be roughly classified as follows: move 

time 1 mj; queue time, qj; set-up time,.· sj; and operation 

time, oj. Because of the multitude of random influences, 

each of these components is a random variable. Thus, order 

flow time at machine center j is a random variable expressed 

as 

tJ. = m. + qj + s. + o .• . J J J 

The distribution of tj may be determined empirically by re

viewing the records of orders that have been processed at 

machine center j. The form of the distribution for tj may 

vary depending upon the operating procedures at the partic-

ular machine center; however, a mean? µj, and a variance, 

. °J2 , can be calulated for t j from past data. Another method 

of obtaining values for µj and oJ, is to make estimates of 

the order flow time for orders that are currently at ma

chine center j. These estimates can then be used to 



calculateµ. and o.2 • A third method is to select some 
J J 

combination of past data and current data; e.g., make an 

estimate based on 30 per cent past data and 70 per cent 

current data. 

Total flow time for any order i can be related to tj 

in the following manner: 

. T. 
1. 

where n refers to the machine centers on the routing sheet 

7 

of order i. This expression says in effect that the total 

flow time for order i is equal to. the sum of the order flow 

times of the machine centers through which order i must 

pass. Since tj is a random variable, it follows that Ti 

will also be a random variable. 

The application of the Central Limi.t Theorem makes it 

possible to develop an approximate distribution for Ti. It 

can be shown that T. is distributed normally as n increases 
1. 

to infinity. This statement is true regardless of the form 

of the distribution of tj if the following conditions are 

satisfied: 

(a) The flow times, tj, at machine centers are 

independently distributed random variables. 

(b) - The third absolute moment of tj about its 

mean, p3, is finite for every j. 

(c) 
n 

If p3 = ,L p i:s, 
·'i.;p!l J n u, 

= ~ 2 £, 0. • 
j=l J 

then lim "cf.r = O where o. 2 
ll..+00 J. 1. 



(d) The expected influence of any single tj on 

Ti is relatively insignificant [l]. 

8 

In the case of identically ari.d independently distrib

uted tj 9 it i's sufficient to require that the second order 

moment be finite for the Central Limit Theorem to be appli

cable. It is reasonable to assume that all of the above 

conditions are met in a large job shop subject to a multi= 

tude of random occurrences. Thus, the hypothesis is made 

that Ti is distributed approximately normal with a mean 

and a variance 

n 

O'i 
2 =I O' j 

2 
0 

j=l 

If n is small~ then the T1 distribution begins to assume 

the form of the t. distributions that are used to calculate J . . . . 

T. o 
1. 

Verification of Flow Time Relationships 

Simulation runs were made on the IBM 1620 and IBM 1410 

at Oklahoma State University in order to verify the rela

·tionships between order flow time and total flow time [ 2] • 

Figure's 1 through 6 show the form of empirically developed 

(Monte Carlo Analysis) distributions of total flow time. 
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The conditions under which these simulation runs were made 

are given in Table I. 

TABLE I 

CONDITIONS FOR TESTING DISTRIBUTION FORM 

Order Flow Time 
Number Distribution for Number of 

Figure Machine Centers Each Machine Center Observations 

1 10 Normal 500 

2 2 Normal 100 

3 10 Rectangular 1000 

4 2 Rectangular 100 

5 10 Exponential 600 

6 2 Exponential 100 

The results of these simulation studies were statis~ 

tically tested using a one-sided chi-square test at the 95 

per cent confidence level. This was done in order to see 

how well the empirical distributions matched theoretical 

normal distributions. The following conclusions were 

reached. Figures 1 and 2 exhibited distributions that were 

well within the confidence limits; i.e. 9 the hypothesis of 

normality was accepted. This result was expected due to 
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the fact that the flow times at the machine centers were 

distributed normally. The distribution given in Figure 3 

also passed the chi-square test even though the flow times 

at the machine centers were distributed rectangularly. The 

distribution given in Figure 4 did not pass the chi-square 

testo There is a strong indication that additional obser

vations and/or more machine centers would have made passing 

the test possibleo The distributions in Figures 5 and 6 

also failed to pass the chi-square test. The distribution 

in Figure 6 failed by a greater amount than the distribu

tion in Figure 5. The primary reason for this deviation 

from normality was the skewedness of the order flow time 

distributions at the machine centers. However~ there is 

strong indication that more machine centers and/or a larger 

number of observations would improve the convergence to 

normality. 

These results fail to prove the normality assumption 

for the total flow time distribution when only a small num= 

ber of machine centers is used. However 9 the results do 

indicate a convergence to normality as the number of ma

chine centers increases. Greater convergence to normality 

is also exhibited when the .order flow time at machine cen

ters approaches a normal distribution. 

The mean of each distribution given in Figures 1 

through 6 was computed for comparison with the theoretical 

mean. The results are given in Table II. 



TABLE II 

COMPARISON OF MEANS 
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Distribution Actual Mean Theoretical Mean 

Figure 1 28.90 29.00 

:B'igure 2 5.26 5.00 

Figure 3 34.50 34.50 

Figure 4 5.44 5.50 

Figure 5 19.77 20.00 

Figure 6 5.07 5.00 

From these results, it is concluded that the relation
n 

shipµ. = ~µ,is valid. The slight deviations of the 
1 j=l J 

actual means from the theoretical means are due to sampling 

variation in the simulations. 

The variance of each distribution given in Figures 1 

through 6 was computed for comparison with the theoretical 

variance. The results are given in Table III. 

Although the actual and theoretical variances do not 

agree as closely as the meansj it is still concluded that 
n 

the relationship a12 = ~ aJ. 2 is valid. As in the previous 
j=l 

case 9 the differences in the actual and theoretical vari-

ances are due to sampling variation in the simulations. It 

should also be noted that the differences are greatest for 

the experiments with the fewest number of observations. 



Distribution 

Figure 1 

Figure 2 

l!,igure 3 

Figure 4 

Figure 5 

Figure 6 

TABLE III 

COMPARISON OF VARIANCES 

Actual Variance Theoretical 

16050 16090 

4.17 3.00 

7o83 7.42 

Oo93 1.08 

43009 46.00 

11.59 13.00 

Performance Criteria 

18 

Variance 

In running any industrial operation 9 management con

tinually asks the question, n How well are we doing?" The 

answer to this question is usually expressed in terms of 

company profits, level of customer service~ or some other 

criteria that is to be optimized; i.e., maximized or mini

mized. These broad objectives are then broken down into 

subobjectives for the operation of the businesso In the 

case of a job shop system, some of the more common oper= 

ating criteria are~ 

(a) Minimize the distribution of total flow 

times - the time from the introduction of 

the job to the shop to the completion of 

the last operationo 



(b) Minimize the distribution of lateness of 

jobs - the length of time between actual 

completion of a job and the desired 

completion. 

(c) Minimize the amount of work-in-process in

ventory in the shop. 

(d) Minimize the amount of overtime in the 

shop. 

(e) Maximize the utilization of shop facilities. 

19 

In actuality, total shop optimization is a function of 

all these subcriteria. However~ the functional relation

ships between these conflicting objectives is extremely 

difficult 9 if not impossible 9 to find.· Therefore, in actu

al practice, only the most critical subobjectives are con

sidered and the system is operated in accordance with them; 

e.g. 9 in a job shop operation, the most critical subobjec

tives might be minimizing job lateness without excessive 

overtime. 

The Scheduling-Sequencing Problem 

That aspect of a job shop operation which has received 

the most consideration is the scheduling-sequencing prob

lem. This problem, simply defined, is to determine what 

jobs are to be assigned to which machine centers, as well 

as the sequence in which the work should be performed at 

each machine center,in order to optimize some criteria. 
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Criteria for performance were discussed earlier in this 

chapter. 

The scheduling-sequencing problem can be approached in 

two general ways: (a) The exact approach for an optimum 

solution~ and (b) the simulation approach for a near opti-

mum solutiono 

Direct Enumeration 

Exact optimum solutions to the scheduling-sequencing 

problem have been the object of much investigation by theo-

retical analystso The most obvious exact approach to an 

optimum solution of the scheduling-sequencing problem is 

direct enumerationo This approach is simple in that all 

possible alternatives are considered and the best is 

selected; however 9 it becomes quite unmanageable due to the 

computational difficulties involved [3]o In generalj there 

are N jobs and I'1 machines o Each job has a given order of 

operations on some or all of the I'1 machines with given 

processing times. There are (N!)I"I possible schedules. Of 

these~ some are not feasible because they conflict with the 

prescribed routingso Of the feasible set of schedules 9 the 

problem is to select the schedule or schedules that opti-

mize some desired quantity. 

The computational immensity of just the active feasi

ble schedules, which is a much smaller set than the set of 

all feasible schedules~ is illustrated by the 01 6 x 6 

problem O :in Figure. ? o This scheduling-sequencing problem 



is referred to as a rt 6 x' 6 problem" because six jobs are 

processed over one or more of six facilitieso 

Jobs Facili t;y 

1 .3 1 2 4 6 5 

2 ·2 3 5 6 1 4 

3 3 4 6 1 2 5 

4 2 1 3 4 5 6 

5 3 2 5 6 1 4 

6 2 4 6 1 5 3 

Figure 7. Facility Order 
Matrix 
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The facility order matrix in Figure 7 is used to gen-

erate a series. of problems referred to as "6 x 6*1 ", 

11 6 x 6*2" , ••• , 91 6 x 6*6" • The first of these problems is 

obtained by considering that each job is produced by one 

operation on the facility indicated by column 1 of the fa

cility order matrix. Similarly, the second problem is ob= 

tained by considering that each job is produced by 

performing two operations on the facilities indicated in 

c~lumns 1 and 2 9 etc. As might be expected, the number of 

active feasible schedules in each of these problems in

creases very rapidly. The actual number of active feasible 
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schedules for these problems is given in Table IVo 

TABLE IV 

NUMBER OF ACTIVE FEASIBLE SCHEDULES 

Number of Active Time to Solve 
Problem Feasible Schedules (Mino) 

6 x 6*1 36 0.00 

6 x 6*2 290 0.09 

6 x 6*3 914 Oo48 

6 x 6*4 7,546 4.82 

6 x 6*5 84,802 70.18 

Observe that, in the 6 x 6*5 case, a combinatorial 

problem is defined by 30 integers, each between 1 and 6. 

The resulting problem kept an IBM 704 computer busy for 70 

minutes producing 84,802 active feasible schedules. In 

examining some of the schedules produced~ it is estimated 

that there are approximately 100 inactive feasible sched= 

ules for every active feasibe schedule. Thus, the total 

number of feasible schedules for the 6 x 6*5 problem is 

approximately eight and one-half million. For obvious rea

sons~ complete enumeration for the 6 x 6*6 problem was not 

attempted. 
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Linear Programming Approaches 

Another attempt to obtain an exact optimlµ[l solution to 

the scheduling-sequencing problem can be formulated using 

the concepts of linear programming. Any linear programming 

solution is based on the fact that the problem can be 

stated in the form of a set of linear constraints (equality 

or inequality). In addition, a linear objective function 

employing the same variables as the.constraints is required. 

One such approach was set forth by E. H. Bowman [4]. 

In this approach, the restrictions characterizing a specif

ic scheduling-sequencing problem are represented by two 

matrices. For illustrative purposes, specific jobs, ma

chines, and time notations are used. Let the jobs be x, y, 

and z; the machines be A, B, C, D; and the time periods 

(small) run from 1, 2, 3, ••• , T. 

The required order of operation for job xis A, B, C, 

D; for job y is C, A, B, D; and for z is D, A. The facil

ity order requirement of each job is given by the facility 

order matrix in Figure 8. 

Jo!2_ Facilit;r 

x A B c D 

y c A D B 
z D A 

Figure 8. Facility Order 
Matrix 



The manufacturing times (set-up plus operation) re

quired (in time period units) are given by the operation 

time matrix in Figure 9. 

Facility 
A B c D 

x 5 2 8 7 

Job y 4 3 8 5 

z 7 0 0 6 

Figure. 9. Operation Time 
Matrix 
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In the facility order matrix of Figure 8, a row corre

sponds to one of the N jobs and a column corresponds to a 

work station for the manufacture of the job at a specific 

machine location. For example, if job x must be processed 

on machines A, B, ••• ,Min that order, the ith row entry 
" 

at work station A will be defined as II machine A," at work 

station B as "machine B," ••• ~ at work station M as 

vvmachine M." If a job is not to be processed on every ma-

chine, then the number of work stations is less than M. 

For sake of qimplicity, it is postulated that the 

processing specifications for any job are such that any 



machine does not appear more than once, if at all, in row 

i of the facility order matrix. Some modification of the 

model would be needed to allow for multiple processing. 

In the operation time matrix of Figure 9, the rows 

correspond to the jobs and the columns to the machines. 

The entry~ tik' at the intersection of row i and column k 
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represents the set-up plus operation time for job ion ma

chine k. If the facility order matrix indicates that a 

particular job is not to be scheduled on a particular ma

chine, then the corresponding element in the operation time 

matrix is assumed to be zero. It is further assumed that 

the time units are measured such that every tik is an 

integer. 

The basic variables in the formulation are of the form 

xA:l meaning that job x requires machine operation A during 

time period 1. These variables take on the values zero or 

one in the formulation; i.e., the job i$ or is not worked 

on during this period. The form of the constraints is: 

• 0 • ' ZD : T 2. 0 • (1) 

It is necessary to include constraints assuring that 

the individual operations will be performed. For example, 

product x requires five time units of processing on machine 

A, two time units of processing on machine B, etc. The 

form of the constraints is: 
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x.A: 1 + XA:2 + • 0 • + x.A:T = 5 

XB:l + XB:2 + . . . + XB:T = 2 

~ . . . . 
YA:l + YA:2 + . . . + YA:T ·= 4 

. . . 
ZD;l +· z . 

D:2 + . . . + ZD:T = 6. (2) 

Two or more products may not be processed by the same 

machine at the same time; i.e., conflicting assignments are 

forbidden. The form of the constraints is: 

. . 
. • '! 
• • 

xD:T + Yn:T + zD:T < 1 • (3) 

Proper sequencing is the key part of t}J.is problem. No 

operation may be unde:t"taken until the previous operation on 

the job in the specified sequence has peen completed in a 

previous time period. For example, job x requires five 

time units on machine A, "before its operation onmachine·B 

can be started. This operation on machine B (two time 

units), in turn, must p::recede the operation on machine O. 



The form of the constraints is: 

j-1 

5xB: j < L xA:i 
i=l 

j=l 

2xc : j < .2 xB : i 

i=l 
·;, 
0 
0 

j-1 

6zA:j :5. L 
i:::l 

for all j = 1 to j = To 

ZD, :1 
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(4) 

There is no guarantee in the above formulation that 

operation runs will not be interrupted, only that sequencing 

will be correct. If operation runs must not be broken 

(becaupe of set-up costs~ for example), then additional 

sets of constraints such as the following can be added: 

T 

5x Ag i - 5x A : i + 1 + I x A : j < 5 
j=i+2 

0 

0 

T 

+ I XB:. 
.. 2 J J=1+ 

T 

< 2 

6 6 L < 6 ZD · = ZD · 1 + ZD·.j :1 :1.+ 
j=i+2 

for all i = 1 to i = To 

(5) 
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These constraints do not allow a Vi one 11 variable to be 

followed by a u zero n variable and yet be followed by more 

0' one'" variables o :H'easible scheduling is 9 therefore 9 not 

excludedo For i,nstance 'j the assignment of' product x to ma

chine A .in the time sequence 

1 2 3 4 5 6 7 8 9 (time) 

0 0 1 1 1 0 0 1 1 (assignment) 

is excluded because 

which is not< 5. 

To obtain a solution to the linear programming prob= 

lem 9 the variables of the form xA:l must have values asso

ciated with them (many such values may be zero). In a 

sense 9 the objective is to have the final operations on all 

products performed as early as possible. Prior operations 9 

such as all those on machine C 9 will, of course 9 have pre= 

ceded the final operations. The following objective func= 

tion is suggested to be minimized: 

Objective function - l(~D: 23 + YB~ 23 + zA:23) 

+ 4 (xD:24 + YB:24 + zA:24) 

+ 16 (xD:25 + YB:25 + YA:25) 

+ 64(xD:26 + YB:26 + zA:26) + ••• 

+ KT(xD:T + YB:T + zA:T) ( 6 ) 
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where KT"" 4KT-lo The rational of this objective function 

is that it makes operations (the last ones on each product) 

toward the end of the time periods costlyo The number of 

time periods 9 chosen in advance. of solution, may be equal to 

or less than the sum of all operation times (55 time units) 

but cannot be less than the sum of operation times required 

on the longest product (22 time units). The cost associ

ated with any operation in a time period is a synthetic 

cost equal to the sum of all prior costs plus one. This 

exploding cost function thus forces operations toward the 

beginning for economic reasons. No later time period will 

be ultimately used than. the minimum (optimal) as this one 

cost is larger than the sum of all prior costs. That is, 

given some feasible solution~ the latest (and last) opera

tion would be moved earlier by one time period. All other 

operations could be moved later by any number of time peri

ods (excluding movement into or beyond the original last 

time period) and the exchange would be favorable. A prob

lem where different specific costs can be assigned to un

completed products beyond certain dates would, of course 9 

not require the generation of synthetic costs. 

Even the simple problem presented here for illustra

tion has from 300 to 600 real variables depending on the 

number of time periods chosen. The number of constraints 

is substantially larger. Approaches to reduci.ng the compu

tational complexity of a linear programming solution in

clude Gomory 1 s [5] bounding procedures for choosing the 
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number of time periods, Dantzig's [6] method o.f choosing 

grosser units for time period length than the sensitivity 
' . 

of measurement available, Markowitz and Manne's [7] elimi= 

nation of obvious redundancy in some of the constraints~ 

and Andrus and Beker's [8] use of the on-off nature of all 

the variableso 

Another linear programming approach to the scheduling

sequencing problem was developed by Ao S" Manne [9]. In 

this approach 9 an attempt is made to reduce the large num= 

ber of variables and constraints. The formulation of the 

problem is given below. 

Let x. be defined as an unknown integer value indi
J 

eating the day that job j is to be started (xj = 0 9 1 9 2 9 

••• 9 T). Suppose that jobs j and k require a. and a con= 
J k 

secutive days 9 respectively. If these jobs are to be pre= 

vented from occupying the same machine at the same time~ 

one of the two must precede the other by sufficient time in 

order for the first one to be completed before the second 

is started. This situation can be stated as either 

or 

x. - x. > a .• 
K J - J 

(7) 

In order to convert this either-or condition into a 

linear inequality in integer unknowns~ it is convenient to 

define a new integer=valued variable~ yjk 9 and to write the 



31 

following constraints: 

0 < yjk < 1 (8) 

(T + ak)yjk + (xj - xk) 2: ak (9) 

(T + aj)(l - yjk) + (xk - xj) > a, o 
J 

(10) 

Condition (8) insures that yjk equals either zero or 

unityo It: is already known that lxj - xkj < To The effect 

of Conditions (9) and (10) may be summarized as follows~ 

> 0 091 0 

I.f (xj = ~) = 0 then yjk - 1 and yjk = 0 ? 

,( o· 1 0,1 

where the first se·G of values for yjk is implied by Condi= 

tion (9) and the second set by Condition (10). 

Hence 9 if (x. = ~) - o, there is no value that can be 
J 

assigned to yjk so that both (9) and (10) will be satisfied. 

If, on the other hand~ (x. - xk) 
J 

.;. o, yjk will be set at a 

value of either zero or unity depending upon which job is 

to precede the other. Conditions (9) and (10) then insure 

that the first job will be initiated in sufficient time to 

be completed before the beginning of the second oneo Note. 

that, with the classical form of linear programming, it 

would have been impossible to specify such an either-or 

condition as (7)o This noninterference restriction leads 

directly to a nonconvex set of constraints upon the 

unknowns. 
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Once the noninterference stipulations have been estab-

lished, the remainder of the formulation becomes virtually 

automatico If job j is to precede job k, this means that 

job k is to be performed at least aj days later than job j. 

The integer programming condition for this sequencing con-

straint is: 

X, + a. < X... J J _. K 
(lla) 

''Weak II precedence relations may be written in an 

analogous fashion. For example, in order to specify that 

both jobs i and j precede k, put that there are no preced-

ence constraints affecting the performance of i and j~ the 

following constraints would be written: 

x. + a. < xk. 
J J -

(llb) 

Still another possibility might be that there would be 

a delay of exactly ejk days between the performance of jobs 

j and k. Such a constraint would be indicated by: 

(llc) 

Specific delivery date requirements may be imposed on 

the system. For example~ it may happen that the shop is 

committed to the delivery of an individual job no later 

than a specified date. If task j is the last task which 
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the shop is to perform upon the job and if the job is to be 

available on day d., this form of constraint may be written: 
J 

(12) 

In this linear programming formulation of the 

scheduling-sequencing problem, the criteria for optimality 

is the 11 make-span" or tot al calendar time as denoted by· t. 

The problem now consists of minimizing t with respect to 

the nonnegative integers xj and yjk subject to Conditions 

(8) through (12) and also subject to the over-all delivery 

requirement: 

( j = 1, •.. , n) • (13) 

Excluding all of the slack variables and also t, the 

number of unknowns in this formulation is equal to the 

total number of the xj plus the y jk. If, then, there are n 

tasks and m possi°ble conflicting pairs of machine assign-

ments, the total number of unknowns would come ton+ m. 

For example, with five machines and ten tasks to be per

formed on each machine, n = (10)(5) = 50 and m = !(5)(10) 

(10-1) = 225. The total number of integer-valued unknowns~ 

xj and yjk' would come to 275. If an algorithm were avail

able to handle "mixed 11 integer programming problems 9 i.e.~ 

problems in which some of the unknowns are constrained to 

take on integer values and others are permitted to be con-

tinuous, this scheduling model would fit very naturally 



into the category of such a 11 mixed 11 problem. The yjk un

knowns are necessarily of a discrete nature; however, it 
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might be more efficient,and possibly more realistic, to re-

gard the start dates,xj,as continuous variables. 

In further work along these lines, one of the most 

important avenues to be explored is the possibility of re

ducing the number of unknowns, yjk. Aside from the upper 

bound constraints, Condition (8), these unknowns are in-

valved only in connection. with the machine interference 

conditions, (9) and (10). Since many of these restrictions 

will inevitably be redundant in any particular numerical 

problem, it might be quite feasible to apply a computer 

code designed around Dantzig's r10] principle of II secondary 

constraints.'° In the traveling salesman problem, for 

example, one does not write down explicitly all conceivable 

loop constraints, but only those that have been violated 

during the course of previous iterations. By applying this 

same principle to the scheduling-sequencing problem, this 

suggestion may conceivably make it economical to obtain 

exact solutions to realistic examples. 

Simulated Experimentation Under Priority Rul.£e, 

The exact approaches (complete enumeration and linear 

programming) for solving the job shop scheduling-sequencing 

problem have met with limited success. The most prominent 

difficulty encountered by the exact algorithms is that the 



computational difficulties tend to increase rapidly with 

the size of the problemo 
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Lacking a practical algorithm to solve for the exact 

optimum schedule for the processing of many jobs through a 

given set of machines,, one must rely upon simulation tech

niqueso Simulation~in the context of scheduling theory~ 

generates and evaluates many schedules and chooses the 

00 best 00 schedule 9 i o e. ~ the minimum of some function of the 

schedule time or some other criteria for optimality (dis

cussed earlier in this chapter). 

Generally, simulation studies are used to evaluate the 

effect of some priority ruleo That is'j given a certain job 

shop situation and criteria for optimality, which priority 

rule results in the best performance? 

A priority rule, simply stated, is a method for deter

min.ing which job to work next. For example 9 the first=come 

first=served rule says to selec·t that job which was first 

to arrive in the queue. A countless number of such rules 

can be formulated~ depending upon the objectives of the 

operationo There are several interesting ways of classify

ing priority assignment ruleso One can categorize proce= 

dures according to their information horizonso They can be 

segregated as strictly local procedures in which the prior= 

ities are entirely a function of characteristics of the 

particular job in questiono These do not depend, in any 

way~ upon the status of the shop or the presence or absence 
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of characteristics of other jobso The following is a list 

of some priority rules that can be used [11]~ 

(1) Priority value assigned at random. 

(2) Priori.,ty given in arrival ordero The first 
arrival in a queue receives the highest 
priority. 

(3) Priority value which is inversely related to 
the due-date of the job. The due-date being 
that date on which the job should be completed. 
The job with the earliest due-date has the 
highest priority. 

(4) Priority which is inversely related to the re
maining slack time. Slack time is the time 
remaining between the due-date and the remain
ing processing time. The job with the minimum 
slack time is given top priority. 

(5) Priority which is inversely related to the 
processing time on the next operation. Maximum 
priority is given to the job with the shortest 
operation time on the machine in question. 

(6) Priority which is directly related to the proc
essing time on the current operation. Maximum 
priority is given to the job with the longest 
operation time on the machine in question. 

(7) Priority which is inversely related to the num
ber of remaining operations. Maximum priority 
is given to the job with the fewest remaining 
operations. 

(8) Priority which is directly related to the num= 
ber of remaining operations. Maximum priority 
is given to the job with the most remaining 
operations. 

(9) Priority which is inversely related to the 
total remaining processing time. Maximum pri
ority is given to the job for which the sum of 
the processing times for all the remaining op
erations is a minimum. 

(10) Priority which is directly related to the total 
remaining processing time. Maximum priority is 
given to the job for which the sum of the proc
essing time for all the remaining operations is 
a maximum. 



(11) Priority which depends upon the dollar value 
of the job. Jobs are divided into two 
classes 9 a high-value class and a low-value 
class. All high-value jobs are assigned 
greater priorities than all low-value jobs. 
Within the class~ priority is assigned in 
arrival order. 

(12) Priority which is directly related to the 
dollar value of the job. 

(13) Priority which is related to the subsequent 
move. Maximum priority is given to that job 
which~ on leaving this machine center, will 
go to the next machine center which has the 
shortest (in the sense of least processing 
time) critical queue. If no queue is con
sidered critical~ the selection is by arrival 
order. A queue is considered critical when 
it has less than a specified number of time 
units of processing time. waiting. 

Recent work by Conway [12] has evaluated the effect of a 

number of priority rules on a typical job shop operation. 

3'7 

In preparing for simulated experimentation with a pro-

duction problem, the first step is to construct a concep-

tual model which represents the manufacturing system in 

mathematical and logical terms. This model may be very 

simple~ omitting many details of the actual situation and 

idealizing the rest 9 or it may be quite involved. Since 

the scheduling-sequencing problem is concerned with de-

tailed operations within a plant, the appropriate models 

are generally quite complex. 

The second step is to program a computer to simulate 

the operation of the manufacturing system by operating the 

model. The complexity of realistic scheduling-sequencing 

problems requires the use of high speed electronic computers 
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in performing the simulationo However~ for illustrative 

purposes~ a small, artificial problem developed by Rowe and 

Jackson [13] will be presented. 

Consider the following situationo Three jobs~ J-1, 

J-2, and J-3~ are to be processed by a plant having three 

machines~ I"I-1, I"I-2 9 and I"I-3 o The sequence of operations on 

each job is completely determined ·and it is assumed that 

the processing time required for each operation is known. 

It has also been decided that each job will be processed as 

a single lot; i.eo, lot splitting will not be allowedo 

This data along with data related to the scheduling methods 

to be considered is given in F~gure 10. 

Each job is available for its first operation at time 

zero and for each subsequent operation at the moment the 

preceding operation is completed • .A job can be assigned to 

the machine· designated for a given operation at the time it 

becomes available for the operation or at any later time. 

It is required that a machine work whenever a job is avail

able for processing; however 9 a machine can work on only 

one job at a time. The time needed for transportation is 

assumed to be negligible and the possibility of machine 

breakdown is excluded from the model. 

These assumptions have been listed to indicate explic

itly how the conditions of a problem should be defined 

before a conceptual model can be usedo There is no limit 

to the complexities that can be put into such a model~ but 
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no detail can be expected to.appear unless it is explicitly 

stated. In addition, care must be taken.that unnoticed 

limitations are not implicitly included in the model. 

In .this example, the problem is to determine which of 

two priority rules will result in the completion of all 

·. three jobs by the earlie.r date. The assumptions listed 

above imply that a priority rule will be completely deter

mined if a method is given for deciding which of a number 

of jobs will be assigned to a machine next whenever a con-

flict arises. Priority Rule 1 requires that the job be 

assigned for which the total remaining processing time is 

greatest. Priority Rule 2 requtres the assignment of the 
··r 

job for which the remaining processing time, excluding that 

for the operation under consideration, is greatest. 

The model is based upon a Gantt chart; i.e., a chart 

with bars that can be filled in to indicate the scheduled 

activity for each machine at each moment in time. The re-

strictions on filling out this chart are: 

(a) Each operation must be assigned an interval 

on the bar representing the machine called 

for by the routing. The length ·Of this 

interval is proportional to the processing 

time. 

(b) The intervals.assign~d to·a single job must 

not oyerlap and must.be performed in the 

required sequence. 
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(c) The intervals assigned to different opera-

tions on the same machine must not overlap. 

The model actually consists of the chart along with the 

stated restrictions on the way it can be used. 

The computational arrangement for this example is now 

described. Each job is represented by a job-card on which 

the job's relevant data is recorded. These cards list the 

required operations in the required sequence, the desig

nated machines, the processing times, and the priority num

bers to be used for each of the two methods of scheduling. 

The data for these cards is given in Figure 10. 

Operation Required Priority Numbers 
Job Numbers Machines T:imes · (days) Rule 1 Rule 2 

J-1 J-1-1 M-1 3 10 7 
J-1-2 M-2 5 7 2 
J-1-3 M-3 2 2 0 

J-2 J-2-1 M-1 6 11 5 
J-2-2 M-2 2 5 3 
J-2-3 M-3 3 3 0 

J-3 J-3-1 M-2 5 9 4 
J-3-2 M-3 I 4 4 0 

Figure: 10. Job Cards 

The priority numbers are computed by adding the appro

priate processing times. For instance, the priority number 
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of J-1-1 under Rule 1 is the sum, 3 + 5 + 2 = 10, of the 

processing times for J-1-1, J-1-2, and J-1-3. The priority 

number of J-1-1 under Rule 2 .is the sum, 5 + 2 = 7, of the 

processing times for J-1-2 and.J-1-3. Under each Priority 

Rule, the decision regarding the job to assign next is made 

by choosing that job having the largest priority number for 

the operation concerned. 

The results of the computations using Priority Rules 1 

and 2 are exhibited in Figure 11 where it is seen that Rule 

2 results in the earlier completion of the three jobs. 
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Urgency Number Sequencing 

Another interesting approach to the scheduling

sequencing problem has been developed by the Oklahoma State 

University Boeing Research Task Group [14]o This system 

provides a dynamic queue discipline that is a function of 

the total time remaining before due date for the order and 

the statistical properties of downstream flow time. As 

flow time conditions change in the system, the urgency num-

ber system will adapt itself by allocating scarce produc

tion time to those orders with the lowest probability of 

completion by their due dates. This scheme does not deter

mine production capacity, but simply distributes the 

available capacity among the orders competing for the 

capacity in such a way that each has an approximately equal 

probability of being completed by its due date. 

Regardless of the position of an order in the manufac

turing system, there is a certain upstream history and a 

certain downstream future that has a bearing on the proba

bility of completing the order by its due· date. If the 

current date is designated C and the order due date Di, 

then the time remaining before the due date for order i is 

D1 - C. For an order at machine center k, k = 1, k = 2, 

••• , k = n 9 the expected total flow time bef.ore completion 

will be 

(14) 



The. total flow time variance will be 

n-k+l 

I 2 
O' j • (15) 

j=k 

n-k+l 

(Di - C) - I µ.. 
J 

The number z. = ,j=k 
1 n.:..k+l 

(16) 

~ O' ,2 
J 

j=k 

is a standardized variate on the distribution of total flow 

time, Ti. The order with the smallest algebraic value for 

zi is the most urgent since zi implicitly reflects the 

probability of completing order i by its due date. 

The number zi assigns an urgency number applicable to 

order i regardless of its upstream history or its position 

in the manufacturing system. It expresses the relative 

urgency in comparison with other orders in the queue based 

upon the time remaining and the statistical properties of 

the downstream flow time. However, it is noted that as 

k .... n, the distribution of Ti will deviate from normality. 

This is only important to the extent that the total flow 

time distributions for orders being compared differ. Of 

course, if tJ. is distributed normally, T. will be distrib-
·1 

uted normally regardless of the number of remaining down-

stream machine centers. 

An order awaiting release to the manufacturing system 
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may be thought of as being in the queue of the first 

"machine" center, k = 1 o This "machine" center would em-

brace a flow time made up from that series of acts required 

to initiate and complete release action for an ordero 

After release, an order would be free to move to a real ma-

chine center. Release may be effected by choosing a spe

cific release value, z*, and releasing when zi < z*. 

Theoretically, z* must be greater than zero if the condi

tion of everincreasing queue length is to be avoided. The 

appropriate value for z* must be empirically determined for 

a given situation by considering: 

(a) The number of 
n 

(D. - C) < l: 
.. J. j =l 

releases anticipated with 

µj and the magnitude of 

each each inequaiity. 

(b) The mix of orders in the system and the 

resulting idle time due to out of work 

conditions. 

The urgency number model given by Condition (16) maybe 

programmed for a digital computer. Required as inputs are 

current estimates of µj and aj2 for all machine centers in

cluding the release process, due dates for each order, the 

routing for each order, and the current date. A computer 

run is made each day to determine an urgency number for all 

orders awaiting release to the manufacturing system and for 

all orders in process. The passage of one day, the avail

ability of updated estimates of µj and aj2 , and the fact 
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that k will increase by one when the order flows through a 

machine center will alter the previously computed value of 

Z • 0 

1 

Each order awaiting release or at machine center k 

has an assigned urgency number from the computer runo Each 

zi implicitly reflects the probability of completing the 

order by its due date. Thus, zi states which order should 

be worked first 1 which should be worked second, and so 

fortho Actually, the urgency numbers rank the downstream 

routes for orders in queue in accordance with their rela-

tive urgencyo The algorithm gives precedence to those or

ders with the most critical route. This causes the 

allocation of scarce production time to fall to those or-

ders which have the smallest implied probability of being 

completed by their due date. 

Probability sequencing,as described above,is an ex

pedite process that shifts scarce production time from 

those orders that will probably be completed before due 

date to those that have less probability of being completed 

before due date. The probabilities, although not explic

itly specified 1 are implicitly reflected in the urgency 

numbers. The urgency number model is independent of 'any 

rigid assumption about the form of the distribution of 

total flow time, Ti, to the extent that the implied prob

abilities are comparable on a relative basis. 



46 

The Capacity Requirement Problem 

The capacity requirement problem, as related to job 

shop operations~ is defined as determining the level of 

capacity required at each machine center to optimize some 

criteria for perf orma.nce. Selecting· tne-l)e:t'ftrrma.nce cri.i-

teria may vary in individual instances and was discussed 

earlier in this chapter. 

Capacity can be measured in several ways; however, in 

this presentation, the units will be man-equipment hours 

per day. The three parameters that determine capacity 

level then are labor, equipment, and time. It should be 

emphasized that the relationship between these parameters 

is not always on a one-to-one basis; e.g., one man may be 

able to operate several ma.chines simultaneously and simi

larly, some equipment may require the services of several 

men before they will function. In essence, capacity can be 

thought of as a time weighted value of labor and equipment 

working together in that relationship needed to perform the 

required function. 

Since capacity is a function of these three variables, 

it is obvious that the capacity level in a job shop can be 

altered in a number of ways. Capacity adjustments can be 

made by the reallocation of the present work force to dif

ferent machine centers. That is, some workers have multi

ple skills; e.g., a drill press operator may be able to 

operate a grinder. This type of capacity change adjusts 
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capacity levels at specific machine centers, but does not 

alter the over-all job shop capacity level. Capacity can 

also be changed by altering the labor force. That is, 

workers can belayed-off or hired. If additional workers 

are hired, equipment must be available for them to use. 

Other means of adjusting capacity levels include changing 

the number of hours worked per day and/or the number.of 

days worked per week. In addition, work shifts can be ad

justed up to a maximum of three 8-hour shifts per day. It 

is not the intention of this discussion to determine the 

economic trade-offs between these various methods of 

changing capacity, but only to show that these alternatives 

exist. The appropriate combination to use for a required 

capacity adjustment is an economic consideration based upon 

the cost of equipment, the various labor rates, and the 

forecasted demand for the particular machine center under 

consideration. 

Intuition and Experience 

A review of the literature indicates that very little 

work has been done in developing a method of handling the 

job shop capacity requirement problem. There has been some 

reference to this problem in context with larger problems 

of job shop control; however, there does not appear to be 

any appreciable amount of work designed to specifically 

handle this problem. 



Since capacity level decisions are constantly being 

made in actual job shop situations, it is of interest to 

briefly examine how this problem is handled in most 

instances. 
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Interviews with job shop production managers 'indicate 

that past experience and intuition play a primary role in 

determining.capacity levels at machine centers in most op

erating situations. The production manager is usually very 

familiar with the operating characteristics of the job shop 

and has a certain "feel" for the manner in which the orders 

will progress through the machine centers. He uses this 

"feel II in conjunction with rough estimates and past expe:... 

rience to predict future work loads and then matches capac

ity to these predictions. Capacity levels set in this 

manner are many times incorrect and cause a situation re

quiring constant readjustment on a short notice to correct 

for past mistakes. This situation often results in·action 

being taken when, in fact, there is no need for corrective 

a.ction, as well as the failure to initiate corrective ac

tion when it is required. Even though this atmosphere of .. 
' 

panic is associated with job shop.decisions, some produc

tion m&nagers argue that -~here is no better way to operate 

the shop. 

Linear Programming Approach 

Dzielinski, Baker, and Manne [ 15] have developed a 
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linear programming model for solving the following produc

tion planning problem. Given a.forecast of the demand for 

each product over a finite horizon of discrete planning 

periods, determine for all component parts the optimum num

ber of parts to make on each manufacturing order and the 

planning period in which to place each order so that the 

total variable cost of operations is minimized. Although 

this is not the capacity requirement problem per se, it 

does answer some of the same questions. By examining this 

model, it is possible to gain some insight to a linear pro

gramming approach to the capacity requirement problem. 

In the problem formulated by Dzielinski, et al. [15], 

the function of the linear programming computations is to 

select the optimal combination of production sequences for 

all of the parts in the system over the entire planning 

period. 

The output of the linear programming computations is a 

set of production orders for the parts to be fabricated in 

order to satisfy the inventory and sales requirements. This 

computation indicates whether the required number of pieces 

for a part should be made in one batch, two batches, or 

more. It also determines the batch size(s) and the period 

in which the batch(es) should be made. These decisions are 

made so that the total discounted cost of future operations 

is minimized. The answers obtained from this model can be 

used to determine capacity requirements at machine centers; 



50 

however, only selected methods of adjusting capacity are 

considered. In addition~ little attention is given to due 

date performance. 

The unknowns, coefficients, and constants for the 

linear program.ming formulation are defined as follows: 

Unknowns. 

8. . - the fraction of the total requirement 
1J 

for the ith part produced with the 

jth alternative set-up sequence -

Ci =· l, 2, ••• ,I)., Cj = 1, 2, ••• , 

J). 

Ul 
w k"t' ~ the number of workers assigned to 

first-shift operations on facility k 

during period Ct+ i:) without 

overtime .;. ·. (k 

Ci: = 1, 2, 

·, .. · :· 

= 1, 2, ••.. , K) , 

0 ••. ' 
T). 

W2k't' - the number of workers assigned to 

first-shift overtime· operations on 

facility k during period Ct+ i:); 

each of these workers labors a fixed 

number of straight-time and overtime 

hours during the period. 

W3 kt' - the number of workers assigned to 

second-shift operations on facility 

k during period Ct+ 't') without 

overtime. 



W4kT - the number of workers assigned to 

second-shift overtime operations 

on facility k during period (t + t'); 

each of these workers labors a fixed 

number of straight-time and overtime 

hours during the period. 

n+wkT - the increase in the total number of 

workers employed at facility k from 

period (t + 1' - 1) to period (t + T). 

n-wk - the decrease in the total number of 
T 

workers employed at facility k from 

period (t + T - 1) to period (t + T). 

Parameters recalculated each period. 

LijkT - the labor input required during period 

(t +,:)to carry out the jth alter

tive set-up sequence on the kth facil-

ity for part i. 

LijkT = (:ik + bikxijJ 
when 

XijT tJ 
where aik and bik refer, respectively, 

to the standard labor set-up time 

and the standard unit running time for 

the ith part on the kth faci1ity. The 

numbers xijT refer to the amount of 
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Constants. 

part i required by sequence j during 

period T. These numbers define the 

alternative production sequences. 

Wk the maximum number of workers that 

can be assigned to facility k during 

a single shift. 

H1 - the total number of first-shift hours 

per period, excluding overtime. 

- the total number of first-shift hours 

per period, including a fixed amount 

of overtime. 

H' - the total number of second-shift hours 

per period, excluding overtime. 

H4 - the total number of second-shift hours 

per period, including a fixed amount 

of overtime. 

R1 kT = the first-shift wage for facility k 9 

without overtime, discounted over T 

periods. 

R2 kT - the first-shift wage for facility k, 

with overtime, d~scounted over T 

periods. 

R3 kT - the second-shift wage for facility k, 

without overtime, discounted over 1 

periods. 
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R4 kT - the second-shift wage for facility 

k, with overtime, discounted over 

T periods. 

r0 T - the cost of laying off one worker, 

discounted over T periods. 

rhT - the cost of hiring one worker, dis

counted over T periods. 

cit' - the unit material cost of .part i, 

discounted over T periods. 
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The linear programming problem is stated as follows: 

subject to: 

J 
I; e .. = 1, 

j=l 1J 

+ i e.jc. x.j} 
j=l 1 1t' 1 T 

(17) 

i = 1 , o • • , I ( 18 ) 

{k = 1, 

l.r = 1, 

e· e o -; K {k = 1, 
't' = 1 , _. • • , T 

(19) 

(20) 

{ k = 1 , o .• _o , K ( 21 ) 

't'=l, ••• ,T 

{k=l,_ ••• ,K ( 22 ) 

T=l, ••• ,T 
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There are I equations in Condition (18). These re-

strictions specify that the total planned requirements for 

each part must be satisfied by a convex combination of the 

admissible production sequences. 

There are KT inequations in Condition (19). These in-

equations insure that the total capacity of machine group k 

during period t' will be sufficient to produce the assigned 

work load. 

There are KT equations in Condition (20). These are 

simple balance equations that relate the size of the work 

force from one period to the next. The initial work force 

·availability is predetermined prior to each lot-size pro-

gramming calculation. 

There are KT inequations in both Conditions (21) and 

(22). These inequations limit the number of workers who 

can be assigned to machine group kin period t' for both the 

first and second shifts. 

Sueueing Theory Al2.J2.roach 

It has been suggested that queueing- theory might offer 

an approach to the job shop capacity requirement problem. 

This approach has proved quite useful in determining capac-

ity requirements when a single operation is to be performed; 

eogo 9 eollecting tolls on a highway or checking out custom-

ers in a grocery store. When this type situation exists, 
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then queueing theory can be applied quite successfully.to 

determine the number of toll booths that should be in oper

ation or the number of check-out stations that should be 

available to optimize some performance criteria. However, 

in a job shop operation, the situation is not quite as sim

ple. Instead of a single operation being performed on each 

incoming item, there is an entire sequence of operations 

that must be performed. Moreover, this sequence is usually 

different for each incoming item. Because ot this com

pounding of stations affect and the lack of uniformity in 

the sequence of stations, the mathematical formulation in 

terms of queueing theory has not evolved at present. How

ever, further work in this area may result in a practical 

solution to the job shop capacity requirement problem in 

terms of queueing theory •. 



CHAPTER III 

THE CAPACITY REQUIREMENT ALGORITHM 

The purpose of any algorithm is to set forth a compu

tational procedure for accomplishing some objective. The 

capacity requirement algorithm's objective is to establish 

a statistically based solution to the capacity requirement 

problem in a job shop operation. This algorithm is not 

designed to provide an exact optimum solution to the prob

lem. It is an attempt to provide a practical solution 

with improved performance characteristics. 

The following criteria are employed to evaluate the 

performance of the algorithm: productive time, overtime 

(type I and II), idle time, backlog, in-process inventory, 

efficiency, and completion date performance. Productive 

time is the time the machine centers are in operation and 

is equal to basic capacity plus overtime minus idle time. 

There are two types of overtime built into the algorithm, 

type I and type II. Type I overtime might refer to hours 

in excess of an eight-hour work-day while type II overtime 

could specify work performed on weekends or holidays. Idle 

time is that time when no work is available at a machine 

center. Backlog is the machine time of orders in the queue 

at a machine center. In-process inventory is the machine 
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time for orders that have been released from the pool of 

uncommitted work, but are not yet completed. Efficiency 

is the ratio of productive time to the sum of basic capac

ity and overtime. The mean completion date performance, 

µ, is the mean number of days past due date for all orders 

passing through the system. The standard deviation of 

completion date performance, o, is expressed in days. · 

Theory of the Algorithm 

The capacity requirement algorithm is an inductive 

statistical method in t4at it uses a small body of data to 

make generalizations about a larger system of similar data. 

These generalizations are in the form of estimates or pre

dictions. Before describing the algorithm, however,· it is 

important to see how it conforms to the theory of induc

tive statistical methods. 

The concepts of a population and a sample are basic 

to inductive statistical methods. Any finite or infinite 

collection of individual objects or events constitutes a 

population. A population is not thought of as just a 

group of things specified by numbering them, but rather 

as an aggregate determined by some property that distin

guishes between things tAat do and things that do not 

belong. In contrast, a sample, defined as a portion of a 

population, has the connotation of incompleteness. 

In the capacity requirement algorithm, the population 
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under consideration is the repeated estimates of orders 

that will arrive at a given machine center on some future 

date. These estimates are based on the mean flow times of 

the machine centers through which the orders must pass be

fore reaching the particular machine center under consider

ationo The concept of flow times was discussed in Chapter 

II. The sample from this population consists of the esti

mated daily arrival of orders at the specified machine cen

ter over a planning period of 8 days. The magnitude of e 
must be determined outside the algorithm and is a function 

of the mean flow time estimates; i ~~ ~ ~ better mean flow time 

estimates make it possible to have longer planning periods. 

Another important concept of inductive statistical 

methods .is that of a distribution. The fact that some 

characteristics of individuals of a population are not the 

same for every individual leads immediately to the recogni

tion of a distribution for these characteristics. This 

distribution of some particular property of the individuals 

in a p9pulation is a collective property of the population. 

In addition, the average and other characteristics of the 

distribution are also collective properties of the popula

tion. The methods of inductive statistics provide the 

means for learning about such population characteristics 

from a study of samples. These methods are based upon the 

mathematical properties of sampling distributions of sample 

statistics such as the sample average and the sample range. 
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The characteristic of interest in the capacity re

quirement algorithm is the machine time (operation plus 

setup) of each order that arrives at the specified machine 

centero Since the orders that pass through any machine 

center are of a wide variety, their machine times do, in 

fact, form a distribution of values. The average daily 

arrivals over the planning period e is the sample statistic 

used in the algorithm. 

If it were practical or possiole to examine an entire 

population, that population could be described by using 

whatever numbers, figures, or charts resulted from the in-

vestigationo However, since it is ordinarily inconvenient 

or, in the case of the capacity requirement algorithm, im

possible to observe every item in the· population, a sample 

is taken. The task is then to generalize from a sample to 

the whole population. Such generalizations about charac-
. . . 

teristics of a population from a study of one or more sam-

ples from the population are termed statistical inferences. 

Statistical inferences take two forms; estimates of 

the magnitudes of population characteristics and tests of 

hypotheses regarding population characteristics. Both are 

useful for determining which among two or more courses of 

action to follow in practice when the correct course is de-

termined by some particular, but unknown, characteristic of 

the population. 

Statistical inferences all involve reaching conclusions 
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about population characteristics from a study of samples 

which are known or assumed to be portions of the population 

concernedo Statistical inferences are basically predic

tions of what would be found to be the case if the parent 

population were fully analyzed with respect to the relevant 

characteristics .. 

Both forms of statistical inferences are ur;,ed in the 

capacity requirement algorithm. Estimates of the size of· 

average daily work loads arriving at a machine center are 

made in order to establish the machine center's basic ca

pacity level. Once this basic capacity level is estab

lished, tests of hypothesis are made to determine when a 

change. occurs in ·tb.ta magni tud_e of average daily arrivals. 

In order to be able to make inferences of a substan

tial character, the nature .·of the sampling operation must 

be knowno That is, a hypothetical population of drawings 

needs to be defined. The statistical inferences made will 

be rigorous if, and only if, the inductive technique used 

is appropriate to the sampling procedure actually employed. 

In other words, in a strict sense, statistical inferences 

can only be made with re.spect to the hypothetical popula

tion of drawings defined by the sampling operation con

cerned. It is important to use a sampling procedure in 

which the relevant par_ameters of the population of drs3-wings 

bear a,known relation to the corresponding parameters of 

the real life situation. 
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If a sampling scheme is to provide a valid basis for 

inferences, it is necessary that the selection of the indi

viduals to be included in a sample involve some type of 

random selection; that is, each possible sample must have a 

fixed and determined probability of selection. The most 

widely used type of random selection is simple (or unre

stricted) random sampling. For a sampling scheme to qual

ify as a simple random sample, it is not sufficient that 

each individual in the population have an equal chance of 

appearing in the sample, as .is sometimes said, but it is 

suffici.ent that each possible sample have an equal chance 

of being selected. It must be emphasized that the random

ness of a sample is inherent in the sampling scheme employ

ed to obtain the sample and is not an intrinsic property of 

the sample itself. 

A particular sample often qualifies as a sample from 

any one of several populations. For example~ a sample of 

n items from a single carton is a sample from that carton, 

from the production lot of which that carton is a portion, 

and from the production process concerned. By drawing 

these items from the carton in accordance with a simple 

random sampling scheme~ it can be insured that they are a 

simple random sample from the carton, not from the produc

tion lot or the production process. Only if the production 

process is in a state of statistical control, may the sam

ple also be considered a simple random sample from the 
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production lot and the production process. In a similar 

fashion, a sample of repeated estimates of future work 

loads can be validly considered a random sample from the 

conceptually infinite po,pulation of estimated future work 

loads by the same procedure, only if the estimating proce

dure is in a state of statistical control. A random sample 

cannot be drawn from this population by mechanical randomi

zation, so it must be recognized that there is a random 

sample only by assumption. This assumption is warranted if 

previous data indicate that the estimating procedure is in 

a state of statistical control; unwarranted if the contrary 

is indicated; and a leap in the dark if no previous data 

are available. 

It is important, in practice, to know from which of 

several possible parent populations a sample was obtained. 

This population is called the sampled population, and may 
J'. '• 

be quite different from the population of interest, called 

the target population, to which it is desired to have the 

conclusions of the analysis be applicable. In pr1;3.ctice, 

they are rarely identical~ though the difference is often 

small. The further the sampled population is remove·d from 

the target population, the more the burden of validity of 

conclusions is shifted from the shoulders of the statisti-

cian to those of the subject matter expert, who must place 

greater reliance on II other considerations. 11 

The basic assumption underlying most statistical 
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techniques is that the data are a random sample from a 

stable probability distribution, which is another way of 

saying that the process is in statistical controlo It is 

the validity of this basic assumption that the control 

chart is designed to test. Although these assumptions 

cannot be rigorously defended on a theoretical basis in 

the case of the capacity requirement algorithm, empirical 

evidence, given in Chapter IV, shows that the performance 

characteristics are improved with proper selection of 

parameter values. This fact alone lends validity to the 

basic assumptions. 

Concept of the Algorithm 

The concept of the capacity requirement algorithm can 

be best explained by comparing it with a well-know induc

tive statistical method used in quality control. In a 

typical quality control situation, one of the primary 

objectives is to provide a method for maintaining the pro

duction process at some predetermined level of performance; 

i.e., to establish a basis for current decisions during 

production regarding when to take corrective action and 

when to continue operations. 

When some form of process average is chosen as the 

control variable, an x chart becomes an appropriate control 

device. This chart is constructed in the following manner. 

Several observations are taken of the parameter in question. 

These observations are averaged to obtain an x value. After 
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-a number of these x values have been calculated, they are 

averaged to form an x value. This x value is established 

as the process mean; i.e., the desired level of performance 

for the process. 

Upper and lower control limits, UL and LL, are estab

lished about x to indicate the acceptable range of process 

performance. A control chart showing x and the control 

limits then can be constructed. Values for x are continu-

ally plotted on this chart and, if LL< x < UL, the process 

is considered to be in statistical control. That is, the 

process mean has not changed significantly from x. When an 

x value falls outside the control limits, there is reason 

to believe that the process mean has shifted. When this 

occurs 9 measures are taken to locate the cause of variation 

and to bring the production process back to the predeter-

mined level of performance. 

The capacity requirement algorithm provides an analo-

gous method for monitoring capacity levels at machine cen-

ters in a job shop operation. The capacity requirement 

problem is concerned with providing adequate capacity 

levels at machine centers to process the orders that re-

quire the use of these machine centers. The parameter 

chosen for control purposes is xke , the estimated average 
<p 

daily work load that is located at the machine center k 

over the following planning period of 8 days. After® val

ues for xkB have been calculated, they are averaged to form 
(p . 
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an x.. value. This x.. value is adjusted to reflect ma-
K8q, K8q, 

chine backlog conditions and established as the desired· 

capacity level at the machine center. 

Upper and lower control limits, ULk and LLk' are es

tablished about xk 8 to indicate the range of expected 
<p 

average daily work loads that may occur at the machine cen-

ter by chance variation rather than as a result of an 

actual change in the average daily work loads. Values for 

xk8 are calculated daily and checked against the control 
q> 

limits. When a value for xk8 falls outside the control 
·<p 

limits, there is reason to believe that a shift has oc-

curred in the average daily work load arriving at the ma

chine center. When this situation occurs, it is desirable 

to establish a new machine capacity level to reflect the 

shift in average daily work loads. A. new value for xk8 is 
q) 

calculated by averaging the preceding e values for ~ 8 and 
<p 

adjusting for backlog conditions. The machine center ca-

pacity level is then adjusted to this new value for ~e. 
<p 

New values are also calculated for the control limits, ULk 

and LLk 9 and the system is ready for operation as described 

previously. 

As evidenced by the preceding discussion, there are 

two primary distinctions between these two control proce

dures. First of all, in quality control, actual current. 

observations are used, while the capacity requirement algo-

rithm uses estimates of future occurrences. The second 
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~ajor distinction is more basic in nature. In quality 

control, when an observation falls outside the control 

limits, adjustments are made to bring the production proc

ess back to the predetermined level of performance. In 

capacity control, when an observation falls outside the 

control limits, no attempt is made to alter the anticipated 

average daily work load, but rather to adjust the capacity 

level at the machine center to accommodate the new antici-

pated average daily work load. 

This decision process for setting and adjusting ca

pacity levels at machine centers is established in an 

effort to improve the operating characteristics of machine 

centers in a job shop operation. 

Definition of Constants and Variables 

The following constants and variables are required by 

the capacity algorithm: 

µj - An estimate of the average flow time required 

for an order to be processed through machine 

center j. This estimate is updated periodically 

to reflect the dynamic nature of the job shop 

situation. It may be calculated in several 

ways. First, it may be based entirely on the 

average of past flow times of orders that have 

passed through the jth machine center. Second, 

it may be based entirely on the estimated 
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average flow time of orders that are cur

rently in queue at the machine center. 

Finally, it may be based on some combina-

tion of the two; e.g., 30 per cent past 

history and 70 per cent current estimates. 

µik - An estimate of the average flow time of 

order i·on :its arrival at machine center k. 

where k - 1 refers to those particular ma

chine centers that ordeI:1 i must pass 

through prior to arriving at machine center 

k. 

hik - The operation plus. setup time required by 

order i at machine center k. This value 

is known or can be estimateo. f.rom work 

sheets, standard data, etc. 

e - The length of the planning period in time 

units. For convenience, a time unit will 

be considered one day. The planning period 

refers to the future period of time over 

which estimates of average daily work loads 

will be made. The value of e used in the 

system is specified, but may be changed for 

different simulation runs. 
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® - The number of observations of ik 8 u·sed; in 
(f) 

computing xkS • The value of ® used in the 
(f) 

system is specified, • but can be changed for 

different. simulation runs. 
. . 

t - The positive number exceeded by 100(1-) 

per cent of the t .distribution with e - 1 

degrees of freedom,. where ex. is the de-

sired confidence level. The value fort 

used in the syst·em is specified, but may 

be changed for different simulation runs. 

x. An estimate of ·the total work load, in time K8q, -

units, that will arrive at machine center k 

during the following planning period of 8 

days as catculated on day (f). This value is 

determined by the algorithm in the follow-

ing manner.· Each order i is exwnined to see 

if its value for µik _ falls within the fol

lowing planning period of·e· days. If it 

does, the value hik is included. in xkS. 
(f) 

m 
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x. - ~ h 
. it8 rn ~ £. ik 

'Y i=O 
(25) 

where m refers to those orders whose µ.k 
1· 

lies within 6. Estimates .are made for all 

orders, including those presently on the 

floor, those in the pool o! unreleased work, 



and those not yet a part of the system. 

~ 6~ - An estimate of the average daily work load 

that is located at machine center k over 

the following planning period of e days as 

calculated on day~. 

where f(hik) is a function of the current 

backlog of work at machine center k. 

xke - The average of the estimated average daily 
~ 

work loads that arrive daily at machine 

center k over the past® days as calculated 

on day ~, plus g(hik), an adjustment for 

work.backlog at the machine center. 

- An estimate of the standard deviation of 

the estimated average daily:work loads at 

machine center k as calculated on day ~. 

-1 -1 

I [xke +f(hi12J-[ I ike . +f (hik) J / ® 
~+Y · ~+Y 
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(27) 

' 'Y=-® . y::;:; ... ij • (28) 
El - 1 



ULk - The upper limit of the confidence interval 

at machi.ne center k. 
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= ~e + t s- I vi . 
(J) xk8 

(29) 
(j) 

LLk - The lower limit of the confidence interval 

at machine center k. 

= xk8 - t S- I vi . 
(J) xk8 

(j) 

(30) 

Many of these variables can be calculated in several 

ways; e.g., weighted averages can be used instead of sim-

ple averages. Each of the formulas given in this section 

indicates only one of the possible ways that the variable 

in question may be obtained. 

The Algorithm 

Using the constants .and variables as defined in the 

previous section, the capacity requirement algorithm is 

given as follows~ 

a. Calculate daily x 8 for each machine center 
k (j) 

fore days. 

b. At the end of® days, calculate xkS for 
<p 

each machine center. 

c. Set the capacity level at each machine center 

at xk8 0 

(j) 

d. Construct the confidence limits ULk and LLk 

for each machine center. 



eo Continue to calculate xkS daily for each 
<P 

machine center and check against the limits 

ULk and LLk. 

f. If ULk < ~e < LLk, calculate a new value 
<P 

for ~e on the basis of the paste obser-
. <P 

vations of ~e. 
(j) 

g. .Adjust the capacity lev.el at the machine 

center to the new value for ~e. 
<P 

h. Calculate new values for the confidence 

limits ULk and LLk. 

i. Return to step e. 
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CHAPTER IV 

SIMULATION ANALYSIS 

An analysis is imperative if worthwhile results are 

to evolve from an experiment. The analysis of the experi

ments with the capacity requirement algorithm will consist 

of an explanation of the computer program model used to 

produce the test cases, a discussion of the performance 

criteria used to judge the algorithm's output, and the 

resulting effect and relative importance of the algorithm's 

.parameters. 

Description of the Model 

The computer program model used to test the capacity 

requirement algorithm was developed by the Oklahoma State 

University Operations Research Group. A listing of this 

program is included as Appendix A. 

The model simulates a ten machine center job shop in 

which orders are released from a pool of uncommitted work 

under the Urgency Number Sequencing System described in 

Chapter II. Orders are released to the shop floor when 

the probability of completion by their due date is .50. 

The orders may require from one to ten machine operations 

and may pass through the same machine center more than 
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qnce. A random order generator subroutine governs the 

order review time, the rate of orders being produced, the 

number of operations per order, the maximum number of or-

ders generated, the machine time per operation, and the 

initial system load. The same orders are generated on the 

same days for each of the nine test cases under considera-

tion. The simulation time represents 110 days of 

operation. 

The model contains a number of constants which allows 

it to be adjusted in many ways, particularly the manner in 

which machine center flow time means and variances are 

calculated. Some explanation of these constants will add 

understanding to the effort that was devoted to making the 

model as versatile as possible. 

The constant WEAR modifies anticipated arrivals at 
~· 

machine centers by taking into consideration the amount of 

machine time in the queue for orders with a negative z 

number. This expression represents the backlog considera

tion, f(hik), in Condition (26). The value used for WEAR 

in the test cases is .10. In other words, the estimated 

average daily work load at a machine center includes 10% 

of the machine time of the current backlog of orders with 

negative z numbers at that machine center. 

The constants Wl, W2, and W3 determine the 1fopulation 

or orders whose machine center flow time values are used 

to calculate the flow time means and variances for the 

machine centers. This concept is discussed in the section 
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on flow time relationships in Chapter II. 

The constant Wl indicates the value of machine center 

flow times of orders that have previously entered a ma

chine center, when calculating that machine center's flow 

time mean and variance. The value for Wl in the test 

cases is .700 This indicates that a weight of 70% is 

given to the machine center flow times for orders that 

have previously been processed at a machine center, in 

arriving at that machine center's flow time mean and 

variance; i.e., 70% of the population of orders whose 

machine center flow times are used to calculate each ma

chine center's flow time mean and variance, comes from 

orders that were in that machine center at some prior time. 

The constant W2 indicates the value of the machine 

center flow times of the orders in the immediate backlog 

of work at each machine center, which is used to calculate 

that machine center's flow time mean and variance. The 

value for W2 in the test cases is .30. This indicates 

that the machine center flow times of orders in the cur

rent backlog of the machine center, carries a weight of 

30% in establishing the value of that machine center's 

flow time mean and variance; i.e., 30% of the population 

of orders whose machine center flow times are used to cal

culate each machine center's flow time mean and variances 

comes from orders that are currently in the queue of that 

machine center. 

A third constant, W3, reflects the value that the 
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average machine center flow time of all orders in the sys-

tem represents when calculating a particular machine 

center's flow time mean and variance. For the test cases, 

W3 is set at zero. This value was chosen because this 

adjustment was not considered significant initially. How-

ever, the ability to let the total work in the system have 

some significance in calculating machine center flow time 

means and variances is provided to make the model as versa-

tile as possible. 

The constant TAPER determines the extent to which 

each proceeding day's calculations of the estimated aver

age daily work load at a machine center, ike , contributes 
. . ~ 

to the value calculated for the basic capacity level at 

the machine center, ~e • That is, the most current data 
~ 

is weighted more heavily with lesser significance given to 

data as it gets older. 

In addition to the constants of the model, the capac-

ity requirement algorithm contains.several constants that 

define its operation. 

The constant KAPIN establishes the minimum increment 

by which capacity at a machine center can be increased or 

decreased. The value selected for test cases one through 

eight is one-half man-machine day; however, case nine, 

which exhibits constant capacity, has KAPIN set equal to 

zero. Setting KAPIN at zero 'keeps the basic capacity 

level at the machine centers from ever changing. 

The constant KAPI"IX determines the maximum amount that 



capacity at a machine center can be increased on a given 

day. The value for the test cases is three man-machine 

days. 

The constant KAPDE establishes the maximum amount 

that capacity at a machine center can be decreased on a 

given day with the restriction, of course, that the ma

chine center actually has that amount of capacity. No 

machine center can have a negative capacity. The value 

selected for the test cases is three man-machine days. 
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The-constant INTZ establishes the smallest increment 

of the order z number used to sequence orders in the ma

chine center queue. The value selected for the test cases 

is one-tenth. In other words, the sequence of orders in 

the queue at a machine center would not change until the z 

number of an order is at least one-tenth smaller than the 

z number of the order in front of it. At this point, the 

orders would be resequenced, the order with the smallest 

z number being first. 

The constant ZOVTl establishes the machine center z 

number at which type 1 overtime is employed •. The value 

selected for the test cases is -0.50. 

The constant ZOVT2 establishes the machine center z 

number at which type 2 overtime is employed. The value 

selected for the test cases is -1.00. 

The constant MOTRl establihses the maximum amount of 

type I overtime that can be employed at a machine center. 

The value selected for the test cases is 50% of the basic 
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capacity of the machine center in question. 

The constant 1'10TR2 establishes the maximum amount of 

type II overtime that can be employed at a machine center. 

The value selected for the test cases is also 50% of the 

basic capacity of the machine center in question. 

In addition to the constants of the capacity require

ment algorithm, different values of three parameters are 

selected for special analysis in the test cases. The term 

NXBAR in the program model is 8 in the theoretical presen

tation of the algorithm; i.e., the length of the planning 

period. The term NXDBL is 9 in the theoretical presenta

tion of the algorithm; i.e., the number of observations of 

-~~ used to establish ~e~· The term TLOWR is the value 

oft in standard deviations used to calculate the lower 

control limit in the theoretical presentation. The term 

TUPPR is the value oft in standard deviations used to 

calculate the upper controi limit in the theoretical pre

sentation. Actually, when talking about TLOWR and TUPPR, 

the parameter under consideration is the confidence level, 

a. However, a is dependent upon both t and 9. Therefore, 

since 9 is already specified, values oft are selected to 

correspond with the levels of a that are to be tested. 

Performance Criteria 

As discussed in Chapter II, there are a number of 

criteria that can be used to measure the effectiveness of 

any decision rule under consideration. For this study, 
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the following were selected as performance criteria for 

the capacity requirement algorithm: productive time~ 

overtime I and II, idle time, backlog, in-process inven

tory, efficiency, and completion date performance. Total 

order flow time is considered an important criteria; how

ever, the program model did not calculate these values. 

The units of productive time, overtime I and II, idle 

time 9 backlog, and in-procesp inventory are tenths of days 

for the sum of all ten machine centers for a period of 110 

days of operation of the job shop. Efficiency is the 

ratio of the time used to the time available for all ten 

machine centers and is expressed as a per cent. The mean 

completion date performance, µ, is expressed as the aver

age number of days past the order due date.for all com

pleted orders, and the standard deviation of completion 

date performance, o, is expressed in days. 

Table V shows the individual values for each effec

tiveness criteria for each test case. 

Test Case Evaluation 

The following evaluation is directed towards two ob

jectives. First of all, the adjustment of basic capacity 

under the capacity requirement algorithm is compared to 

the constant basic capacity situation. Secondly, the 

effect and relative importance of e, e, and~ on the 

various performance criteria are examined. 
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A cursory review of Table V shows that the constant 

basic capacity case possesses a better set of performance 

effectiveness results than some of the cases employing the 

capacity requirement ~lgorithm and~ worse set than other 

cases. A moment's reflection indicates that this is a 

reasonable result. The capacity requirement algorithm 

provides the job shop manager with the opportunity to im

prove his operations, provided he judiciously selects 

values for the algorithm's parameters. A poor choice of 

values for the parameters will result in a performance 

record below that which would have occurred if the manager 

had never changed his basic capacity. A simple exercise 

will also point out this fact. Circle the best value 

among the nine test cases for each effectiveness criteriao 

Likewise, underline the worst value among the .:;est cases for 

each effectiveness criteria. Now, notice that none of 

the effectiveness criteria values for the constant basic 

capacity case are either circled or.underlined, which 

again shows that the values of the parameters are most 

important if the capacity requirement algorithm is going 

to be used in lieu of a decision rule which does not allow 

basic capacity to change. 

Importance of Parameters 

At this point, each of the parameters ( 8, ®, and a.) 



TABLE V 

SIMULATION RESULTS 

Case Parameters Productive Time Overtime Idle Time. 
Completion 

Backlog In-Process Inventory Efficiency Date Performance 

( 10 ths of days) 
Type I Type II 

(lOths of days) (lOths of days) ( ths ) 
µ a 

(10ths of days) 1.0 of days (%) (days) 

e = 5 
1 ® =30 12,055 1,805 :?33 :?46 3,716 • 13,163 98.00 1.8 1.5 

a.= .10 

e =15 
2 ® =30 l?,430 156 1 3,343 :?,757 9,031 78.81 6.8 4.0 

0: = .10 

e = 5 
3 ® =15 12,043 1,810 246 236 j,617 ·13,:?33 98.08 1.5 1.3 

0: = .10 

6 =15 
4 ® =15 12,518 26 - 3,553 · 2,616 8,462 · 77.89 7.4 ·. · 3.8 

a.= .10 

e = 5 
1,834 5 ® =30 12,o47 263 250 3,678 13,164 . 97.97 1.8 1.5 

a.= .20 

e =15 
6 ® =30 12,414 165 1 3,416 2,7:?6 9,024 78.42 6.7 4.1 

0: = .20 

a= 5 
7 9 =15 12,040 1,826 244 189 3,638 13,189 98.45 1.5 1.2 

0: = • '?0 

e .. 15 
8 ® =15 12,508 30 - 3,538 2,6o4 8,460 77.95 ?.4 3.8 

0: = .20 

Constant 
9 Basic ·12,103 1,486 462 845 3,653 l?,813 93.47 2.4 2.3 

Capacity 
0) 
0 
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will be analyzed and their relative importance and effect 

on performance criteria determined. 

Importance of 8 • Looking once again at Table V, a 

number of patterns begin to form. The most obvious of 

these patterns is that the corresponding values for each 

performance criteria for cases 1, 3, 5, and 7 are of simi

lar magnitude. Likewise, the corresponding values for 

each performance criteria for cases 2, 4, 6, and 8 are of 

similar magnitude, the former set of cases being easily 

distinguished from the latter set irrespective of the per

formance criteria used. An examination of the changes in 

the values of the parameters in these cases show that the 

value of 8 was constant at 5 for cases 1, 3, 5, and 7 and 

constant at 15 for cases 2, 4, 6, and 8. This fact would 

indicate that the length o;f the planning period, 8, is the 

most important of the three parameters under consideration. 

As 8 is increased, at least within the range of values 

tested, improvement is observed in the following perfor

mance criteria: productive time, overtime, backlog, and 

in-process inventory. However, an adverse effect is ob

served in idle time, efficiency, and completion date 

performance. 

This behavior can be explained as follows. As the 

planning period is increased in scope, basic capacity 

levels reflect more the long term demands upon the sys

tem. Productive time is larger because basic capacity is 

more stable at a level which better describes the system's 
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demand for production capability. Less overtime is re

quired because the requirement for additional capacity is 

reflected in the basic capacity capability and not in the 

overtime capacity capability. Because more of the produc

tion capability is vested in basic capacity, backlog 

levels are not as great~ ·Likewise, it .:follows that in

process inventories are also reduced, 

On the other hand, a system that is less responsive 

to short term changes in demand because of a long range 

planning period, experiences some difficulties. Since 

more production capability: is·vested in basic capacity and 

cannot be quickly reduced, it is reasonable to expect that 

the amount of idle time in the system will increase. 

Additionally, recalling that the efficiency figure is the 

ratio of time used to time ava.ilabie, it is not unreason

able to expect efficiency to decrease as basic capacity 

levels are increased and the same amount of work is re

leased to the system. 

A paradoxical situation is experienced in connection 

with the completion date pertormance. Although basic 

capacity is higher, the backlog is less, and in-pro:cess 

inventory is lower, the completion date performance is 

adversely affected by an increase in the planning period. 

Reflection upon this situation, however, does give some 

possible explanations. Remembering that type I overtime 

is not employed at a: machine center until that machine 

center's z number is less than -0.50, it is g_uite possible 
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that orders could be progressing through the machine cen

ters fast enough that overtime is not employed, but not 

quickly enough to exhibit exceptional]..y good completion 

date performance. On the other hand, when the basic 

capacity levels at the machine centers are relatively low, 

overtime capacity is employed when critically needed which 

considerably speeds up orders in danger of missing their 

due dates. The overtime capacity, in effect, acts like a 

shot in the arm to a system whose basic capacity levels 

reflect only short term demands upon the system. This 

added boost aids in co:rripletion date performance but does 

not provide relief for an overcrowded system. Adjustments 

in the triggering mechanism for more timely addition of 

overtime might improve completion date performance in the 

cases where longer planning periods are employed. 

Importance of ®. The importance of ®, the number of 

observations of i:ke used in computing i:ke, is not quite . . ·~ 

as obvious as the importance of the planning period, e. A 

comparison of the.corresponding performance criteria of 

cases 1 and·3 where the values of e and a. are constant at 

5 and .10, respectively, and® ch~nges from 30 to 15, 

shows no significant difference. However, once the level 

of either e or a. is raised, changes in ® are reflected in 

some of the performance criteria. 
. . 

For example, consider a comparison of cases 2 a:rid 4. 

The values of e and a. are constant at 15 and .10, 

respectively, and® is changed from 30 to 15. There is no 
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significant change in productive time or efficiency; 

however, the other measures do exhibit a significant 

change (a minimum of 5%). The really significant change 

occurs in the reduction of overtime. In this case .. 

comparison, when 9 is decreased 500...6, overtime decreases 

83%. This observat_ion is reasonable because, with a small 

®, basic capacity cari be quite responsive to the current 

time frame, precluding.the occasioil.for overtime to be 

required. 

The .reaSOil;S for the increase in id,.le time, decrease 
. : .. : :· . . 

in backlog, decrease in.in-proc~:SS· inventory, and decrease 
. . ·' . . . . 

in completion date perforJI1~ce a,re postulated to be the 

same as those presented in: the p:receding section concerning 

e • 
Another obser;ation: ofth; ~ff~ct of changes in®, 

ceteris paribus, ts seen by Cbmpa.J:>ing cases 5 . and 7 where 

8 and ex are 5: and ~20, respectively,· and ® is changed from 

30 to 15. In this comparison, the value of ex, though 

constant, is at a higher level than in the two previous 

case comparisons. There is no significant difference in 

productive time, type I overtime, backlog, in-process in

ventory, or efficiency. There is, however, significant 

improvement in type II overtime, idle time, and completion 

date performance. 

The decrease in overtime observed in the comparison 

of cases 5 and 7 is not.observed in the comparison of 

ca~es land 3 which would indicate that the change is due 
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to ex. rather than®· 

The significant decrease in idle time is noticed to a 

lesser degree in the comparison of cases 1 and 3. The 

higher level of ex., however, tend$ to emphasize this change. 

This observation indicates that both decreases in ® and 

increases in ex. cause idle time to decrease. Howe]'iTer, ex. 

appears to be the more impol;'tant factor. 

The improvement in completion date performance can 

best be explained in terms of the significantly reduced 

idle time. The fact that machine center utilization 

(efficiency) improves slightly with relatively high rates 

of overtime, however, also accounts fOr some improvement 

in completion date performance. 

A final observation~f the effect of changes in®, 

ceteris paribus, is observjd by comparing cases 6 and 8 

when 8 and ex. are 15 and .20, respectively, and® changes 

from 30 to 15. There is no significant difference in pro

ductive time, idle time, backlog, or efficiency. There is, 

however, a significant decrease in overtime, in-process 

inventory, and completion date performance. 

A similar improvement in overtime is noticed in the 

comparison of cases 2 and 4. This fact suggests that de

creases in® play a secondary role in decreasing overtime; 

the primary factor in decreasing overtime is an increase 

in e. 
The decrease in in-process inventory is also noticed 

in the comparison of cases 2 and 4. · This fact substantiates 
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that the value of e plays the prima,ry role in determining 

the level of in-process inventory, As ff increases, in

process inventory decreases. Changes in ® on the other 

hand, play a secondary role •. Ase decreases, in-process 

inventory decreases. 

The decrease in completion. date performance is at

tributed to the paradoxical situation concerning the use 

of overtime described in tbe discussion of the importance 

of e. In summary,. the ef·fects of changes tn S . are catego

rized in the following manner •. · There is no significant 

effect on productive time regardless. of' the values of 8 

and a.. When both8 and ex. are small,.decreases ip. e in

crease overtime. When 8 is large, the magnitude of over

time is reduced considerable, and. decreases in El cause 
. . 

overtime to decrease over all va1ue.s of a. tested. When 8 

is small and ex. large, decreases in 9 also cause decreases 

in overtime but to a lesser degree. When 8 and ex. are both 

small or both large, changes in® do not have a signifi

cant effect on idle time. This fact would indicate that 

8 and ex. affect idle time in an opposite manner and that 

changes in El on:J.y play a minor role. The general rule is, 

decreases in a cause idle time to decrease when 8 is low 

and increase when 8 is high, given a. is high. When ex. is 

low, the reverse situation is observed. With respect to 

backlog, only when ex. is low and 8 is high does a change in 

® have a significant effect •. Under these circumstances, 

a decrease in® causes backlog to decrease. Significant 
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changes in in-process inventory due to changes in® occur 

only when 8 is high and are not effected by the value of 

ex. Under the preceding circumstances, a decrease in® 

causes a decrease in in-process inventory. There does not 

appear to be any significant change in efficiency due to a 

change in El. Significant changes ;i.n efficiency result 

from changes in e. When viewing the completion date per

formance, it is noticed that dec::r;:-eases in ® create improve

ment when 8 is small, and cause a worse situation when 8 

is large. The value of ex is not significant, at least 

over the range of values tested. 

Importance of ex. In the preceding discussion, the 

significance that ex plays in the value of the performance 

criteria is mentioned several times. However, a full 

analysis of the relative importance of ex is presented in 

this section. 

The value of ex has no significant effect over the 

amount of productive time. 

With respect to overtime, the level of the overtime 

value is slightly larger when ex. is increased, ceteris 

paribus. However, this difference. is not considered 

significant. 

The magnitude of the idle ·. time values increase 

slightly when ex increases, given 8 is large. When 8 is 

small, however, an increase in ex causes idle time to 

decrease. When e is small, this decrease is significant. 

When e is large, the decrease is only noticeable. 
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When considering backlog, there is no significant 

difference caused by changes in~- Noticeable differences 

do not conform to a consistent pattern. 

The three final effectiveness criteria, in-process 

inventory, efficiency, and completion date performance, 

exhibit no noticeable change when changes occur in a., 

ceteris paribus. 

Because of the few performance criteria showing sig

nificant changes when a. assumes different values, a. is 

considered the parameter of least relative importance. 

This fact is consistent with the general theory of the 

capacity requirement algorithm, .since a. is concerned with 

the frequency of capacity adjustment,.not the magnitude of 

ad.justment. Magnitude being of greater importance than 

frequency' substant:iiit~s the' ;t,ertlti:r-y tole played by a.. 



CHAPTER V 

SUMMARY .AND CONCLUSIONS 

Chapter Vis composed of three sections which are 

intended to round out this research effort. The first 

section is a brief summary of the problem under considera

tion. The second section ~numerates the conclusions that 

were reached and the third section suggests areas for 

future research. 

Summary 

The purpbs; Of th.Ls tlie~is ir,'as to·. develop and test 

the effectiveness of a s~atistically.b~sed algorithm which 

is used to set and adjust basic capacity levels at machine 

centers in a job shop manufacturing system. Chapter III 

developed the theory and concept of the algorithm. 

Chapter IV provided the analysls of the simulation test 

cases that were used to measure the effectiveness of the 

algorithm as an aid to job shop management. The algorithm 

was compared against a decision rule which did not allow 

the basic capacity at the machine centers to change. The 

relative importance of the three primary parameters of 

the algorithm ( e, ®,and~) was determined. In addition, 

the effect of changes in each of these parameters on the 

0('\ 
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seven performance criteria (productive time, overtime, 

idle time, backlog, in-process inventory, efficiency, and 

completion date performance) was identified and explained. 

Conclusions 

The following conclusions were reached as a result of 

the analysis of the output from the nine simulation test 

cases: 

1. The capacity requirement algorithm will yield 

both better and worse performance criteria 

than a constant basic capacity decision rule, 

depending upon the values selected for the 

parameters e, ®, and ex.. 

2. The relative importance of the parameters 

e, ®, and ex. is as follows: 

a. The planning period, e, has the 

greatest effect upon the perfor-

mance criteria. 

b. The numb.er of observations of i:k6 

used to estabush ~eq,. ®. is of q, 

secondary.importance. 

c. The confidence level, ex.., plays a 

tertiary role in effecting per-

formance criteria. 

3. As e is increased over the range of values 

tested, improvement is observed in the fol

lowing performance criteria: productive 



time 9 overtime, backlog, and in-process in= 

ventory. Adverse effects are observed in 

idle time, efficiency, and completion date 

performance. 

4. The effects of changes in@ on the perfor-

mance criteria are more subtle than the 

effects of changes in 8 and depend upon the 

relative values of 8 and a. These effects 

are as follows: 

a. Changes in @ produce no significant 

effect on productive time. 

b. Decreases in 8 cause increases in 

overtime., given 8 and a are both 

small. When 8 is large, decreases 

in @ cause o~ertime to be reduced 

considerably regardless of the 

value of a. When 8 is small and a is 

large, decreases in@ also cause de-

creases in overtime, but to a lesser 

degree. 

c. Decreases in @ cause idle time to 

decrease when 8 is small and increase 

when 8 is large, given a is largeo 

When a is small, the reverse situation 

is observed. When 8 and a are both 

small or both large, changes in® do 

not have a significant effect on idle 
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time. 

d. When a is small and 8 is large, a 

decrease in® causes backlog to 

decrease. This is the only situa-

tion where changes in® cause back-

log to change. 

e. Significant changes in in-process 

inventory due to changes in® occur 

only when 8 is large and are not af-

fected by the value of a. Under the 

preceding circumstances, a decrease 

in® causes a decrease in in-process 

inventory. 

f. There does not appear to be any sig

nificant change in efficiency due to 

a change in®· 

g. Decreases in e cause completion date 

performance to improve when 8 is 

small, regardless of the value of a. 

When 8 is large, the reverse situa-

tion is observed. 

5. The effect of changes in a on the performance 

criteria are only minor and are described as 

follows: 

a. Changes in the value of a, over the 

range of values tested, have no 
i 

effect on the following performance 
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criteria: productive time, backlog, 

in-process inventory, efficiency, and 

completion date performance, ceteris 

paribus. 

b. Given e is large, overtime values tend 

to increase slightly when a is in

creased, but the magnitude of the 

change is not significant. 

c. The magnitude of the idle time values 

increases slightly when a increases, 

given 9 is large. When 9 is small, 

however, an increase in a causes idle 

time to decrease. If e is also small, 

this decrease is significant. If 8 is 

large, the decrease is only noticeable. 

Areas for Future Research 

9-3 

There are several possibilities for additional re

search in the area of determining capacity requirements at 

machine centers in a job shop manufacturing system. Some 

of the more interesting subjects to be addressed are: 

1. Determine optimal values for the parameters 

8, 9, and a for given performance criteria. 

2. Investigate the importance of the order 

releasing mechanism and the overtime 

triggering mechanism. 

3. Determine the effect of changing the 



assumption on the form of the flow time 

distribution from a normal to a Poisson 

or Weibull distributiono 

4. Determine the effect that different levels 

of machine shop loading and different num

bers of machine centers have on the per

formance criteria -values. 

5. Compare performance criteria under the 

capacity requirement algorithm to other 

decision rul~s besides a constant basic 

capacity; e.g., changing basic capacity 

at a machine center by some constant 

factor, say 1.3, when the z number at that 

machine center< -2.00. 
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le X8ARC30e l01 

9001 FORMAT llHlt 
90020FCJRMAT C4H NEW 14e 7He MOATE 14e TH, IOATE 14e llHe MACH TIME 14, 

lllH ROUTING 10161 
90030FORMAT CllH WD\K LISTS 14,TH, ·ZMALL F5.1,7H, lMFLR F5.l,7H, ZMQUE 

1F!S.le7He ZMBLG F5.l,6He lAVG F5.l, 7He ZAFLR F5.le9H, lACOQUEF5.l, 
29He lACOBLG F5.1, I 4X 6HRATE C F5.l,lOH, SUM X8AR F5.l, 
38He RATE M F5.1.l2H, .MEAN MDATEF5.l,lH,F5.l,1H,F5.lellH, AVG MDATE 
4F5.leiH, F5el,1H,F5.l I 4X 12HWORK ON HAND F6.l,1H, F6.le1H,. F6.1; 
5llH, NBR PART.S 14,lHe 14, ltf, 14e22H CSYSTEMe FlOORe POOU 
620H, ALLOW NEW ARRIVALS F7.41 

90040FORMAT UH OP CODE r3,5H, CAP 13,2C2H + 131e6H, lOWR 13e6H, XBAR 
tl3e6H, UPPR 13,l4He WORK IN SYST F5.1,6H, BKLG F5.t,7He MDATE 
2F6.l,9H, WAIT MN Ft.1,4H VAR F4.l I 4X 5HZMEAN 4CF5.l,1H,1,5H ZAVG 
121F!S.l,1H, t,10H WORK LIST 5Ul5e1H,Jt 

9005 FORMAT 15X 101215,lH,tt . 
.006 FORMAT C8H OP CODE· 13, 21H EXHAUSTED WORK LIST.I 
9007 FORMAt 18H OP CODE 13e l5H OUT OF WORK AT 13, 7H TENTHSI 
90080FORMAT C9H PART NO. 14e7H BEFORE l4e7H, MDAtE 14e 1He IOATE 14, 

ll4He POOL RELEASE 14e6He MACH 14,lOH TENTHS IN13, l4H ·GPERNSe AVG l 
, 2F6.2e 11H SINCE POOlt 

90090FORMAT ll8H MACHINE TIME USED 14,4H WAS 14,l6H OUT OF CAPACITY 14, 
12C2H + 13),16H, WITH IDLE TIME 13,2f2H + 13te31He S-J EFFIC. DAY 
2PfRIOD CUMUL.t ' 

90100FORMAT C7X llHSHOP EFFIC. 3F5.2,11He OP CODES 4113e3F5.2,1He) I 
16JC 5113,3F5.2,1Hete13,3F5.21 

9011 FORMAT U TH EXPEDITE OP CODE 13e 7H TYPE I 13e9H, TYPE II 13 J 
9151 FORMAr ClHO 6HMEAN • F5.l,5X 4HSO • F5.1 I lH t 
9152 FORMAT C8H OISTR 216t 
9l010FORMAT ClHl lOX 9HGUY CURRY 3X 15HBOEING JOB SHOP 3X 

ll9HCHECK .our· 10-14-65 I 
9l030FORMAT ( 55HOCAPAC ITY ADJUSTMENT AUG. 1965 PLANNING PERIOD (NXBARI 

ll3e29He NBR OF OBSERVATIONS CNXD8LI 13 I 32JC 29HCONTROL LIMITS SET 
2 AT ITLOWRt F6.1el2H AND CTUPPRt F6.3e20H STANDARD DEVIATIONS I 
332X 36HEXPECTED ARRIVALS MODIFIED BY CWBARI F5.2,38H OF QUEUE MACH 
41NE TIME WITH 1~EGATIVE l I 32X 28HRELEASE FROM POOL AT llSTARt 
5F6.2 I 12X 35H~AXIMUM INCREASE PER CHANGE (KAPINt 13,21H, MAXIMUM 
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6CAP fKAPMX) 13,12H TENTHS DAYS) 
91050FORMAT ( 51H EXPEDITE (OVERTIME OR FARHOUT) AT Z-NUMBER CZOVTU 

1F6.2,14H UP TO (HOTRU 14,27H PER CENT OF BASIC CAPACITY I 18X 
233HAND IF NEEDED AT Z-NUMAER (ZOVT2t F6.2,14H UP TO CMOTR2) 14, 
~27H PER CENT OF BASIC CAPACITY I 74H Z-NUMB~R SEQUENCING IN QUEUES 
4 WITH Z-INTERVALS (SHORTEST FlRST) OF (INTU 13,7H TENTHSI 

9l080FORMAT (45HOWAITING W~IGHTING CONSTANTS -- HISTORIC IWll F5.2, 
l24H, IMMED·IATE BACKLOG (W2) F5.2,21H, WORK IN SYSTEM IW3J F5.2 I 
232X 50HIN REVISING MEAN AND VAR, CURRENT FRACTION (TAPER) F7.4, 
314H UP TO CTAPRMI F7 .4,9H EACH DAY I 
421H ORDER GENERATOR l2 = 13,29H (REVIEW, TRANS., ETC.I, l3 = 15, 
523H (RATE OF ORDERS), lit = 14,l6H C INITIAL LOAD), I 5X 4Hl5 = 15, 
623H CNBR OPERATIONS), l6 • 15, 6H l7 = 14,l9H CSLAC~ TIME), l8 = 
715,.6H L9 = 14,16H .(MACHINE TIME), I 5X 18HRANOOM. NUMBER (Nll 15, 
e,H CNR; 15,20H MULTIPLIED BY 10011) 

91 ltOFORMAT C ll 9HOS-J EFFIC IENCV BASED ON -- OVERTIME. AT 1.5 ANO 2. TIM 
teS BASIC,. IN-SHOP SHIFTS AT .25 DAV, EMPLOYEE CHANGES AT 2.0 DAYS/ 
290X 2A8,6H NO. I~) . . 

91210FORMAT (7X 213,7X 2F5.3,2C7X 13),6X F4.2,1X 2A8,13 I 
15(7X F7.4) I 1014X 14) I 1X 13,2CiX F5.2),2(7X 13),7X F5.2J 

. 9l600FORMAT C8H OP CODE 13,lOH CUHUL,CAP 15,2(1H+ 13J,10H, OVERTIME 13, 
116H DAYS, IDLE TIME 14,2C1H+ t3i,10H, CAP obwN 13,9H .DAYS SUH 13, 
24Ht UP t3,9H DA~S SUM 13) 

9153 FORMAT ClHO I 
9200 FOR.MATClHl 34HERROR I GREATE~ THAN NLIST 207 + 2 ) 
9201 FORMAT (3X 9HMU,NMI • 15,5X'.3HNM• .15 I 
9202 FORMAT f3X 9Hlll,11 = 15,5X3HI • 15 I 
9203 FORM A TC 1216) 

REAOC5,92031 LAST 
100 WRITEC12,910ll 

NADJ • 1 
NRUN • '6 
MCPTY • 10 
RUPPR • to. 
RLOWR • ft.. 
NCO• 10 
NQUE • 200 
NRT • .20 . 
NtlST • 400 
NPRG • 400 

OREADf 5, 91211 NXBAR,NXDBL, TLOWR~ TUPPR, KAPIN,KAPMX, WBAR, 
lOATAe DATE, NOATA, TAPER, TAPRM• Wt, W2• W3, 
2t2, l3, lit, l5, l6, l7, l8, l9, NL, NR, 
11NTZ, ZOVT1, ZOYT2, MOTRl, MOTR2, ZSTAR 

WRITEC12,9103) NX8AR,NXD8l, TLOWR,TUPPR, WBAR, ZSTAR, KAPIN, KAPMX 
WRITEU2,91051 ZOVTl, MOTRl, ZOVT2, HOTR2, INTZ 
WRITEC12,9108) Wl,W2,W1,TAPER,TAPRM, l2,l3,L4,L5,L6,L7,L8,L9,Nl,NR 
WRITE(12,9111~ DATA,DATE, NO~TA 
NPART • 0 
KDATE • 0 
LHOlD • 0 
POOL= o. 
SMOTE •O. 
TMOTE •O. 
PNBR = O. 



IG = 0 
nor= o 
ISO• 0 
NORRT • NRT - 8 
TAPR2 • 1. - TAPER 
WBAR2 • 1. - W8AR 
RNBAR ·= 1. I FLOAT( NlCBARt 
RNDBL • le I FLOAT(NlCDBLt 
RDBLN • le I FLOAT(NlCOBL - lt 
X • SORT(RNDBU 
TLOWR • X * TLOWR 
TUPPR • X • TUPPR 
ZINT • 10.IFLOAT(INTZt 
DO 101.l•l,50 

101 ISAD(I) • 0 
00 102 1•1,NLIST 
00 102 J•l,NRT 

102 L( J, I) • 0 
LTIME • MCPTY • NXBAR 
V. • MCPTY 
00 109 J•l.NCD 
CCl,Jt • o. 
CU,JI • 1,5 
Cf3,J I • 3, 
DO 103 1·•4, 24 

103 C(l,JI • 0, 
Cf22,JI • l TIME 
DO 104 l•l,3 

104 KAP(l,JI • MCPTY 
KAPC4,,.11 • 6 
KAPC !5,J I • U 
KAPC12,JI • LTIME 
KAPIU,Jt •'0 
KAP C14, J t • O· 
00 106 l•l, 11 

106 KS(12 1J) =·10· 
00 107 l•l,NQU! 

101 IUl,JI • 0 
00 108 l•l,NXBAR 
ARR IVCI ,JI •. 0, 
SARRVCI, JI • 0, 
MACHTCl,JI • MCPTY 

108 · COSTSfl ,JI • Y . 
00 109 l•l,NXDIL 

t09 ·XBARll,JI • Y 
KSUP • 0 
ICSDWN• 0 . 
MCPTY • MCPTY • NCO 
SUHM • 0, 

301 WRITEC12,900lt 
KDATE • KDATE + l 
I • 0 
IDATE •. KDATE • LHOLD 

392 I • I + l . 
IFtlll,lt ,NE, 01 GO TO 392 
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393 IFCi .eo. NLIST) GO TO 399 
00 ,06 J • l.NORRT 

306 NEW(JI • 0 
394 NEWC2) • IOATE 

CALL ORDER 
IFCNEW(lt .NE. 01 GO T0"395 
IFClHOLO .eo. o, GO TO 401 
lHOLO • LHOLD - l 
IOATE • KDATE - LHOLO 
GO TO 394 

39, lClel1 • -NEWllt 
U2e II • NEWUI 
LUe 11 • IDATE 
00 396 J • 6el0 

396 LCJe 11 • 0 
.. ACH • 0 
DUE • U2,U 
00 307 JJ • 11,NRT 
LCJJ,lt • NEWCJJ - BJ 
IFlllJJ,lt .eo. 01 GO TO 301 
LC6~1t • LC6,IJ + l 
LTIME • LCJJelt I 100 
CALL INTRN CLCJJelt, 2, JJ 
Y • LTI .. E 
y • y •• 1 
CC7,Jt • Cl7,J) + Y 
CCl,Jt • Cfl,Jt + Y 
X•DUE•Y 
CClO,J) • CflO,J) + X 
CCll,JI • CCll,Jt + X. 
NACN •MACH+ LTIME 

·101 CONTINUE 
LU,11 • MACH 
L(7,U • MACH 
l • MACH 
t. l •.t 
SUMM • SUMM + DUE 
POOL• POOL·+ l 
·SMOTE • DUE • l + SMOTE 
TMOTE •DUE+ TMOTE 
PNlll • PNBR + 1. 
CALL INTRN ILCll,lle 2, JI 
Y • llll,11 I 100 
CC9,J) • Cl9,JI + Y 

101 

WRITEl12,9002t NEWClt, LC2,tt, L13,lt, MACH, CLCJ,11,J•ll,NRTI 
I • I + l 
GO TO 393 

399 lHOLD • LHOLD + l 
401 DO 402 J • l,NCD 

IFCCC4~JI .eo. o., GO TO 402 
Cl• TAPER• Cf4,Jt I FLOATCKAPC2,JII 
IFCCl .GT. TAPRMt Cl• TAPRM 
CZ• t. - Cl 
, • el I CC4,Jt 
l •CZ• CCZ,Jt +Cl• Y • C15,Jt 
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CC3.J) =(Cf2.Jt * CC2,JJ + C(3.JJJ * C2 +Cl* .l•C(6,J)*Y - l*l 
Cf2 .. J) = l 

402 CONTINUE 
GO TO 423 

403 DO 404 J .. l .. NCO 
404 C(6,JI = C(7,JJ * 10. I FLOAT(KAP(2,J)t 

ND= KDATE - (KDATE I NAOJJ * NAOJ 
405 IF(NO .NE. OJ GO TO 421 

DO 406 J = 1 , NCO 
KAP(3,J) = KAP(2,J) 
IF(C(6,JJ .GE. RUPPRJ KAP(3,JJ = KAPf2,J) + 2 
IF(Cf6,JJ .GT. RLOWRJ GO TO 406 
IF(KAP(2,J) .LT. 11 GO TO 406 
KAP(3,J) = KAP(2,Jt - 1 

406 CONTINUE 
421 IF(NO .eo. 01 GO TO 423 

Cf22,J) = C(22,JI - COSTS(l,JJ 
DO 422 I= 2,NX8AR 

422 COSTS(I-1,J) = COSTS(I,JJ 
COSTS(NX8AR,J) = KAP(2,J) 
GO TO 501 

423 MCPTY = 0 
N • 0 
NM= 0 
DO 426 J = 1,NCO 
Cf22,J) = C(22,Jt - COSTS(l,Jt 
DO 424 (•2,NXBAR 

424 COSTS(l-1,Jt = COSTS(l,JJ 
COSTS(NXBAR,Jt • KAP(3,JI 
IF(KAP(2iJt .eo. KAP(3,J)) GO TO 426 
NT• KAP(3,J) - KAPf2,Jt 
KAPC2,JI = KAP(3,J) 
IFINT .GT. OJ GO TO 425 
N • N - NT 
CC12,JJ : -NT 
Cf13,Jt = o. 
KS(8,JI = KS(8,Jt + 1 
KS(lO,Jt • KS(lO,Jt - NT 
COSTS(NXBAR,J) = -.125 *FLOAT(NTt + COSTSfNXBAR,Jt 
GO TO 426 

425 NM= NM+ NT 
CH2,J t • o. 
Cft3,Jt • NT 
KS(9,Jt • KS(q,Jt + 1 
KSfll,Jt = KSCll,J) + NT 
COSTS(NXBAR,JI = .125 *FLOAT(NTI + COSTSfNXBAR,JI 

426 MCPTY = MCPTY + KAPl2,Jt 
IF(N .eo. NM) GO TO 501 
IFCN .LT. NMI GO TO 428 
NM= NM - N 
KSOWN = KSOWN + NM. 
l • 1.875 * FLOAT(NMI I FLOAT(Nt 
00 421 J = 1,NCD 

427 COSTS(NX8AR,Jt = COSTS(NXBAR,Jt + l * Cfl2,Jt 
GO TO 501 



428 

42q 
501 

5011 

5012 

5013 
5014 
'502 

503 

504 

505 
506 

'507 

511 
t 
c 

512 

N = N"1 - N 
KSUP = KSUP + N 
l = 1.875 * FLOATCN) I FLOAT(NM) 
00 42g J = 1,NCO 
COSTSCNXBAR,Jl = COSTS(NXBAR,J) + l • CC13,JI 
DO 503 J = 1,NCD 
lf(C(7,Jt .NE. O.) GO TO 5011 
C(5,Jl = KDATE 
C(24,JI = o. 
GO TO 5012 
C(5,J) • CClO,Jt I CC7,J) 
Ya CC5,Jl - FLOAT(KDATEI 
IF(Y .LT. l.t Y = 1. 
C(24,Jt = C(7,JI I Y 
IF(KAP(2,JI .GT. Ot GO TO 5013 
C(4,JI = C(2,J) 
GO TO 5014 
C(4,J) = Wl•CC2,JI • wz•c C(l,J)•to. I (FLOAT(KAPC2,J)l+.5) 
00 502 I = 6, 11 
KAPll,Jt = 0 
00 503 I a 12,21 
CC1,Jt = O. 
( .. 0 
I a I • 1 
IF(L(l,ll .EQ. Ot GO TO 541 
V•U2,I) 
VY= L(2,lt - KOATE 
IF(YV .LT. 1.) YV = 1. 
VY• .t I VY 
l = o. 
CALL INTRN (l(ll,11, 2, Jl 
lfllll0,11 .LT~ Ol Ya Y + CC4,Jt 
00 505 Na 11,NRT 
IFILIN,ll .EO. Ol GO TO 506 
CALL INTRN (llN,11, 2, JJ) 
Cl a L(N,11 I 100 
Y s Y - Cl4,JJI - Cl* .1 - .45 
l .. l + CC3,JJl 
IF(Z .NE. O.t GO TO 507 
(FCY ,LT. -.451 ls -9.8 
GO TO 511 
C2 = SORTI Z t 
Cl= KOATE 
l • CY - Cl)./ C2 
IFCZ .LT. -q.et l • -9,8 
IFIZ ,GT. q.91 l = 9.9 
L(9,1) = Z * 1000. 
IFCL(l0,11 ,LT. 0) GO TO 513 
IF(l .GT. 0) COMPUTE DOWNSTREAM DEMAND NUMBER 
IF(Lll,11 .GT. 01 GO TO 513 
IFCZ ,LE. ZSTAR) GO TO 512 
ll4,1) s Y - ZSTAR * C2 
GO TO 513 
CALL RELEAS Cl,LPLAN) 
LC 10, 11 . s KOATE 
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513 IFllflO,lt .LT. 01 CC20,JI • l 
LPLAN • llll,1) I 100 
lffZ .LE. ZOVTll KAPC8,Jt • KAPCB,JI + LPLAN 
IFIZ .LE. ZOVT2t KAPC9~Jt • KAP(9,JI + LPLAN 
IFfZ .LT.O.I KAP(lO,JI • KAPllO,JI + LPLAN 
DO 514 N • 11,N~T 
IFIL(N,11 .~o. 01 GD TO ~15 
CALL INTRN ILIN,lt, 2, JJI 
X • LIN,11 I 100 
Cf21,JJI • Cf21,JJI + vv•x 
X •.Z • X • .1 
IF I lll,tt .GT. 0 I Cfl3,JJt • CC13,JJI + X 

514 CC12,JJI • Cl12,JJI + X 
515 X • Z • .1 • FLOATtlPLANI 

Cf14,JI • Ctl4,JI + X 
CC16~JI • Cfl6,JI + l 
CC18,Jl • CllB,jt + 1. 
lflltl,lt .LT. 01 GO TO 521 
CC15,JI • c•t5,JI + X 
CC17,JI • Cll7,JI + l 
Ctl9,JI • Cll9,Jt + t. 

521 KZ • IZ ~ 60.I • ZINT + .01 
Kt• KZ • INTZ - 600 
IFCKZ .LT. -981 Kl• -98 
IFIKZ .GT. 991 Kl• c;p9 
IFCLCl,11 .GT. Ot GO TO 522 
LU,U • KZ 
GO TO 523 

522 ll8,II • LC8,I~ + KZ. 
523 IFtlflO,U .L'T. 01 GO TO 504 

IFCZ .LT. o.t Kl• KZ - l 
KZ •'KZ • 100 + LPLAN 
GO TO 531 

530 CALL QUEUE CJ, 1, Kll 
GO TO 504 

531 IFIKCNQUE • 1, JI .eo. 01 GO TO 532 
IFIKZ .Ge. KINOUE,JII GO TO 504 

532 NT• NOU! • 3 
5J1' IFCKCNT ,JJ .eo. 01 GO TO 534 

IFfKZ .GE. KCNT+l,JII GO TO 535 
KINT+ 3, JI• KCNT + 1,JI 
KCNT+2,JI • KfNT,JI 

514 NT• NT - 2 
IFCNT .GT. Ot GO TO 533 

535 KCNT+2,JI • lfl,11 
KCNT+J,JI • KZ 
GO TO 504 

541 NBR • I - 1 
ZMALL • o. 
ZMFLR • o. 
ZMQUE • O. 
ZMBLG • o. 
ZAQU! • Oe 
ZABLG • o. 
lACDO • o. 
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ZAC08 = 0. 
8KLOG = O. 
8KLGN = O. 
ALLWK = O. 
OUEPL = O. 
DUE ,,. O. 
RATEC s O. 
00 545 J s 1.NCO 
RATEC = RATFC + C(21.J1 
no 542 N = 1,NX8AR 

542 ARRIYCN.J) =TAPER• SARRVCN,Jt + TAPR2 • ARRIYCN,JI 
DUE = OUE + CClO,JI 
ALLWK = ALLWK + CC7,Jt 
QUEPL = QUEPL + C(q,Jt 
BKLOG = BKLOG + C(l,JI 
8KLGN = BKLGN + CC19,J) 
ZMALL = ZMALL + CC12.JI 
IFCCC7,JI .NE. O.t CC12,Jl = C(12,JI I CC7.J) 
ZMfLR = ZMflR + C(13,JI 
Y s CC7,JI - CC8,Jl 
IF(Y .NE. O.) CC13,J) = CC13.J) I Y 
ZMQUE = ZMOUE + C(l4,J) 
Ya CCl,JI + CC9,Jt 
IFCY eNE. O.) CC14,Jt • CC14~JI I Y 
ZM8LG • ZMBLG ~ Ctl5,JJ 
IFfC(l,J) .Ne. a., C(15,J) = C(15,J) I CC1,J) 
ZAQUE = ZAQUE + CC16,JI 
IFCCC18,J) .NE. O.l CC16,J) = CC16,J) I C(18,J) 
ZA8LG • ZA8LG + CC17,JI 
IFCCC19~JJ .NE. O.I CC17.J) = CC17,JI I CC19,JI 
ZAC OQ • l AC OQ + C Cl 6, J) 

545 ZACOB .. lACOB + CU7,J) 
FLRWK = ALLWK - POOL 
IF(FLRWK .GT. O.)GO TO 546 
FLRM .. KOATE 
GO TO 547 

546 X a DUE - SMOTE 
fLRM =XI FLRWK 
ZMFLR • ZMflR I FLRWK 

547 IFCALLWK .GT. O.) GO TO 5~8 
DUE= KDATE 
GO TO 549 

548 DUE• DUE I ALLWK 
ZMALL • ZMALL I ALLWK 

549 X • KOATE 
Ya DUE - X 
IF(Y .LT. 1.) Y • l. 
RATEM = ALLWK I Y 
Y s QUEPL + BKLOG 
IFCY .Ne. o.t ZMQUE s ZMOUE I Y 
IF( BKLOG .NE. O. 1 ZMBLG = ZMBLG I BKLOG 
Y • PNBR + RKLGN 
IFCY .NE. O.I GO TO 550 
AVGM = KDATE 
GO TO 551 
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550 AVGM = SUMM I Y 
ZAQUE = ZAOUE I Y 

551 IF(BKLGN .NE. O.t GO TO 552 
AVFLM = KDA TE 
GO TO 553 

552 AVFLM = (SUMM - TMDTEt I BKLGN 
ZABLG = ZABLG I RKLGN 

553 ZACDO = ZACOQ I FLOAT(NCD) 
ZACD8 = ZAC08 I FLOAT(NCD) 
IFCPNBR .NE. O.t GO TO 554 
Cl = KOATE 
C2 = KOATE 
GO TO 601 

554 Cl= SMOTE I POOL 
C2 = TMDTE I PNBR 

601 DO 605 J = l.NCD 
KAP fl. J t z KAP ( 2, J t . 
IF(KAP(8.J) .FQ. 0) GO TO 605 
IF(K(2,Jt .GT. -q900t Gd TO 602 
NT= K(2,Jt + 10000 . 
IF(Cf20,J) .GT. ZOVTll KAP(8.Jt = KAP(8,JI + NT 
IF(KAP(q,J) .EQ. Ot GO TO 602 
IFCC(20,Jt .GT. ZOYT2t KAPf9.4) • KAP(9,4t +NT 

602 IF(KAP(8.J) .LE. KAP(l.J)t GO TO 605 
NT• (MOTRl • KAP(2,J)t I 100 
KAP(l,Jt = KAPCl,Jt + NT 
IF(KAPC8,Jt .GT. KAP(l.Jt) GO TO 603 
KAPfl,Jt z KAP(8,Jt 
KAPC6,Jt • KAP(8.J) - KAPC2,Jt 
GO TO 605 

603 KAP(6,Jt • NT 
IF(KAP(q.J) .LE. KAPll.Jtt GO TO 605 
NT• CMOTR2 * KAPC2,J)) I 100 
KAP(7,J) • KAPf9,J) - KAP(l,Jt 
IF(KAP(7,J) .GT. NTt GO TO 604 
KAPCl.Jt • KAPf9,Jt 
GO TO 601J 

604 KAPf7,Jt • NT 
KAPfl,Jt • KAPCl,J) + NT 

6011§ CONTINUE 
K2 • KDATE + NXBAR 
00 617 I• 1,NLIST 
IF(lfl,It .EO. O) GO TO 618 
N • 11 
IFfLCl.lt .GT. Ot GO TO 612 

· KTIME • K2 - LC4,lt 
IF(KTIME .LT. 0) GO TO 617 
GO TO 616 

612 (F(LflZ.lt .eo. O) GO TO 617 
KTIME = NXBAR 
LPLAN • Lfll.lt I 100 
lffl(lO.IJ .GT. 01 GO TO 613 
NT• 0 
GO TO 615 

613 CALL INTRN fL(ll.IJ, 2, JI 
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614 NT• CC4,JI * lOe + .5 
61, NT• CNT + LPLAN + 9) I 10 

KTIME • KTIME - NT 
IFCKTIME .LT. 0) GO TO 617 
N c N + 1 

616 CALL INTRN CLCN,11, Z, JI 
LPLAN • LIN.I) I 100 
KAP(ll,Jt • KAPCll,Jt + l~LAN 
IFCN .ea. NRTt GO TO 617 
IFCLCN+l,1) .NE. 01 GO TO 614 

617 CONTINUE 
618 I • I - 1 

SXBAR • O. 
EXPAR • O. 
00 6201 J • 1,NCD 
y. o. 
DO 619 N. • 1,NX8AR 
l • NXBAR - N + 1 

619 Y • Z • ARRIVCN,J) + Y 
C SARRVCl,J) • Y • .t 

EXPAR • EXPAR + Y 
X • CFLOATCKAPCll,Jt) +YI• RN8AR 
DO 620 N • 2,NXD8L 

620 XBARCN-1,J) • X8ARCN,J) 
XBARCNXOBL,J) • X 

6201 SXBAR • SXBAR + X 
SXBAR • SXBAR • .1 
N • PNRR 
NC• I - N 

10? 

OWRITEC12,90031 KDATE, ZMALL, ZMFLR, ZMQUE, ZMBLG, ZAQUE, ZABLG, 
lZACDa, lAC08, RATEC, SXBAR, RATEM, DUE, FLRM, Cl, AVGM, AVFLM, CZ, 
2ALLWK, FLRWK, POOL, I, NC, N, EXPAR 

DO 628 J • 1,NCO 
NC • KAPU4,Jt 
Cl• WBAR • FLOATCKAPClO,JI) 
KX • W8AR2 • XBARCNXOBL,J) + Cl + .5 

OWRITEC 12,90041 J,KAPC2 ,JI ,KA.PC6,J) ,KAPC7,JI, KAPClt,J) ,KX,KAPC 5,J 1, 
ttC7,Jt, CCl,JI,· CC5,Jt, CC2,Jt, CC3,JJ, CCCl,Jt,1•12,171, 
ZCKCl,Jl,1•1,101 

IFCKCll,J) .ea. o, GO TO 6203 
IFCKC23,JJ .NE. OJ GO TO 6202 
WRITEl.12,90051 CKCl,J),lall,221 
GO TO 6203 

6202 WRITf:C12,9005) IKCI ,Jt.1•11,30) 
6203 CClt,Jt • o. 

CC5,Jt • o. 
CC6,Jt • o. 
IFCKX .LE. KAPt4,J)) GO TO 621t 
IFCKX .GE. KAP15,J)I GO TO 624 
IFCKX .eo. KAPC2,J)I GO TO 627 
IFCKX .GT. KAPCZ,JII GO TO 622 
IFCNC .LT. 01 GO TO 621 
NC • -1 
GO TO· 628 

621 NC• NC - 1 



IFINC .GT. -NRUNI GO TO 62A 
GO TO 624 

622 IFCNC .GT. 0) GO TO 623 
NC =l 
GO TO 628 

623 NC= NC+ 1 
lffNC .LT. NRUNt GO TO 628 

624 Y • o. 
z. o. 
00 62~ N = l,NXOBl 
Y • Y + XBAR(N,Jt 

625 Z • l + KBAR(N,JI • XBAR(N,Jt 
X • Y • RNDBL 
z. SQRT((Z - x•vt. RDBLMI 
KAPl3,JI· = WBAR2 • X + Cl + .5 
NT= KAP(2,J) + KAPIN 
IFCKAP(3,Jt .GT. NTt KAPC3,JI = NT 
IFCKAPC3,JI .GT. KAPMXI KAPC3,J) = KAPMX 
NT = TlOWR • l. 
IF(NT .LE. Ot NT• 1 
KAPf4,J) = KAP(3,Jt - NT 
IF(KAP(4,JI .GT. 01 GO TO 626 
IF(KAP(3,J) .GT. lt KAP(4,JI = 1 
IF(KAPC3,JI .EO. 11 KAPC4,Jl = 0 

626 NT• TUPPR • l 
IF(NT .LE. 01 NT= 1 
KAP(5,JI = KAP(3,Jt + NT 

627 NC= 0 
628 KAPC14,JI = NC 

IF(KDATE .GT. LASTt GO TO 151 
DO 633 J • 1,NCO 

108 

IF(KAPCl,Jl .GT. KAPf2,J)t WRITEC12,90llt J, KAPC6,JI, KAPC7,Jt 
633 CONTINUE 
801 NM = 0 

MACH = 0 
IDlEO = 0 
IDLEl = 0 
IDLE2 .. 0 
COST= o. 
00 817 J = 1,NCO 
KTIME = 0 
I = 0 

802 I• I+ 1 
IFCJ.tT.NQUEt GO TO 8071 

807 WRITE(12,9006JJ 
GO TO 804 

80 71 N = K Cl , J t 
IF(N.NE.O) GO TO 8081 

808 WRITF.(12,90071 J,KTIMF. 
GO TO 804 

8081 NM= NM+ 1 
IF(NM.LE.NPRGI GO TO 803 
WRITEC12,90061 NPRG 
GO TO 165 

C803 EFFICIENCY, TODAY ON THIS PART, KEFF = PLAN I ACTUAL MACHINE TIME 



803 M(leNMI = N 
I = I + 1 
CALL INTR~ (KCleJle2e NT) 
IF(NT.LT.O) NT= NT+ 100 
LTIME = KAP(leJJ - KTIME 

C .LTIME = ((KAP(leJt - KTIMEI • KEfFI I 100 
IFCNT .LE. LTIMEI GO TO 8061 

806 MC2eN~I • J + 1000 
LTIME = LTIME + KTIME 
MC3,NM) • LTIME • 100 + KTIME 
KTIME • l TIME 
GO TO 804 

8061 MC2eNMI • J 
LTIME • KTIME + NT 
MC3,NMJ • LTIME * 100 + KTIME 
IFIMC3,NMI .GT. 99991 GO TO 165 

C KTIME = NT I KEFF + KTJME 
KTIME • KTIME + NT 

. IFCKTIMf .LT. KAPU,JU GO. TO 802 
804 MACH• MACH+ KTIME 

KAP(12,Jl • KAP(l2,Jt - MACHTCl,JI 
00 8041 I• 2,NXBAR 

8041 MACHT(l-1,JI • MACHTCI,Jt 
MACHT(NX8AR,JI = KTIME 
KAP(l2,Jt • KAPC12,J) + KTIME 
KAP(l3,JI • KAP(l3,JI + KTIME 
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X • COSTSCNXBAR,JI + 1.5•FLOATCKAPl6,JII + 2.•FLOATCKAPC7,JII 
COST• COST+ X 
COSTSCNXBAR,JI • X 
CC22,JI • CC22,JI + X 
C(23,Jt • CC23,JI + X 
CC12,Jt = FLOATCKTIMEI IX 
CC13,JI • FLOATCKAP(12,Jtt I CC22,JI 
CC14,JI = FLOAT(KAPC13,Jtt I CC23,JI 
IFCKTIME .EQ. KAP(l,JII GO TO 816 
KTIME • KTIME - KAP(Z,JI 
IF(KTIME .LT. 01 GO TO 814 
KTIME • KTIME - KAPC6,JI 
IF(KTIME .LT. 01 GO TO 813 
KTIME • KTIME - KAP(7,JI 
KSC6,JI • KS(6,JI - KTIME 
IDLE2 • IDLE2 - KTIME 
GO TO 816 

813 KS(4,J) • KSC4,JI - KTIME 
IOLEl • IDLEl - KTIME 
GO TO 815 

~14 KSf2,JI • KSC2,JI - KTIME 
IOLEO • IDL.EO - KTIME 
IF(KAPC6,JI .eo. 01 GO TO 816 
KS(4,J1 • KS(4,J) + KAPC6,JI 
IOLEl • IDLEl + KAP(6,JI 

·815 KSC6,JI • KS(6,JI + KAPC7,JI 
IDLE2 • IDLE2 + KAPC7,JI 

816 KSCl,JI • KSCl,JI + KAPC2,JI 
KSC3,Jt • KSC3,JI + KAPC6,JI 



817 KSl5eJI = KS(5,Jt + KAPC7eJ1 
IFINM .NE. NPRG) GO TO 805 
NM• 0 

805 M(l,NM+l, • 0 
C M12,NM+11 • 0 

KTIME • 0 
LTIME • 0 
N • 0 
y. o. 
NT• 0 
l. o. 
DO 811 J • leNCD 
KTIME • KTIME + K~PC6.JI 
LTIME • LTIME + KAPl7eJt 
N • N + KAP(l2,J1 
Y • Y + CC22eJI 
NT• NT.+ KAPl13eJI 

811 l • l + CC23,Jt 

HLO 

WRITE( 12,9009, KDATEe MACHe HCPTYe KTIMEe LTIME, IDLEO, IDLEle lDLE2t 
X • FLOAT(MACHI I COST 
Y • FLOAT(NI I Y 
l • FLOAT(NTI I l 

· WRITEU2.90101 X, v, z. u. cn2,J,, CU3,JI, Clllt,Jl,J • l,NCDI 
C GO TO 202 

2001 00 201 J • leNCD 
DO 2002 l•l,NXBAR 

2002 SARRVCl,JI • 0 
DO 201 I• 1,NOUE 

201 Kll,JI. • 0 
202 NEWQ • KDATE + l 

NM .• 0 
203 NM • NM + l 

IF(Mll,NMI.E0.01 GO TO 301 
CALL INTRNCMC2eNM), 2, Jt 

206 I • 0 
207 I• I+ 1 

. IFCLCl,lt.EO.M~l,NMII GO TO 210 
IF C I .GE. NLIST I GO TO 166 
GO TO 207 

210 CALL INTRRCMC3,NMI, 2, MONI 
MACH• CMC3,NMI- MONI 1 100 
DONE,. MACH 
IFCLCl,11.GT.O) GO TO 2101 
CALL RELEAS CliLPLANI 
GO TO 211 

2101 LPLAN • Llll,lt I 100 
IFIL(lO,lt.LT.O) GO TO 212 
l • LPLAN 
C~lt,JI • CClt~JI + l 
IOUE • CKDATE - Lll0,111• 10 + MON I 100 

C IFCIOUE.GT.99991 GO TO 165 
QUE• IQUE 
l • OUE * l 
Cl5eJI • Cl5,JI + l 
CC6,Jt •QUE* l + CC6,Jt 



211 LflO,J) = -MACH 
C IFfMACH.EO.O) l(lO.I) = -1 

GO TO 2B 
212 Lfl0,11 = L(lO,I) - MACH 
213 DONE= DONE *•l 

C(l,JI = Cfl,JJ - DONE 
Cf7,JJ = CC7,Jt - OONF 
CflO,Jl = C(lO,Jl - DONE* FLOATfLC2,!II 
Lf7,1) = L(7,l) - MACH 
JF(Mf2,NMI.LT.100) GO TO 216 
lfll,Il = Lfll,11 - MACH* 100 
Kf1,JI = lfl,11 
KC2,J) = -10000 + L(ll,11 I 100 
GO TO 203 

C216 CALL MO~E (J) 
216 IF(Lfl2,1).EO.O) GO TO 220 

LC 10, I) = NEWO 
00 217 J = 12,NRT 

217 l(J-1,11 = L(J,lt 
UNRT, 11 = 0 
CALL INTRN (Lfil,11, 2, JI 
l • Lfll,lt I 100 
N • NEWO - L(3.ll+l 
lf(N.GT.NXBAR) GO TO 218 
SARRVfN,Jt = SARRVfN,JI + l 

218 Cfl,JJ = Cfl.Jt + Z I 10. 
GO TO 203 

220 Z • .1 * FLOATflf8,l)I/ FLOATfNEWO - l(4,111 
WRITE (1.2,9008) Lfl,11, NEWO, (L(J,ll,J=2,61, l 
DUE = L( 2. ti 
SUMM = SUMM - DUE 
If flG.GE.1000) GO TO 221 · 
IG • IG + 1 
ISAflG,1) = LCl.11 
ISAfIG.2) = NEWO 
00 2201 J"" 3,7 

2201 ISAflG.J) = lfJ-1,J) 
SA UG) = l 
NT= Lf2,II ~ NEWO 
NTl = NT + 21 
IF(NTl.LE.01 NTl = l 
IF(NTl.GT.501 NTl = 50 
ISAOfNTll = ISAO fNTl) + 1 
lTOT = ITOT + NT 
ISO= ISO+ NT• NT 

221 IF(Lfl,1+11.EO.Ot GO TO 223. 
DO 222 J • 1,NRT 

222 L(J.11 = LfJ,l+lt 
I • I + 1 
GO TO 221 

223 LU,I) = 0 
GO TO 20'3 

158 LINE = 50 
1~1 WRITE (12,91531 

00 155 J = 1,NCD 

1111 
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155 OWQITF (12.9160} J, KSCl,Jl, KSf3,J), KS(5,J), KS(7,J), KS(2.JJ, 
lKSf4,JJ, KS(6,JI, KS(8,J), KSflO,J), KSC9,JI, KS(ll,JJ 

00 160 I = l,IG 
lf(LINF .NE. 501 GO TO 159 
LINE = 0 
WR IT E ( 12, 9001 t 

159 WRITE 112,9008) (ISACl,JJ,J=l,7J, SA(lt 
LINE "' LINE + l 

160 CONTINUE 
AIG = IG 
AVG= FLOAT(ITOT) I AIG 
AfSO = ISO 
SD = SORT U8S( (AISQ - AIG•AVG*AVGI I (AIG - 1.ou, 
WRITF(l2,9151J AVG, SD 
Nll = -21 
00 164 I= 1,50 
NTl = NTl + 1 

164 WRITEC12,9152) NTl, ISAO(lt 
IFCNOATA .GT. lt GO TO 100 

165 CALL REMOVE (12t 
STOP 

166 WRITEf12,92001 
W~ITE(12,9201) M(l,NM) , NM 
DO 167 I• 1,NLIST 
lfC Lllell .EO. 0) GO TO 158 

167 WRITE(l2,9202) lfl,11,1 
GO TO 158 
END 

IIBFTC KECSOl 
SUBROUTINE RELEAS fl ~LPLAN t 
COMMON POOL, PN8R, SMOTE, TMOTE 
COMMON NL, NRe NPART, KOATEe LHOLD, L9, l2 
COMMON NCO, ~QUE, NRT, NLIST, NPROG, LAST, L3, L4, L5, L6, L7, LB 
COMMON l(20,400), KC200,101, C(24,l01, NEW(121 

OCOMMON /LOUT/ ARRIV (5,101, SARRV (5,10), MACHT(5,l01, COSTS(5,l01 
1, X8AR(30,10) 
LPLAN"' L(ll,lt I 100 
Z • LPLAN 
CALL INTRN CLlll,11, 2, JI 
N • KOATE - L(3,tt + 1 
IFIN .GT. NXAAR) GO TO 2311 
SARRVINeJI "'SARRV(N,JI + Z 

2311 Z • .1 • l 
CCl,Jt • Cfl,JI + l 
C(9,J) • C(9,J) - Z 
Y • Lf2,lt 
DO 231 N • 11,NRT 
CALL INTRN CL(N,lle 2, JJt 
X • LCN,IJ I 100 
X • .1 • X 
Cl8,JJI = Cf8,JJ) - X 

231 c11t,jJt .. Cfll,JJI - v•x 
l • U5,lt 
la l I 10. 
POOL= POOL - Z 



SMOTE= SMOTE - z•v 
TMOTE • TMOTE - Y 
PN8R = PN8R - 1. 
Lll,t, = -Lll,lt 
LI 4, IJ .. KOATE 
IFIKDATE .EQ. NEWO) LIB,11 = 0 
RETURN 

2321 NT= -L(l,1) 
DO 232 N = l,NQUf,2 
IF(NT .EQ. KCN,Jtl GO TO 233 

232 CONTINUE 
RETUR.N 

233 IFIN+l .fQ. NOUEI GO TO 235 
NT•N+2 
00 234 NzNT,NQUE 

234 KCN-2,JI = K(N,JI 
235 KCNOUE-1,JI • 0 

KCNOUE,JI .. 0 
RETURN 
END 

IIBFTC KECS02 
SUBROUTINE INTRN IN, 1, K) 
IFII .GT. 3) I= 3 
INO z 10 •• 14-11 
KA • N I INO 
K • N - KA*INO 
RETURN 
ENO 

I IBFTC KECS03 
SUBROUTINE INTRR IN, I, Kl 
Nl • N • 10**1 
KA• Nl I 10000 
K • Nl - KA* 10000 
RETURN 
END 

I IBFTC KECS04 
SUBROUTINE ORDER 
COMMON POOL, PN.8R, SMOTE, TMDTE 
COMMON NL, NR, NPART, KOATE, LHOLD, L9, L2 
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COMMON NCO, NOUE, NRT, NLIST, NPROG, LAST, L3, L4, L5, L6, L7, L8 
COMMON Ll20,4001, KC200,101, Cl24,101, NEW(l21 

OCOMMON /LOUT/ ARRIV 15,101, SARRV 15,10), MACHT(5,101, COSTS15,10J 
1, X8AR.(30,l01 

701 CALL INTRRCNL, O, NLI 
CALL tNTRRCNR, 0, NRJ 
CALL INTRNCNR, 1, KKBJ 
NRR = NR I 10 + KKB 
CALL INTRR(NRR, O, NRRJ 
NL= NL• 11 + NR I 1000 + NR~ I 1000 + NR 
CALL INTRRCNL, O, Nlt 
CALL INTRR(NRR, 1, NRI 
NR • NR + 3 
IFINR .GE. L31 GO TO 702 
IFCNPART .LE. L41 GO TO 702 

C NEWIU • 0 



RETURN 
102 NPART = NPART + 1 

NEW(l) = NPART 
N = NL. I L 5 + 3 
CALL INTRNfNL. 2, KKBt 
CALL INTRRfNEW(21, 1, KKll 
NEW(2) = L6 I (KKB + L7) + KKl + N * L2 
00 703 NI= 3,N 
CALL INTRN(NR, 1, KKBt 
NRR = NR I 10 + KK8 
NL= NL* 11 + NR I 1000 + NRR I 1000 + NR 
CALL INTRR(NL, o. NL.I 
CALL INTRR(NRR, 1, NRt 
NR = NR + 3 
CALL INTRN(NL, 2, NRR) 
NRR =LSI (NRR + L91 
NEW(21 = NEW(21 + NRR 
CALL INTRR(NRR, 2, KKB) 
NEWfNI) = KKB + NL I 1000 + 1 
CALL INTRR CNEW(NI), 0, NEW(NI)) 

703 CONTINUE 
CALL INTRR(NEW(2t, O, NEW(2)1 
NEWf2) = INEWl2t + 5) I 10 
CALL INTRR(NEWl21, 0, NEW(2)) 
RETURN 
ENO 

.SIBFTC KECS05 
SUBROUTINE MOVE (J) 
COMMON POOL, PNBR, SMOTE, TMOTE 
COMMON NL, NR, NPART, KOATE, lHOLO, L9, L2 
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COMMON NCO, NOUE, NRT, NLIST, NPROG, LAST, ·L3, L4, L5, L6, L7, L8 
COMMON L(20,400t, KC200,10J, C(24,10), NEW(l2) 

OCOMMON /LOUT/ ARRIV (5,101, SARRV (5,101, MACHT(5~10), COSTS(5,10) 
1, XBAR(30,10) 

00 242 JJ = 3,NQUE 
K(JJ-2,JI = K(JJ,JJ 

242 IFIK(JJ-1,Jl .EO. OJ RETURN 
KINOUE-1,JJ = 0 
K(NOUE,JI = 0 
RETURN 
ENO 

Sl8FTC KECS06 
SUBROUTINE QUEUE CJ, 1, KZJ 
COM'40N POOL, PNBR, SMOTE, TMOTE 
COMMON NL, NR,. NPART, KDATE, LHOLD, L9, L2 
COMMON NCO, NOUE, NRT, NLIST, NPROG, LAST, L3, L4, L5, l6, l7, LS 
COMMON t(20,400J, Kl200,10), CC24,10J, NEWC121 

OCOMMON /LOUT/ ARRIY 15,10), SARRV (5,10), MACHT(5,10J, COSTS(5,10l 
1, XBAR(30,l0l 

. 9006 FORMATC8H OP CODE, 13, 21H EXHAUSTED WORK LIST.) 
LPART = l(l,11 
IF(LPART .GT. 0) GO TO 553 
00 552 N=l.NQUE,2 
IF (LPART .EC. KCN,Jlt GO TO 562 
IF (K(N,J) .EO. Ot GO TO 561 



552 CONTINUE 
RETURN 

55~ DO 554 N=l.NQUE.2 
IF flPART .FQ. K(N.J)t GO TO 562 
If fK(N.J) .LT. 01 GO TO 558 
IF (K(N,JI .EC. 0) GO TO 561 

554 CONTINUE 
WRITEf12.90061 J 
WRITE(12,90061 J 
WR ITF (12, 9006 I J 
RETURN 

558 IF CN+l .EQ. NCUE) GO TO 561 
NT= NQUE - 2 
Nl =NT+ N 
N2 = NQUE + N 
00 559 JJ = N.NT 
KNl = Nl - JJ 
KN2 = N2 - JJ 

559 K(KN2, JI= KfKNl.JI 
~61 K(N,JJ = LPART 
562 K(N+l,JJ = Kl 

RETURN 
END 
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