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## NOMENCLATURE




W. . . . . . . . . . . work
x. . . . . . . . . spatial variable
$\left\{\mathrm{x}_{\mathrm{s}}(t)\right\}$. . . . . . . variable vector
y. . . . . . . . . . spatial variable
$\left\{z_{s}(t)\right\}$. . . . . . periodic vector
a. . . . . . . . . percentage of the static buckling load which is applied statically
ß. . . . . . . . . . percentage of the static buckling which is applied as the amplitude of the pulsating loads
v. . . . . . . . . Poisson's ratio
f. . . . . . . . . . mass per unit axea
Q. . . . . . . . . . frequency of the in-plane pulsating loads
w. . . . . . . . . . natural frequency of transverse vibration
[.]. . . . . . . . . square or rectangular matrix
\{ \}.......... column matrix
[]$^{-1}$. . . . . . . . matrix inverse
[]$^{T}$. . . . . . . matrix transpose

## CHAPTER I.

## INTRODUCTION

### 1.1 Statement of the Problem

The term "dynamic stability" has been used frequently in the literature to refer to several phenomena. Among these are, buckling under impulsive loading, the saap through of shallow arches and shells, the stability of automatic control systems, and the stability of structures subaiticed to the action of pulsating parametric loads. The last phenomenon mentioned is sometimes referred to as parametric resonance and is the subject of investigation of this thesis.

Quice generally, whenever a static load of a particular configuram tion can cause a loss of the static stability of a given structural system, a pulsating load of the same configuration can cause a loss of its dynamic stability when cextain conditions are satisfied. Several examples of this phemomenon can be found in the literature (1). In paxticular, if a flat plate is subjected to pulsating inoplane loads, and if the amplitudes of the pulses are smaller than the static buckling load, the plate will perform inoplane or longitudinal vibrations, and for certain frequencies of the pulses, in-plane resonance will occur. However, an encirely different type of resonance will occur in the place when a definite relationship between the frequency of the pulses and the natural frequency of transverse vibration of the plate exists. Thus, besides the in-plane wibration, transverse vibrations will be
induced in the plate, and the plate is said to be dynamically unstable. The distinction between the ordinaxy resonance and the parametric resonance (dynamic stability) now becomes apparent. In the ordinary Tesonance the vibrations accompanying the load are in the direction of the load, i.e. In the direction of the associated deformations, while in the parametric resonance the induced vibrations are in the direction of the buckling deformations and axise only for a definite ratio of the forcing frequency and the natural frequency of transverse vibration. Thus, like the buckling problem, the amplitude of the pulsating load and $15 s$ frequency appear in the governing differential equation parametrically rather than as a forcing function, as is the case for ordinary resonance.

The spectrum of values of the parameters causing unstable motion is referred to as the regions of dynamic instability. It is interesting to note that the governing differential equation is always of the Matheiu-Hill type, and that dynamic instability may occur for any magnitude of the pulsatiag load, less or greater than the static buckling load. For practical considerations, however, only loads with magnitudes less than the static buckling load are of interest. This pulsating type loading may be encountered in plate structures housing vibratory machinery as well as in aixcraft structures traveling at transonic and low supersonic speeds. The analysis of such structures for dynamic instability is useful in preventing failure due to param metric resonance as well as in avoiding fatigue resulting from the induced vibrations.

### 1.2 Review of Peevious Work

The dynamic stability problem was first recognized by Lord

Raydeigh (2) who investigated the stability of a string under variable tension. Later, Beliaev (3) published an axticle in which he discussed the dynamic stability of a straight rod pinned at both ends, and detexmined the boundaries of the region of instability. Since Beliaev's work, many investigators have refined and applied the theory to bars, rings, plates, and shells. A review of the literature on the subject up to 1951 is available in an article by E. A. Beilin and G. Dzhanelidze (4). The most comprehensive account on the subject was presented by Bolotin (1) in his book Dymamic Stability of Elastic Systems.

The dynamic stability of plates under compressive inaplane loads was investigated by Bodner (5), Khalilov (6), Einaudi (7), Ambartsuman and Khachatrian (8), Bolotin and others. The effect of damping on the instability regions was discussed by Mettler (9), and Naumov (10). Problems involving nonlinear damping and other nonlinear effects are due to Bolotin (1), Mettier and Weidenhamer (11). A common feature of most of the works mentioned is that the governing differential equations are reduced either exactly or approximately to a single second order differentizi equacion with periodic coefficients of the Mathiew Hill type. Powevex, Chelomei (12) has shown that in the general case che problem is governed by a system of differential equations with periodic coefficiewts.


#### Abstract

1.3 Scope

In all of the above cited works, the authors have employed either integral equations or Galextin's Method to establish the governing equation or equations. The success of eithex method depends to a great extent on the neture of the problen to be investigated. For instance, to use a Galerkin approach a prior knowledge of some suitable functions


that satiafy the bauedary condtions ig necessary in ordex to approxi. mate either the buckling or vibration modes. Because such functions are not always available, many problems of relatively complex loading or geometrical nature have remained unsolved. An alternative approximate method that is capable of handing a wide range of complex problems with regard to geometry, loading, and matexial property is, therefore, extremely desirable. For such a method, the finite element approach originally developed by Clough and others (13), seems to be most suitable for these purposes, and its application to dynamic stablity analysis of plates is demonstrated in this thesis.

The purpose of this thesis is to develop, using the finite element method, a proceduxe to determine the regions of dynamic instability for plates subjected to vatious inoplane pulsating loads and boundary conditions. Incladed in the analysis are plates without damping, plates with viscous damping, plates on elastic foundations, and plates on elastic foundations with viscous damping. The plates to be examined are assumed to be tectangalar, homogeneous, and isotropic. The mater xial is ol so assumed to obey Hooke's Law, and the well known assumptions of the small deflection theory of plates are employed. Although these limitations are imposed upon the examples which are solved, it is pointed out in che conclusions that the method that is developed is not limited to all of these restrictions. Only principal regions of instability are investigated. Experimental data for pinned rods presented by Bolotin (I) showed that no experimental correlation could be found for higher regions, and that the data for the principal regions agreed exceptionally well with the theory. It is further assumed that the effects of inoplane tnertia can be neglected. It has been shown by

Bolotin (1) and others mhatha asomption is valid provided the frew quency of the pulsating load is not close to the resonance frequency of inwplane vibration of the plate.

The following are the steps in the determination of the regions of dynamic instabillty of plates:
(a) Divide plate into a grid of finite elements;
(b) Assume a suitable displacement function for the finite elements;
(c) Determine the elemental bending stiffness matrices;
(d) Detemane the elemental inertia or mass matrices;
(e) Detemine the elemental stability matrices;
(f) Determine any other elemental matrices needed to analyze a particular problem, such as stiffness modifier matrices due to an elastic foundation, and a matrix which accounts for damine;
(8) Assemble elemental matriees to form matrices for the entixe struccure;
(h) Apply the boundary conditions;
(i) Solve for the natuxal frequencies of transverse vibration;
(1) Solve for the acric buckling load corresponding to the load configutation of intexest;
(k) Solve for the regions of dynamic instability.

In the followine Chaptars, Chapter II gives the development of the governing set of matrix differential equations, and the procedure for the development of the elemental matrices; Chapter III discusses the mathematics involved in finding the boundaries of instability for the governing equations; Chapter IV formulates the solution for the regions of instability: Chapter V presents typical examples, and Chapter VI gives the conclusions and suggestions for further research.

## GHAPTER II

## GOVERNTNG FINITE EIENENT EQUATIONS

In this Chapter the governing finite element equations are developed for a plate which undergoes parametrically excited vibrations. Other than the assumption that the given structure can be represented by a series of finite elements, the development is completely general. The developed matrices in the latter part of this chapter are determined for specific cases of mass and load distributions. The Lagrangian equation is used together with the finite element method in the development of these equations.

The Lagrangian equation may be written as follows (14);

$$
\begin{equation*}
\frac{d}{d e}\left(\frac{\partial T}{\partial s_{i}}\right)-\frac{\partial(T-U)}{\partial s_{i}}-\frac{\partial V}{\partial s_{i}}+\frac{\partial W}{\partial s_{i}}=Q_{i} \tag{1}
\end{equation*}
$$

in which

$$
\begin{aligned}
T= & \text { kinetic energy } \\
U= & \text { Strain energy dae to bending } \\
V= & \text { Potential energy developed by in plane loads moving } \\
& \text { through bending displacements } \\
W= & \text { One-half the time rate at which energy is dissipated } \\
& \text { byiscous damping } \\
\mathbf{Q}_{i}= & \text { Generalised forces } \\
s_{i}= & \text { Generaliged coordinates } \\
\dot{s}_{i}= & \text { Generalized velocities. }
\end{aligned}
$$

Let amal element of finite dimensions be isolated from a plate and the lateral displacements of the olement be represented as

$$
\begin{equation*}
w(x, y, t)=w(x, y) R(t), \tag{2}
\end{equation*}
$$

in which $w(x, y)$ is a function of $x$ and $y$ only, and $R(t)$ is a time function. Here the middle surface of the plate is taken as lying in the $x-y$ plane and $w$ is measured downward from this plane. Further it is assumed that the function $w(x, y)$ can be represented as a linear combination of (n) functions $f_{n}(x, y)$. Thus

$$
w(x, y, t)=\left[f_{1}(x, y), f_{2}(x, y), \cdots-f_{n}(x, y)\right]\left[\begin{array}{c}
A_{1}  \tag{3}\\
A_{2} \\
1 \\
\cdot \\
\cdot \\
A_{n}
\end{array}\right] R(t)
$$

To determine the constants \{t, the nodal displacements of the finite plate alemerty $\left\{\psi_{i} R(c)\right\}$, wee chomen as generalized displacements. That is to say

$$
\begin{equation*}
\left\{s_{i}\right\}=\left\{\mathrm{v}_{\mathrm{i}} R(t)\right\} \tag{4}
\end{equation*}
$$

These node digplacements can be expressed as follows,

$$
\begin{equation*}
\left\{v_{i} R(t)\right\}=[B]\{A\} R(t) \tag{5}
\end{equation*}
$$

The matrix [B] is obtained by evaluating the matrix $\left[f_{n}(x, y)\right]$ and its defivatives me the node points. Solving for che constants, \{A\}, from Eg. (5) gielas

$$
\begin{equation*}
\{A\}=[B]^{-1}\left\{v_{1}\right\} \tag{6}
\end{equation*}
$$

and by substitution into Eq. (3) the displacement function can be expressed as

$$
\begin{equation*}
w(x, y, t)=\left[f_{1}(x, y), f_{2}(x, y),-\cdots f_{n}(x, y)\right][B]^{-1}\left\{v_{i} P(t)\right\} \tag{7}
\end{equation*}
$$

Because the matrices $[B]$ and $\left\{v_{i} R(t)\right\}$ are not functions of $x$ and $y$, the derivatives of $w(x, y, t)$ may be formed as follows;

$$
\begin{align*}
& \frac{\partial w}{\partial x}=\frac{\partial f_{n}(x, y)}{\partial x}[B]^{-1}\left\{v_{i} R(t)\right\} \\
& \vdots \\
& \frac{\partial w}{\partial y}=\frac{\partial f_{n}(x, y)}{\partial y}[B]^{-1}\left\{v_{i} R(t)\right\}  \tag{8}\\
& \vdots \\
& \frac{\partial w}{\partial t}=\left[f_{n}(x, y)\right][B]^{-1}\left\{v_{i} \frac{d R(t)}{d t}\right\} .
\end{align*}
$$

With the above information expressing the displacements of the plate element in terms of nodal or generadized displacements, the terms in the Laguagian equacion can be evaluated in a finite element form.

### 2.1 Kinetic Energy

The kinetic energy for an infinitesimal area of the plate element is

$$
\begin{equation*}
d T=\frac{1}{2} p\left[\frac{\partial w(x, y, t)}{\partial t}\right]^{2} d x d y \tag{9}
\end{equation*}
$$

in which $\rho$ is the mass of the plate for a unit surface area. If this expression is integrated ovex the entire surface of the plate element, che total kinetic energy for the element becomes,

$$
\begin{equation*}
T=\frac{1}{2} \iint_{\rho}\left[\frac{\partial w(x, y, t)}{\partial t}\right]^{2} \mathrm{~d} x \mathrm{~d} y \tag{10}
\end{equation*}
$$

Substituting from Eq. (8) into Eq. (10),

$$
\begin{equation*}
T=\frac{1}{2} \iint_{\rho}\left[\left[f_{n}(x, y)\right][B]^{-1}\left\{v_{i} \frac{d R(t)}{d t}\right\}\right]^{2} d x d y \tag{11}
\end{equation*}
$$

The squaring of the term in the brackets can be accomplished by multiplying the expression by its transpose.

$$
\begin{equation*}
T=\frac{1}{2} \iint_{\rho}\left[\left\{v_{i} \frac{d R(t)}{d t}\right\}^{T}\left[[B]^{-1}\right]^{T}\left[f_{n}(x, y)\right]^{T}\left[f_{n}(x, y)\right][B]^{-1}\left\{v_{i} \frac{d R(t)}{d t}\right\}\right] d x d y \tag{12}
\end{equation*}
$$

This expresses the cotal kinetic energy of the plate element in terms of the generalized nodal displacements.

Now the necessary operations are performed on the kinetic energy term for substitution into the Lagrangian equation. The first term of Eq. (1) then becomes.

$$
\left.\begin{array}{rl}
\frac{d}{d t}\left(\frac{\partial T}{\partial s_{i}}\right.
\end{array}\right)=\frac{d}{d t}\left(\frac{\partial T}{\partial\left(v_{i} \frac{d R(t)}{d t}\right)}\right)^{2}=\left[[B]^{-1}\right]^{T}\left[\iint\left[f_{n}(x, y)\right]^{T}\right]
$$

The $\left[[B]^{-1}\right]^{T},[B]^{-1}$ and $\left\{v_{i} \frac{d^{2} R(t)}{d t^{2}}\right\}$ matrices can be factored out as shown since they are independent of the variables $x$ and $y$. Using a more concise notation

$$
\begin{equation*}
\frac{d}{d t}\left(\left.\frac{\partial T}{\partial s_{i}}\right|_{(i=1,2,3-n)}=[m]\left\{v_{i} \frac{d^{2} R(t)}{d t^{2}}\right\}\right. \tag{14}
\end{equation*}
$$

in which

$$
\begin{equation*}
[m]=\left[[B]^{-1}\right]^{T}\left[\iint_{d}\left[f_{n}(x, y)\right]^{T}\left[f_{n}(x, y)\right] \rho d x d y\right][B]^{-1} \tag{15}
\end{equation*}
$$

The matrix [m] is designated as the elemental mass matrix and hereafter is referred to sas such.

The remaining term involving the kinetic energy is

$$
\begin{equation*}
\frac{\partial T}{\partial s_{i}} \equiv 0 \tag{16}
\end{equation*}
$$

since the kinetic energy function is independent of the variables $s_{i}$.

### 2.2 Sexain Energy

The strain energy for the entire area of the plate element is

$$
\begin{equation*}
u=\iint \frac{D}{2}\left[\frac{\partial^{2} w}{\partial x^{2}} \frac{\partial^{2} w}{\partial y^{2}} 2(1-v)\left[\frac{\partial^{2} w}{\partial x^{2}} \frac{\partial^{2} w}{\partial y^{2}}-\left(\frac{\partial^{2} w}{\partial x \partial y}\right)^{2}\right]\right] d x d y \tag{17}
\end{equation*}
$$

This can be represenced in matrix form as

$$
\begin{equation*}
U=\iint \frac{D}{2}\{C\}^{T}[D]\{C\} d x d y \tag{18}
\end{equation*}
$$

In which

$$
\{c\}=\left[\begin{array}{c}
\frac{\partial^{2}}{\partial x^{2}} \\
\partial^{2} w \\
\frac{\partial y^{2}}{\partial y^{2}} \\
\frac{\partial^{2} w}{\partial x \partial y}
\end{array}\right],\left[\begin{array}{ccc}
1 & v & 0 \\
v & 1 & 0 \\
0 & 0 & 2(1-v)
\end{array}\right]
$$

Matrix $\{c\}$ can be expressed in terms of the genexalized displacements as

$$
\begin{equation*}
\{c\}=[E][E]^{-1}\left\{v_{i} R(t)\right\} \tag{19}
\end{equation*}
$$

in which

$$
[E]=\left[\begin{array}{cccc}
\frac{\partial^{2} f_{1}(x, y)}{\partial x^{2}} & \frac{\partial^{2} f_{2}(x, y)}{\partial x^{2}} & \cdots \cdots & \frac{\partial^{2} f_{n}(x, y)}{\partial x^{2}} \\
\frac{\partial^{2} f_{1}(x, y)}{\partial y^{2}} & \frac{\partial^{2} f_{2}(x, y)}{\partial y^{2}} & \cdots & \frac{\partial^{2} f_{n}(x, y)}{\partial y^{2}} \\
\frac{\partial^{2} f_{1}(x, y)}{\partial x \partial y} & \frac{\partial^{2} f_{2}(x, y)}{\partial x \partial y} & \cdots \cdots & \frac{\partial^{2} f_{n}(x, y)}{\partial x \partial y}
\end{array}\right] .
$$

Substituting into the scrain energy expression the strain energy becomes,

$$
\begin{equation*}
U=\iint \frac{D}{2}\left\{v_{i} R(t)\right\}^{T}\left[[B]^{-1}\right]^{T}[E]^{T}[D][E][B]^{-1}\left\{v_{i} R(t)\right\} d x d y \tag{20}
\end{equation*}
$$

Now the operations indicated by Eq. (1) are performed

$$
\begin{equation*}
\frac{\partial U}{\partial s_{i}}=\frac{\partial U}{\partial\left(v_{i} R(t)\right)}=\left[[B]^{-1}\right]^{T}\left[\iint_{\left.D[E]^{T}[D][E] d x d y\right][B]^{-1}\left\{v_{i} R(t)\right\}}\right. \tag{21}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial U^{i}}{\partial s_{i}}=[k]\left\{v_{i} R(t)\right\} \tag{22}
\end{equation*}
$$

in which

$$
\begin{equation*}
[k]=\left[[B]^{-1}\right]^{T}\left[\iint[E]^{T}[D][E] d x d y\right][B]^{-1} \tag{23}
\end{equation*}
$$

By definition the [k] matrix is the stiffness matrix for the element.

### 2.3 Work Done By InwPlane Loads

The work done by the paramectic or in plane loads when they move through the bending displacements is

$$
\begin{equation*}
V=\frac{z}{2} \iint\left[N_{x}\left(\frac{\partial w}{\partial x}\right)^{2}+N_{y}\left(\frac{\partial w}{\partial y}\right)^{2}+2 N_{x y}\left(\frac{\partial w}{\partial x} \frac{\partial w}{\partial y}\right)\right] d x d y \tag{24}
\end{equation*}
$$

This expression may be represented in matrix form as follows;

$$
\begin{equation*}
V=\frac{1}{2} \iint\{F\}^{T}[N]\{F\} d x d y \tag{25}
\end{equation*}
$$

in which

$$
\{F\}=\left[\begin{array}{l}
\frac{\partial w}{\partial x} \\
\frac{\partial w}{\partial y}
\end{array}\right]=[G][B]^{-1}\left\{v_{i} R(t)\right\}
$$

and

$$
[N]=\left[\begin{array}{ll}
N_{x} & N_{x y} \\
N_{x y} & N_{y}
\end{array}\right]
$$

The matrix [G] is as follows;

$$
[G]=\left[\begin{array}{cccc}
\frac{\partial f_{1}(x, y)}{\partial x} & \frac{\partial f_{2}(x, y)}{\partial x} & \cdots & \frac{\partial f_{n}(x, y)}{\partial x} \\
\frac{\partial f_{1}(x, y)}{\partial y} & \frac{\partial f_{2}(x, y)}{\partial y} & \cdots & \frac{\partial f_{n}(x, y)}{\partial y}
\end{array}\right] .
$$

Substituting these expressions into Eq. (25) the potential energy term becomes,

$$
\begin{equation*}
V=\frac{\frac{1}{2}}{2} \int\left\{v_{i} R(t)\right\}^{T}\left[[B]^{-1}\right]^{T}[G]^{T}[N][G][B]^{-1}\left\{v_{i} R(t)\right\} d x d y, \tag{26}
\end{equation*}
$$

Whith when differentiaced with respect to $s_{i}$, yields

$$
\begin{equation*}
\frac{\partial V}{\partial s_{1}}=\frac{\partial V}{\partial\left(V_{i} R(C)\right.}=\left[[B]^{-1}\right]^{T}\left[\iint[G]^{T}[N][G] d x d y\right][B]^{-1}\left\{v_{i} R(t)\right\} \tag{27}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial V}{\partial s_{i}}=[S]\left\{v_{i} R(t)\right\} \tag{28}
\end{equation*}
$$

in which

$$
[S]=\left[[B]^{-1}\right]^{T}\left[\iint[G]^{T}[N][G] d x d y\right][B]^{-1} .
$$

Matrix [S] is hereafter referred to as the elemental stability matrix.

### 2.4 Damping and Elastic Foundation

To include the effect of viscous damping, the expression for the rate at which energy is dissipated due to the damping forces must be calculated. This is done by multiplying the damping force by the velocity. Onewalf the rate at which damping energy is expended is

$$
\begin{equation*}
d W=\frac{1}{2}(2 c)\left(\frac{\partial w}{\partial t}\right)^{2} d x d y \tag{29}
\end{equation*}
$$

where $2 c$ is the damping coefficient, and here it is assumed to be constant over the plate element. Integrating over the area of the plate element

$$
\begin{equation*}
W=\iint(c)\left[\frac{\partial w\left(x_{0}, y, t\right)}{\partial t}\right]^{2} d x d y \tag{30}
\end{equation*}
$$

Comparing Eq. (30) with the expression for kinetic energy, Eq. (10), it can be seen that when che mass ( $\rho$ ) and damping coefficient ( $c$ ) are both constant over the element's area the integrals to be evaluated are identical except for these constant terms. The damping term in the Lagrangian equation is not, however, differentiated with respect to time. By comparison with the development for the kinetic energy the damping term is

$$
\begin{equation*}
\frac{\partial W}{\partial \dot{s}_{i}}=\frac{2 c}{\rho}[m]\left\{v_{i} \frac{d R(t)}{d t}\right\} \tag{31}
\end{equation*}
$$

In wxiting chis expression the mass has been assumed to be constant over the entire plate element.

The effect of an elastic foundation can be taken into account by finding the work done by the elastic foundation forces and differentiating the work with respect to the generalized coordinates. Thus,

$$
\begin{equation*}
W_{E F}=\frac{1}{2} \iint_{q[w(x, y, t)]^{2} d x d y} \tag{32}
\end{equation*}
$$

where $q$ is the spring constant for the elastic foundation per unit area of plate surface. Here again, as for damping, by comparing this expression with the kinetio energy development it is obvious that

$$
\begin{equation*}
\frac{\partial W_{E F}}{\partial s_{i}}=\frac{q}{\rho}[m]\left\{v_{i} R(t)\right\} \tag{33}
\end{equation*}
$$

In the above expression it is assuned that both the foundation modulus and the mass ate constant over a given plate element.

### 2.5 Governing Equations

By using Eqs. (14), (16), (22), (28), (31), and (33) in conjunction with Eq. (1), the governing equations for a plate can now be generated for the various cases of loading and motion. Several cases are listed below, The matrices in these equations denoted by the capital letters axe matrices for a coraplete plate corresponding to the elemental matrices with the same small letters. For example the matrix $[K]$ in Eq. (34) is the structural stiffness matrix. The details involved in constructing these structural matrices are discussed in Chapter IV.

1. Static deflections of a plate due to transverse loading

$$
\begin{equation*}
[K]\{v\}=\{Q\} \tag{34}
\end{equation*}
$$

2. Free vibracion, no damping

$$
\begin{equation*}
[M]\left\{v \frac{d^{2} R(t)}{d t^{2}}\right\}+[K]\{v R(t)\}=0 \tag{35}
\end{equation*}
$$

and for harmonic motion of the form

$$
v_{i} R(t)=A_{i} \sin \omega t
$$

the frequency determinant becomes

$$
\left|[K]-\omega^{2}[M]\right|=0
$$

3. Static buckling

$$
\begin{equation*}
[[\mathrm{K}]=[\overline{\mathrm{S}}]]\{\mathrm{v}\}=0 \tag{36}
\end{equation*}
$$

or

$$
|[K]-[\overline{\mathbf{s}}]|=0 .
$$

Erom this determinant static buckling loads can be determined.
4. Deflections of a plate on an elastic foundation

$$
\begin{equation*}
[K]\{v\}+\frac{q}{\rho}[M]\{v\}=\{Q\} \tag{37}
\end{equation*}
$$

5. Dynamic Stability

$$
\begin{equation*}
[M]\left\{\frac{d^{2} R(t)}{d t^{2}}\right\}+[[K]-[\overline{\mathbf{s}}]]\{\operatorname{vR}(t)\}=0 \tag{38}
\end{equation*}
$$

6. Dynamic Stability including damping
$[M]\left\{\frac{d^{2} R(t)}{d \varepsilon^{2}}\right\}+\frac{2 C}{\rho}[M]\left\{v \frac{d R(t)}{d t}\right\}+[[K]-[\bar{s}]]\{v R(t)\}=0$

The equations for other combinations of factors affecting the plate response can be formed in a simalar manner.

### 2.6 Development of elemental Matrices

In the expressions for the mass, stiffness, and stability matrices, once the displacement function $w(x, y)$ is known the matrices $\left[f_{n}(x, y)\right]$, [E] and [G] can be determined, and the integrals can be evaluated for particulax cases.

Assume the displacement function for the rectangular plate element shown in Figure (1) takes the form,


Figure 1. Finite Element With Generalized Coordinates

$$
\begin{aligned}
w(x, y)= & A_{1}+A_{2} \frac{x}{a}+A_{3} \frac{y}{b}+A_{4} \frac{x^{2}}{a^{2}}+A_{5} \frac{x y}{a b}+A_{6} \frac{y^{2}}{b^{2}}+A_{7} \frac{x^{3}}{a^{3}}+A_{8} \frac{x^{2} y}{a^{2} b}+ \\
& A_{9} \frac{x y^{2}}{a b^{2}}+A_{10} \frac{y^{3}}{b^{3}}+A_{11} \frac{x^{3} y}{a^{3} b}+A_{12} \frac{x y^{3}}{a b^{3}}
\end{aligned}
$$

or in matrix form
$w(x, y)=\left[1, \frac{x}{a}, \frac{x}{b} \frac{x^{2}}{a^{2}}, \frac{x y}{a b}, \frac{y^{2}}{b^{2}}, \frac{x^{3}}{a^{3}}, \frac{x^{2} y}{a^{2} b}, \frac{x y^{2}}{a b^{2}}, \frac{y^{3}}{b^{3}}, \frac{x^{3} y}{a^{3} b}, \frac{x y^{3}}{a b^{3}}\right]\{A\}$.

Although other displacement functions could be used, the one chosen here has certain advantages. Eq. (40) is the highest ordex polynomial which identically satisfies the homogeneous plate equation

$$
\nabla^{4} w(x, y)=0 .
$$

If the generalized coordinates are chosen as the ones shown in Figure (1), then Eq. (5) can be expressed as shown in Figure (2). When the various elements are assembled together to represent a plate, the deflections and slopes axe completely compatible only at the node points. Compatibility is also maintained along the connecting boundaries in the direction of the boundaries, whereas in general slopes are slightly discontinuous across the boundaries.

Matrices [E] and [G] in Eqs. (20) and (26) may now be constructed using the chosen displacement function. These matrices are shown in Figure (3). The elemental mass, stiffness, and stability matrices, [m], [k] and [S], are developed by substituting into Eqs. (15), (23), and

Figure 2. Generalized Coordinates, Function of Constants

$$
\begin{aligned}
& {[E]=\left[\begin{array}{cccccccccccc}
0 & 0 & 0 & \frac{2}{a^{2}} & 0 & 0 & \frac{6 x}{3} & \frac{2 y}{a^{2} b} & 0 & 0 & \frac{6 x y}{3} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{2}{a^{2}} & 0 & 0 & \frac{2 x}{2 b^{2}} & \frac{6 y}{3} & 0 & \frac{6 x y}{3} \\
0 & 0 & 0 & 0 & \frac{3}{a b} & 0 & 0 & \frac{2 x}{a^{2}} & \frac{2 y}{a b^{2}} & 0 & \frac{3 x}{3} b & \frac{3 y^{2}}{a b^{3}}
\end{array}\right]} \\
& {[G]=\left[\begin{array}{lllllllllll}
0 & 1 & 0 & \frac{2 x}{2} & \frac{y}{a b} & 0 & \frac{2 x^{2}}{3} & \frac{2 x y}{2} & \frac{y^{2}}{a^{2}} & 0 & \frac{3 x^{2} y}{3} \\
a b & \frac{y^{3}}{a^{3}} \\
0 & 0 & \frac{1}{a} & 0 & \frac{x}{a b} & \frac{2 y}{2} & 0 & \frac{x^{2}}{2} & \frac{2 x y}{2} & \frac{3 y^{2}}{a^{3}} & \frac{x^{3}}{a^{3} b} \\
a & \frac{3 x y^{2}}{a b^{3}}
\end{array}\right]}
\end{aligned}
$$

Figure 3. [E] and [G] Matrices
(28) respectively. Matrices [ m ] and [ k$]$ are shown in Figures (4) and (5). In the mass matrix shown the mass per unit area is taken as constant. The stablifty matrix is separated into three parts reflecting individmally the influence of $N_{x}$, $N_{y^{2}}$ and $N_{x y}$. These matrices are shown in Figures (6) through (8) for load distributions which are cone stant across an edge of the plate. All of the elemental matrices in Figures (4) through (8) have been non-dimensionalized, and the generalized displacements and forces as a result are,

$$
\{v\}=\left[\begin{array}{c}
w_{1} \\
a w_{1 x} \\
b w_{1 y} \\
w_{2} \\
a w_{2 x} \\
b w_{2 y} \\
w_{3} \\
s_{3 x} \\
w_{3 y} \\
w_{4} \\
a w_{4 x} \\
b w_{4 y}
\end{array}\right],\left[\begin{array}{c}
F_{1} \\
M_{1 x} / a \\
M_{1 y} / b \\
F_{2} \\
M_{2 x / a} \\
M_{2 y} / b \\
F_{3} \\
M_{3 x} / a \\
M_{3 y} / b \\
F_{4} \\
M_{4 x} / a \\
M_{4 y} / b
\end{array}\right] .
$$

Figure 4. Elemental Mass Matrix


Figure 5. Elemental Stiffness Matrix

Figure 6. Elemental Stability Matrix for $\mathbb{N}_{\mathrm{x}}$

$$
\begin{aligned}
& \text { Figure 7. Elemental Stability Matrix for } \mathrm{N}_{\mathrm{y}}
\end{aligned}
$$

Figure 8. Elemental Stability Matrix for $N_{x y}$

## CHAPTER III

## BOUNDARIES OF STABILITY FOR LINEAR EQUATIONS WITH PERIODIC COEFFICIENTS

Both Eq. (38) and the more general one, Eq. (39), of the previous chapter represent a system of second order differential equations with periodic coefficients. Equations of this type axe known as MathieuHill equations, and the criteria for stability of their solutions have been well established by several investigators such as Cesari (15), and Chetayev (16). The solutions may be grouped into two classes; one class is stable and bounded and the other is unstable and unbounded. The stability or instability of the solutions corresponds to the stability or instability of the structural system at hand. The spectrum of values of the parameters yielding stable solutions form the so called regions of stability, while those yielding unstable solutions form the regions of instability. It is clear that the analysis of structures for dynamic instability reduces to the finding of the boundaxies separating the regions of stability from the regions of instability. It ia the purpose of this chapter to review the basic principles of the theory of these equations and to formulate the neces. saxy conditions for the determination of the above mentioned boundaries in a form amenable to the finite element method.

### 3.1 Behavior of Solutions

First consider a system of equations which has the same form as
the syster given by Eq. (38).

$$
\begin{equation*}
[\beta]\left\{\frac{d^{2} f}{d t^{2}}\right\}+[[J]-\alpha[L]-\beta R(t)[N]]\{f\}=0 \tag{41}
\end{equation*}
$$

in which [H], [J], [L] and [N] are matrices containing constant terms and $R(t)$ is a continuous periedic function with a period $T$,

$$
\begin{equation*}
R(t+T)=R(t) \tag{42}
\end{equation*}
$$

For convenience and to give greater symmetry to the solution of these equations, this syter of ( $n$ ) second order equations is replaced by an equivalent system of (2n) first order equations by making appropriate variable changes.

Rewriting Eq. (4l) as

$$
\begin{equation*}
\frac{d^{2} f_{i}}{d t^{2}}+\sum_{k=1}^{n} R_{i k} f_{k}=0 \tag{43}
\end{equation*}
$$

in which

$$
\mathrm{R}_{\text {ik }}=[\mathrm{H}]^{-1}[[\mathrm{~J}]-\alpha[\mathrm{L}]-\beta R(\mathrm{t})[\mathrm{N}]],
$$

and incroducing the new variables

$$
\begin{align*}
& x_{j}=f_{j} \quad(j=1,2, \ldots-n) \\
& x_{j}=\frac{d f_{j=n}}{d t} \quad(j=n+1, n+2, \ldots-2 n) \tag{44}
\end{align*}
$$

the resulring system of (2n) equations becomes

$$
\begin{align*}
& \frac{d x_{i}}{d t}=x_{i+n}=0 \quad(i=1,2, \ldots \infty-n) \\
& \frac{d x_{i}}{d t}+\sum_{k=1}^{n} R_{i k} x_{k}=0 \quad(i=n+1, n+2, \ldots-2 n) . \tag{45}
\end{align*}
$$

In matrix notation

$$
\begin{equation*}
\frac{d\{x\}}{d t}+[\bar{R}(t)]\{x\}=0 \tag{46}
\end{equation*}
$$

The structure of $[\bar{R}(t)]$ will be as follows:

$$
[\bar{R}(t)]=\left[\begin{array}{l:c}
0 & {[-I]} \\
\hdashline-\searrow & -- \\
{\left[R_{i k}\right]} & 0
\end{array}\right]
$$

It is clear from Eq. (42), that matrix $[\bar{R}(t)]$ is periodic with a period T.

The solution of equations of the form given in Eq. (45) is not always possible, but fortunately the complete solution is not needed to determine the spectrum of the stability or instability of the equations (15, 16). The investigation of these equations is facilitated by the fact that with the substitution

$$
t+T=t
$$

the form of the equations remain unchanged. Applying this substitution an unlimited number of times to the solutions $\left\{\mathrm{x}_{\mathrm{s}}\right\}$, which are assumed to be known for the time interval $(0, T)$, the behavior of the solution can be determined for an unlimited variation of the variable $t$ (16).

Assume that the (2n) linearly independent solutions of Eq. (45) axe known within the interval $t=(0, T)$,

$$
\left.\left\{x_{1}\right\},\left\{x_{2}\right\}, \cdots-x_{2 n}\right\}
$$

Or writing in matrix form

$$
[x(t)]=\left[\begin{array}{cccc}
x_{11}(t) & x_{12}(t) & \cdots & x_{1,2 n}(t)  \tag{47}\\
x_{21}(t) & x_{22}(t) & \cdots & x_{2,2 n}(t) \\
\vdots & \vdots & & \vdots \\
x_{2 n, 1}(t) & x_{2 n, 2}(t) & \cdots & x_{2 n, 2 n}(t)
\end{array}\right]
$$

where the first subscript represents the number of the function and the second subscript represents the number of solution. From the properties of linear equations with pexiodic coefficients with the invariant substitution $t+\mathbb{T}=t$, the functions

$$
\begin{equation*}
\left\{x_{1}(t+T)\right\},\left\{x_{2}(t+T)\right\},-\cdots-\left\{x_{2 n}(t+T)\right\} \tag{48}
\end{equation*}
$$

also represent set of solutions, and they can be expressed as a linear combination of the independent solutions (15, 16).

$$
\begin{equation*}
[X(t+T)]=[\bar{A}][X(t)] \tag{49}
\end{equation*}
$$

From the selected independent solutions a similar set of solutions is constructed by a lineax transformation with constant coefficients.

$$
\begin{equation*}
\left\{x_{s}\right\}=\left\{b_{1} x_{1, s}(t)+\cdots+b_{2 n} x_{2 n, s}(t)\right\} \tag{50}
\end{equation*}
$$

The constants, $b_{i s}$ aqe chosen such that this set of solutions has the fundamental property,

$$
\begin{equation*}
\left\{x_{s}(t+T)\right\}=p\left\{x_{s}(t)\right\} \tag{51}
\end{equation*}
$$

To determine the constants $b_{i}$ substitute from Eqs. (49) and (50) into Eq. (51).

$$
\begin{array}{r}
b_{1}\left[a_{11} x_{1, s}(t)+\cdots \cdots+a_{n l} x_{2 n, s}(t)\right]+\cdots+ \\
b_{n}\left[a_{2 n, 1} x_{1 s}(t)+\cdots a_{2 n, 2 n} x_{2 n, s}(t)\right]= \\
p\left[b_{1} x_{1 s}(t)+\cdots+b_{n} x_{2 n, s}(t)\right] . \\
(s=1,2, \cdots 2 n)
\end{array}
$$

These relationsbips should be satisfied regardless of the value of the variable $t$, therefore, identical coefficients can be equated.

$$
\begin{equation*}
[\bar{A}]\{b\}=p\{b\} \tag{52}
\end{equation*}
$$

This system of linear algebraic equations has a non-trivial solution if the determinant of the coefficients vanish.

$$
\begin{equation*}
|[\bar{A}]-p[I]|=0 . \tag{53}
\end{equation*}
$$

The values $p_{1}, p_{2}, \cdots P_{n}$ which satisfy the relationship given in Eq. (53) are then connected with the fundamental particular solutions. For this particular set of solutions Eq. (49) becomes

$$
[\mathrm{X}(\mathrm{t}+\mathrm{T})]=\left[\mathrm{DIAG} \mathrm{P}_{\mathrm{k}}\right][\mathrm{X}(\mathrm{t})]
$$

Or in vector notation

$$
\begin{equation*}
\left\{x_{k}(t+T)\right\}=p_{k}\left\{x_{k}(t)\right\} \tag{54}
\end{equation*}
$$

Eq. (54) can be written with the diagonal matrix of $p^{\prime} s$ only if the roots of the chaxacteristic Eq. (53) are distinct, which permits [ $\overline{\mathrm{A}}$ ] to be reduced to the diagonal form. In the case where there are multiple roots of the characteristic equation, $[\bar{A}]$ can be reduced to the Jordan normal form, and the form of the solutions depends upon the
structure of the elementary divisors ( $p=p_{i}$ ) of the characteristic equation. In either case there is at least one solution of the form

$$
\left\{x_{k}(t+T)\right\}=p_{k}\left\{x_{k}(t)\right\}
$$

The fundamental form of a continuous, single valued function which satisfies this relationship is

$$
\begin{equation*}
\left\{x_{k}(t)\right\}=\left\{z_{k}(t) e^{(t / T) \ln p_{k}}\right\} \tag{55}
\end{equation*}
$$

where $\left\{Z_{k}(t)\right\}$ is periodic vector with a period (T).

### 3.2 Roots of Characteristic Equation

It can be shown that the characteristic equation formed from Eq. (53) is a reciprocal equation. That is to say the equation

$$
p^{2 n}+a_{1} p^{2 n-1}+\cdots-\cdots+a_{2 n-1} p+a_{2 n}=0
$$

has roots $p_{k}$ and also $1 / p_{k}$. The proof of this is given here for the case when $R(t)$ is an even function (1). This case is the one of most importance to the work presented in this thesis. For an even valued function

$$
R(t)=R(-t)
$$

Since the form of the differential equation system is unchanged when (-t) is substituted for ( $t$ ), and since

$$
\{x(t)\}=\left\{z(t) e^{\frac{t}{T} \ln p}\right\}
$$

is a solution of the system of equations, then

$$
\{x(-t)\}=\left\{Z(-t) e^{-\frac{t}{T} \ln p}\right\}=\left\{z(-t) e^{\frac{t}{T} \ln l / p}\right\}
$$

is also one of the solutions of the system. Therefore, l/p is also one of the characteristic roots.

### 3.3 Regions of Stability and Instability

The system under consideration has solutions, other than the trivial solution, of the form given in Eq. (55). The characteristic exponent in this relationship is

$$
\mathrm{h}=\frac{1}{\mathrm{~T}} \operatorname{lnp_{k}}
$$

It is clear that if all the characteristic exponents have negative real parts the solutions will damp out with time increasing. But if among the characteristic exponents there is one with a positive real part the solutions will be unbounded or unstable. Considering that

$$
\ln p_{k}=\ln \left|p_{k}\right|+i \arg p_{k}
$$

it can be seen that if any root of the characteristic equation has an absolute value greater than unity instability occurs.

Now consides the fact that if $p_{k}$ is a root of the chaxacteristic equation then $1 / \mathrm{p}_{\mathrm{k}}$ is also a root of the equation. The solutions corresponding to these two roots are

$$
\begin{align*}
& \left\{x_{k}(t)\right\}=\left\{Z_{k}(t) e^{\left(\frac{t}{T}\right) \operatorname{lnp_{k}}}\right\} \\
& \left\{x_{n+k}(t)\right\}=\left\{Z_{n+k}(t) e^{\frac{t}{T} \ln 1 / p_{k}}\right\}=\left\{Z(t)_{n+k} e^{-\frac{t}{T} \ln p_{k}}\right\} \tag{56}
\end{align*}
$$

If $p_{k}$ is any real number different from $\pm 1$, then one of the solutions above will increase unboundedly with time. Therefore, when any one of the roots of the charactexistic equation is real and different from $\pm 1$ instability will occur. If the coefficients of the system are varied
such that the roots $p_{k}=1$ or $p_{k}=-1$ are obtained then the solution will be periodic since the function $\{\mathrm{Z}(\mathrm{t})$ \} is periodic. In the case where $p_{k}=1$

$$
\left\{x_{k}(t)\right\}=\left\{z_{k}(t) e^{\frac{t}{T}[\ln |1|+i(0)]}\right\}=\left\{z_{k}(t)\right\}
$$

The solution has a period of $T$ since $\left\{Z_{k}(t)\right\}$ has a period of $T$. For the case when ${ }^{p_{k}}=-1$

$$
\begin{gathered}
\ln p_{k}=\ln |1|+i \pi \\
\left\{x_{k}(t)\right\}=\left\{z_{k}(t) e^{\frac{t}{T} i \pi}\right\} .
\end{gathered}
$$

This solution is pariodic and has a period equal to $2 T$. With a further variation of the coefficients of the system the pairs of roots of the characteristic equation will become complex conjugates,

$$
\begin{aligned}
p_{k} & =m+i h \\
p_{n+k} & =m-i h
\end{aligned}
$$

Since it has been shown that $p_{k}$ and $1 / p_{k}$ are roots, then in this case $p_{k} p_{n+k}=1$. The absolute value of each complex root is therefore equal to unity, and the region of stability or bounded solutions is the region of complex roots.

It follows from the preceding treatment that the boundaries between stability and instability are periodic solutions with periods of $T$ or $2 T$. Two solutions of the same period confine the region of instability and two solutions with different pariods confine the region of stability. This follows from the fact that the root $p_{k}=0$ cannot lie in the interval between $p_{k}=1$ and $p_{k}=-1$ because of the nonsingularity of the transformation given in Eq. (49). Therefore,
the problem of determining the regions of instability of Eq. (41) is merely a problem of finding periodic solutions of periods $T$ or $2 T$ of these equations (1).

### 3.4 Boundary Frequencies for Instability

As was shown in the preceding sections, the finding of regions of instability or boundaries for instability reduces to the finding of periodic solutions of period $T$ or $2 T$ for Eq. (41). Here the periodic function $R(t)$ will be taken as

$$
R(t)=\cos (\theta t)
$$

and Eq. (41) becomes

$$
\begin{equation*}
[H]\left\{\frac{d^{2} f}{d t^{2}}\right\}+[[J]-\alpha[L]-\beta[N] \cos (\theta t)]\{f\}=0 . \tag{57}
\end{equation*}
$$

The solution of Eq. (57) is sought in the form of the convergent trignometric series,

$$
\begin{equation*}
\{f(t)\}=\sum_{k=1,3,5}\left\{a_{k}\right\} \sin \frac{k \theta t}{2}+\left\{b_{k}\right\} \cos \frac{k \theta t}{2}, \tag{58}
\end{equation*}
$$

where $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ are time independent vectors. Substituting Eq. (58) into Eq. (57) the following matrix equations are obtained;

$$
\begin{gathered}
{\left[[J]-\alpha[L]+\frac{1}{2} \beta[N]-\frac{\theta^{2}}{4}[H]\right]\left\{a_{1}\right\}-\frac{k_{2}}{\beta}[N]\left\{a_{3}\right\}=0} \\
{\left[[J]-\alpha[L]-\frac{k^{2} \theta^{2}}{4}[H]\right]\left\{a_{k}\right\}-\frac{1}{2} \beta[N]\left[\left\{a_{k-2}\right\}+\left\{a_{k+2^{2}}\right\}\right]=0} \\
(k=3,5,7 \cdots-\cdots)
\end{gathered}
$$

and

$$
\begin{gathered}
{\left[[J]-\alpha[L]-\frac{1}{2} \beta[N]-\frac{\theta^{2}}{4}[H]\right]\left\{b_{1}\right\}-\frac{3}{2} \beta[B]\left\{b_{3}\right\}=0} \\
{\left[[J]-\alpha[L]-\frac{k^{2} \theta^{2}}{4}[H]\right]\left\{b_{k}\right\}-\frac{3}{2} \beta[N]\left[\left\{b_{k-2}\right\}+\left\{b_{k+2}\right\}\right]=0} \\
(k=3,5,7 \cdots)
\end{gathered}
$$

The condition for the existence of solutions with a period $4 \pi / \theta$ is that the determinant of the coefficients of $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ must vanish. In this case the equations for $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ are separable and the two conditions are combined with the ( $\pm$ ) sign.


By substitution of the series

$$
\begin{equation*}
\{f(t)\}=\frac{1}{2}^{\{ }\left\{b_{0}\right\}+\sum_{k=2,4,6}\left\{a_{k}\right\} \sin \frac{k \theta t}{2}+\left\{b_{k}\right\} \cos \frac{k \theta t}{2}, \tag{60}
\end{equation*}
$$

the following conditions are found for the existence of solutions with a period $2 \pi \%$;

$$
\left|\begin{array}{cccc}
{[\mathrm{J}]-\alpha[\mathrm{L}]-\theta^{2}[\mathrm{H}]} & -\frac{3}{2} \beta[\mathrm{~N}] & 0 & \cdot  \tag{61}\\
-\frac{\frac{1}{2} \beta[\mathrm{~N}]}{} & {[\mathrm{J}]-\alpha[\mathrm{L}]-4 \theta^{2}[\mathrm{H}]} & -\frac{1}{2} \beta[\mathrm{~N}] & \cdot \\
0 & -\frac{1}{2} \beta[\mathrm{~N}] & {[\mathrm{J}]-\alpha[\mathrm{L}]-16 \theta^{2}[\mathrm{H}]} & \cdot \\
\cdot & \cdot & \cdot &
\end{array}\right|=0
$$

and


All three of the relationships given in Eqs. (59), (61), and (62) are infinite determinants. For the case where the period is $4 \pi / \theta$, the first term of the determinant taken alone yields values of $\theta$ which give the zeroes of the infinite determinant with reasonable accuracy (1). Therefore

$$
\begin{equation*}
\left|[J]-\alpha[L] \pm \frac{k}{2}[N]-\frac{\theta^{2}}{4}[H]\right|=0 . \tag{63}
\end{equation*}
$$

Using only this first term is equivalent to assuming that the function $\{f(t)\}$ can be adequately represented as follows;

$$
\{f(t)\}=\left\{a_{1}\right\} \sin \frac{\theta t}{2}+\left\{b_{1}\right\} \cos \frac{\theta t}{2} .
$$

Similar approximations can be made for the case where the period is $2 \pi r \theta$.

### 3.5 Equation With Damping Terms

In this section equations which contain terms involving the first derivative are considered. Consider the following matrix equation;

$$
\begin{equation*}
[\mathrm{H}]\left\{\frac{\mathrm{d}^{2} \mathrm{f}}{\mathrm{dt}}\right\} \tag{64}
\end{equation*}
$$

where the matrix $[\bar{B}]$ is periodic with a period $T,[H]$ is a constant matrix and $g$ is a constant. Assume that Eq. (64) has a solution of the same form as the analogous single equation with a damping term. That is

$$
\{f(t)\}=e^{-g t}\{u(t)\}
$$

## Differentiating

$$
\begin{aligned}
& \left\{f^{\prime}(t)\right\}=e^{-g t}\left[\left\{u^{\prime}(t)\right\}-g\{u(t)\}\right] \\
& \left\{f^{\prime \prime}(t)\right\}=e^{-g t}\left[\left\{u^{\prime \prime}(t)\right\}-2 g\left\{u^{\prime}(t)\right\}+g^{2}\{u(t)\}\right]
\end{aligned}
$$

When these expressions are substituted into the differential Eq. (64), the terms involving the first derivative vanish and the resulting equation is as follows,

$$
[H] e^{-g t}\left\{u^{\prime \prime}(t)\right\}+\left[[\bar{B}]-[H] g^{2}\right]\{u(t)\} e^{-g t}=0
$$

Since $e^{-g t}$ is a scalar factor it can be factored out of the equation

$$
\begin{equation*}
e^{-g t}\left[[H]\left\{u^{\prime \prime}(t)\right\}+\left[[\bar{B}]-g^{2}[H]\right]\{u(t)\}\right]=0 \tag{65}
\end{equation*}
$$

The term $e^{-g t}$ does not vanish, therefore, the term in the bracket in the above expression must vanish. The ame arguments can be used for finding the regions of stability of Eq. (65) as was done for Eq. (41), since the terin in brackets,

$$
[\mathrm{H}]\left\{\mathrm{u}^{\prime \prime}(\mathrm{t})\right\}+\left[[\overline{\mathrm{B}}]-\mathrm{g}^{2}[\mathrm{H}]\right]\{\mathrm{u}(\mathrm{t})\}=0
$$

has exactly the same form as Eq. (41).
If the matrix $[\overline{\mathrm{B}}]$ is taken as

$$
[\overline{\mathrm{B}}]=[\mathrm{J}]-\alpha[\mathrm{L}]-\beta \cos (\theta \mathrm{t})[\mathrm{N}]
$$

then the condition for existence of solutions with a period $4 \pi \theta$ is as follows;

The determinant shown is the central elements from the infinite determinant which is obtained.

### 3.6 Physical Considerations

The form of the equations discussed in this Chapter are identical to Eqs. (38) and (39) in Chapter II. The fact that the boundaries between stable and unstable solutions are periodic solutions of the differential equation is not surprising when the physical system is visualized. Basically there are three types of vibrations that the plate can perform: (1) vibrations which are damped out with time, (2) vibrations which are periodic, and (3) vibrations whose amplitudes become unbounded as time increases. Periodic solutions, by their nature, form the boundary between bounded and unbounded solutions. The three types of vibrations are shown in Figure (9).


Figure 9. Nature of Vibrations

In the absence of rigorous mathematical proof, it is the opinion of the writer that an approximation of instability boundaries for other systems where factors such as non-linear damping are considered, can be represented by periodic solutions of the governing equations. The preceding statement is based entirely upon the intuitive physical argument that the nature of periodic solutions manifest themselves as the boundary between stability and instability.

## CHAPTER IV

## SOLUTION FOR THE REGIONS OF DYNAMIC INSTABILITY

The general problem which is solved in this thesis is illustrated in Figure (10). The boundaries of dynamic instability are found for this problem for different ratios of the loads $N_{x}, N_{y}$, and $N_{x y}$, different aspect ratios, and it is solved both with and without including the effects of an elastic foundation and viscous damping. The problem is also solved with various boundary conditions. The ease with which the different boundary conditions are handled is the primary advantage of the finite element method. The finite element grid size used to solve a particular problem is variable depending upon the amount of computer time and storage space available. The number of generalized coordinates or degrees of freedom for a given problem will depend upon the grid size selected. Since each node point can have three generalized displacements (one translation and two rotations), the total number of degrees of freedom for the plate will be $3(m+1)(n+1)$ minus the number of constraints imposed by the boundary conditions, where $m$ is the number of plate divisions in the $x$-direction and $n$ is the number of divisions in the $y$-direction. Another factor which influences the selection of a grid size is that the number of degrees of freedom allowed must be sufficient to represent adequately the mode shapes of the plate.


Figure 10. General Problem

### 4.1 Formulation of the Structural Matrices

The first step in applying the finite element method to finding the regions of dynamic instability is to divide the plate into finite plate elements and form the total structural matrices corresponding to the elemental matrices developed in Chapter II. To accomplish this, the effects of all plate elements joining together at a node point are added together. For example, consider elements I, II, III, and IV which have the common node point (a) as shown in Figure (10). Let the node points for each individual element be numbered as the ones shown on element III. Then the elemental matrices shown in Figures (4) through (8) (the example used here is the stiffness matrix) may be partitioned into ( $3 \times 3$ ) matrices as follows;

$$
[k]=\left[\begin{array}{l|l|l|l}
k_{11 i} & k_{21 i} & k_{31 i} & k_{41 i}  \tag{67}\\
\hline & k_{12 i} & k_{22 i} & k_{32 i}
\end{array} \mathrm{k}_{42 i} .\left[\begin{array}{ll|l|l|l}
k_{13 i} & k_{23 i} & k_{33 i} & k_{43 i} \\
\hline & k_{14 i} & k_{24 i} & k_{34 i} & k_{44 i}
\end{array}\right]\right.
$$

Noting that each term in the Lagrangian equation (Eq. (1)) has the units of generalized force, then the structural matrices may be formed by adding the forces at each node point. The subscripts used for the sub-matrices in Eq. (67) have the following meaning; the sub-matrix $k_{1 m n}$ is the force at node point $m$ caused by the deformations at node point 1 for the plate element $n$. The structural stiffness matrix will have the following form


In each line of the above matrix there is a carry-over term, $\mathrm{CK}_{\mathrm{ji}}$, for every node point adjacent to node point $i$. The stiffness, $K_{i}$, and the carcyoover stiffness, $\mathrm{CK}_{\mathrm{ji}}$, matrices for an arbitrary point (a) are

$$
\begin{aligned}
& \mathrm{K}_{\mathrm{a}}=\mathrm{k}_{11 I I I}+\mathrm{k}_{22 I V}+\mathrm{k}_{33 I}+\mathrm{k}_{44 I I} \\
& \mathrm{CK}_{\mathrm{ba}}=\mathrm{k}_{21 I I I}+\mathrm{k}_{34 I I} \\
& \mathrm{CK}_{\mathrm{ca}}=\mathrm{k}_{24 I I} \\
& \therefore \\
& \therefore
\end{aligned}
$$

The structural mass and stability matrices are formed in exactly the same manner as the stiffness matrix.

### 4.2 Boundary Conditions

After the formation of the structural matrices the necessary boundary conditions or constraint conditions must be applied. Since there are three possible degrees of freedom at any node point there are
three possible constraints which may be applied either singly or in any combination. The possible displacement type constraints for node i are,

$$
\begin{aligned}
& w_{i}=0 \\
& w_{i x}=0 \\
& w_{i y}=0
\end{aligned}
$$

The common types of boundary conditions for plates are as follows;

1. Rigid column support

$$
\begin{aligned}
w & =0 \\
w_{\mathrm{x}} & =0 \\
\mathrm{w}_{\mathrm{y}} & =0
\end{aligned}
$$

2. Pinned column support

$$
\begin{aligned}
& w=0 \\
& M_{x}=0 \\
& M_{y}=0
\end{aligned}
$$

3. Simple edge
at all node points along the edge

$$
\begin{aligned}
& w=0 \\
& w_{t}=0 \quad \text { (slope along the edge) } \\
& M_{n}=0
\end{aligned}
$$

4. Clamped edge
at all node points along the edge

$$
\begin{aligned}
& w=0 \\
& w_{t}=0 \quad \text { (slope along the edge) } \\
& w_{n}=0 \quad \text { (slope normal to the edge) }
\end{aligned}
$$

The constraint conditions are applied to the structural matrices by
deleting the corresponding rows and colums. If $n$ is the number of node points and $r$ is the number of constraints, the final size of the structural matrices will be (3n-r).

### 4.3 Solution

The governing equations for the plate, Eqs. (38) and (39), can now be formed. Let the in-plane loads be expressed as

$$
\begin{aligned}
& \mathrm{N}_{\mathrm{x}}=\mathrm{N}_{0 \mathrm{x}}+\mathrm{N}_{\mathrm{tx}} \cos (\theta t)=\overline{\mathrm{a}} \mathrm{~N}_{\mathrm{s}}+\overline{\mathrm{b}} \mathrm{~N}_{\mathrm{t}} \cos (\theta \mathrm{t}) \\
& \mathrm{N}_{\mathrm{y}}=\mathrm{N}_{0 y}+\mathrm{N}_{\mathrm{ty}} \cos (\theta t)=\overline{\mathrm{c}} \mathrm{~N}_{\mathrm{s}}+\overline{\mathrm{d}} \mathrm{~N}_{\mathrm{t}} \cos (\theta t) \\
& \mathrm{N}_{\mathrm{xy}}=\mathrm{N}_{0 x y}+\mathrm{N}_{\mathrm{txy}} \cos (\theta \mathrm{t})=\overline{\mathrm{e} N_{s}}+\overline{\mathrm{f}} \mathrm{~N}_{\mathrm{t}} \cos (\theta \mathrm{t})
\end{aligned}
$$

The loads are represented in this manner so that each term contains the common factors $N_{s}$ and $N_{t}$. Substituting into Eq. (38) and factoring out the common terms in each matrix the following expression is obtained;

$$
\begin{equation*}
\frac{\rho a b}{25,200}[M]\left\{\frac{d^{2}-\bar{v}}{d t^{2}}\right\}+\left[\frac{D}{a b}[K]-\frac{\alpha N_{i}^{*}}{2520}\left[\bar{S}_{s}\right]-\frac{\beta N_{i}^{*}}{2520}\left[\bar{S}_{t}\right] \cos (\theta t)\right]\{\bar{v}\}=0 \tag{69}
\end{equation*}
$$

in which

$$
\begin{aligned}
N_{s} & =\alpha N_{i} * \\
N_{t} & =\beta N_{i}^{*} \\
{\left[\bar{S}_{s}\right] } & =\bar{a}^{*}\left[\bar{S}_{x}\right]+\bar{c}\left[\bar{S}_{y}\right]+\bar{e}\left[\bar{S}_{x y}\right] \\
{\left[\bar{S}_{t}\right] } & =\bar{b}\left[\bar{S}_{x}\right]+\bar{d}\left[\bar{S}_{y}\right]+\overline{\mathrm{E}}\left[\bar{S}_{x y}\right]
\end{aligned}
$$

$N_{i}{ }^{2}{ }^{i}$ s are the static buckling loads which are determined as the eigenvalues of the determinant

$$
\begin{equation*}
\left|\frac{D}{a b}[K]-\frac{N}{2520}\left[\bar{S}_{s}\right]\right|=0 \tag{70}
\end{equation*}
$$

This determinant is obtained from Eq. (36). The term $\alpha \mathrm{N}_{\mathrm{i}}{ }^{*}\left[\overline{\mathrm{~S}}_{s}\right]$ in Eq.
(69) reflects the infiuence of the static components of the loads while the term $\beta N_{i} *\left[\bar{S}_{t}\right]$ reflects the influence of the pulsating components of the loads. By comparison of terms in Eqs. (38) and (41) the equation which gives the boundaries of dynamic instability (Eq. (63)) is found to be

$$
\begin{equation*}
\left|\frac{D}{a b}[K]-\frac{a N_{i} *}{2520}\left[\bar{S}_{s}\right] \pm \frac{\beta N_{i} *}{2(2520)}\left[\bar{s}_{t}\right]-\frac{\rho a b\left(\bar{e}_{\omega_{1}}\right)^{2}}{4(25,200)}[M]\right|=0 \tag{71}
\end{equation*}
$$

in which

$$
\theta_{i}=\overline{\overline{\mathrm{e}}} \omega_{i}
$$

The $\omega_{i}{ }^{\prime} s$ axe the natural frequencies of the system determined from Eq. (35),

$$
\begin{equation*}
\left|\frac{D}{a b}[K]-\frac{\rho a b \omega^{2}}{25,200}[M]\right|=0 \tag{72}
\end{equation*}
$$

In the same manner, the characteristic determinant for determining the regions of instability, when the effects of viscous damping (Eq. (66)) is considered, becomes


If the effect of an elastic foundation is considered the only change in Eqs. (70) through (73) is that the term

$$
\frac{\mathrm{D}}{\mathrm{ab}}[\mathrm{~K}]
$$

is replaced by

$$
\frac{D}{a b}\left[[K]+\frac{q a^{2} b^{2}}{25,200(D)}[M]\right] .
$$

## CHAPTER V

## DISCUSSION OF RESULTS

### 5.1 Interpretation of Results

A program for the IBM 7040 electronic digital computer was written to solve Eqs. (70) through (73) for the natural frequencies, static buckling loads, and regions of dynamic instability for several plates. The results are shown in a series of figures and tables, and are expressed non-dimensionally in terms of the parameters $\alpha, \beta$ and $\theta / \omega$. As can be seen in Chapter IV the parameter $\alpha$ is the percentage of the static buckling load which is applied statically, $\beta$ is the percentage of the static buckling load which is the amplitude of the pulsating load, and $\theta / \omega$ is the ratio of the frequency of the pulsating load to the natural frequency of transverse vibration of the plate. In all of the examples both the static and the pulsating components of the loads $N_{x}, N_{y}$, and $N_{x y}$ were applied proportionally. The static and the pulsating components of the loads were applied independently, but each type of loading was varied in the same proportions as the ones used to determine static buckling loads for a particular example. That is, if in determining the static buckling loads, $N_{i} *$, the loading is applied as $N_{x}=N, N_{y}=.5 N$, and $N_{x y}=.5 N$, then the static and pulsating components of the load used in determining the regions of instability are varied with these same proportions. This type of loading allows the results to be presented in a uniform non-dimensional form. The
method which has been presented is not, however, restricted to this type of loading. The subscript $i$ which appears with the parameters $\alpha$, $\beta$ and $\theta / \omega$, on some of the figures depicting the results, indicates that the results are for the $i^{\text {th }}$ natural frequency and $i^{\text {th }}$ buckling load, each of which is ranked numerically. For example, when considering the region of dynamic instability corresponding to the $i^{\text {th }}$ natural frequency $\left(\theta_{1} / \omega_{i}\right)$ the load axis is non-dimensionalized with respect to the $i^{\text {th }}$ buckling load, with $\alpha$ and $\beta$ being percentages of the $i^{\text {th }}$ buckling load. Also shown on these figures are the constants necessary to calculate the nateral frequencies and buckling loads for several of the lower modes once the physical properties of the plates are specified. With this information in addition to the curves, design loads and frequencies can be specified. In addition to the figures which show the regions of instability the mode shapes for free vibration and static buckling for some of the examples are shown. As is pointed out later, these mode shapes are helpful in interpreting the results which are obtained.

### 5.2 Plates Without Damping

The first series of examples which was solved is as follows:

Boundary Conditions非


Aspect Ratio

$$
\begin{aligned}
& a / b=1.0
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{N}_{\mathrm{x}}=\mathrm{N}_{y} \mathrm{~N}_{\mathrm{yy}}=.5 \mathrm{~N}, \mathrm{~N}_{\mathrm{xy}}=.5 \mathrm{~N} \\
& N_{x}=N, N_{y}=0, N_{\overline{x y}}=.5 \mathrm{~N} \\
& N_{x}=0, N_{\mathbf{y}}=0, N_{x y}=N \\
& N_{x}=.1 N, N_{y}=.1 N, N_{x y}=N
\end{aligned}
$$



$$
\begin{aligned}
& \mathrm{a} / \mathrm{b}=1.5 \quad \text { (*) } \mathrm{N}_{\mathrm{x}}=\mathrm{N}_{8} \mathrm{~N}_{\mathrm{y}}=\mathrm{N}, \mathrm{~N}_{\mathrm{xy}}=0 \\
& (*) N_{x}=N, N_{y}=.5 N, N_{x y}=.5 N \\
& N_{x}=N, N_{y}=0, N_{x y}=.5 N \\
& a / b=1.0 \\
& (*) N_{x}=N, N_{y}=N, N_{x y}=0 \\
& N_{x}=N, N_{y}=.5 N, N_{x y}=.5 N \\
& N_{x}=N, N_{y}=0, N_{x y}=.5 N \\
& a / b=1.5 \\
& (*) N_{x}=N, N_{y}=N, N_{x y}=0 \\
& \mathrm{~N}_{\mathrm{x}}=\mathrm{N}, \mathrm{~N}_{\mathrm{y}}=.5 \mathrm{~N}, \mathrm{~N}_{\mathrm{xy}}=.5 \mathrm{~N} \\
& N_{x}=N, N_{y}=0, N_{x y}=.5 N \\
& a / b=1.0 \\
& \text { (*) } \mathrm{N}_{\mathrm{x}}=\mathrm{N}, \mathrm{~N}_{\mathrm{y}}=\mathrm{N}, \mathrm{~N}_{\mathrm{xy}}=0 \\
& N_{x}=N, N_{y}=.5 N, N_{x y}=.5 N
\end{aligned}
$$

The variation of results for these examples ranged between two extremes, one shown in Figure (11) and the other shown in Figure (13). The regions in Figure (13) were obtained for the simply supported plate under the action of pure shear. The regions shown in Figure (11) correspond to the darkened portion of Figure (12) which shows the regions of stability and instability for the Mathieu equation,

$$
\begin{equation*}
\frac{d^{2} f}{d t^{2}}+\left(l-h^{2} \cos 2 t\right) f=0 \tag{74}
\end{equation*}
$$

McLachlan (17) states that for the more general case of


Figure 11. Regions of Dynamic Instability


Figure 12, Instability Regions for Mathieu Equation

$$
\begin{equation*}
\frac{d^{2} f}{d t^{2}}+\left(l-h^{2} \cos \theta t\right) f=0 \tag{75}
\end{equation*}
$$

regions equivalent to those in Figure (12) are obtained. It should be pointed out that the region for $\alpha=0.6$ will coincide with the region for $\alpha=0.0$ in Figure (11) if in each case the horizontal axis is non-dimensionalized with respect to the natural frequency of the plate with the static component of the loads applied. This follows from Eq. (63) which gives the first approximation to the regions of instability. It can be seen from this equation that as approaches zero, $\theta$ approaches twice the natural frequency of the plate with the static loads applied.

The examples in the above 11 st marked with an asterisk all have the same characteristic regions of dynamic instability, and these regions are the ones in Figure (11). The mode shapes for the two lowest modes and information necessary to use the curves shown in Figure (11) for these examples are given in Table (I). The information necessary for constructing the region of instability corresponding to the fundamental natural frequency of free vibration for the remaining examples with the exceptions of the simply supported plate with $N_{x}=0$, $N_{y}=0, N_{x y}=N$ and with $N_{x}=. l N, N_{y}=.1 N, N_{x y}=N$, is given in Table (II). The first, second, fourth, sixth, and eighth sets of results shown in Table (II) also give the characteristic regions like those in Figure (11) except for very slight variations. However, regions corresponding to higher frequencies tended to differ from those in Figure (11) considerably. The reason for these variations is given below. The xesults for higher frequencies for the examples in Table (II) are not

TABLE I

## MODE SHAPES, NATURAL FREQUENCIES, AND BUCKLING LOADS FOR SEVERAL PLATES



TABLE II

INFORMATION FOR OBTAINING FUNDAMENTAL REGION OF INSTABILITY FOR SEVERAL PLATES

reported in this thesis.
In a study performed by this writer on the dynamic instability of beams, it was found that for all common boundary conditions the beams exhibited the same characteristic regions of dynamic instability as those shown in Figure (11). Brown (18) in his study of the dynamic stability of beams on elastic foundations obtained the same regions for certain cases. An analytical explanation as to why certain of these problems give the same characteristic regions of dynamic instability is presented below.

First consider the governing differential equation for the dynamic stability of a plate.

$$
\begin{equation*}
\nabla^{4} w=\frac{1}{D}\left(N_{x} \frac{\partial^{2} w}{\partial x^{2}}+2 N \frac{\partial^{2} w}{\partial x \partial y}+N_{y} \partial^{2} \frac{\partial^{2}}{\partial y^{2}}-\frac{\partial^{2} w}{\partial t^{2}}\right) \tag{76}
\end{equation*}
$$

Assuming a solution of the form

$$
w(x, y, t)=f(t) g(x, y)
$$

and substicuting into Eq. (76), the following differential equation is obtained;

$$
\begin{equation*}
f^{\prime \prime}+f\left[\frac{\nabla^{4} g}{\rho g}=\frac{1}{D \rho g}\left(N_{x} \frac{\partial^{2} g}{\partial x^{2}}+2 N_{x y} \frac{\partial^{2} g}{\partial x \partial y}+N_{y} \frac{\partial^{2} g}{\partial y^{2}}\right)\right]=0 . \tag{77}
\end{equation*}
$$

Next consider the governing differential equation for free vibration of the plate

$$
\begin{equation*}
\nabla^{4} w_{1}=-\frac{\rho}{D} \frac{\partial^{2} w_{1}}{\partial t^{2}} \tag{78}
\end{equation*}
$$

Making the substitution

$$
w_{1}=f_{1}(t) g_{1}(x, y)
$$

into Eq. (78) leads to

$$
\begin{equation*}
\frac{\nabla^{4} g_{1}}{g_{1}}=-\rho \frac{f_{1} \prime}{f_{1}}=h^{2} \tag{79}
\end{equation*}
$$

The natural frequencies for the plate are

$$
\begin{equation*}
w=\sqrt{\frac{\mathbf{h}^{2}}{\rho}} \tag{80}
\end{equation*}
$$

Finally, from the governing differential equation for static buckling

$$
\begin{equation*}
\nabla^{4} w=\frac{1}{D}\left(N_{x} \frac{\partial^{2} w}{\partial x^{2}}+2 N x y \frac{\partial^{2} w}{\partial x \partial y}+N_{y} \frac{\partial^{2} w}{\partial y^{2}}\right) \tag{81}
\end{equation*}
$$

the following expression is obtained when the substitution $w_{2}=g_{2}$ is made;

$$
\begin{equation*}
\frac{\nabla^{4} g_{2}}{g_{2}}=\frac{1}{D_{g}}\left(N_{x} \frac{\partial^{2} g_{2}}{\partial x^{2}}+2 N_{x y} \frac{\partial^{2} g_{2}}{\partial x \partial y}+N_{y} \frac{\partial^{2} g_{2}}{\partial y^{2}}\right) \tag{82}
\end{equation*}
$$

Now if the assumptions that the mode shape functions

$$
g=g_{1}=g_{2}
$$

and

$$
N_{x}=a N_{t} \cos \theta t, \quad N_{y}=b N_{t} \cos \theta t, \quad N_{x y}=d N_{t} \cos \theta t
$$

where $a, b$, and $d$ are constants, axe made, and Eqs. (79) and (82) are substituted into Eq. (77) the following equation is obtained;

$$
\begin{equation*}
f^{\prime \prime}+w_{i}^{2}\left(1-\frac{N_{t} \cos \theta t}{N_{i}^{*}}\right) f=0 \tag{83}
\end{equation*}
$$

where $\mathbb{N}_{i}^{*}$ is the static buckling load calculated using a loading

$$
N_{x}=a N_{s}, \quad N_{y}=b N_{s}, \quad N_{x y}=d N_{s}
$$

Eq. (83) is of the same form as Eq. (75) which gives the regions of instability that are equivalent to those in Figure (11). It follows, therefore, that if the mode shapes for free vibration and static buckling are the same, the regions of dynamic instability will be those characteristic regions shown for $\alpha=0$ in Figure (11). It can be shown in a similar manner that when a static component of the load is present, the same conclusion can be drawn if the free vibration is taken to be the free vibration of the plate under the action of the static loads. In this case the regions will be the same as the ones shown for $\alpha=0$ with the exception that the horizontal axis should be normalized with respect to the natural frequency for the plate with the loads applied. In all cases where the $i^{\text {th }}$ mode shape for vibration was very similar to the $i^{\text {th }}$ mode shape of static buckling the characteristic regions were obtained. In cases where the mode shapes for vibration and static buckling were very dissimilar, as for example the simply supported plate subjected to the loadings $N_{x}=0, N_{y}=0$, and $N_{x y}=N$, and $N_{x}=.1 N_{3} N_{y}=.1 N$, and $N_{x y}=N$, the regions of instability differed greatly from those in Figure (11). The results for these two examples are shown in Figures (13) through (16).

In the above mencioned examples, the comparison of mode shapes for vibration and buckling has been done only for modes which were ranked numerically the same. It is not necessary, however, that the modes be of the same numerical rank in order to obtain the characteristic regions. In making the assumption that the shape functions for vibration and buckling be the same in the development of Eq. (83) no mention was made as to whether or not the functions resulted from the same numerically ranked modes. The examples of the cantilevered and fixed


Figure 13. Regions of Dynamic Instability for a Simply Supported Plate ( $N_{x y}=N_{s} N_{x}=0, N_{y}=0$ )


BUCKLING MODES - SIMPLY SUPPORTED PLATE
Figure 14. Mode Shapes for a Simply Supported Plate ( $N_{x y}=N$ )


Figure 15. Regions of Dynamic Instability for a Simply Supported Plate $\left(N_{x}=.1 N_{s} N_{y}=.1 N_{,} N_{x y}=0\right)$


Figuxe 16. Mode Shapes for a Simply Supported Plate $\left(N_{x}=.1 N_{2} N_{y}=.1 N, N_{x y}=N\right)$
ended plates shown in Figuxes (17) through (20) illustrate this point. The axes on Figures (17) and (19) are normalized in numerical order as has been done on previous figures of this type. Notice, however, that in both of these examples the second vibration mode is the same as the first buckling mode, and that the curves denoted by $i=2$ become the characteristic curves, denoted here as Bolotin curve, if the vertical axis, load axis, is normalized with respect to the first buckling load and the horizontal axis, frequency axis, is normalized with respect to the second natural frequency.

It is important to recognize that if there exist a buckling mode shape, for instance the $j^{\text {th }}$ mode shape, that $i s$ the same as a given vibration mode, as for example the $i^{\text {th }}$ mode, then there exist a region of dynamic instability corresponding to the $i^{\text {th }}$ natural frequency that has the characteristic shape shown in Figure (11) if the load axis is normalized with respect to the $j^{\text {th }}$ buckling load and the frequency axis is normalized with respect to the $i^{\text {th }}$ natural frequency.


Figure 17. Regions of Dynamic Instability for a Cantilevered Plate ( $\mathrm{N}_{\mathrm{y}}=\mathrm{N}$ )



Figure 19. Regions of Dynamic Instability for a Fixed Ended Plate ( $\mathrm{N}_{\mathrm{y}}=\mathrm{N}$ )


2nd


BUCKLING MODES - FIXED ENDED PLATE
Figure 20. Mcde Shapes for a Fixed Ended Plate ( $\mathrm{N}_{\mathrm{y}}=\mathrm{N}$ )

### 5.3 Plates on Elastic Foundations

The results for a simply supported plate and a clamped plate each loaded with $N_{x}=N_{0} N_{y}=N_{s} N_{x y}=0$ and each solved with two different foundation moduli are illustrated in Figures (21) through (30). Here the natural frequencies ( $\omega$ ) are for free vibration of the plates resting upon the foundations. Notice that for these examples, as was the case with the examples discussed in the previous section, when the mode shapes for vibration and static buckling become similar, the regions of dynamic instability approach the characteristic curves. For these particular examples it is seen that when the foundation modulus is increased the region of instability corresponding to the lowest natural frequency narrows somewhat, whereas the regions corresponding to higher frequencies appear to be affected to a lesser degree.


Figure 21. Regions of Dynamic Instability for a Simply Supported Plate on an Elastic Founda= Eion ( $\delta=.0002, \alpha=0$ )


Figure 22. Regions of Dynamic Instability for a Simply Supported Plate on an Elastic Foundation $(\delta=.0002, \alpha=0.6$ )


Figure 23. Mode Sbapen for a Simply Supported Flate on an Elastic Foundation ( $\delta=.0002, N_{x}=N_{y}=N$ )


Figure 24. Regicns of Dynamie Instability for a Simply Supported Plate on an Elastic Foundao $\operatorname{tion}\left(\delta=.0006_{s} \alpha=0\right)$


Figure 25. Regions of Dynamic Imstability for a Simply Supported Plate on an Elastic Founda* $\operatorname{tion}(\delta=.0006, \alpha=0.6)$


Figure 26. Mode Shapes for a Simply Suppottod Plate on an Elastic Foundation $\left(\delta=.0006, N_{x}=N_{y}=\mathbb{N}\right)$


Figure 27. Regions of Dynamic Instability for a Clamped Place on an Elastic Foundation $(\delta=.0002)$


Figure 28. Mode Shapes far a Clamped Plate on an Elastic Foundation $\left(\delta=.000 \mathrm{z}, \mathrm{N}_{\mathrm{x}}=\mathrm{N}_{\mathrm{y}}=\mathrm{N}\right)$


Figure 29. Regions of Dynamic Instability for a Clamped Plate on an Elastic Foundation $(\delta=.0006)$


Figure 30. Mode Shapes for a Clamped Plate on an Elastic Foundation $\left(\delta=.000 \delta_{B} N_{x}=N_{y}=N\right)$

### 5.4 Plates With Viscous Damping

Regions of dynamic instability corresponding to the fundamental vibration frequency are found for a simply supported plate and a clamped plate, each subjected to a loading $N_{x}=N_{y}=N_{\text {, }}$ and $N_{x y}=0$, and viscous damping. These results are illustrated in Figures (31) and (32). The damping coefficients are expressed as a percentage of critical damping. For relatively small damping coefficients, the effect of damping is that the amplitude of the pulsating load must have a finite value before the plates will become dynamically unstable. For example, for the problem illustrated in Figure (31) when $\eta=0.05$ the amplitude of the pulsating load must reach 0.1 times the static buckling load before any instability will occur. As the damping coefficient is increased the load required to produce any instability becomes very large.

### 5.5 Plate on Elastic Foundation With Viscous Damping

Figure (33) shows the region of dynamic instability for a simply supported plate on an elastic foundation subjected to the effect of viscous damping and a loading of $N_{x}=N_{y}=N$ and $N_{x y}=0$. The purpose of this example is to illustrate the simplicity in handling this class of relatively complex problems by the method developed in this thesis.


Figure 31. Regions of Dynamic Instability for a Simply Supported Plate With Viscous Damping


Figure 32. Regions of Dynamic Instabilisy for a Clamped Plate With Viscous Damping


Figure 33. Region of Dynamic Instability for a Simply Supported Plate on an Elastic Foundation With Viscous Damping

## CHAPTER VI

## SUMMARY AND CONCLUSIONS

### 6.1 Sumary and Conclusions

A method has been developed in this thesis, using a finite element stiffness analysis, to determine the principal regions of dynamic instabilicy of rectangular, homogeneous plates. The procedure employed in the development consists of the derivation of the governing set of ordinary differential equations by applying the Lagrangian equation to the individual finite plate elements, and of the solution of these equations for regions of instability using the methods from the theory of linear differential equations with periodic coefficients. The development of a finite element solution for structural problems using the Lagxangian equation has not, to this writer's knowledge, appeared heretofore in the literature. Although the approach taken by others for the solution of various problems using the finite element method is very similar mechanically to the Lageangian approach, the Lagrangian method offers a unified appreach which is more adaptable for extensions of the finite element procedure. A series of examples which includes plates subjected to several loading and boundary conditions, and plates with and without the effects of viscous damping and an elastic foundation were solved. A limited parametric investigation was made upon these examples.

The metbod is capable of handing a wide range of complex problems
with regard to boundary conditions and loading. The method makes no presuppositions with regard to the eigenfunctions for free vibration and static buckling as is the case with most existing analytical solutions. It has been shown that the size of the regions of dynamic instability depend upon the similarity of the mode shapes of free vibration and static buckling. For the special cases when the mode shapes for vibration and static buckling are the same the regions of instam bility axe the characteristic curves shown in Figure (11). In these cases the governing differential equation can be reduced to one second ordex Mathieurilil equation. Although no attempt was made to develop a criterion for likeness or similarity of mode shapes, it was observed that when the mode shapes were very similar the instability regions were largest, and when the mode shapes were very dissimilar the instability regions were smallest.

The finite element method for analyzing plates for dynamic stability makes it possible to solve large numbers of complex problems, and to analyze the problems with respect to the various parameters which affect the stability of the plates. This type of analysis with other solution methods at the present is unpractical. The treatment of the various boundary conditions which poses probably the biggest problem to analytical solutions is trivial in a finite element analysis. It is possible that the results of finite element analyses of plates might aid in giving dixection to analytical research in this area.

### 6.2 Suggestion for Further Research

The examples that have been solved in this thesis have been limited to rectangular, homegeneous plates loaded with uniformly distributed loads across the edges. The method developed is capable,
however, of handling a mach wider range of problems. Other geometrical shapes can be solved, but it might be necessary to use finite element shapes other than rectangular to accomodate the various shapes. In the literature some of the necessary elemental matrices have been developed for finite elements of other shapes. Plates of variable thickness can be analyzed by using the variable mass and rigidity terms in the integrals used in evaluating the elemental matrices. Other types of loading conditions should be analyzed. The loadings used in this thesis were uniformly distributed across the plate edges and the inplane stress distribution due to these loads was known to be constant throughout the plates. The in*plane stress distribution caused from other load configurations could be determined using methods similar to those given in works by Lundgren (19) and Apanian (20). Once the stress distributions are known the elemental stability matrices could be evaluated for these conditions and the regions of dynamic stability determined. A dynamic stability analysis of maltilayered sandwich plates can be performed using the methods of this thesis and those presented by Lundgren (19).

Other basic factors which should be investigated in relation to the dynamic stability of plates are the effects of inoplane inextia, non-linear damping, and the wse of materials which exhibit non-linear or elastomplastic stressostrain distributions.
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