
A DE'!AILED ANALYSIS OF THE CHEMICAL ~BUNDANGES 

FOR THE STAR THETA URSAE MAJORIS 

By 

MALCOLM LE.E BRU<:;E WEEMS 
/ I 

Bachelor of Science 
Kansas State.Teachers College 

Emporia, Kansas 
1967 

Master of Sc~ence 
Kansas State Teachers College 

Emporia, Kansas 
1969 

Submitted to the Faculty of the Graduate College 
of the Oklahoma St. ate University . . 

in partial fulfillment of the·requirements· 
for the Degree of 

DOCTOR QF PHILOSOPHY 
May, 1972 



cv1~· 
Jq,;i. I) 

W3q1d. ~,,~ 



OKLAHOMA 
STATE UNIVERSITY 

LIBRARY 

AUG 16 1973 



A DETAIL~D ANALYSIS OF THE CHEMICAL.ABUND,A.NCES · 

FOR THE STAR THETA URSAE MAJORIS 

Thesis.Approved: 

~ .. ~ 

&~.g-4}~. 

o'~··fkc= · Dean of tl;:le Graduate College 

ii 



ACKNOWLEDGID1ENTS 

The author would like to acknowledge Dr. ~eon~. Schroeder, my 

thesis adviser, for.suggesting the topic, supplying the tracing used in. 

this study, and providing invaluable guidance throughot.1t the preparation 

of this dissertation. 

I also wish to extend .. a special ,thanks · to Dr. J. C. Evans of the 

Department of Physics, Kansas State. University, fo.r use of his unpubltsh- .. 

ed computer programs used in this·study and.for his exceedingly helpful 

suggestions and comments. 

J;n addition, the author acknowledges Dr •. K. O! Wright fol;' the spec~ 

trc;,grams used in this study; Dr. H~ o. peebles and Dr. E. C. Mangold for 

their permission to use certain data from their theses; the contributions 

made by the other members of my graduate comm;i.ttee, Dr •. D. L ._ Rutledge, 

Dr. E. E. Kohnke, and Dr. K. E. Wiggins for their counseling during the, 

formulation oi this study; and·. Oklahoma State University Research Foun

dation for financial support for the use of the computer. 

Finally, I would like to express appreciation to my wife, Cheryl, 

for her understanding and· assistance dt.1ring the preparatio~ of this in

vestigation and to·my paI:"1:nts for th~ir interest, .encot.1ragement and. 

assistance·at all times dur:i,ng my.educational career, 

;;; 



Chapter 

I. 

II. 

III. 

TABLE. OF CONTENTS 

Page 

INTRODUCTION ••• • • • • • • 9 . . . . . . 1 

Introduction to· the Topic. • , 1 
Purpose, of the Stu4y • • • , • • • , • , 2 
Previous Ii+vestigat:ions of Theta Ursae M:a.joris , 3 

MODEL,ATMOSPHERES ••• • • e • 

The Description of.a Ste],.lar Atmosphere •• 
The Temperature Di$ti:;ibutj,on., , , • , 0 • • • 

THE THEORY OF LINE FORMATION ••. , , 

Line Depth in Flux • , , , , , , • , , 
Line Broadening Mechanism~ • , • 

. . . . 
. ~ . . . 

Calculation of The0ret:ical Line Intensity and Flux. 
The Metal Absorption Coefficient ·, • • , , , 
The Theoretical CU,rve of Grow.th. • , • • , , · , , 
The Me.ta! Line Program , .• , · , , , , , , , , , , 
Chemical Abundances and. the , Empirical, Curv.e of 

Growth • • , • • • , .• ' . • • • • • Cl • I) 

The Abundance Program, , , 'e e , o • , . . . 

7 

? 
10. 

15 

15 
16 
18 
26 
28 
29 

30 
31 

IV, THE OBSERVATIONAL DATA. , , • 32 

Spectrograms and Tracings. 
0 ' 

The. Instrumen.tal Profile • , • • 
Equivalent: Widths. , • • 

. . 
, e e • 11 

Line .Profiles. , · , , • , . . 
Assessment of Errprs. , , , • , , , , 
The Physical <;:onstants. , • • • , • . . . . 
WaveJ,.engths and Excitation Potent:ials. , fl • • e 

32 
32 
35 
40 
46. 
46 
47 

V. ANALYS_IS OF THE O~SERVATIONS. , tlllC,OOIIDt,0 48 

The· Micro turbulence Analyais , , • 49 
The Macro turbulence. Analysis. • , • , , • 53 
The Analysis of the Line Profiles. • • • , , • • • • 57 
The Abundance.Analysis ••• , ••• , ••••••• , 103 
Results. for the Individual ~lements ••• , , 107 

VI. CONCLUSIQNS • , ••• , , , • • • 0 • • 0 • . ' . . . ' 117 

The Mode:J_.Atmosphere. . . . 117 

iv 



Chapter 

TAijLE OF CONTENTS (Continued) 

The Turbul~nce Model~ , , , , • , , 
The Analysis of the Line Profiles , 
The Abundances, • , , , , , , , , , 

• • 0 • • ... . . 
. . . . . . . . . 

SELECTED BIBLIOGRAPHY, , • , • • • 0 • • • • 0 • . . . . . . 
APPENDIX A. THE MODEL ATMOSPHERE: THEORY AND COMPUTATIONAL PRO-

CEDURE , , •••••••••••••e••••••e•e••• 

APPENDii B, THE COMPUTER PROGRAMS USED IN THE ANALYSIS, , , . . . . 
APPENDIX C. THE CORRECTION FOR INSTRUME_NTA~ BROADEN.ING IN A 

SPECTRAL LINE USING THE METHOD OF VOIGHT: FUNCTION$ • , •• 

Page 

117 
118 
119 

123 

127 

136 

149 



LIST OF TABLES 

Table Page 

I. The Physical Parameters for Theta Ursae Majoris Deter ... 
mined From Curve of Growth Analyses • , • ~ • • • • • • 4 

II, The Representative Model Atmosphere,for Theta Ursae 
Majoris • , ••• , . . ' . . . . . . . . 12 

III. The Voight Parameters for the Apparatus ,Profile Used for 
Theta Ursae Majoris •••••••••• , •• , , , 34 

IV. Line !~tensities for Neutral and Singly Ionized Iron in 
Theta Ursae Majoris , •• , • • • ••••••• , 37 

V, Observed Line Profile Data for Fe I and Fe II in Theta 
Ursae Majoris , •• , • • 0 • • • • ti • 41 

VI. Instrumental Broadening Data for Observed Li~es of Fe I 
and Fe II • , , , , , , •. , , , • , • • • , , , 43 

VII. Corrected Halfwidth and Equivalent Widths fol;' Ob.serv.~p. 
Lines ,.of Fe I and Fe II • • • • , , • • 54 

VIII. Abundance Results for Ca I, • • • e • • • • . . . . . 66 

IX. Abundance Results for Co I. . . ' • • 0 • 67 

X, Abundance Results for Cr I, , • ~ • • t, ' 
68 

XI. Abundance Results for Cr II, , • • • , • t1 'o • • 71 

XII. Abundance Results for Fe I. • • 72 

XIII. Abundance Results for fe II, . ' • • • • • ! 76 

XIV, Abundance Results for Mg I. , ' . ~ . . 77 

XV. Abundance Results for Mn I. • • I I O O I 78 

XVI. Abundance Results for Na I. . . . . . . . 79 

XVII, Abundance Results for Ni I, • . . • !I • • • 80 

XVIII. Abundance Results fpr S~ II. I I ti O 82 



Table· 

XIX. 

xx. 

XXL 

XXII. 

XXIII. 

XXIV .. 

LIST OF TABLES (Continued) 

Abundance Resu+ts for si I •• • • . . • • 

Abundance ·Results for Ti I. . • . . . • • . • . 
Abundance.Results fqr Ti II"• . . . . . • • • . 
Abundance Resu+ts for v I . . . . . . • . • • . 
Abundance Results for v II. • • . . . • • • 

A Comparison of Abun_dance · Results • e O I O . . 

• • 

. • . 

. • 

. • 
• • . 
. . . 

. • 

Page 

83 

BA 
86 

87 

88 

120 

XXV. The Voight.Parameters as Functions.of-the Form Parajlleter. 151 

. XXVI. Instrumental Broadening Correction :e;ogram· •.• I I II I 155 · 

XXVII. · Instrumental Profile Analysis • • • • • • • • • • • • • • 157 

vii 



LIST OF FIGURES . 

Figur.e Page 

L · Instrumeri.t ·profile for Littrow GIII BL84 Spectrograph •. ,. • 35 

2. The Observed and Theoretic,9.l,. Center-o.f.;...the-Disk Curves. of 
Growth, for L;i.nes in the vlavelength Region i..4200 for Fe I 51 

3. The Observed and Theoretical Center.-of-e:the.,.Di~k Curve of 
Growth for Lines in the Waveiertgth Reg_icin i..5900 for · Fe I 51 

4.. The Observed and Theoretic~! Center-9f,-the.-D;i1:3k Curves of 
Growth for Fe II •••• ~ •• , ••• ' . . . . . . 52 

5. The Obse+v:ed and Theoretical. Correlation Between the Half-
Widths and the Equivalent Widths for Fe I and Fe II, , , 56 

6. Observed and Calculated Line Profiles for Fe I . i..4199, 10, • 59 

7. Observed and Calcul,ated Line Profiles for Fe I i..4202, 03. • 59 

8, Observed and Calculated Line Profiles .for Fe I i..4206, 70, • 60 

9. Observed and Calcula~ed Line Profil.es for ·Fe.I i..4219.36. • 60 

10, Ol;>served anc;l <;:alculated L:J_ne Profiles for Fe I i..4736., 78. • 61 

11. Observed and Calcµlate.d L.ine Profi:J_es for Fe. I i..489.0. 76. , 61 

12. Observed and (;!alcµlate.d Line Profiles for Fe I i..5434 .53, , 62 

13. Observed an4 Ca.lcula~ed Line Profiles for Fe I i..5586,76, , 62 

14. Observed and Calculated Line Profi;I.es for Fe II'i..4122,64 • 63 

15. Observed and Calc_ulated Line Profiles for Fe n·i..4178.86 • 63 

16. Observed and C:alaulated Line Profiles for-Fe II'i..4731.44 , 64 

17, Observed and Cal~ula~ed Line Profiles for Fe II i..5414,:09 , 64 

18. Observed ani;l Ca+c.ulated Line Profiles for Fe II ·i..5425,27 , 65 

Theoretical Curve of ,Growth for Ca L. 

20. Etµ.piri<;.al Curve of Growth.for Ca I·,, 

viii· 

. . . . . . . 
. . . . . . 

. . . 89 

89 



LIST OF FIGURES (Continued) 

Figure . 

21. Theoretical Curve of Growth.for Co I . . . 
22. Empirical Curve of. Growth for Co I . . 
23. Theoretical Curve of Growth for Cr I . . . . . . ' . . . 
24. Empirical Ci.lr~e of.Growth for Cr I·. , . . . 
25. Theoretical Curve of Growth for Cr .II. , ••• . . 
26. Empirical Curve of Growth for Cr II •• . . . • f) (I • 

27. Theoretical Curve.of Growth for Mg I . . . • ' 

28. Empirical Curve of.Growth for Mg I . • . . • . . 
29. Theoretical Cur:ve of Growth for Mn I . . • . 
30. Empirical Curve of.Growth for Mn I- • . . • . . • 
31. Theoretical·Curve of Growth for Na.I , • • • e • • • e • • 

32. Empirical Curve of Growth for Na I , • , · • , • o e • . . . 
33, Theoretical Curve of .. Growth for Ni I I I I I I I I 

34. Empirical Curve of Growth.for Ni I 

35. Theoretical .. Curve of Growth for Sc , II. , 
• . • I 

36. Empirical Curve of Growth, for Sc II •• ~ . .. . . . . . . . 
37. Theoret.ical c;urve of Growth for Si I· . . 
38. Empirkal Curve of Growth.for Si I • • . . . . ' . . 
39. Theoretical Curve of Growth for Ti I • , , •• • 0 

40. Empirical.Curve of Growth for Ti I. . . . 
41. Theoretical Curve of Growth for Ti II. , • II I I Cl 

42, Empirical Cm;ve of Growth for Ti. II. , , • 0 • 

43. Theoretical Curve of Growth for VI. • • • • • • • e I 

44. Empirical Curve of Growth for VI •• , 

45, Theoretical Curve of Growth for VII, . . • • 

ix 

Page 

90 

90 

91 

91. 

92 

92 

93 

93 

94 

94 

95 

95 

96 

96 

97 

97 

98 

98 

99 

99 

100 

100 

101 

101 

102 



LIST OF FIGURES (Continued) 

Figure Page 

46. Empirical Curve of Growth for VII. , • • I I I I I I 102 

47. The Abundance of Fe I a~ a Function of the Excitation Po-
tential of the Upper,Level ••• , •. , , •• , , • • • 106 



CHAPTER I 

IN'J;'RODUC,TION 

Introduction to tq,e Topic 

Abundance determinatio11,s from stellar sp~ctta have long preoccupied 

investigators in the. field of astrophysics. 'J;'he ,value of abundance.de

terminations lies in the .clues which th~y give to.the htstory of stel,.lar 

matter. For a fixed set of. abundances it .is posaible ·. to make a one-to

one mapping between the net e111ergent flux and the surface_gra:vity and, 

the coo:rd:inates, of;: the HertZ!,IJ?rung Russell diagram--a' diagram repreaent-· 

ing the evolutionary path of a stellar obje~t::. Ge11eral-ly,. the characteri

zation of, the net emergent fl1Jx a1~/l;!re>surfas~ -gravity :,.is ~ccomplished, 

through a model atmosphere approach. 

The analysis of stellar spectra .has developed-from the rudimentary· 

curve of growth analysis, the relationship between th~ width of a line 

and the .number of effective absorbing atoms, first introduced by Minnaert 

and Slob (1931). Essentially, this technique.represents a m,ethod for 

the deduction of varioua atmospheric parameters such as the temperature, 

pressure and chemical composition, based on·the approxilllation ·that· 

spectral line formation can be treated as originating in ari. atmosphere 

of some fixed, temperature and density. 

An improvement upon the treatment of spectral analysis began.with 

the mqdel.atmasphere technique of Stromgen (1940) and has since been 

significantly improved upon by more recent investigations .• 

1 
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Aller (1949) was. the first to apply the ',model atmosphere method to 

stars other than the sun where he investigated the B2V sta~, Y Pegasi, 

Wallerstein (1966), Greenstein (1948), and R. Cayrel and A. Cayrel de 

Strobel (1966) have catalogued a number of. stars, upon which these tech-

niques have been applied. Of significance is the fact that very littl~ 

is known about.stars falling near the spectral range of the sun--.such as 

Theta Ursae Majoris. 

The determination of,the chemical abundance.of a stellar atmosphere 

using the fine analysis approach is based upon a .generalized procedure 
' . . 

of successive approximation. First, a curve of growth analysis supplies· 

rough estimates of the abµndanye of existing elements, the surface grav-

ity~ and the effective temperature C:>f the .star; Next, a grid of stellar 

atmospheres can be computed on the .basis of this knowledge, Selection of 

the appropriate model for the stellar atmosphere finally rests upon a 

comparison between experimental and theoretical values of the energy 

distribution in the continuous ·spectrum, the color temperature of the 

star and the hydrogen line profiles. In ac,ldition, any correct stellar 

model should effectively reproduce the,discontinuity in the energy dis-

tribution at the Balmer limit; From the model atmosphere, the stratifi-

cation of the teinperature, pressure, and opac~ty can be used in conjunc-:-

tion with an assumed m(;!chanif?m for the formation of.a spectral,. line to 

theoretic&lly predict the line profile and its equivalent width. Once 

agreement between the observed and calculated profiles has been achieved, 

aQundance.may be determined. 

Purpose of the Study 

The .purpose of this investigation is to deterinine the chemical com-
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position of.the stellar atmosphere of th,e star Theta ·ursae Majoris, The 

abundances of the elements employ a detailed. description of the struc

turing of the atmosphere, Theoretical curves of growth, metal line 

profiles, and equivalent widths are utili~ed to assess the effects of 

the variou~ line broadening agents which are present in the atmosphere. 

Previous Investigation of Theta Ursae Majoris 

Theta Ursae Majoris (a.(1900) = 9h 26m, 6(1900) = 52°8 1 , Keenan and 

Morgan, 1951) is listed in the catqlogue of.Johnson and Morgan. (1953) as 

a subgiant star of spectral type F6, luminosity class IV, and visual 

magnitude of 3, 3. Like most stars. of its type, it exhibits a low rota

tional velocity and shows no evidence of the presence of a stellar mag

netic field.· These latter qualities make Theta Ursae Majori$ well-suited 

for analysis since the treatment of these two mechanisms is a difficult 

problem to introduce in.the formation .of a spectral line, 

In the case of Theta.Ursae Majoris, the coarse analysis necessary 

for the model.atmosphere techniques were performed by Greenstein (1948), 

Boyarchuk (1960), Peebles (1964), and Mangold (1968), Both Greenstein 

and M,,mgold utilized a differential curve of growth technique· while 

Peebles considered an absolute curve of growth method. Boyarchuk com

pi;lred observed.curves of .growth with the theoretical curves computed by 

Wrubel for the Milne-Eddington model, · A sullllllary of .the perti,nent physi

cal parameters obtained by these investigators is shown'in.Table I. 

Some of the peculiar .features of this star can be found in the hy

drogen line contours and the metallic line .profiles, Both. of these show 

an abnormal reduction in line. intensity when compared to similar stars. 

A portion of this effect (Greenstein, 1948) can be attributed to an 
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TABLE I 

THE-PHYSICAL PARAMETERS OF 8 URSAE MAJORIS DE+ERMIN~ 

FROM CURVE OF GROWTH ANALYSES 

Parameter Greenstein Peebles Mangold 

eo 1.04 none 0.98 exc 

e* 0.98 numerous values 0,88 
exc 

e* 
ion 0.87 0.811 0.811 

log c/v * 5.44 5.04(Fe I-!BS) none 

* 1.202 log p 1. 31 (Ti I-NBS) 1.07 -
e 

log f~ -1.00 none -0.70 

* log a -2,3 -1.8 Both scatter- none 
ing models 

-1,3 Both absorp-
tion models 

1Derived from the effective temperatur€1, 1 

2 Derived for e O = 0.80. 
ion 

o -. Sun 

* Star 
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unusually high value of the continuous optical absorption coefficien,t; 

This reduces the intensity of.the observed lines, arid gives the effect' 

of a higher-than,-normal surfaqe gravity. However, some atmospheric 

structuring is still ·necessary to explain this anomaly, A compai'ison of 

the.abundanci analyses of Mangold and Greenstein~shows evidence of some 

variation, but on the whole, indicates: that the'photosphere of Theta 

Ursae Majoris has a chemical, composition not too unlike the solar atmo

sphere, Mangold did find trends which suggested the metal content of 

this star was somewhat deficient relative to the.solai;: values. 

A fine analysis of the atmosphere of Theta Ursae Majoris was per

formed by Evans and Schroeder (1969) and Bulman (1971) using a pressure

opacity-flux model.· for a given temperatur~ distribution. A grid of· six~ 

teen'representative model atmospheres were computed using a·scaled ver-. 

sion of Elste's solar temperature distribution. Effective temperatures 

and logarithms of the surface gravities were taken to fall within the. 

range 6ioo °K to 6650 °Kand from 3.8 to 4.4, respectively. Among the 

results reported was the fact that th~ computed UBV colors, corrected 

for line blanketing (Myrick, 1970), were nqt in agret;ment with the ob

serve\i ones for the band-width difference U-B •. An analysis of the 

hydrogen line profiles resulted in a choice of the representative model, 

atmosphere for Theta Ursae Majori,s having an effec·tive temperature of. 

6500 °Kand a surface gravity of log g = 4.2. 

In a further investigation, Evans, Schroeder, and Weems (1971) 

suggest that a revision of this atmospheric model is necessary when the 

multicolor,pl}otometry of Mitchell and Johnson (1969) i-s included with 

the previous information. A model atmosphere with an effective tempera

ture of 6350 °Kand logarithm of the surface gravity of 4.0 seems to be 



more indicative of the conditions. with the atmosph.ere'of tnis·star. 

For the purposes of·this·investigation this model of the atmosphere of 

Theta Ursae Majoris will be utilized for all.computational procedures. 

6 



CHAPTER II 

MODEL ATMOSPHERES 

The Description of a Stellar Atmosphere 

For the purposes of th,is study, a stellar atmosphere is described 

by that portion.of a star capable of.being observed, In .a general way 

this would.refer to the regions of a star from which its components of 

the electromagnetic .spectrum arise; and characteristically this implies 

the layers of a star from which the contim.1,ous and absorption-line 

spectrum are formed. . The presettt interpretation of a stellar atmosphere 

implies a depth ranging from a few hundred to a few thousand kilometers; 

the solar atmosphere, for example, .can be described as having a geometri

cal depth of approximat~ly 330 kilomete.rs (Aller, 1963). Of course it 

is because. the actual processes occurring within the atmosphere deter

mine the nature of the radiant energy emitted that one may deduce the 

physical propert~es of the.stellar atmosphere from observations of the 

continuum anc;l the strength and shape of the spect;ral absorption lines. 

The representation of a stellar atmosphere in terms of a model 

proceec;ls from a.postulation of the dependence of the physical quantities· 

--temperature, pressure, and opacity--upon a specified depth-dependent 

variable to the computation of ·the net.flux emerging from the star and 

the shape·of the spectral absorption lines. A comparison of.the computed 

data with stellar observations is made and the model altered to yield a 

best fit thereby defining the mqdel atmosphere only to the e~tent of the 

7 
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agreement. 

To , relieve the complex,ity--and somewha; out of ·necessity--the sit

uation of describing accurately. a stell~r .'~tmospher~ must be. accompa1;ded 

by certain.symplifying assumptio#s governing the physical proces1;1es which. 

are occurring. It is argued that the amount·of imperfection introduced 

will only evic;lence·itself in se~otidary roles. 

For the de.tailed analysis of Theta Urs.ae Majoris, tl)e ·star was as

sumed to be spherically symmetric, non-rotating, and the range of d~pth 

of the atmosphere negligible compare<;l to.the rac;lius of the star. Fur

ther, the at'l}lospher~ is assumeci·to be partitioned in homogeneous, 

steady-state, .plane-parallel layers of which the outer boune:lary is de.,.. 

fined by the condition that no significant quantity of radiation fldws 

inward across this boundary. The atmosphere is also constrained to pro

vide no significant sources or sinks of energy. A state of hydrostatic 

equilibrium exists at all.times and at all points in the.atmosphere under 

the influence of a uniform gravitational field. No provision is made 

for radiation, 'magnetic, or other m~cha!).ical, forces. This ensures that 

tqe total pressure at each layer is equivalent 'to the gas pressure of. 

the layer. 

Additional assumptions·are plaqed upon tl;le mechan:f.,sm of the;inter-· 

action of the radiation and gravitational field., The gases present in 

the atmosphere are assumed to ·be in local thermodynamic .. equilibri,um. 

This impl!es that for t~e continu,ous spectrum a simple replacement ,c;,f 

the sourc~ function by the Planck. funct,ion of the local electron tem

perature may be made since then..the ratio of the probability of t}:te 

emission to a9sorption of a photon in.a specified frequei::i.cy ii::i.terval 

woulc;l, be ·unity, Pure. ab.sorption ·is then. the only mechanism for t}:te for-
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mat ion of the radiation field. In general thi$ ratio is clcjse to unity 

except 'for lines that are formed in high regions of the atmosphere so 

that this assumption is not altogether unrealistic for the problem 

(Bohm 1960; Aller 1963; Motz 1970). Finally the assertion is made that 

the formation of the line and continuous spectrum may be,treated as sep-

arate entities. 

While magnetic forces are formally neglected; they are·incorporated 

in an approximate manner through the use of an effective surface gravity 

rather than of the dynamical quantity. Magnetic .. effects produce a dis""" 

tention in the atmosphere at its 01,1termost layers and reduce the d:ynam:i"'." 

cal surface gravity in .. the process· (Aller, 1953). 

The method·. of computation of the corresponding pressure-opacity-

flux model follows the computational procedure developed by Weidman 

(1955) and later refined by Elste and Evans- (19661. fo;t:> a given cliemi-

cal composition, effective surface gravity and temperature distribution, 

the moc,lel atmosphere program will generate the electron and gas pressures 

as functions of a conveniently defined depth variable. Rather than the 

actual physical depth in the atmosphere, the logarithmic optical depth 

scale is used (Elste.1955; Weidmann 1955). The logarithmic optical 

depth.scale is approximately linearly proportional to the physical depth· 

of·. a layer in, an atmosphere. Following common practice for the independ

o 
ent variable of depth, the logarithm of.the optical depth at SOOOA is 

used. It can be.related to the,physical variable by the expression 

x 

where 

log t 
0 

= log [ft 
0 

(2-1) 
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t • the physical depth in the atmosphere, 

K Ct) 
0 

m = 
0 

µi = 

e: • = 
1 

p (t) = 

the continuous absorption coefficient per hydrogen.parti
o 

cleat 5000A, 

the gram mass of a unit atomic·weight, 

the atomic weight of species i, 

the number abundance of species i relative td hydrogen, 

the density of stel,lar .material.. 

The atmosphere was stratified into twenty-seven layers each specified by 

a value of.the logarithm 'of,the optical depth rc:!-nging from -4.00 :s. x 

~ +1.20. Evans (1966, 1969) and Bulman (1971) have discussed extensively 

the theory developed for computing the;pressure~opacity-flux model u~ed 

in this study and the necessary details are given in Appendix A. 

The Temperature Distribution 

The .temperature is related to the depth through some arbitrarily 

adopted temperature law obeying the constraint that it resemble as·. 

closely as possible the real star. This law is.commonly estaQlished by 

requiring that the spectru~ meet the condition of radiative equilibrium 

at each layer; that is, the total flux must·be constant with depth. Of 

course, one coµld bypass this requirement by adopting an epipirical, tern-. . ' . . 

perature relation which is basec;l upon solar limb-darkening measurements. 

The latter procedure is convenient for stars whose sources of continuous 

absorption coefficients and ionization equilibrium are·not far removed 

from those of the sun. 

For the,purposes.of this study an empirical solat temperatµre.dis-. 

tribution by Elste. (1955) was utilized. This distribution has been 

shown to fit solar observations of limb-darkening (Elste 1964), sodium 
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D lines (Mattig and·Schroter, 1961; Mugglestone, 1964) and the.Balmer' 

lines (David, 1961). The extension.to the desired stellar temperature 

distribution is accompli,shed by multiplying the empirical solar tempera-

ture by the ratio of the stellar to solar effective temperature for each 

layer of the atmosphere. The resulting effective temperature does not 

yield total integrated flux since it has been empirically derived; how'i"" 

ever, this approximation will be assigned as.the model temperature, 

It is well known that the best criterion for the specification of 

temperature in F, G, and K stars is through the Balmer-line profiles, 

Bu],man (1971) computes a grid of sixteen representative model atmospheres 

for the star Theta Ursae Majoris, having effective temperatures between 

QI Q 

6200 Kand 6650 Kand surface gravities between log g = 3.8 and 4.4. 

His analysis of the hydrogen line profiles predicts a model with an 

0 ' 
effective temperature of 6500 Kand logarithm of the surface gravity of 

4o2o However, when this model was compared to that predicted by the 

UBV colors which incorporated the line blanb,~ting _measurements of Myrick 

(1970), no single definitive model for Theta Ursae Majoris could be as-

certained. Evans, Schroeder, and Weems (1970) have reported that using 

the multbcolor photometry of Mitchell and Johnson (1969), the UBV 

colors, and the hydrogen line profiles, a revised model with an effec

tive temperature of .6350 °Kand log g of 4.0 best'represents the atmos"." 

phere of Theta Ursae Majoris, The detailed model atmospher·e is shown in 

Table II. It represents the model atmosphere chosen for the computation-

al analysis of Theta Ursae Majoris. Following the data table, the effec-

tive temperature, the surface gravity, the helium to hydrogen number 

density, B, and the logarithm of.the number of hydrogen atoms to those 

of the metals; A= log ijH/~ N metals are listed, respectively. In the 



TABLE II 

THE REPRESENTATIVE MODEL ATMOSPHERE FOR THETA URSAE MAJORIS 

Log Tau Theta Temp. Log PE Log _PG Log K/PE Mean Log Geometrical 
(5000) Model (K) (5000) Mol. Wt. Density Depth (KM) 

-4.00 1~0404 4844 -1.1407 2.8125 -24.9813 1.3597 -8.6592 o.o 
-3.80 1.0399 4847 -1.0947 2.8768 -24.9893 l.3597 -8.5950 o.o 
-3.60 1.0389 4851 -1.0026 3.0057 -25.0036 1.3597 -8.4665 o.o 
-3.40 1.0374 4858 -0.9079 3.1324 -25.0169 1.3597 -8,3405 o.o 
..-3.20 1. 0357 4866 -0.8122 3.2567 -25.0289 1.3597 -8.2168 o.o 

-3.00 1.0331 4879 -0. 7133 3.3787 -25.0412 1.3598 -8.0959 o.o 
-2.80 1.0294 4896 -0.6113 3.4983 -25.0541 1.3598 -7.9779 o.o 
-2.60 1.0240 4922 -0.5049 3.6155 -25.0691 1.3598 -7.8630 o.o 
-2.40 1. 0176 4953 -0.3965 3.7306 -25.0848 1.3598 -7.7506 o.o 
-2.20 1.0076 5002 -0 ,2776 3.8433 -25.1063 1.3598 -7.6422 o.o 

-2.00 0.9948 5066 -0.1503 3.9533 -25.1320 1.35~8 -7.5378 0.0 
-1.80 0.9794 5146 -0.0133 4.0601 -25.1618 1.3597 -7 .4377 o.o 
-1.60 - o. 9612 - 5243 0.1364 4.1631 -25.1963 1.3597 -7.3429 o.o 
-1.40 0.9411 5355 0.2974 4.2615 -25.2339 1.3597 -7.2537 o.o 
-1.20 0.9184 5488 0.4754 4.3543 -25.2762 1. 3597 -7 .1715 o.o 

-J,_.00 0.8938 5639 0.6688 4.4407 -25.3222 1.3596 -7,0969 o.o 
-0.80 0.8665 5817 0.8834 4.5200 -25.3736 1. 3595 -7.0311 o.o 
-0.60 0.8356 6032 1.1259 4.5909 -25.4324 1.3594 -6.9760 o.o 
-0.40 0.80()1 6299 1.4039 4.6523 -25.5008 1. 3591 -6.9336 o.o 
-0.20 0.7591 6639 1. 7240 4.7033 -25.5800 1.3584 -6.9057 o.o 

o.o o. 7136 7063 2.0786 4.7437 -25.6656 1.3569 -6.8925 o.o 
0.20 0.6644 - 7586 2.4612 4. 7745 -25.7497 1.3533 -6.8940 o.o 
0.40 0.6144 8203 2.8489 4.7968 -25.8140. 1. 3445 -6.9084 0.0 ~ 

!',.) 



Log Tau Theta Temp. 
(5000} M0del (K) 

0.60 0.5762 8747 
0.80 0 .5489 9182 

1.00 0.5316 9481 
1.20 0.5206 9681 

T (eff) = 6350 °K Log g = 4.00 

TABLE II (Concluded) 

Log PE Log PG Log K/PE 
(5000) 

3.1456 4.8136 -25.8379 
3.3581 4.8283 -25.8369 

3.4947 4.8431 -25.8286 
3.5815 4.8526 -25.8201 

B = 0.1250 A= 3.2306 

Mean Log 
Mol~ Wt. Density 

1.3307 -6.9240 
1.3138 -6.9360 

1.2989 -6.9400 
1. 2872 -6.9435 

Geometrical 
Depth (KM) 

o.o 
o.o 

o.o 
o.o 

...... 
w 
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succeeding cdlumns, the .logarithms of the electr.on pressure, gas pressure 

and the ratio ·of the absorption coefficient to the electron pressure are 

0 
given as functions of thE; optical.depth at 5000A and the temperature, 

either as 8 = 5040/T(°K). or T(°K), The values locat~d under the column 

for the geometrical depth have been initia+ized to zero since the geo-

metrical depth was not used for calculation purposes. Also tabulated 

are mean molecular weights and logarithmic.densities. 



CHAP.TER I II 

THE THEORY.OF LINE FORMATION 

In order to. extract the most· in~orm,;1tion possible· about' the atmos-

phere of a star there are two aspects of an. absorption line which must. 

be considered, the intensity of the l:i,ne, generally expressed in terms. 

of an equivalent width, and its shape or profile. Theform~t is just 

the.total amount of energy extracted by the absorption line itself while 

the latter feature depends principally upon.the residual energy distri-

bution in.the line as a function of the fi;-equency. 

Line Depth in.Flux 

If local thermodyn,;imic. equilibrium is as·sumed for line formation, 

then scattering processes may be neglected as compared to pure absorp-

tion processes so the net flux in the continuum is represented by 

Equation (A-13). Thelin~ depth. in flux (Gu~sman, 1963) is defined as 

where. 

= 1 -

R, 
FT(O,L'.A) 

c 
FT(O,Am) 

= (3-1) 

0 
A = the wavelength which defines.a 150 A wide region of ·the 
m 

spectrum containing A, 
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F~(O,Am) = the total continuum flux emerging from the atmosphere, 

fl., 
FT(O,AA) = the emergent flux in the line at a distance AA from 

the line center, 

Both F(O,A) and T, (x) have been specified as details of the calcula-
m AID 

tions of the model atmosphere. If the mechanisms f9r line formation are 

independent of those.for the formation of the continuum, then the flux 

in the ·line is 

(3-2) 

since the optical depth T, is just the addition of the optical depth in 

the continuum, .c, and the optical depth in the line. 

The optical depth in the line is given by 

fl., 
-r (x,AA) = 

!Li • -x, e 
fx .....2... (1 - 10 AID )dx, 

-oo K Mod (3-3) 
0 

fl., 
where K (x,AA) = the line absorption coefficient per hydrogen particle, 

-x e 
1-10 Am 

= 

= 

12397.67/A , 
m 

the factor needed to account for stimulated emission, 

K (x), "C (x) and e (x) are the parameters· specified by the model atmos.-
o O 

phere calculations. 

Line Broadening Mechanisms 

The absorption lines in stellar spectra are broadened through 

several different mechanisms in addition to instrumental imperfections. 
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The major causes of intrinsically broadened lines are (Aller, 1963; van 

Regemorten, 1965): (a) a Doppler broadening due to random thermal mo

tions of the gas atoms as well as a possible small scale mass motion, 

turbulence, in the atmosphere; (b) radiation or.natural broadening, due 

to the existence of sma],.l but finite lifetimesof excited states of a 

gas atom; (c) Stark broadening, from the interaction of absorbing atoms 

with surrounding ions or electrons; (d) Van der Waals broadening, from 

the interaction of absorbing atom with neutral atoms of a different type; 

(e) Zeeman broadening, due to line-splitting in a magnetic field; (f) 

resonance broadening, due to interactions of the absorbing atom with 

atoms of the same type; (g) isotopic broadening, a type of pseudo

broadening occurring because of isotopic variations between atoms, The· 

more .. important extrinsic 'causes for line broadening in stellar spectra 

are rotational broadening due to contributions to the line from differ

ent portions of a rotating stellar surface and large scale turbulent 

effects in the atmosphere. 

The turbulence broadening effects are commonly distinguished as 

being of two types, macroturbulence or mic:roturbulence. Macroturbulence 

is defined as mass motions whose linear extent is large compared with 

the mean free path of a photon. On the other hand, for microturbulence 

the mass·eddies have.a linear extent small as compared with the mean 

free path of a photon, rurbulence affects both the equivalent width and 

the line profiles, but in a different manner depending upon whether or 

not the diameter.of the atmosphere is greater or smaller than the thick

ness of the line-forming region. Microturbulence elements moving with 

different velocities absorb radiation from the continous spectrum at 

different distances from the line center resulting in a broac;lening of 
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tfte lirte profile and-an.increased equivalent width. The·delaying of 

optical saturation then raises the flat portion of the curve of growth. 

Macroturbulence does not-affect the equivalent width, since by defini-

tion it occurs after the line has been formed, and simply rounds out the 

line profile. 

Calcµlation of Theoretical Line Intensity and Flux 

Consider an at;mosp1'ere which contains mass motions, arising from 

cells whose thickness is greater than that of the region in which the 

line is formed, whose velocity along the line of sight has the radial 

and tangential components 

where 

E, 
1 

= 
r t 

E • cos e + E • sin e, 
1 1 

(3-4) 

6 = angle between the observer and the velocity component of 

the ith cel.L. 

If the continuum intensity of the ith cell is I~, and the line in-
1 

tensity of the ith cell is I~, then the total continuum intensity arising 

from n distinct cells occupying an area A at a limb distanceµ_= cos 6 is 

while the 

where 

tota:j. 

a. 
1 

IC n c 
.El a, I;' T 1= 1 1 

(3-5) 

line intensity is given by 

IQ, 
iil 

Q, 
= a, I. ' T 1 . 1 (3-6) 

the fraction of area A occupied by cells with a velocity 

of E,, 
1 



19 

The line depth expression for the emergent radiation from the region of 

interest is fromEquations (3-5) and (3-6) 

(3-7) 

Now if the continuum is formed according to the mechanism of pure absorp-

tion, and local thermodynamic·equilibriums assumed, the equation for.the 

specific intensity of a ray which emerges from the surface of the ith 

cell at angle e with the normal is 

c· 
\(O,µ) 

c 
where -ri(x) 

= 

= 

I 00 s~ 
-oo J. 

e 
-TC/µ 

i 

the continuum optical depth, 

x K~ lOX 
f ..2:. dx 

-oo c· Mod ' K 
0 

Kc 
i lOx dx 

Kc Mod µ 
0 

0 
x = logarithm of the optical depth at A= 5000A, for a 

non-moving ambient photosphere, 

(3-8) 

= the sourc~ function in the continuum of the ith cell, 

which in this case is the Planck function. 

Likewise the specific line intensity of the emergent ray is 

9., I,(O,µ) 
J. 

= 

00 

f 
-oo 

--r /µ Ki lOx dx 
8i e Kc (Mod) µ 

0 

(3-9) 

where Si= the source function of the ith cell at a point in the 
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line. 

'i • the optical depth for a point in the.line 

c fl x K~ + K7·· lOX 
+ ! l. l. dx = T. T, = . 

l. l. -oo Kc Mod 
0 

In Equation (3-9) the mechanism for line formation has. been assumed to• 

be independent of that which pr9duces the continut.1,m (Motz, 1970), so 

that the source function S. becomes 
l. 

where 

and 

= 

K. 
l. . 

= (3-:-10) 

= 

Making use of Equations (3-8), (3-9), and (3-10), the line depthin in-:-

tensity, from Eqµation (3-7), is 

n a. 
r>,. (µ) = i~l 

{ ..1:. f+oo Sc 
lc -<x> l. 

T 

00 

f 
-co 

or 

c K7 - ·/µ 
-2:. e 

Sc 
i e 

KC;-

c - ,,/µ 
l. 

0 

lOX dx} 
Mod µ 



"" = f 
-oo 

c a.S. 
l. l. 

Ic 
T 
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lOx dx ---Mod µ 
(3-11) 

It is now of benefit to make simplifying assumptions concerning some of 

the quantities in Equation (3-11). The best bbservational evidence for 

the existence of macroturbulence appears iµ·the granular structure of 

the ati.nosphere of the sun~ There the continuous radiation from the 

bright grc:i.rtules is nqt altogether different in intensity from that pro.., 

duced by the inter-,granular region surrounding the cells (Evans, 1971). 

Therefore, it will be assumed that the intensity of the cells I~= Ic 
l. 

for all i. This implies that the total continuum intensity, summed over 

c all cells, is just the total intensity IT. Thr<:>ughout the part · of the 

line that makes the major contribution to the equivalent width, the. 

source function in.the line is not:very different from that in the con.., 

tinuum and if locai thermodynamic equilibrium is invoked, they are 

identical. Further; Jugaku (1957) }:las shown that it is thebrietic&lly 

sound to.assUille the source function to be Planckian .for main-sequence.B 

stars. The last resttiction is placed on the macroturbulent distribu-. ' 

tion itself. It ,will be assumea th~t all cells have the same tempera-

ture stratification and differ only in their veloci,ty fields. This 

latter assumption constrains the Planck function and the optical depth 

in the,continuum to be identical'for all.cells. With these conditions, 

Equation (3-11) for the line depth becomes 
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-Tq/µ . 9.,/ 
00 [B n -T µ e e i ) r>.. (µ) = f i~l ai (1 - (1 + pi) _.., 

le 

Kc 
lOX dx' 

" -] -· (3-,12) 
Kc Mod µ ' 

where B = 

Kc = 

0 

B>.. = the Planck function, 

Kc = the co~tinuous aQsorption coefficient, 
>.. 

0 
the continuous absorption coefficient for>..= SOOOA, 

9., 
-r. = the optica* depth of a.line occurring in the ith cell 

1 

of the atmosphere. 

Using the identity 

n 
. E1 a. (1 - 1jJ.) 
1=, 1 1 

Equation (3-12) may be written in tqe form 

= 

Except for the sun, it is impossible to observe separate portions 

of a stellar surface, The energy that is received from a stellar object 

is then proportional to the total amount of energy emitted from each 

small segment of area, This energy or the flux .is then obtained by in-

tegration of the specific intensity, Equations (3-5) and (3-6) over all 

possible solid angles. Hence, from Equations (3-,8) and (3-9), the total 

flux in the continuum is 



1 
Tr 

or 

¢=2rr l ¢=o 
8=rr/2 c 

8£6 IT(O,µ) cos e sine ded¢ 

where y = 1/µ, Likewise, the flux in the.line becomes, 
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(3-14) 

(3-15) 

The quantity.in brackets is just the seconc;l expone:p.tial integral (see 

Equation (A-13). So Equations (3-14) and (3,-15) may be written as 

= 

and 

= 

n oo c c 
,El 2a, f sl.. E2(Ti) 
1.= l. -oo 

dx, 

n 00 c £ Ki lOx 
i~l Zai !_ 00 Si E2(Ti + Ti) Kc Mod dx, 

= 

= 
2a. 

l. 

0 

(3-16) 

(3-17)• · .·· 



Using Equation (3-10) this becom~s 

n 2ai Kc 
RA(µ) 

00 [ c c i = E J Si E2(Ti) 
i=l Fe (O !:,.;\.) 

-co Kc 
T ' m 0 

Kc 
i lOX 

•· - (1 + p.)] dx , 
Kc 1 Mod 

0 

Which, for convenience may be.expressed as 

= 

Kc 
lOX 

K~} Mod dx 
0 
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dx, 

(l+p.13.) c. . 1 1 ( c . Q,) 
Si (I+ pi) 

E2 T.+T. 
1 1 

(3-18) 

The solution of the line depth Equat;ion (3-18) is based upon the 

method of the.Planckian gradient of Mugglestone (1958) and later modified 

by Evans (1969, 1971). The method utilizes an integration by parts of 

the flux Equations·(3-14) and (3-15), for the line and continuum. The 

general form of these equations is 

= 

Letting u = S(T), dv = E2 (T), v = -E3 (T), and 



du = dS ('r) 
d,: 

d,: d~(~) d log,: 
d log ,: d,: 

the above integral then becomes 

d,: = dS(,:~ 
dx dx, 
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1jl = S(O) +,2! _: !!: • E3 (,:) dx • (3-19) 

From the results of Equation (3-,19), the Planckian gradient form of.the 

line gepth.becomes 

= (3-20) 

4x} , 

dS.11, dSc 
h ~ i/. i. · Under th tit' d t 1 1 t were 'i!i = - - . e same res r c 1.c;ms u~e q ca cu a.e dx dx 

the intensity form of the line d.epth, the fol:Lowing conditions wi}l be 

assumed: (a) the s~urce function in the line and continuum is the 

Planck function; (b) the .. optical depth: in the conUnu~m is. the same for 

a:Ll cells. Thus, the PlEJ.nckian gradien~ form of tl;le line depth, Equa-:-

tion (3-20) may be expressed as 

dx, 

or 
c .11,· 

2 ft"° dB c [1 -
N ai E3(,: +,:i) 

RA(µ) = E3 (,: ) r . . . ] dx. c -co dx· i=l c 
FT(O,Am) E3 (,: ) 
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If the'macroturbulent.cells are.assumed to produce a velocity dispersion 

function, the expression in the. bracket may be replaced by a weighted 

mean for the line optic~l depth (Evans, 1971), so ,that,the expression 

for the line depth becomes 

(3-21) 

The Metal Absorption Coefficient 

For the computation of the metal ·lines, only.broadening mechanisms 

giving rise to Gaussian profiles or Lorentz profiles are included, In 

addition to the. theTI11al Doppler broaclening the abs:erption coefficient 

includes natural, Stark, van. der Waals, and microturb.ulence broadening, 

Magnetic interactions have been neglected as well as rotational. broaden-:-

ing although.macroturbulence.broadening could be made to simulate the 

latter effect. The profile of a line that results from a thermal·Doppler 

effect is a Gaussian profile while thq.t from natural or pressure broad-

ening is a dispersion profile. Combination of these two mechanisms re-,, 

sults ·from the convolution of the two.profiles. Considering only 

Doppler broadening, the random thermal agitation in a stellar atmosphere 

is increased byany microturbulence; and the most probable velocity of 

the atoms is given by 

v = mp (3--22) 

where = the most probably thermal velocity, 

= i2KT/m = 



£turb. ~ the most probable velocity of the micro

turbulence. 
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The 1/e width of the resulting Gaussian profile is given.by the Doppler 

width 

t:..'A . D 
:\ 

= -v 
c Itlp = 

:\ 
c 

(3-23) 

Since·the convolution of two Lorentz profiles again yields a Lorentz 

profile wh,ose width.is equal to the sum of the widths of the convoluted 

functions, the. half-width of the dispersion profile for the other 

broadening m~chanism .is just the sum of the half-widths due to natural, 

Stark and van.der Waals broadening, 

= r rad. + rStark + r d W 1 van er aa s • 
(3-24} 

The radiation damping constant is obtained through classical means while 

the Stark broadening due to hydrogen and helium as well as van der Waals 

broadening by ions and electrons are approximated using the Lindholm 

theory as a basis (Evans, 1966). The line absorption coefficient per 

hydrogen particle is computed from the absorption coefficient per ab-

sorbing particle, 

n 
= ( n,m) K 

NH atomic, 
(3-25) 

where the quantity in parenthesis represents the number of absorbing 

particles per hydrogen particle. For the case of doubl.ets, the blending 

is Ciilctill;lted by adding the absorption coefficients for each line. More 
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of the.details of the calculations of the metal line absorption coeffi-

cient can be found in Appendix B. 

The Theoretical Cu~ve of Growth 

The curve of growth methoc;l is a concept representing the behavior 

of the equivalent 'width of a stellar spectral line as the number of 

effective absorbers in the atmosphere changes, However, for computa-

tional ease, the theoretical curve of growth .. will be defined as a plot 

of the sat~ated equivalent_width as a function .of the unsaturated 

equivalent width (Aller, Elste, and Jugaku, 1957; Aller 1960; Aller 

1963). The unsaturated equivalent width is defined as 

(':J .. )'* !,-a, 
KQ.c T -x e 

= (M~d) (1-10 >-m ) G>.:m dx, (3-,26) 
A -oo K 

0 

where K.!l,c = the absorption coefficien~ at the line center; 

G = the flux weight function (see Appendix B) • Am 

The flux weight function has the advantage that it depends only upon the 

model atmosphere chosen and so can be computed once and for all for the 

various wavelength regions covering the observed spectrum. For weak 

1ine;s the logarithm of the saturated equivalent width is proportional to 

the logarithm of the unsaturated width so that it is more convenient to 

plot these• quantities for the theoretical curve of growth,• The relative 

abundance can be removed from Equation (3-26) to get 

* log (w/A) = log E + log CA, (3-27) 

where 
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= log[! co 
_ .... Kc 

, -X 6 
- 0- 1 (1-l.0 · Am ) G~m. dx], (3-~)' Mod e: /\,,. 

0 

' and e:. = the al$und~nce of the element.relative to hydrogen= 
1 

N/N(H) •. 

The saturated equivalent width describes.· the total absorption e>f a' 

spectral line and is represented by the area of a·strip which removes 

the same amount of energy from the continuum as'the spectral line. In 

logarithmic form this ca.n be expressed in terms of the line depth. as, 

log(W/A) = rl -ra> 
log ~r f O RA(µ) dA, (3-29) 

where RA(µ) is defined in Equation (3-21). 

The Metal Line Program 

For the analysis·of the absorption lines, both the line profile and 

the curve of growth are calculated with the aid of ·a computer program 

devised by Evans (1966, 1971). Details of the.computations can be found 

in Appendix B. For each observed line, the :Program calc~lates from 

three to nine points on the curve of growth. The abundance.for the ob-" 

served equivalent width is then estimated.from this curve of growth and. 

the result is used to calculate the line depth and the median point of 

the line depth integrand for a range of different values of AA. In· 

addition to this it also supplies the optical depth in the line, the 

damping parameters, the Doppler width at the median point, the half-

width of the line profile, a plot of the theoretical line profile, and 

the model·atmosphere and turbu+ence model chosen.for the analysis. For 
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a model atmosphere consisting of from one to ten elements, the program 

can compute, element by element, equivalent width and line profiles for 

as many lines as are needed for the analysis. 

Chemical Abundances and the 

Empirical Curve of Growth 

Provided with an equivalent width, a set of oscillator strengths 

and an atmospheric model, the stellar abundance of an element can be ob-

tained. The process is basically an interpolation between the observed 

equivalent width and the theoretically calculated value. From Equation 

(3-26), it is readily apparent that it is advantageous to define an 

empirical curve of growth as a plot of the logarithm of the saturated 

equivalent width as the ordinate and the quantity 

* = log g f A+ log L,(xr s), r,s r,s A , 
(3-30) 

as the abscissa. Equation (3-30) is obtained directly from Equation 

(B-22) utilizing 

of integration 

the fact that L (x,A) is independent 
r,s 

* and the definition of log LA, 

of the .variable 

* Log L, (x ) 
A r,s 

!TI C!AD . -x 6 
- log V ~ f 00 

(-) M(x) N. (x) (1~10 Am ) dx + tixe, 
c - 00 A i 

(3-31) 

The empirical curve of growth can be fitted to the theoretical 

curve of growth by a horizontal translation, The amount of displacement 

then yields the relative abundance, log E = log N/N(H), Each point on 

the theoretical curve of growth represents an observed spectral line; 

and each line has its own theoretical curve of growth; consequently, its 

own abundance. Because in practic~ the curves of growth for many lines 
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in certain spectral regions have the same shape, .it is of use to define 

a mean abundance, derived fr.om a mean curve of growth, The mean curve 

of growth is obtained by fitting the empirical curve of growth for all 

the observed lines falling with a .wavelength .region to the theoretical. 

curve of growtll for a representative line of the group. For a solar

type star~ this proc~dure. can be applied over wavelength regions of hun,-. 

dreds of angstroms. To aid the investigation, the ·abundance detet'Il).ina

tion for an element was automatically produced by a computer program 

(Evans, 1971) , 

The ~bundance Program 

Basically an adaptation of the metal line program, the abundance 

program will compute, for a single theoretical curve of growtli., .the 

abundance of from one to fifty individual lines. A turbulence model. 

incorporating both lin~ broadening effects du~ to macroturbulent and 

microturbulent motions can be varied .at will to alter the abundance re

sults. The pr9gram supplies the absciss.a for the empirical curve of 

growth from which the empirical curve of growth can be constructed for 

the evaluation of the mean abundance. In addition a statistical weight~ 

ing factor may be utilized for the computation of a mean weighted abun

dance for an element, The details of .the calcu~ation may be found in 

Appendix B. 



CHAPTER IV 

THE OBSERVATIONAL DATA 

Spectrograms and Tracings 

The spectrograms used for the detailed analysis of Theta.Ursae 

Majoris were obtained by Dr, K. o, Wright.by exposing photographic 

plates, at · the cassegrain focus of the seventy-two, inch, telescd·pe at 

Dominion Astrophysical Observatory, Victoria, Canada. A compl,'omise 

focus was used, since the field of the grating was not flat over the 

entire plate, (K. 0. Wright 1971) which_ produced well-focused lim~s at . 
0 

approximately A5900A. 

For the Littrow spectrograph,with Wood grating, second order spec-, 

train the.range AA4800 ... 6750\were produced with a dispersion of ap

o 
proximately 7 .5 !i,/mm ,and in the, third orde.r spectra, between AA3750 .,.. 

0 
4500, a dispersion of 4.5 A/nun was obtained~ A Baush and Lomb grating 

0· 
No. 496 was used to gather spectra ·with a.dispersion of 3.2 A/mm. 

Finally, a three-prism spectrograph yielded a dispersion of from S 
0 0 
A/mm to 15 A/mm over.the observed spectral region. 

Mic,;ophotometer and intensitometer tracings were:obtained through 

Dr. Leon w. Schroeder, Department of Ph,ysics,.Okl;!l.homa State University. 

The·.magnification used for all the tracings was 200. 

The Instrumental Profile 

An assess1I1ent of the-._ effect which the instrumental profile had upon. 
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the equivalent widths and line profiles for the various spectrographs 

ut:i,lized·for this study is based upon data published by Anne B. Under

hill (1954) in her analysis of 31 Cygani. The instr:umental profile of 

the, spectrograph (see Figur.e 1) was estimated through analysis of the 

mean profile of a number.of iron lines in an iron arc comparison spec~ 

trum. 
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The Litt GIII BL84 spectrograph is quite similar to that of the· 

Wood grating and consequently was assigned to be the instrumental pro

file for the spectrograph used .in this studyo Both of the Bausch and 

Lomb·gratings have lower glost'intensities (Wright, 1971) than the ~L 84 

grating .and would show a narrower instrumental profile,, 

Instrumental broadening can be descr.ibed by a ,convolution of tlie 

true. profile with the profile of the apparatus to yield the obse.rved 

profile. If Voight functions are used td approximate the intensity 

distributions of all profiles, then the true profile may be extracted, 

The details of the computation are found in Appendix C. A computer pro-. 

gram, Table XXVL , Appendix C, was developed to perform all the neces

sary calculations for the computation of the equivalent widths and half

widths for as many spectral lines as are necessary. The Voight·para

meters for the apparatus were obtained from Figu~e 1 and are listed in 

Table III. Columns 1, 2, and 3 lists the width in milliangstoms of the 

profile at half the central-intensity, one-tenth the central~intensity 

and the ratio of these two values, respectively. The last 6 columns 

give.n ·the Voight parameter El obtained from Table XXVI; Appendix C. 

For data taken with the Bausch and Lomb Gratings No, ·496 and.169, 

a narrower profile was assumed, and the corresponding reduced apparatus· 

function was derived from the Litt .GIII BL84 spectrograph by a simple 



TABLE III 

THE VOIGHT PARAMETERS FOR THE-APPARATUS PROFILE USED FOR au Ma 

Spectrograp~ Voight·Parameters 

h b 
• 0.1 bo.1/h a1/h s2~tli2, ct. 

Prism 164 . 381 2~32 0.235 0.190 0.505· 

Wood Grating - 2nd Order 164 381 2.32 0.235- 0.190 0.505 

Wood. Grating - 3r,d Order 100 232 2.32 o. 235' 0.190 a.sos 

Bausch a1;1.d, Lomb - 2nd Order 100 232 2.32 0.235 0.190 o.sos ·. 

p s1 

1.295- 38. 6-

1. 2,95 38.6 

1.295 23.5 

1.295 23.5 

2 s .. 
2 

5110 

5110-

1900 

1900 

(.,.) 
.I?-
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Figure 1. The Instrumental Profile for the Littrow GIII 
BL84 Spectrograph 
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scaling procedure. Since.the Wood grating in the third order produces 
Q 

spectra having a dispersion of 4.5 A/mm, it was also assigned Voight 

parameters of the reduced apparatus function. 

Equivalent Widths 

Equivalent widths of spectral lines covering the region ')..')..3900 -

0 
6700 A were taken·from the·curve of growth analyses of Mangold (1968) 

and Peebles (1964). The equivalent widths reported were not corrected 
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for instrumental ·effects. The selection of the lines was based upon.the 

effects of blending, the availability of absolute f-values, and the num~ 

ber of lines available for a particular element, This restricted the 

observed equivalent widths primarily to lines of moderate·strength. For 

the detailed ana:).ysis of the atmosphere of Theta Ursae Majoris, a number 

of weak lines are required to properly assess the effects of turbulent 

motion. So the turbulence analysis was supplemented by the determina

tion of approximately one hundred iron lines in both the neutral and the 

first stage of ionization. 

In measuring the equivalent width\for each line, a profile was 

drawn directly upon the spectrogram tracing, Effects due to blending 

and the development of wings was introduced when necessary. The area 

enclosed by the profile was obtained using a planimeter and converted to 

square inches by multiplication with the planimeter conversion factor. 

When this result was multiplied by the dispersion of the spectrum and 

divided by the height of the continuum at the line center, the equiva

lent width of the observed line was obtained in milli-Angstrom units. 

Table IV shows the,results of the.measurement of the.equivalent wiclths 

for the weak lines of neutral and singly ionized iron, 

Column 1 lists the wavelength in Angstrom units taken from the 

Revised Multiplet Table (RMT) of Moore (1959), 

Column 2 indicates the RMT multiplet number. 

Column 3 gives the excitation potential in electron volts of the 

lower level of the transition. 

Column 4 lists the number of profiles observed for the line. 

Column.5 lists the logarithm of the ratio of equivalent .width di

vided by the wavelength, 
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TABLE IV 

LINE INTENSITIES FOR NEUTRAL AND SINGLY 

IONIZED IRON IN THETA URSAE MAJORIS 

.. . 
Element >.. RMT XJI, No, ·of Meas. Log w/>.. Log h/X 

Fe I 4005.24 43 1.55 3 -4.14 -4.04 
Fe I 4009.72 72 2.2+ 3 -4 .59 -4.25 
Fe I 4045.82 43 1.48 4 -3.80 -3.76 
Fe I 4062.45 359 2.83 3 -4 •. 62 -4.21 
Fe I 4063.60 43 1.55 4 -4.02 -4.00 
Fe I 4071. 74 43 1.60 4 -4.10 -4.00 
Fe I 4107~49 276 2.82 2 -4.68 -4.14 
Fe I 4132.68 357 2.82 1 -4 • .53 -4.20 
Fe I 4143.87 43 1.55 2 -4.2i -3.98 
Fe I 4147.67 42 1.48 1 -4 .60 -4.19 
Fe I 4154.50 355 2.82 1 -4 .53 -4.17 
Fe I 4168.95 694 3.40 3 -5.07 -4.40 
Fe I 4175.64 · 354 2.83 3 -4.61 -4.14 
Fe I 4181. 76 354 2.82 3 -4 .43 -4.12 
Fe I 4187. 04 152 2.44 3 -4 .51 -4.18 
Fe I 4191.44 152 2.46 2 -4.45 -4.17 
Fe I 4199.10 522 3.03 3 -4.50 -4.11 
Fe I 4199.94 3 0.09 2 -4 .89 -4.44 
Fe I 4202.03 42 1.48 3 -4.26 -4 .23 
Fe I 4206.70 3 0.05 3 -4.56 -4.08 
Fe I 4216.19 3 o.oo. 3 -4.49 -4 .11 
Fe I 4219.36 800 3.56 3 -4.48 -4~16 
Fe I 4222.22 152 2.44 3 -4 .55 -4.17 
Fe I 4227.43 693 3.32 3 -4.32 -4.18 
Fe I 4233.61 152 2.48 3 -4,43 -4.14 
Fe I 4238.82 693 3.38 3 -4.48 -4.14 
Fe I 4247.43 693 3.37 3 -4.44 -4 .13 
Fe I 4240.23 2 3.06 3 -4.66 -4.20 
Fe I 4258.62 351 2,82 3 -5.05 ...,4,53 
Fe I 4260.48 152 2.40 2 -4 .22 -4.14 
Fe I 4264.74 993 3.94 2 -5.11 -,4,46 
Fe I 4265.26 993 3.91 2 -5.12 -4.57 
Fe I 427L 77 42 2.44 3 -4.18 -4;11 
Fe I 4282.41 71 2.17 4 -4 .47 -4 ,11 
Fe I 4291.47 3 0.05 4 -4.68 -4.16 
Fe I 4325, 77 942 1.60 4 -4.04 -4.02 
Fe t 4327,92 597 3.03 3 -4 .99 -4.46 
Fe I 4369.77 518 3.03 5 -4.52 -4.12 
Fe·I 4375.93 2 o.o 4 -4.50 -4 .15 
Fe I 4383.55 41 1.48 4 -4.07 -4.02 
Fe I 4389.24 2 0.05 4 -5.00 -4.26 
Fe I 4404.75 41 1.55 4 -4.11 -4.03 
Fe I 4915.13 41 1.60 4 -4.21 -4.Hl 
Fe I 4430.62 68 2.21 4 -4.57 -4.15 
Fe I 4442.34 43 2.19 3 -4.51 -4.14 
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TABLE IV (Continued) 

Element A RMT x JI, No • ·of Meas , Log w/~ Log h/A 

Fe I 4443.20 350 2.85 3 -4.57 -4.13 
Fe I 4447 ;72 68 2.21 3 -4.52 -4.18 
Fe I 4454.38 350 2.82 3 ' -4.61 -4.19 
Fe,I 4489.74 2 0.12 3 -4.60 ..,4 .14 
Fe I 4531.15 39 1.48 1 -4.14 -3.86 
Fe I 4602~94 39 1.,48 2 -4.59 -4.12 
Fe I 4871. 32 318 2.85 4 -4~40 -3, 95 . 
Fe I 5006.13 318 2.83 1 -4.54 -4.15 
Fe I 5051.64 16 0.91 2 -4.-51 -4.02 
Fe·I 5068, 77 383 2.93 2 -4 .64 -4.06 
Fe I 5083.34 16 0,95 2 -4.63 -4.03 
Fe L 5110.41 1 ·O .O 2 -4.50 -4.00 
Fe I 5133.69 1092 4.16 3 -4.56 -4.05 
Fe I 5192.35 383 2.99 4 -4.55 -4.08 
Fe I 5194,94 36 1,55 4 -4.69 -4 .08 
Fe I 5216.28 36 1.60 4 -4.63 -4 .05 
Fe I 5225 .53 1 0.11 1 -4.95 -4.00 
Fe I 5266.56 383 2~99 4 -4.57 -4,()9 
Fe I 5281.80 383 3.03 4 -4.70 -4.11 
Fe I 5283.63 553 3.24 3 -4.52 -4.20 
Fe I 5307.37 36 1.60 4 -4.85 -4.10 
Fe I 5339.94 553 3.26 4 -4 .72 ,..4 .05 
Fe I 5364.87 114.6 4.44 3 -4. 77 -4 .18 
Fe I 5367.47 1146 4.41 3 -4.75 -4.12 
Fe I 5369.97 1146 4.35 3 -4.66 -4.23 
Fe I 5383.37 1146 4.29 3 -4.60 -3.99 
Fe I 5393.17 553 3.23 3 -4.69 -4.05 
Fe I 5397.13 15 0.91 3 -4.50 -3.97 
Fe I 5405.78 15 0.99 3 -4 • .51 -4.37 
Fe ·I 5410.91 1165 4.45 3 -4.70 -4 ,'04 
Fe I, 5424.07 1146 4.32 3 -4.54 -3.95 
Fe I 5429.70 15 0.95 3 -4.49 -4.25 
Fe I 5434 ,53 15 1.01 3 -4 .53 · -3.93 
Fe I 5445,05 1156 4,37 3 -4. 72 -4 ,·OO 
Fe I 5497 .52 15 1,01 2 -4.50 -3.86 
Fe I 5501.47 15 0.95 2 -4.58 -3.89 
Fe I 5506.78 15 0.99 1 -4.55 -3.92 
Fe I 5569.63 686 3.42 1 -4,65 -3. 92 · 
Fe I 5572, 85 686 3 .40' J,. -4.58 -3.86 
Fe--I 5576.10 686 3.43 1 -4,81 -4.06 
Fe I 5562.99 1107 4.19 1 -4. 71 -4.12 
Fe· I· 5976;80 959 3.93 1 -5.00 -4 .30 
Fe I 6003.08 959 3.86 1 -4.97 -4.33 
Fe I 6024.07 1178 4.53 1 -4 .-90 -4.24 
Fe I 6065.53 207 2.60 1 -4.74 -4.16 
Fe I 6055.99 1259 4. 71 1 -5.08 -4~32 
Fe I 6137.70 207 2.58 1 -4.73 -4.18 
Fe I 6213.40 62 2, 21 · 1 -4.95 -4.37 
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TABLE IV (Concluded) 

Element' ,\ RMT xt No. of Meas, Log w/11. Log h/11.. 

Fe I 6230.73 207 2.25 2 -4 .67 -4.10 
Fe I 6246.33 816 3.59 2 -4.91 -:4,23 
Fe I 6252,56 169 2.-39 2 -4.76 -:4 ,12 
Fe I 6265,14 62 2.17 2 -4.99 -4,22 
Fe I. 6301;54 816 3.64 · 2 -4.79 -4.19 
Fe I 6318.02 168 2 .44 . 2 -4.90 -4.21 
Fe I 6393.61 168 2.42 1 -4.74 -4.09 
Fe I· 6411.66 816 3.64 1 -4. 71 -4 .04 
Fe I 6421.36 111 2.27 1 -4,84 -4.17 
Fe I 6494.99 168 2,39 1 -4,70 -4.14 
Fe I· 6430.85 62 2.17 1 -4.84 -4.19 
Fe II 4128.74 27 2,58 2 -4 .92 · -4.39 
Fe II 4178.86 28 2.57 2 -4.76 -4.16 
Fe II 4273.32 27 2.69 3 -4 .65 -4.15 
Fe II 4303.17 27 2.70 3 -4.64 -4.23 
Fe II 4369.40 28 2.77 2 -4.95 -4.29 
Fe II 4576.33 38 2.85 3 -4.61 -4.06 
Fe II 4620.51 38 2.82 1 -4.86 -4.01 
Fe II 5197.57 49 3.22 4 -4.57 -4.13 
Fe II 5234.62 49 3.21 3 -4.64 -4.17 
Fe II 5264.80 48 3.22 2 -4.94 -4.29 
Fe II 5284.09 41 2.$8 2 -4.88 -4H9 
Fe II 5325,56 49 3.21 3 -4.95 -4.24 
Fe II 5362.86 48 3.19 4 -4.73 -4.03 
Fe II 5414.09 48 3.21 1 -5.29 -4~23 
Fe II 5425.27 49 3.19 1 -4.98 -4~01 
Fe II 6247.56 74 3.87 2 -4 .94 -4. 24. 
Fe II. 6432,65 40 2 .88 1 -5.00 -4.20 
Fe II 6456.38 74 3.89 1 -4 •. 65 -4,05 
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Column 6 gives the logarithm of the ratio of the halfwidth to the· 

wavelength of the transition. 

The equivalent widths measured in this study were eventually cor

rected for instrumental effects using the method of Voight functi9ns, 

However, .the nature of the correction produces only secondary changes in 

the equivalent widths while major changes occurs in the halfwidth of the 

profile. Therefore, it was not found advantageous to correct the equi

valent width data of Mangold and Peebles for this broadening phenomena. 

Line Profiles 

Line profiles of neutral and singly ionized iron were obtained from 

the profiles constructed for the measurement of the equivalent widt~s. 

The line depth was measured at representative distances from the line 

center for those profiles which were later to be fitted with a theoreti

cal profile, calculated on the basis of a postulated model of the at;:mos";"' 

phere. Table Vindicates the data from these measuremertts. In addition, 

the requirements of the instrumental broadening program made'it neces

sary to measure the width of the profile at certain.depths. In Table VI. 

are reproduced the data used for the assessment of the true profile from 

the observed one. Table VI also gives the halfwidths of the iron lines 

utilized for the macroturbulence analysis. 

Column l.lists the. wavelength given by Moore's (1959) Revised Mul-

tiplet Table (RMT), 

Column 2 gives the central depth of the line in centimeters. 

Column 3 lists the halfwidth of the line in centimeters. 

Column 4 gives the.breadth in centimeters of the observed line at 

one tenth of the maximum intensity. 



Fe I 
A4199.10 

.......... ,.c: 
O<tl (I) .µ ......., s:: p.. 

,< ·n (I) 
<l HA 

0 0.468 
0.045 0.431 
0.067 0.381 
0.089 0.320 
0.111 0.266 
0.133 0.202 
0.156 0.140 
0.178 0.085 
0.200 0.048 
0.267 0.020 
0.334 0.009 
0.423 0 

TABLE V 

OBSERVED LINE PROFILES DATA FOR Fe I AND Fe II IN THE'.r:A.c URSAELMA:JORIS 

--
Fe I Fe I Fel -

A4202.03 A4206.70 A4219.36 

·\,;, 
.......... ,.c: .......... ,.c: .......... ,.c: 

O<tl (I) .µ O<tl (I) .µ O<tl (I) .µ ......., s:: p.. ......., s:: p.. ......., s:: p.. 
,< ·n (I) ,< "M (I) ,< "M (I) 
<J HA <l ,-:i A <l HA 

0 0.477 0 0.339 0 - (J.424" 
0.059 0.426 - 0.044 0.320 0.044 0.408 
0.118 0.352 0.089 0.260 0.067 0.371 
0.148 0.307 0.133 0.185 0.089 0.304 
0.177 0.255 0.178 0.115 0.111 0.251 
0.207 0.198 0.267 0.032 0.133 0.173 
0.236 0.156 0.356 0.009 0.177 0.058 
0.296 0.100 _ 0.462 0 0.310 0.013 
0.355 0.068 0.421 0 
0.502 0.033 
0.709 0 ---

-

Fe I 
A4736.78' 

.......... ,.c: 
O<tl (I) .µ ......., s:: p.. 

,< ·n (I) 
<l HA 

0 - . 0.338 
-. o. 046 0.297 

0.092 0.259 
0.137 0.218 
0.183 0.171 
0.274"-. 0.087 
0.366 0.028 

~ 
f--1 



Fe I Fe I Fe I 
11.4890.76 11.5434 .53 11.5586.76 

- ..c:: - ..c:: - ..c:: o< Q) .µ o< Q) .µ o< Q) .µ - s:: p,. - s:: p,. '-' s:: p,. 
,< •r-1 Q) ,< ·r-1 Q) ,< ·r-1 Q) 
<l HA <l HA <l HA 

0 0.359 0 0.258 0 · 0 .220 
0.091 0.330 0.091 0.237 0.243 0.180 
0.136 0.276 0.136 0.202 0.364 0.138 
0.227 0.204 0.182 0.176 0.486 0.089 
0.272 0.134 0.272 0.122 0.607 0.043 
0.317 0.097 0.363 0.061 o. 728 0.016 
0.408 0.049 0.454 0.029 0.850 0 
0.544 0.022 0.635 0.007 
0.862 0 o. 771 0 

TABLE V (Concluded) 

Fe II Fe II 
11.4122.64 11.4178.86 

--- ..c:: - ..c:: o< Q) .µ o< Q) .µ - s:: p,. - s:: p,. 
,< •r-1 Q) ,< ·r-1 Q) 
<l HA <l HA 

0 0.347 0 0.323 
0.059 0.316 0.022 0.307 
0.119 0.261 0.044 0.288 
0.179 0.200 0.066 0.266 
0.239 0.117 ·o .-089 - 0.228 
0.298 o_, 05.3 0.133 0.146 
0.388 0 0.156 0.083 

0.201 0.025 
0.290 0 

Fe II Fe II 
11.4 731.44 11.5414.09 

- ..c:: - ..c:: o< Q) .µ o< Q) .µ 
'-' s:: p,. - s:: p,. 
,< •r-1 Q) ,< "M Q) 
<l HA <l HA 

0 0.292 0 0.092 
0.046 0.268 0.091 0.082 
0.092 0.234 0.136 0.069 
0.183 0.185 0.182 0.032 
0.274 0.124 0.227 0.016 
0.320 0.075 0.345 0 
0.366 0.045 
0.457 0 

Fe II 
11.5425.27 

- ..c:: o< Q) .µ ........, s:: p,. 
,< •r-1 Q) 
<l HA 

0 0.140 
0.045 0.124 
0.091 0.108 
0.136 0.094 
0.182 0.080 
0.227 0.061 
0.272 0.043 
0.318 0.023 
0.454 0 

.i::,. 

"' 
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TABLE VI 

INSTRUMENTAL BROADENING DATA FOR 

OBSERVED LINES OF Fe I AND Fe II 

Element A Co Ho B He Disp. 

Fe I 4005.25 4.40 2.20 4.30 7.00 0.4616 
Fe I 4009. 71 8.57 1.35 3.10 17.31 0.4576 
Fe I 4009. 71 3.13 1.32 2.62 7.08 0.4590 
Fe I 4009. 71 4.00 0.85 1.90 12.40 0.6042 
Fe I 4045.82 6.60 2.45 5.65 8.10 0.4038 
Fe I 4045.82 8.50 3.15 6.65 12.40 0.6017 
Fe I 4062.45 7.45 1.48 3.02 16.60 0.4548 
Fe I 4062.45 3.75 1.28 2.80 8,68 0.4610 
Fe I 4062.45 3.14 1.08 2.32 12.24 0.6005 
Fe I 4063.60 6.40 2.30 5.60 8. 72 0.4062 
Fe I 4063.60 7.00 2.40 5.00 12,30 0.6004 
Fe I 4071. 74 6.42 2.40 5.20 9.20 0.4067 
Fe I 4071. 74 6.70 2.20 5.00 12.30 0.5998 
Fe I 4107.49 2.30 1.38 2.46 10.10 0.5974 
Fe I 4143.87 5.80 2.00 3,75 12.05 0.5948 
Fe I 4168.95 3.90 1.20 2.45 23.00 0.4470 
Fe I 4175.64 3.10 L42 3.00 11.33 0.5974 
Fe I 4175.64 7.70 1.58 3.88 22 •. -60 0.44.65 
Fe I 4181. 76 4.60 1.38 3.15 11.23 0.5922 
Fe I 4181.76 11.20 1.60 3.35 22.15 0.4461 
Fe I 4187.04 3.90 1.02 2.20 11.18 0.5918 
Fe I 4187.04 10.20 1.44 2.95 21. 70 0.4457 
Fe I 4199.10 3.70 1. 70 3.34 11.15 0.5910 
Fe I 4199.10 9.70 1.42 3.43 20.60 0.4448 
Fe I 4199.94 4.40 1.12 2.22 20.60 0.4448 
Fe I 4202.03 11.50 1. 70 4.00 20.40 0.4446 
Fe I 4206.70 3.48 1.48 3.02 11.18 0.5906 
Fe I 4206.70 6.80 1.68 3.50 20.00 0.4443 
Fe I 4216.19 7.40 1.50 3.02 19.48 0.4436 
Fe I 4216.19 5.20 1. 72 3.58 14 .• 19 0.4451 
Fe I 4227.43 7.90 2.05 3,55 14.30 0.4441 
Fe I 4227.43 11.20 1.80 3.45 19.50 0.4428 
Fe I 4258.63 3.12 1.18 2.25 19.40 0.4406 
Fe I 4258.63 2.50 1.00 2.05 14.21 0.4411 
Fe I 4260.48 8.45 2.30 3.70 14.25 0.4409 
Fe I 4260.48 12.00 2.00 4.00 19.45 0.4405 
Fe I 4264.73 2.62 1.30 3.50 19.40 0.4402 
Fe I 4264.73 1.80 1.64 3.05 14.20 0.4405 
Fe I 4265.27 3.70 0.96 2.20 19.40 0.4401 
Fe I 4265.27 2.52 1.02 2.15 14.20 0.4404 
Fe I 4271. 76 13.15 2.10 4.00 19.30 0.4396 
Fe I 4271. 76 9.50 2.20 3.95 14.20 0.4398 
Fe I 4276.69 2.30 0.52 1.22 14.15 0.4393 
Fe I 4276.69 1.40 0.52 1.12 9.10 0.5808 
Fe I 4325. 77 5.45 2.20 4.88 7.80 0.5780 
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TABLE VI (Continued) 

Element A. Co Ho B He Disp. 

Fe I 4325. 77 8.40 2.40 4.85 12.10 0.4347 
Fe I 4327.90 2.41 1.13 2.25 12.02 0.4344 
Fe I 4327.90 2.08 0.85 1.65 7.78 0 .5779 
Fe I 4369.40 2.91 1.08 2.14 7.00 0.5755 
Fe I 4383.57 4.85 2.00 3.84 6.65 0.5748 
Fe I 4404.75 15.00 1.50 3.30 25.90 0.9314 
Fe I 4404.75 4.20 1.65 3.45 6.20 0.5736 
Fe I 4415.13 9.40 2.30 4.80 16.20 0.4269 
Fe I 4415.65 3.45 1. 70 3.45 5.95 0.5729 
Fe I 4531.15 11. 70 1.80 3.40 26.20 0.9283 
Fe I 4871. 32 9.00 1.30 2.60 23.60 0.9080 
Fe I 5250.65 2.00 0.75 1.43 9.60 0.8998 
Fe I 5307.37 1.80 0.64 1.45 9.50 0.8980 
Fe I 5364.87 2.28 0.79 1. 76 9.10 0.8961 
Fe I 5367.47 2.32 0.50 1.24 9.07 0.8960 
Fe I 5369.97 1.89 1.20 2.17 9.10 0.8960 
Fe I 5393.17 2.08 0.84 1.80 9.07 0.8952 
Fe I 5397.31 2.74 1.54 3.48 9.02 0.8951 
Fe I 5405.78 3.34 0.83 2.30 8.95 0.8948 
Fe I 5410.91 2.12 0.82 1.58 8.88 0.8946 
Fe I 5429.70 3.20 1.00 2.30 8.80 0.8940 
Fe I 5445.05 1. 70 1.30 2.50 8.75 0,8936 
Fe I 5976. 72 2.02 1.00 2.22 15.20 0.8750 
Fe I 6003.08 2.15 0.95 2.18 15.00 0.8750 
Fe I 6024.11 2.90 0.98 2.10 14.60 0.8750 
Fe I 6056.10 1. 70 0.95 2.00 13.60 0.8750 
Fe I 6065.53 2.95 1.20 2.55 13. 70 0.8750 
Fe I 6137.81 3.50 1.10 2.52 13. 70 0.8750 
Fe I 6213.40 · 2.00 0.90 2.02 11. 70 0.8750 
Fe I· 6301.54 2.60 1.22 2.76 9;95 0.8750 
Fe I 6393.61 2.20 L50 2.90 10.16 0.8742 
Fe I 6400.03 2.70 1.60 2.80 10.08 0.8740 
Fe I 6430.84 2.10 1.10 2.22 9.86 0.8734 
Fe I 6432.58 1.50 1.13 2.30 9.86 0.8732 
Fe I 6421.41 2.00 1.25 2.60 9.90 0.8736 
Fe I 6495.08 2.52 1.30 2.80 9. 72 O. 8720 
Fe II 4128.74 3.00 0.84 1.95 12.04 0.5959 
Fe II· 4178.86 3.80 1.10 . 2.90 1L30 0.5924 
Fe II 4178.86 8.05 1.40 3.42 22.30 0.4463 
Fe II 4273.32 6.30 1.54 3.15 19.25 0.4396 
Fe II 4273.32 2.90 1.30 2.68 9.22 0.5810 
Fe II 4303.17 7.40 1.62 3.55 18.26 0.4375 
Fe II 4303.17 5.34 1.60 3.54 13.24 0.4368 
Fe II 4303.17 3.30 0.90 1.85 8.20 0.5793 
Fe II 4369.40 2.04 0.70 1. 55 . 7.00 0.5755 
Fe II 4576.33 6.05 0.75 1.56 23.25 1.2495 
Fe II 4576.33 6.88 1.15 2.58 26 .10 0.9227 
Fe II 4576.33 7.45 0.90 2.00 26.22 0.9253 
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TABLE VI (Concluded) 

Element :>.. Co Ho B He Disp. 

Fe II 4620.51 4.42 0.82 1.90 26.15 0.9206 
Fe II 4620.51 5.92 1.20 2.40 26.28 0.9221 
Fe II 5132.67 2.10 0.60 1.50 16.35 0.9000 
Fe II 5197.57 2.50 1.20 2.44 9.70 0.9015 
Fe II 5734.62 2.20 0.75 1.52 7.62 0.9000 
Fe II 5234.62 4.80 0.98 2.00 17.90 0.9212 
Fe II 5264.81 1.64 a.so 1.10 9.48 0.8993 
Fe II 5284.09 1.48 o. 70 1.50 7.20 0.8905 
Fe II 5325.56 2.52 0.80 1. 70 17.80 0.9150 
Fe II 5362.86 1. 70 o. 70 L68 9.50 2.0710 
Fe II 5362 •. 86 3.95 1.50 2.95 17,76 0.9124 
Fe II 5414 .09 1.60 0.90 1.85 17.60 0.9089 
Fe II 5425,27 2.30 1.18 2.58 17.. 58 0.9081 · 
Fe II 5425.27 1.60 0.42 1.30 8,80 0.8962 
Fe II 6247.56 2.30 1.05 2.13 11.00 0.8585 
Fe II 6432.65 1.50 1.13 2.30 9.86 0.8732 
Fe II 6456. 38 2,35 1.70 3.58 10,10 0.8730 
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Column 5 reproduces the height of the.continuum at the line center 

in centimeters. 
0 

Column 6 gives the dispersion in A per inch of·the tracing for the. 

transition under consideration •. 

Assessment of Errors 

The sources of error which arise· from th~ spectrophotometric tech- .. 

niques are discussed in.some detail by Wright'{1948L Errors due to 

improper focus, ghosts~ calibration of the photographic plate, finite 

slit width·of ,the mictophotometer and the.development process can all be 

important but probably not as much as errors intrdduced during the re-

duction of the tracings themselves, The location of the continuum and 

the treatment of blending effects are probably the most significant fac-

tors affecting uncertainty in the equivalent width data. Typically, the 

uncertainty in.the equivalent widths of weak lines (on the order of 20 

mA) can be as great'as twenty per cent; for moderately strong lines, the 

error may drqp to about ten per centi, 

The Physical Constants 

Abunc;lances derived from the model atmosphere technique can be no 

better than the reliability of the system of physical, consta.nts·used·for 

the analysis. At the present time knowledge of the damping constants 

and oscillator strengths is still very uncertain, In the last few years 

the number and reliability of oscillator strength measurements have in ... 

creased dramatically relieving some of.the difficulty in the computation 

of stellar abundances. 

The necessary atomic data, the partition functions, atomic.weights, 
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ionization potentials, etc., were obtained from the results published by 

Evans (1966) and the damping constants.used for this analysis have been 

discussed elsewhere in this study (see Appendix B). 

A number of.authors have published.resu:t.ts of both theqretically or. 

experimentally determined oscillator strengths and extensive lists have 

been prepared in biographical form by Glennon and Wiese (1962) and more. 

recently by Miles and Wise (1970). For this study, oscillator strengths 

were used extensively from the work of Corliss and Tech (1968), Corliss 

and Bozman (1962), Warner (1967), Warner (1968) and Wiese, Smith, and 

Miles (1969). 

The results of recent investigations have given evidence for art ex

citation potential dependence in the log gf values reported by Corliss 

and Bozman (Takens, 1970) and by Corliss and Tech (Wares, Wolnik, and 

Berthel, 1970; Evans, Weems, and Schroeder, 1970). As a result, correc-,

tion factors were employed to remove any traces of a systematic error 

due to the excitation level of the transition. 

Wavelengths and Excitation Potenti~ls 

The wavelengths for the observed lines in the Spectrum in.Theta 

Ursae Majoris were identified from Charlotte.Moore's tabulation!:,_ Multi,

plet Table of Astrophysical Interest, Revised Edition (1959). In addi

tion, the.excitation potential of the lower level of ,the transition was. 

also obtained from.this source. 



CHAPTER V 

ANALYSIS OF THE OBSERVATIONS 

The shape and breadth of the Fraunhofer lines in.the spectrum of 

Theta Ursae Majoris are affected by the various line broadening agents 

me~tioned in Chapter II. For Theta Ursae Majoris, the most'important 

sources arise from non-ther:mal·phenomena such as atmospheric turbulence. 

The existence of microturbulence can best be determined from the curve of 

growth •. Microturbulence produce an effective Doppler broadening which 

tends to.delay the onset of optical saturation and effects the transi

tion region of.curve of growth. Haung and Struve (1960) discuss this 

effect in.some detail in their reviews on atmospheric.turbulence. On 

the other hand, if the scale of the turbulence is large the effect upon 

the equivalent width is negligible but the line profile will ·be altered 

as in stellar rotation. 

From the analysis of the profile of a line, Huang and Str.uve (1954) 

first developed a method for the separation of these two broadening 

mechanisms. Through a curve of half-width correlation, a plot of the 

functional dependence of.the half-width of a spectral line upon.its 

equivalent width,. they developed a procedure whereby the shift in. the 

vertical and horizontal.axis necessary to fit the empirical to,the theo

retical curve could be combined to derive a value :for both·large.and 

small scale turbulent effects. Van den.Heuvel (1963) and Elste (1967) 

have employed a similar curve to distinguish between macroturbulence and 

I, O 
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microturbulence. However, their approach is to'calculate the theoreti

cal relation using a model atmosphere, and so'gives a more exact rela

tionship between log h/A and log w/A than did Struve and Huang. 

The Microturbulence.Analysis 

Line intensities of approximately one hundred and twenty-five 

neutral and singly ionized lines of iron were used for the curve of 

growth analysis. The results have been incorporated into·Tables XII 

and XIII for convenience. 

The f-values for neutral iron were taken from the compilation of 

Corliss and Tech (1968). Since the f-values of Corliss and Tech.have 

been shown to contain a systematic dependence upon the excitation po

tential (Wares, Wolnik, and Berthel, 1970; Evans, Weems, and Schroeder, 

1970) an attempt was introduced to correct for this uncertainty using 

the results of Evans, Weems, and Schroeder. For multiplets of Fe I 

falling within the wavelength region of A4200, the f-values were lowered 

by 0.5 dex* for those multiplets with Xi greater than 2.2 electron volts. 

Multiplets with Xi less than 1.5 electron volts were left unchanged. In 

the spectral region A5800, multiplets of Fe I with Xi less than 1.0 

electron volts were assigned the, Corliss and Tech f-value, while for Xi .. 

approximately equal to 1.5 ev, the values were reduced by 0.3 dex. For 

multiplets with excitation potentials exceeding 2.2 electron volts, the 

f-values have been altered by -0.5 dex. The correction factor for all 

cases was determined by increasing or decreasing the £-values of all 

multiplets until the dat~ defined a single curve of growth. The oscil-:-

* The notation 0.5 dex corresponds to ·the quantity log x = 0.5. 
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lator strengths for the Fe II lines,were obtained from the results·pub

lished by Warner (1967; 1968). 

The curves of growth for iron are shown in Figure 2, Figure 3, and 

Figure 4. All curves of growth have been computed fQr the center of the. 

star's disk. The Fe I lines have been separated into two distinct wave

length regions, A5800 and A4200. The larger symbols indicate equivalent· 

widths determined by Mangold (1968) and the smaller, values obtained in 

this study. N:o systematic trend could be established in the equivalent 

widths corrected for instrumental effects in this study and those estab

lished earlier by Mangold as far as th~ curve of growth is concerned. 

In Figure 2, the lower curve represents the curve of growth for 

A4200 broadened only by the random thermal motion .of atoms in the .. stellar 

atmosphere. The fact that almost all the data lie above this line in

dicates an apparent·macroturbulent velocity field for Theta Ursae 

Majoris. The upper curve represents the upper extent of the magnitude 

of the microturbulent velocity in this star; the curveof·growthwith a 

three ktlometer per second microturQulent velocity seems to represent 

the average.value over this wavelaltgth range. Figure 3.represents. the 

state of affairs around the spectral region A5800. Theoretical curves. 

of growth. for A5800 have been calculated. for a thermally-broadened line 

(lower dashed line) and a line incorporating a four kilometer per.second 

microturbulent: velocity (upper dashed curve), Again the.data. sugges_t 

that a. value closer to. three kilometers per second (solid curve) repre

sents the best estimate for all lines in. this. region of. th.e effect due 

to small scale .eddies. The microturbulent vel.ocity fields used for the 

computation of the .theoretical curves of growth were based upon a ther-. 

mally homogeneous .model independent .of the optical. depth in the atmos-
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phere. This eliminates any assessment ·of a possible microturbulent ve

locity stratification in.the at~osphere and so the microturbulent veloc

ity, as determined from the curve of growth, represents a value averaged 

over all layers of the atmosphere. 

Figure .4 shows all the observed lines of Fe II regardless of the 

wavelength. A representative line (A5414.09) was chosen for the group 

and the curve of growth calculated incorporating the results of the Fe I 

lines. The three observational. points, indicated by the symbol x:, yield

ed erroneous values of the abundance and so were weighted .independently 

from the.rest of·the (,iata. Again, the best fit to the empirical curve 

was.obtained for a three kilometer per second microturbulent velocity. 

The Macroturbulence Analysis 

In order to assess the contribution of any macrbturbulent velocity 

field, only weak lines of relatively high eJ:C;citation potential were 

selected. These lines are relatively insensitive to the .temperature and 

electron pressure and, more important, yield halfwidths extremely sen

sitive to any line broadening agent present. M9derately strong lines· 

show very little such dependence a~d are broadened principally by the 

amount of damping in the wings of the line. All equivalent ·widths and 

halfwidths have been·corrected prior .to the analysis using the meth9d of 

Voight functions. The data derived from the observations listed in 

Table VII are·plotted in Figure 5. As can be seen, there is relatively 

little change in the halfwidth for observed lines with log w/A < -4.8. 

For the stro.nger lines the halfwidth increases rapidly with increasing 

equivalent width. An estimation of.the uncertainty involved in the ob

servations of the weakest line is shown by the error bar on the weakest 
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TABLE VII 

CORRECTED HALFWIDTHS AND EQUIVALENT WIDTHS 

FOR OBSERVED LINES OF Fe I AND Fe II 

Element A RMT Xi Log w/11. Log h/11. Log gf 

Fe I 4005.25 43 1.55 -4.14 -4.04 -0.09 
Fe I 4009,71 72 2.21 -4.52 -4.35 -0.93 
Fe I 4045.82 43 1.48 -3.80 -3.76 0.66 
Fe I 4062.45 359 2,83 -4.55 -4.34 -0.45 
Fe I 4063.60 43 1.55 -4,02 -3.99 +0.44 
Fe I 4071. 74 43 1.60 -4.10 -3.99 0.37 
Fe I 4143.8.7 43 1.55 -4i22 -3.98 -0.42 
Fe I 4168.95 694 3.40 -4,98 -4.40 -1.23 
Fe I 4175.64 354 2.83 -4.53 -4.21 -0.41 
Fe I 4181.76 354 2.82 -4.37 -4.21 -0.05 
Fe I 4187.04 152 2.44 · -4.46 -4.30 -0.33 
Fe I 4199.10 522 3.03 -4.42 -4.20 0.34 
Fe I 4199,94 3 0.09 -4.93 -4.44 -4.21 
Fe I 4202,03 42 1.48 -4.26 -4.23 -0.25 
Fe I 4206.70 3 0.05 -4.52 -4.18 -3.42 
Fe I 4216.19 3 o.oo -4.52 -4.24 -2.98 
Fe I 4227.43 693 3. 3.2 -4 .32 -4.18 0.51 
Fe I 4258.63 351 2.82 -5 .06 -4.53 -1.76 
Fe I 4260.48 152 2.39 -4.22 -4.14 0.13 
Fe I 4264.73 993 3,94 -4.97 -4.46 -1.06 
Fe I 4i65.27 993 3.94 -5 .02 -4.57 -0.80 
Fe I 4271. 76 42 2.44 -4.18 -4.11 -0.25 
Fe I 4276.69 976 2.69 -4.59 -4.25 -0.88 
Fe I 4325. 77 942 J,..60 -4.04 -4 .02 0.36 
Fer. 4327.90 597 3.27 -4.97 -4,46 -0.48 
Fe I 4383.57 41 1.48 -4.07 -4,02 0.51 
Fe I 4404.75 41 1,55 -4.11 -4.03 0.25 
Fe I 4415.13 41 1.60 -4.20 -4 .10 -0.13 
Fe I 4415.65 41 1.60 -4.22 -4.11 -0.13 
Fe I 4531.15 39 1.48 -4.14 -3 .86 · -1.57 
Fe I 4871. 32 · 318 2.85 -4.36 -4.05 -0.39 
Fe I 5307.37 36 1.60 -4.96 -4.48 -2.76 
Fe I 5364.87 1146 4.43 -4.76 -4.36 0.41 
Fe I 5367.47 1146 4.40 -4.92 -4.70 0.49 
Fe I 5393.17 553 3.23 -4.80 -4.33 -0.60 
Fe I 5397.31 15 0.91 -5.39 -4.57 -1.88 
Fe I 5405.78 15 0.99 -4.51 -4.37 -1. 75 
Fe I 5410.91 1165 4.45 -4.84 -4.33 0.54 
Fe I 5429.70 15 0.95 -4.49 -4 .25 -1.78 
Fe I 5445.05 1163 4.37 -4. 73 -4.11 0.17 
Fe I 5976. 72 959 3.93 -5.00 -4.30 -1.03 
Fe I 6003.08 959 3.86 -4.97 -4.33 -0.91 
Fe I 6024.11 1178 4.53 -4.86 -4,31 0.22 
Fe I 6056,10 1259 4. 71 -5.08 -4.32 -0.12 
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TABLE VII (Concluded) 

Element RMT xt Log w/"A Log h/'A Log gf 

Fe I 6065.53 · 207 2.60 -4. 74 -4.21 -1.33 
Fe I 6137, 81 207 2.58 -4.67 -4.26 -1.26 
Fe I 6213.40 62 2.21 -4.95 -4.37 -2.45 
Fe I 6301.54 816 3.64 -4.63 -4.22 -0.12 
Fe I 6393.61 168 2.42 -4.70 -4.12 -1.60 
Fe I 6400.03 207 2.27 -4. 78 · -4 .21 -0.41 
Fe I 6430.84 62 2.17 -4.82 -4.27 -l. .87 
Fe I 6494.99 168 2.39 -4.65 -4.20 -1.16 
Fe II 4128.74 27 2.57 -4.79 -4.47 -2.76 
Fe II 4178.86 28 2.57 -4.51 -4.34 -2.00 
Fe II 4273.32 27 2.69 -4.59 -4.25 -3.51 
Fe II 4303.17 27 2.69 -4 .48 -4.26 -2,00 
Fe II 4369040 28 2. 77 -4.86 -4.64 -2.87 
Fe II 4576.33 38 2.83 -4.55 -4,16 -2,22 
Fe II 4620.51 38 2.82 -4, 71 -4.16 ... 2. 63 
Fe II 5197.57 49 3.22 -4.59 -4.12 -2.23 
Fe II 5234.62 49 3.21 -4. 71 -4.36 -2.03 
Fe II 5264.81 48 3.22 -5.14 -4 .62 -2.23 
Fe II 5284.09 41 2.88 -4.93 -4 .53 -2.42 
Fe II 5325.56 49 3.21 -5.02 -4.41 -2, 72 
Fe II 5362.86 48 3.19 -4.58 -4.04 -1.95 
Fe II 5414.09 48 3.29 -5.18 -4.34 -2.75 
Fe II 5425.27 49 3.19 -4.90 --4.19 -2.75 
Fe II 6247.56 74 3.87 -4.84 -4.34 -1.55 
Fe II 6432.65 40 2.88 -4.95 -4 .26 -2.73 
Fe II 6456.38 74 3.89 -4.58 -4.09 -1.44 
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observational point ,which represents a 5% error in the measurement of 

the halfwidth. 
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The dashed curve on the lower portion of the diagram in Figure 5 

shows the theoretically expecte~ relation between the halfwidth and the 

equivalent width for a line in Theta Ursae Majoris broadened by thermal 

motions only. Even with the addition of 3 km/s microturbulence (middle 

curve), the halfwidth increases with an increase in the equivalent width 

for the weak lines. The upper curve (solid line) represents a line 

which has been broadened by a 3 km/s microturbulent velocity coupled 

with 3.5 k.m/s macroturbulent velocity. This velocity distribution for 

the macroturbulence was computed assuming the cells creating the dis

turbance to have a dispersion relationship for the velocity components 

(see Chapter II), No stratification effects were assumed. The data 

could have .been fit by increasing the amount of microturbulence in the 

atmosphere; however., this would not be consistent with the results from 

the curve of growth analysis. The solid curve represents the best fit 

to the observations from a set of theoretical curves drawn by allowi~g 

the macroturbulence.to be varied as a free parameter. The larger value 

of macroturbulence than microturbulence. is also consistent with the re

sults for the solar case reported by Elste (1967), 

The Analysis of the Line Profiles 

The effect of microturbulence upon the shape of a stellar line 

would be to increase its Doppler core. Moving outward from the core, 

the presence of macroturbulence would most likely be seen.as an.increase 

in the halfwidth of.the line. As a check on the derived values for the 

atmospheric turbulence of Theta Ursae Majoris, several profiles of Fe I 



58 

and Fe II were theoretically calculated and.compared with the obser~ed 

quantities. Figures 6 through 18 show the.results of this procedure. 

Since. most of the observed stellar lines. of Theta Ursae Ma.joris. show an 

unusual wing developemene--most of the line~ are tria"Q.gular in shape-

the damping c6n~tants were tre.ated as more or less free paramete.rs to 

achieve.a fit. This procedure is justified because.of·the rudimentary. 

state of the theory used.to treat line br~adening from collisions with 

neutral·atoms and Stark broadening of metallic lines, Cowley (1970) 

even suggests that empirical values determined from ste.llar sources 

might be better tha"Q. the.theoretical predictions at.this .time. 

Using the derived atmos:pheric turbulence model, almost 'all observed 

profiles could be matche~ for distances of about 0.3 to 0.4 Angstroms 

from the .line center. Striking differences between the computed and the· 

obs.erved 'line cores existed; many times. they differed by a factor. of 

about.two. It is well known that.the central depth (core) is extr.emely 

sensitive to the temperature and this could be the effect seeri in the 

line profiles. The observed profiles· indicate .. that, the solar-type tem

perature distribution is not·a cqmplete description of the.temperature 

stratification in Theta Ursae Majoris at'least near the boundary of.the 

atmosphere~ Also, some of the. discre.pancy might ·re~t ·in the initial 

assumption of ·local thermodynamic equilibrium fo.r the line formation and' 

the abnormal~y weak line intensities observed in,the star. The important 

point is that even if the theoretical profiles were adjusted by changing 

the.sc;,lar temperature.4istribution near the boundary of the atmosphere, 

turbulence would still be needed to fit the.theoretical profiles with 

the observed ones. 

No fit ·could be achieved for the line profiles in Figures 13 and 
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Figure 16. Observed and Calculated Line Profiles for Fe II >-4731.44. 
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TABLE VIII 

ABUNDANCE RESULTS FOR Ca I 

Element RMT X X(R,S} Log GF 2/3 Log c4 Log (H/L) Log C Log (W/L) Wt, Log N/N(H) 

Ca I 2 4226.73 o.o 0.24 -8.79 o.o 4.5125 -4.0200 2 -7.0446 
Ca I 5 4283.01 1.88 -0.22 -8.79 o.o 2.3541 -4.5600 2 -6.2999 
Ca I 5 4289.36 1.87 -0.30 -8.79 0.0 2.2846 -4.5800 2 -6.2861 
Ca I 5 4298.99 1.88 -0.41 -8.79 o.o 2.1677 -4.5000 2 -5.9419 
Ca I 4 4425.44 1.88 -0.38 -8.79 o.o 2.2073 -4.5200 2 -6.0390 
Ca I 4 4434.96 1.89 -0.03 -8.79 o.o 2.5553 -4.4'200 2 -6.1144 
Ca I 4 4435.69 1.89 -0.50 -8.79 o.o 2.0844 -4.5200 2 -5.9161 
Ca I 36 4526.94 2.70 -Q.43 -8 .53 o.o 1.4495 -4.7800 1 -5.8849 
Ca I 23 4578.56 2.51 -0.56 -8.53 0.0 1.4904 -4.7600 l -5.8887 
Ca I 22 5262.24 2.52 -0.60 -8.53 o.o 1.5021 -4.6400 1 -5.6515 
Ca I 48 5512.98 2.93 -0.29 -7 .52 · 0.0 1.4741 -4. 7100 1 -5.7747 
Ca I 21 5581.97 2.52 -0. 71 -8.53 o.o 1.4177 -4.8500 1 -5.9752 
Ca I 21 5588.76 2.52 0.21 -8.53 o.o 2.3382 -4.5000 1 -6.1124 
Ca I 21 5590.12 2.52 -0.71 -8.53 o.o 1.4183 -4.9300 l -6.1059· 
Ca I 21 5601.29 2.52 -0.69 -8.53 o.o 1.4392 -4.6600 1 -5.6338 
Ca I 23 6102.72 1.87 -0.89 -8.79 o.o 1.8508 -4.7000 1 -6.1309 
Ca I 23 6122.22 1.88 -0.41 -8.79 o.o 2.3243 -4.5500 1 -6.2418 
Ca I 20 6166.44 2.51 -0.90 -8.53 o.o 1. 2797 -5.2300 1 -6.3909 
Ca I 23 6162.17 1.89 -0.22 -8.79 o.o 2,5092 -4.5300 1 -6.3696 
Ca I 18 6439.07 2.51 0.47 -8.53 o.o 2.6685 -4.5500 1 -6.5860 
Ca I 18 6493.78 2.51 0.14 -8.53 o.o 2.3422 -4.7300 1 ~6.6827 

°' °' 



TABLE IX 

c ABUNDANCE RESULTS FOR Co I· 

Element RMT A X(R,S) Log GF 2/3 Log c4 Log (H/L) Log C Log {W/L) Wt. Log N/N(H) 

Co r 16 4020.90 0.43 -2.16 -8.87 o.o 2.2304 -5.1400 3 -7.2402 

Co I 29 4092.39 0.92 -1.36 -8.87 o.o 2.5850 -4.5600 2 -6.4006 

Co I 29 4110.53 1.04 .... 1.42 -8.87 o.o 2.4164 -5.0400 2 -7.2940 

Co I 28 412L32 0.92 -0.65 .-8 .87 o.o 3.2981 -4.6600 3 -7.4577 

Co I 150 4517.09 3.11 -0.90 -8.67 0.0 1.1069 -5.2900 1 -6.3037 

Co I 156 4693.19 3.22 -0.51 -8.67 o.o 1.4162 -5.4800 1 -6.8329 

Co I 15 4727 .94 0.43 -3.70 -8.87 o.o o. 7608 -5.5400 1 -6.2443 

Co I 180 5156.37 4.04 -0.13 -8.57 o.o 1.1173 -5.0100 2 -5.9529 

Co I 170 5212.70 3.50 -0.12 -8.67 o.o 1.6043 -5.5400 1 -7 .0877 · 

Co I 190 5342.70 4.00 0.33 -8.57 o.o 1. 6274 -5.7700 1 ·. -7.3599 

Co I· 190 5343.38 4.01 0.03 -8.57 o.o 1.3188 -5 .340:0_ 1 -6.5747 

Co I 39 5369.59 L73 -1.87 -8. 72 o.o 1.4517 -5,5100 1 .. -~6 ·.·9020·: .. 

°' ........ 



TABLE X 

ABUNDANCE RESULTS FOR Cr I 

Element RMT A. X{R,S) Log GF 2/3 Log c4 Log (H/L) Log C Log (W/L) Wt. Log N/N(H) 

Cr I 22 4373.25 0.98 -1.99 -8. 77 o.o 1.5521 -5.6600 1 -7.1707 
Cr I 64 4381.11 2.70 -0.56 -8.57 o.o 1.4480 -5.9300 1 -7.3514 
Cr I 22 4384.98 1.03 -1.08 -8. 77 o.o 2.4180 -4.9800 4 -7.2242 
Cr I 103 4387.50 2.99 -0.22 -8.57 o.o 1.5343 -5.0800 3 -6.4761 
Cr I 129 4410.30 3.00 -0.60 -8.57 o.o 1.1478 -5.7900 1 -6.9047 
Cr I 22 4412.25 1.03 -2.26 -8.77 o.o 1.2406 -5.5700 1 -6.7618 
Cr I 127 4458.54 3.00 0.04 -8.57 o.o 1.7925 -5.1000 3 -6.7602 
Cr I 150 4511.,90 3.07 0.04 -8.57 o.o 1. 7369 -5.0900 3 -6.6916 
Cr I 33 4535.15 2.53 -0 .64 · -8.67 o.o 1.5321 -5.5000 1 -6.9763 
Cr I 10 4545.96 0.94 -1.15 -8. 77 o.o 2.4453 -.4. 7300 4 -6.8131 
Cr I 21 4591.39 0.96 -1.36 -8.77 o.o 2.2214 -4.9000 4 -6.9059 
Cr I 21 4600.75 1.00 -1.20 -8. 77 o.o 2.3459 -4, 7300 4 -6. 7137 
Cr I 21 .4616.14 0,98 -1.13 -8. 77 o.o 2.4355 -4.8200 4 -6.9868 
Cr I 21 4626.19 0.96 -1.18 -8.77 0.0 2.4047 -4.8500, 4 -7.0081 
Cr I 186 4639.54 3.10 -0.27 -8.57 0.0 1.4130 -5 .• 1200 1 -6.4068 
Cr I 21 4646.17 1.03 -0.67 -8. 77 o.o 2.8531 -4.5500 3 -6.6586 
Cr I 32 4649.46 2.53 -0.90 -8.67 o.o 1.2829 -5.4900 1 -6.7160 
Cr I 21 4651. 29 0.98 -1.15 -8.77 0.0 2.4188 -4.8800 4 -7.0710 
Cr I 21 4652.16 LOO -0.97 -8.77 o.o 2.5807 ..,4. 7900 4 -7.0758 
Cr I 186 4708.04 3.15 0.37 -8.57 o.o 2.0160 -5.0800 3 -6.9578 
Cr I 186 4718.43 3.18 0.49 -8.57 o.o 2.1109 -4.9300 4 -6.8427 
Cr I 145 4724~42 3.07 -0.28 -8.57 o.o 1.4369 -5.5800 1 -6.9689 
Cr I 145 4730.71 3,07 0.09 -8.57 0.0 1.8075 -5.2100 2 -6.9150 
Cr I 61 4745 .31 2.70 -1.07 -8.57 o.o 0. 9727 -5.6600 1 -6.5913 
Cr I 145 4756.11 3.09 0.54 -8.57 0.0 2.2424 -4.9400 4 -6.9896 
Cr I 231 4764.29 3.54 0.05 -8.52 o.o 1.3630 -5.3000 1 -,6.5786 
Cr I 144 4836.86 3.09 -0.83 -8.57 o.o 0.8798 -5.5600 1 -6.3900 
Cr I 143 4922.27 3.09 0,41 -8.57 o.o 2.1274 -4.5000 2 -5.7018 °' 00 



TABLE X (Continued) 

Element' RMT A X(R,S) Log GF 2/3 Log c4 Log (H/L) Log C Log (W/L) Wt. Log N/N(H) 

Cr I 166. 4936.33 3.10 0.03 -8 .57 · o.o 1. 7399 -5. 0"800 2 -6.6817 
Cr I 166 4954081 3.11 0.03 -8.57 o.o 1. 7329 -4.9200 3 -6.4492 
Cr I 9 4964.93 0.94 -2.48 -8.77 o.o 1.1536 -5.2200 1 -6.2734 
Cr I. 60 5110.75 2.70 -0.93 -8.57 o.o 1.1449 -5.6600 1 -6.7635 
Cr I 7 5206.04 0.94 -0.17 -8. 77 o.o 3.4842 -4.5000 3 -7.0586 
Cr I 59 5238.97 2.70 -1.05 -8 .57 o.o 1.0357 -5.4300 1 -6.4014 
Cr I 201 5243.40 3.38 -0.31 -8.52 o.o 1.1831 -5.2800 3 -6.3751 
Cr I 18 5247;56 0.96 -1.62 -8. 77 o.o 2.0194 -4.9800 4 -6.8257 
Cr I 18 5296.69 0.98 -1.54 -8.77 o.o 2.0853 -4.8400 4 -6.6717 
Cr I 94 5297.36 2.89 -0.40 -8.57 o.o 1.5238 -4.8100 4 -6.0569 
Cr I · 18 5298.27 0.98 -1.25 -8. 77 0.0 2.3754 -.4. 5600 3 -6.2223 
Cr I 94 5329.12 2.90 -0.39 -8.57 o.o 1.5277 -4.9700 4 -6.3194 
Cr I 18 5345.81 LOO -1.16 -8. 77 o.o 2.4511 -,,-4.8000 4 -6.9654 
Cr I· 18 5348.32 LOO -1.47 -8. 77 o.o 2.1413 -4.9900 4 -6.9618 
Cr I 191 5390.39 3.35 -0.86 -8.52 o.o 0.6711 -5.3100 3 -5.8985 
Cr I 18 5409.79 1.03 -0.88 -8.77 o.o 2.7092 -4.6600 4 -6.8996 
Cr I 119 5712.78 3.00 -0.87 -8.57 o.o 0.9902 -5.7900 1 -6.7471 
Cr I 268 4001.44 3.87 1.07 -8.47 o.o 2.0239 -5.0400 2 -6.9132 
Cr I 268 4022.26 3.87 0.81 -8.47 o.o 1. 7661 : -5.4200 1 -7.1205 
Cr I· 251 4039.10 3.83 1.1,5 -8.47 o.o 2.1423 -5.1500 2 -7.1747 
Cr I 279 4065. 72 4.09 -0.34 -8.47 o.o 0.4328 -5.8500 1 -6.2527 
Cr I 65 4120.61 2.70 0.09 -8.57 o.o 2.0714 -5.4000 1 -7.4030 
Cr I 35 4126.52 2.53 -0.16 -8.67 o.o 1. 9711 -5 .• 4300 1 -7.3368 
Cr I 249 4197.23 3.83 0.27 -8.47 0.0 1.2790 -5.5800 1 -6.8110 
Cr I 249 4208.36 3.83 0.21 -8.47 o.o 1.2201 -6.0300 1 -7 .2272 
Cr I 248 4209.37 3.83 0.68 -8.47 o.o 1.6902 -5.4500 1 -7.0785 
Cr I. 137 4211.35 3.00 -0.31 -8.57 o.o 1.4177 -5.6000 1 -6 .9715 
Cr I· 1 4254.35 o.o -0.45 -8,8.7 0.0 3.9755 -4.3700 3 -6.8228 
Cr I 96 4272.91 2.89 -0.42 -8.57 o.o 1.4105 -5.4200 1 -6.7649 
Cr I 1 4274.80 o.o -0.57 -8.87 o.o 3.8576 -4.4000 3 -6.8991 "' \0 



Element RMT A, X(R,S} Log GF 

Cr I 1 4289.72 o.o -0.76 
Cr I 22 4337.57 0.96 -0.96 
Cr I 22 4339 .45 0.98 -0.78 
Cr I 22 4339. 72 0.96 -1.27 
Cr I 22 4344.51 1.00 -0,53 
Cr I 104 4346.83 2.97 -0.13 
Cr I 22 4351.05 0.96 -1.27 

TABLE X (Concluded) 

2/3 Log c4 Log (H/L) Log C 

-8.87 o.o 3.6691 
-8. 77 o.o 2.5967 
-8. 77 o.o 2.7587 
-8. 77 o.o 2.2869 
-8. 77 o.o 2.9910 
-8.57 o.o 1.6378 
-8.77 o.o 2.2881 

Log (W/L) Wt, 

-4.2900 3 
-4.6700 4 
-4.9000 4 
-5.2300 3 
-4.6500 3 
-5.1800 3 
-4.9600 3 

Log N/N(H) 

-6.1032 
-6,8151 
-7.4432 
-7.4189 
-7.1525 
-6.7081 
-7.0652 

-...J 
0 



Element RMT ;\ X(R,S) 

Cr II 31 4242038 3.85 

Cr .II 31 4252.62 3.84 

Cr II 31 4261.92 3.85 

Cr II· 31 4275.57 3.-84 

Cr II 44 4555.02 4.05 

Cr II 44 4558.66 4.06 

Cr II. 44 4588.22 4.05 

Cr II 44 4592 .tl9 4.06 

Cr II 44 4616.64 4.05 

Cr II 44 4634.11 4.05 

Cr II 30 4812.35 3.85 

Cr II 30 4848.24 3.85 

Cr II 30 4876.41 3.85 

TABLE XI 

ABUNDANCE RESULTS FOR Cr II 

Log GF 2/3 Log-C4 L<;>g (H/L) Log c 

-L02 -8.52 0.0 2.4891 

-1.85 -8.52 0.0 1.6687 

-1.21 -8.52 o.o 2.3011 

-1~33 -8.52 o.o 2.1911 

-1.44 -8.47 o.o 1.9288 

-0.31 -8.47 o.o 3.0506 

-0.65 -8.47 o.o 2.7219 

-1.37 -8.47 o.o 1.9938 

-1.51 -8.47 o.o 1.8646 

-1.19 -8.47 0.0 2.1862 

-1.99 -8.52 o.o 1.5738 

-1.13 -8.52 o.o 2 .4371 

-1.56 -8.52 o.o 2.0096 

Log (W/L) Wt. 

-4.5500 3 

-5.0000 3 

-4.7600 3 

-4.6400 3 

-4.6700 3 

-4.5000 3 

-4.6100 4 

.... 4.8800 3 

-4.9800 3 

-4.7500 3 

-4.9600 4 

-4.6700 4 

--4.6000 4 

Log N/N(H) 

-6.2613 

-6.4836 

-6.6679 

-6.2575 

-6.0759 

-6.6246 

-6.7006 

.... 6. 6066 

-6.6493 

-,6. 5304 

-6.3266 

-6.5842· 

-5.9572 

........ 
I-' 



TABLE XII 

ABUNDANCE RESULTS FOR Fe I 

Element RMT A. X(R,S) Log GF 2/3 Log c4 Log (H/L) Log C Log (W/L) Wt. Log N/N(H) 

Fe I 43 4005,24 1.55 -0.09 -8. 72 -4.0400 3.1717 -4.1400 3 -5.0724 
Fe I 72 4009.72 2.21 -0.93 -8.78 -4.3500 1. 7377 -4.5200 3 -5.4726 
Fe I 276 4040.09 2. 72 -2.11 -8.67 o.o 0.1065 -5.0000 3 -4.9537 
Fe I 43 4045.82 1.48 0.66 -8.72 -3.7600 o.o -3.8000 0 o.o 
Fe I 359 4062.45 2.83 -0.45 -8.67 -4.3400 1.6714 · -4 .5500 3 -5,5382 
Fe I 43 4063.60 1.55 0.44 -8.72 -4.0000 3.7080 -4.0200 3 -5.2748 
Fe I 43 4071. 74 1.60 0.37 -8.72 -4.0000 3.5937 -4.1000 3 -5.3769 
Fe I 558 4080.22 3.27 -0.81 -8.67 o.o 0.9259 -4.8200 3 -5.5024 
Fe I 276 4107.49 2.82 -0.32 -8.67 -4.1400 1.8151 -4.6800 2 -6.1049 
Fe I 357 4134.68 2.82 -0.32 -8~78 -4.2000 1.8180 -4.=5300 2 -5.5982 
Fe I 43 4143.87 1.55 -0.42 -8.72 -3.9800 2.8565 -4.2200 2 -5.0382 
Fe I 42 4147.67 1.48 -1.50 -8. 72 -4.1900 1.8402 --4.6000 2 -5.8952 
Fe I 355 4154.50 2,82 -0.36 -8.62 -4.1700 1.7fl00 -4,5300 2 -5.5602 
Fe I 694 4168,95 3.40 -1.23 -8.67 -4.4000 0.4012 -4.9800 3 -5.2204 
Fe I 354 4175.64 2.83 -0.41 -8.67 -4.2100 1. 7234 -4.5300 3 -5.5036 
Fe I 354 4181.76 2 ,82 · -0.05 -8.67 -4.2100 2.0929 -4.3700 3 -5.0572 
Fe I 152 4187.04 2.44 -0.33 -8.67 -4.3000 2.1507 -4.4600 3 -5.5846 
Fe I 152 4191.44 2.46 -0.44 -8.67 -4.1700 2.0232 -4.4500 2 -5.4039 
Fe I 522 4199.10 3.03 0.34 -8.157 -4.2000 2.2989 -4.4200 3 -5.5263 
Fe I 3 4199.94 0.09 -4.21 -8.87 -4.4400 0.4120 -4.9300 2 -5.1620 
Fe I 42 4202.03 1.48 -0.25 -8. 72 -4.2300 3.0959 -4.2600 3 -5.4512 
Fe I 3 4206.70 0.05 -3.42 -8.87 -4.1800 1.2397 -4.5200 3 -4.9746 
Fe I 3 4216.19 o.o -2.98 -8.87 -4.2400 1. 7270 .... 4,5200 3 ..,5 .4619 
Fe I 800 4219.36 3.56 0.51 -8.67 -4.1600 2.0067 -4.4800 3 -5.5460 
Fe I 152 4222.22 2.44 -0.85 -8.67 -4.1700 1.6343 -4.5500 3 -5.5011 
Fe I 693 4227 .43 3.32 0.51 -8.67 -4.1800 2.2175 -A.3200 3 ...,4, 8771 
Fe I 152 4233.61 2.48 -0.41 -8.67 -4.1400 2.0397 -4.4300 3 -5.3163 
Fe I 693 4238.82 3.38 0.10 -8.67 -4.1400 1. 7560 -4.4800 3 -5.2953 -...J 

"" 



TABLE XII (Continued) 

Element RMT /\ X(R,S) Log GF 2/3 Log C4 Log (H/L) Log c Log (W/L) Wt. . Log N/N(H) 

-
Fe I 693 4247.43 3.37 0.07 -8.67 -4.1300 1. 7357 · -4.4400 3 -5.0630 
Fe I 2 4240.23 3.06 -1,0il.. -8.67 -4.2000 0.9276 -4.6600 3 -5.1650 
Fe I 351 4258.62 2,82 -1.76 -8.67 -4.5300 0.3908 -5.0600 3 -5.3188 
Fe I 152 4260.48 2,40 0.13 -8.67 -4.1400 2.6540 -4.2200 2 -4.8358 
Fe I 993 4264,74 3.94 -1.06 -8.57 -4.4600 0,1118 -4.9700 2 -4.9172 
Fe I· 993 4265.26 3.91 -0.80 -8.57 -4.5700 0.3978 -5.0200 2 -5.2725 
Fe I 42 4271.77 2.44 -0.25 -8.67 -4.1100 2.2394 ... 4.1800 3 -4.2705 
Fe I 976 4276.69 3.86 -0.88 -8.57 o.o 0.3624 ....,5. 3700 2 -5.6647· 
Fe I 71 4282.41 2.17 ...:.o. 66 -8.67 -4.1100 2. 0721 -4.4700 3 -5.5590 
Fe I 3 4291.47 0.05 -1.99 -8.87 -4.1600 2.6784 -4 .6800. 3 -6.9682 
Fer. 942 4325. 77 l.~O 0.36 -8.67 -4.0200 3.6099 -4.0400 3 -5.2276 
Fe I 597 4327.92 3.03 -0,48 -8.67 -4.4600 1.4920 -4.9700 2 -6.2974 
Fe I 518 4369. 77 3.03 -0.65 -8.67 -4.1200 1.3262 -4.5200 3 -5.0611 · 
Fe I 2 4375,93 o.o -2.59 -8.87 -4.1500. 2.1331 . -4 .5000 3 -5. 7736 
Fe I 41 4383.55 1.48 0.51 -8.72 -4.0200 3.8743. -4.0700 3 -5.5723 
Fe I 2 4389.24 0.05 -3.90 -8.87 -4.2600 0. 7782 -5.0000 3 -5.6253 
Fe I 41 4404.75 1.55 0.25 -8.72 ...,4 .0300 3.5530 -4.1100 3 -5.3653 
Fe I 41 4415.13 . 1.60 -0.13 -8.72 -4.1000 3.1288 -4.2100 3 -5.2706 
Fe I 68 4430.62 2.21 -1.70 -8.78 -4.1500 1.0111 -4.5700 3 -4.9579 
Fe I 43 4420.34 2.19 -1.00 -8.78 -4.1400 1. 7301 -4.5100 3 -5.4184 
Fe I 350 4443.20 2.85 -0.72 -8.78 -4;1300 1..4226 -4.5700 3 -5.3695 
Fe I 68 4447.72 2.21 -1.08 -8.78 -4.1800 1.6328 -4.5200 3 -5.3677 
Fe I 350 4454.38 2,82 -1.01 -8.78 -4.1900 1.1603 -4.6100 3 ,...5. 2486 
Fe I 2 4489.74 0.12 -3.40 -8.87 -4.1400 1.2232 -4.6000 3 -5,2781 
Fe I 39 4531.15 1.48 -1.57 -8.67 -,3.8600 1.8086 -4.1400 0 -3.7058 
Fe I 39 4602.94 1.48 -1.46 -8.72 -4.1200 1. 9255 -4.5900 2 -5.9458 
Fe I 318 4871 ;32 2.85 -0.39 -8.67 -4.0500 1.7926 -4.3600 3 -4.6952 
Fe I 318 5006.13 2.83 -0.83 -8.67 -4.0500 1.2448 -4.6400 2 -5.2138 
Fe I 16 5051.64 0,91 -2. 71 -8. 77 -4.0200 1.1224 -4.5100 2 -4 .5933 
Fe I· 383 5068. 77 2,93 -1.09 -8.67 -4.0600 0.9002 -4.6400 2 -4 .8692 -.J 
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TABLE XII (Continued) 

Element RMT X X(R, S) Log GF 2/3 Log c4 Log (H/L) - Log C Log (W/L) Wt. Log N/N(H) 

Fe I 16 5083.34 0.95 -2.74 -8. 77 -4.0300 1.0580 -,4.6300 2 -4.9913· 
Fe I 1 5110.41 o.o -3.34 -8.87 -4.0000 1.3458 -4.5000 2 -4. 7767 
Fe I 1092 5133.69 4.16 0.39 -8 .57 · -4.0500 1. 2943 -4.5600 3 -4.9618 
Fe I 3S-3 5192.35 2.99 -0.32 -8.67 -4.0800 1.6266 -4,5500 3 -5.2552 · 
Fe I 36 5194.94 1..55 -1.93 -8.72 -4.0800 1.3241 -4.6900 3 -5.4527 
Fe I· 36 5216.28 1.60 -1.95. -8. 72 . -4.0500 1.2601 -4 .• 6300 3 -5.1934 
Fe I 1 5225.53 0.11 -4.26 -8. 87 · -4.0000 0.3326 -4,9500 2 -5.0411 
Fe I 383 5266.56 2 •. 99 -0.41 -8.67 -4.0900 1.5428 -4~5700 3 -,5.2492. 
Fe I 383 5281.80 3.03 -0,75 -8.67 -4.1100 1.1682 -4.7000 3 -5.3261 
Fe I 553 - 5283.63 3.24 -0.30 -8.27 -4.1000 1.4310 -4~8500 3 -5.9522 
Fe··I 36_ 5307.37 1.60 -2. 7,6 -8.72 -4.4800 0.4576 -4.9700 3 -5.1999 
Fe I 553, 5339.94 3.26 -0.61 -8.67 -4.0500 1.1077 -4. 7200 3 -5.3220· 
Fe I 1146 5364.87 4.44 - 0.41 -8 .62 - -4.3600 1.0883 -4;7700 4 -5.4318 
Fe I 1146 5367.47 4.41 0,49 -8.62 -4. 7100 1.1948 -4.9200 3 -5.8501 
Fe I 1146 5369.97 4.35 o. 5.7 -8. 62 - -4.2300 1.3275 -4.6600 3 -5.3633 
Fe I 1146 5383,37 4.29 0.67 -8.62 -3.9900 1.4811 -4.6000 3 -5.3033 
Fe I 553 - 5393.17 3.23 -0,60 -8.67 4~3300 o.o 4.8000 0 o.o 
Fe I 15 5397.13 0.91 -1.8~ -8,67 -4.0300 1.9812 -4.3900 3 -4.9725 
Fe I 15 5405.78 0.99 -1. 75 -8. 77 - -4.3700 2.0376 -4.5100 3 -5.5084 
Fe I 1165 5410.91 4.45 0.54 -8.62 -4.3300 1.2133 -4.8400 · 4 ...,5. 7140 
Fe I 1146 5424.07 4 ~~2 · 0.68 -8. 62 · -3.9500 1.4681 -4.5400 3 -5 .0577 
Fe I . 15 5429.70 0.95 -1.78 -8. 77 -4.2500 2.0466 -4.4900 3 -5 .4374 
Fe I 15 5434.53 1.01 -2.27 -8.67 -3.9300 1.5013 -4.5300 3 -5.0516 
Fe I 1163 5445.05 4.37 0.17 -8. 62 · -4.1100 0.9160 -4.7300 3 -5.1574 
Fe I 15 5497.52 1.01 -2.79 -8. 77 -3.8600 0.9864 -4~5000 2 -4.4173 
Fe I 15 5501.47 0.95 -2.66 -8. 77 -3.8900 L.1723 -4.5800 2 -4.9178 
Fe I 15 5506.78 0.99 -2.44 -8. 77 -3.9200 1.3556 -4.5500 2 -4.9842 
Fe I .. 686 5569.63 3.42 -0.43 -8.67 -3.9200 1.1632 .. -4.6500 2· -5.1664 
Fe I 686 5572.85 3.40 -0.22 -8.67 -3.8600 1.3913 -4.5800 2 -5.1368 
Fe I 686 5576.10 3.43 -0.81 -8.67 -4.0600 o. 7748 -4.8100 2 -5.2113 -..J 
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Element RMT " X(R,S) Log GF 

Fe I 1107 5762.99 4.19 -0.10 
Fe I 959 5976.80 3.93 -1.03 
Fe I 959 6003.08 3.86 -0.91 
Fe I 1178 6024.07 4.53 0.22 
Fe I 207 6065.53 2.60 -1.33 
Fe I 1259 6055.99 4. 71 -0.12 
Fe I. 207 6137.70. 2.58 -1.26 
Fe I 62 6213.40 2.21 -2.45 
Fe I 207 6230.73 2.55 2.36 
Fe I 816 6246.33 3.59 -0.81 
Fe I 169 6252.56 2.39 -1. 79 
Fe I 62 6265.14 · 2.17 - -2.5.0 
Fe I 816 6301.54 3.64 -0. 72 
Fe I- 168 6318.02 - 2.44 -2,06 
Fe I 168 6393.61 2.42 -1.60 
Fe I 816 6411.66 3.64 -0.51 
Fe I 111 6421.36 2.27 -1.84 
Fe I 168 6494. 99_ 2.39 -1.16 
Fe I 62 6430.85 2.17 -1.87 

TABLE XII (Concluded) 

2/3 Log c4 Log (H/L) Lo_g C 

-8.57 -4.1200 0.8282 
-8.57 -4.3000 0.1423 
-8.57 -4.3300 0.3261 
-8.49 -4.3100 0.8701 
-8.67 -4.2100 1.0353 
-8.49 -4.3200 0.3764 
-8.67 -4.2600 1.1284 
-8.78 -4.3700 0.2792 
-8.67 -4.1000· 4.7820 
-8.67 -4.2300 0.6821 
-8.67 -4.1200 o. 7784 
-8.78 -4.2200 0.2691 
-8.67 -4.2200 0.7317 
-8.67 -4.2100 0.4675 
-8.67 -4.1200 0.9509 
-8.67 -4.0400 0.9492 · 
-8.67 -4.2100- 0.8490 
-8.67 -4.2100 -· 1.4249. 
-8.7S -4.2700 0.-9104 

Log (W/L) Wt. 

-4. 7100 2 
-5.0000 2 
-4.9700 2 
-,4.8600 2 
-4.7400 2 
-5.0800 2 
-4.6700 2 
.,-4.9500 2 
-4.6700 2 
-4.9100 3 
-4.7600 3 
-4.9900 2 
-4.6300 2 
-4,9000 2 
-4.7000· 2 
-4r7100 2 
-4.715(')0 2 
,;_4.6500 2-
-4.8200 2 

Log N/N(H) 

-5.0147 
-4.9334 
-5.0684 
-5.4114 
-5.3031 
-5.2868 
-5.1960 
-4.9876 
-8.8496 
-,5.3191 
-5.0973 
-5.0442 
-4.6650 
-5.0859 
-5.1088 
-5.1356 
-5.2165 
-s .421U 
-5.368-8 

" \JI 



TABLE XIII 

ABUNDANCE RESULTS FOR Fe II 

Element• RMT x X(R,S) Log GF 2/3 Log c4 Log. (H/L) Log C Log (W/L) Wt. Log N/N(H) 

Fe II 27 4128.74 2.58 -2. 76 - -8.67 -4.4700 0.9815 -4.7900 3 -5.3665 

Fe II 28 4178,86 2.57 -2.00 -8.67 -4.3400 L7556 -4.5200 2 -5.2292-

Fe II 27 4273.32 2.69 -3.51 -8.60 -4.2500 0.1491 -4.5900 0 -3.9375 

Fe II. 27 4303.17 2.70 -2.00 -8.67 -4.3200 1.6533 -4.5300 3 -5,1749 

Fe II 28 4369.40 2.77 -2.87 -8.67 -4.6400 o. 7280 -4.8600 2 -5.2699 

Fe II 38 4576,33 2.85 -2.22 -8.67 -4.1600 1.3273 -4.5500· 3 -4.9430 

Fe II 38 4620.51 2.82 -2.63 -8.67 -4.1700 0.9480 -4. 7100 2 -5.1235 

Fe II. 49 5197.57 3.22 -2.23 -8.57 -4 .1300 1.0472 -4.5900· 3 -4.8356 

Fe II 49. . 5234 .62 3,21 -2.03 -8.57 -4.3600 1.2590 -4. 7100 3 -5.4345 

Fe II 48 5264.80 3.22 -2.23 -8.57 -4.6200 1.0528 -5.1300 2 -6.0378 

Fe II 41 5284.09 2.88 -2.42 -8.67 -4.5300 1.1632 -4.9300 2 -5.8412 

Fe II 49 5325.56 3.21 -2. 72 -8.57 -4.4100 0.5765 -5,0200 3 -5.4049· 

Fe II 48 5362,86 3.19 -1.95 -8.57 -4.0400 1.3671 -4.5800 3 -5.1162 

Fe II 48 5414 .09 3.21 -2.75 -8.57 -4.3400 0.5537 -5.1800 2 -5.6040 

Fe II 49 5425.27 3.19 -2.75 -8.57 -4.1900 0.5721 -4.9000 2 -5.1940 

Fe II. 74 6247.56 3.87 -1.55 -8.50 -4.3400 1.2418 -4.8400 2 -5.7412 

Fe II 40 6432;65 2.88 -2. 73 -8,67 -4. 2600· 0.9386 -4.9500 . 2' -5.6.522 

Fe II 74 6456.38 3.89 -1.44 -8.50 -4.0900 1.3488 -4.5800 . 2. . . ·:~:5":Mao· 
-..J 
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Element RMT >. . X (R., S} 

Mg I 15 4167.27 4.33 

Mg I 11 . 4702.99 4.,34 

Mg I 10 4730.03 4.34 

Mg I 2 5172.68 2.71 

Mg I 2 5183.60 2.72 

Mg I- 9 5528.40 4. 34 

Mg I 8 5711.08 4.34 

TABLE XIV 

ABUNDANCE RESULTS FOR Mg I 

Log GF 2/3 Log c4 Log (H/L) Log C 

o.o -8.10 o.o 1.8664 

-0.58 -8.10 o.o 1.3303 

-1.88 -8.57 o.o 0.0327 

-0.38 -9.38 o.o 3.0013 

-0.16 -9.38 o.o o.o 

-0.48 -8.49 o.o 1.5005 

-1.34 -8.57 o.o 0.6546 

Log (W/L) Wt. 

-4.550 2 

-4.3100 . 1 

-5.0400 3 

-4.0600 3 

-3.9600 0 

-4.4500 1 

-5.1440 2 

Log N/N(H) 

-5.6459 

-3.7866 

-4.9114 

-4.6101 

o.o 

-4.7928 

-5.6719 

..... ..... 



TABLE XV 

ABUNDANCE RESULTS FOR Mn I 

Element RMT " X(R,S) Log GF 2/3 Log c4 Log (H/L) Log C Log (W/L) Wt, - Log N/N(H) 

Mn I 5 4018.10 2.11 -0.14 -8.67 0.0 2.9284 -4.4500 3 -6.9747 
Mn I 2 4030; 76 o.o -0.84 -8.87 o.o 4.1540 -4.1500 3 -7.0204 
Mn I 2 4033.07 o.o -1.00 -8.87 o.o 3.9942 -4.2500 3 -7.3618 
Mn I 2 4034.49 o.o -1.24 -8.87 o.o 3.7544 -4.3500 3 -7.5185 
Mn I 5 4055.54 2.13 -0.02 -8.67 0.0 3.0346 -4.5600 3 -7.3124 
Mn I 29 4059.39 3.06 -0.37 -8.57 0.0 1.8593 -5.1200 2 -6.9047 
Mn I 5 4070,28 2.18 -0.79 -8.67 0.0 2.2215 -5.0900 3 -7.2319 
Mn I 5 4079.42 2.18 -0.39 -8.67 o.o 2.6224 -4.6700 3 -7.0848 
Mn I 5 4082.94 2.17 -0.24 -8.67 o.o 2.7817 -4.8700 4 -7.5230 
Mn I 23 4257.66 2.94 -0.20 -8.57 0.0 2.1557 -5.4600 1 -7.5764 
Mn I 23 4265.92 2.93 -0.22 -8.57 o.o 2.1454 -5.2700 1 -7.3600 
Mn I 22 4453.00 2.93 -0.48 -8.57 o.o 1.9040 -5.3900 1 -7~2497 
Mn I 28 4457.05 3.06 -0.89 -8.57 o.o 1.3799 -5.5900 1 -6.9379 
Mn I 22 4470.14 2.93 -0.39 -8.57 0.0 1. 9957 -5.2900 1 -7.2323 
Mn I 22 4502.22 2.91 -0.36 -8.57 o.o 2.0465 -5.2100 3 -7.1944 
Mn I 21 4709.72 2.88 -0.59 -8.57 o.o 1.8626 -5.1900 3 -6.9880 
Mn I 21 4739.11 2.93 -0.66 -8.57 o.o 1. 7511 -5.2800 1 -6.9767 
Mn I 16 4754.04 2.27 -0.36 -8.67 0.0 2.6385 -4.5700 3 -6.9343 
Mn I- 21 4765.86 2.93 -0.29 -8.57 o.q 2.1235 -4.8500 4 -6.8385 
Mn I 21 4766.43 2.91 -0.09 -8.57 0.0 2. 3413. -4.7500 4 -6.9214 

Mn I 16 4783.42 2.29 -0.38 -8.67 o.o 2,6033 -4.4800 3 -6.7196 
Mn I 16 4823.52 2.31 -0.34 -8.67 o.o 2.6290 -4.4300 3 -6.6268 

-...J 
00 



Element RMT " X(R-, S.) 

Na I· 6 5682.63 2.10. 
Na I 6 5688.~1 2.10 
Na I 1 5889.95 o.o 
Na I 1 5895.92 o.o 

• 

TABLE XVI 

ABUNDANCE-RESULTS FOR Na I 

Log GF 2/3 Log c4 Log (H/L) 

-0.67 -7.65 o.o 
-0.42 -7.65 o.o 

0.12 -9.80 0.0 
-0.18 -9.80 o.o 

Log C Log (W/L) 

1.309i -,4.8300 
1.5595 -4.6800 
3.9683 -4.1900 
3,6678 -4.3000 

Wt. 

3, 
2 
2 
2 

Log N/N(H) 

-5.8154 
-5.6988 
-5.7823 
-5.9082 

...... 
\0 



TABLE XVII 

ABUNDANCE RESULTS FOR Ni I 

.EJ,.emer,.t RMT >,. X(R, S) Log GF 2/3 Log c4 Log (H/L) Log C Log (W/L) Wt. Log N/N(H) 

Ni I 86 4462.46 3.45 -0.95 -8.67 o.o 0.9336 -.4.8900 4 -5.5570 

Ni I 86 4470.48 3.38 -0.51 -8.67 o.o 1.4364 -4.8200 4 -5.9228 

Ni I 98 4604.99 3.47 -0.41 -8.67 0.0 1.4695 -4.8100 3 -5. 9355 

Ni I 100 4606.23 3,58 -0.88 -8.67 o.o 0.9028 -5.31()0 1 -6.1124 

Ni I 98 4648.66 3.40 -0.40 -8.67 o.o 1.5456 -4.7900 4 -5.9696 

Ni I 98 4686.22 · 3.58 -0,79 -8.67 o.o 1.0003 -5.1300 3 -5.9927 

Ni I 98 47i4.42 3.37 -0.34 -8.67 0.0 1.6383 -4.5400 3 -,5.3024 

Ni I 98 4 715. 78 3.53 -0.92 -8.67 o.o 0.9169 -4.9500 4 -5.6474 

Ni I 98 4756.52 3.47 -0.79 -8. 67 · o.o 1.1036 -4.8500· 4 .,..5. 6495 

Ni I 163 4806.99 3.66 -0.84 -8.67 0.0 0.8911 · -5.1400 3 -5.8961 

Ni I 131 4829.03 3.53 -0.93 -8.67 o.o 0, 9172 -4.6900 4 -5.0919 

Ni I 111 4866.27 3.52 -::0. 76 -8.67 o.o 1.0993 -4.8700 4 -5.6846 

Ni I 111 4873.44 3.68 -0.93 -8.67 o.o 0.7895 -4.9700 4 -5.5534 

Ni I 129 4904.41 3.53 -0.70 -8.67 o.o 1.1539 -4.9300 4 -5 .84-99 . 

Ni I 177 4918.36 3.82 -0.65 -8.57 o.o 0.9506 -4.9800 3 -5.7308 

Ni I 177 4935.83 3.92 -0.82 -8.57 o.o 0.6944 -5.2700 3 -5.8553· 

Ni I 112 4980.16 3.59 -0.66 -8.67 0.0 1.1479 -4. 7100 3 -5.3795 

Ni I 143 4984.13 3.78 -0.54 -8.67 o.o 1.1015 -,4,7400 3 -5.4103 
Ni I 145 5000.34 3.62 -1.11 -8.67 o.o 0.6733 -4.8100 3 -5.1394 00 

0 



Element: RMT i,. X(R,S} Log GF 

· Ni I 111 5012.46 3.68 -LOO 

Ni I 111 5017.59 3.52 -0.65 

Ni I 143 5035037 3.62 -0.28 

Ni I 143 5080,52 3.64 -0.27 

Ni I 194 5081.11 3.83 -0.36 

Ni I 162 5084.08 3.66 -0.86 

Ni I 161 5099.95 3.66 -0.86 

Ni I 177 5115d+O 3.82 _;0.86 

Ni I 162 5146 .48 3.69 -0.67 

Ni I 210 5155.76 3i88 -0.55 

Ni I 209 5176.57 3.88 -1.03 

Ni I 47 5578.73 1.67 -3.20 

Ni I 69 5592.28 1.94 -2.63 

TABLE XVII (Concluded) 

2.3 Log c4 Lo1f (H/L) Log C 

-8.67 0.0 0.7317 

-8.67 o.o 1.2226 

-8.67 o.o 1.5064 

-8.67 o.o 1.5027 

-8.57 o.o 1.2460 

-8.67 o.o 0.8955 

-8.67 o.o 0.8968 

-8.57 o.o o. 7577 

-8.67 o.o 1.0644 

-8,57 o.o 1.0184 

-8.57 o.o 0.5402 

-8.72 o.o 0.3787 

-8.78 o.o 0.7039 

Log (W/L) Wt. 

-4. 9600 3 

-4. 7100 3 

-4. 7700 3 

-4.7000 3 

-4.8800 3 

-4.8500 3 

-4.8200 3 

-4.9000 3 

-4 .7100 4 

-4.9000 4 

-5.1900 3 

-5.3200 2 

-5.4100 1 

Log N/N(H) 

-5.4790 

-5.4542 

-5.8861 

-5.7063 

-5 .8505 

-5.4414 

-5.3832 

-5.3997 

-5.2960 

-5.6605 

-5.6060 

-5.6003 

-6.0325 

00 
I-' 



TABLE XVIII 

ABUNDANCE RESULTS FOR Sc II 

Element RMT 71 X(R,S} Log GF 2/3 Log c4 . Log (H/L) Log c· Log (W/L) Wt. Log .N/N(H) 

Sc II 7 4246.83 0.31 0.28 -8.87 o.o 6.2570 -4.4200 3 -9.2474 

Sc II 15 4294. 77 0.60 -1.28 -8.87 o.o 4.4328 -4.6400 3 -8.5174 

Sc ·II 15 4314 .08 0.62 -o·.10 -8.87 o.o 5.5962 ...,4. 3600 3 -8.2096· 

Sc II 15. 4320.75 0.60 -0.22 -8.87 o.o 5.4954 -4.6200 2 -9.5135 

Sc It.· 14. 4354,61:, 0,60 -1.50 -8.87 o.o o.o -4.7000 0 o.o 

Sc ·II 14 4415.56 0.59 -0.84 -8.87 o.o 4.8940 -,4.4800 3 -,8. 2781 

Sc II 26 5239.82 1.45 0.56 -8. 77 0.0 o.o -4.9400 0 o.o 

Sc II. 31 5526.81 1. 76 -Q.03 -8. 77 o.o 4.7295 -4.6200 2 -8. 7477 · 

Sc II 29 5667.16 1.49 -,l.35 -8. 77 o.o o.o -5.1600 0 o.o 

Sc II 29 5669.03 1.49 -1.23 -8.77 o.o o.o -5.2200 0 0.0 

Sc II 28 6245.63 1.50 -1.05 -8.77 o.o 0.0 -5. 2400 ....... ti ... o.,r 

00 
N 



Element RMT A X(R,S) 

Si I 10 5708.48 4.93 

Si I 17 5772.26 5.06 

Si I 16 5948.58 5.06 

TABLE XIX 

ABUNDANCE RESULTS FOR Si I 

Log GF 2/3 Log c4 Log (H/L) 

-1.15 ,,.8 .42 o.o 

-1.38 ... 8. 20 o.o 

-1.24 -8.20 o.o 

Log C Log (W/L) 

0.1807 -5.0200 

-0.1572 -5.1800 

:..:.o. 0041 -5.0000 

Wt. 

1 

1 

1 

Log N/N(H) 

-4.9932 

-4.8857 

-4. 7762 

00 
w 



TABLE XX 

ABUNDANCE RESULTS FOR Ti I 

Element:· RMT '1. X(R, S) Log GF 2/3 Log c4 Log (H/L) Log C 
.. 

Log (W/L). Wt. Log N/N(H) 

Ti I- 187 4008.05 2.11 0.04 -8.67 · o.o 1.7109 -5.0300 3 -6.6576 
Ti I 12 4008.93 0.02 -0.83 -8 .87 · o.o 2, 7279 -4.5700 3 -7 .0467 
Ti r 186 4016.20 2.13 -0.25 -8.67 o.o 1.4041 ..,5, 7700 1 -7.1431 
Ti I 80 . 4060.26 1.·05 -0.22 -8. 77 o.o 2.4048 -5.4400 2 -7.8083 
Ti I 163 4166.31 1.87 -0.4.9 -8.77 o.o 1.4108 -5.7000 1 -7.0869 
Ti I 163 4169.33 1.88 -0.19. -8.77 o.o 1.7022 -5.8200- 1 -7.4832 
Ti I 129 4186.12 - 1.5·0 0.10 -8. 77 0.0 2.3329 -5.3000· 1 -7.5850 
Ti r 162 4265.72 1.87 -0.60 - -8. 77 · o.o 1.3110 -6.03-00 1 -7.2432 
Ti I 44 4281.31 · 0.81 -Lll -8. 77 0.0 1. 7554 -5.7900 1 -7.5115 
Ti I 44 4286.01 0.82 -0.18 -8.77 o.o 2.6768 -4.7300 4 -7.2420 
Ti I 44 4287.41 0.84 -0.20 -8.77 o.o 2.6387 -5.0600 3 -7.6207 
Ti.I· 44 4305 • .91 0.84 0.66 -8. 77 o.o 3.5006 -4.3300 3 -7.2316 • 
Ti-I· 235 4321.66 2.23 0.43 -8.67 0.0 2.0276 -5.1900 3 -7.1579 
Ti I 43 4326.36 0.82 -0.95 -8. 77 o.o 1.9108 -5.4500 1 -7.3253 
Ti I 161 4417.27 1.88 0.17 -8. 77 o.o 2.0873 -5.5100 1 -7.5672 
Ti I·· 128 4427.10 1.50 0.43 -8. 77 0.0 2.6872 -5.4900 1 -8.1454 
Ti I 160 4453.71 1.87 0.27 -8. 77 0.0 2.1998 -5.3800 1· -7.5385 
Ti I 146 4465.81 1.73 0.14 -8. 77 o.o 2.1958 -5.4100 1 -7.5667 
Ti I 42 4518.02 0.82 -0.20 -8.77 o.o 2.6797 -4.8800 4 -7.4431 
Ti I 42 4533.24 0.84 0.58 -8. 77 o.o 3.4430 -4.4800 3 -7 .5872 
Ti I 42 4534. 7-8 · 0.83 0.35 -8. 77 0.0 3.2222 -4.6200 3 -7.6240 
Ti I 42 4548.76 0.82 -0.24 -8. 77 0.0 2.6426 -5.0300 2 -7.5893 
Ti I 42 4555.49 0.84 -0.34 -8. 77 o.o 2.5251 -4.8400 4 -7.2382 
Ti I 145 4617.27 1.74 0.62 -8. 77 o.o 2.6814 -5.0200 3 -7.6163 
Ti I 145 4623.10 1.73 0.40 -8.77 o.o 2,4709 -5.3300 1 -7.7556 
Ti I 145 4639.37 1. 73 o.o -8.77 o.o 2.0724 -5.3900 1 -7.4218 
Ti I 145 4639.67 1.74 -0.03 -8.77 0.0 2.0335 -5.6500· 1 -7.6601-
Ti I 145 4645.19 1. 73 -0.22 -8.77 0.0 1.8529 -5.5100 1 -7.3328 00 

,I::-, 



Element RMT /\ X(R,S) Log GF 

Ti I 6 4656.47 o.o -1.21 
Ti I 6 4681.91 0.05 -1.05 
Ti I 157 4913.62 1.87 O.Z4 
Ti I 200 4919.87 2.15 0.12 
Ti I 38 4981;73 0,84 0.51 
Ti I 38 5016.16 0.84 -0 .• 50 
Ti·I 38 5024.84 0.81 -0.53 
Ti I 173 5025.57 2.Q3 0.3,5 
Ti I 5 .. 5039.96 0.02 -1.02 
Ti·I 38 5043.58 0.83 -1.36 
Ti I· 4 5152.19 0.02 -1. 79 
Ti I 4 5173.74 o.o .. -1.12 
Ti I 183 5194.04 2.09 :..0.11 
Ti·I 183 5201.10 2.08 :...0.31 
Ti I 4 5210.39 0.05 -0.96 
Ti I 183 5224.30 2.13 0.33 
Ti I 249 5689.47 2.29 -0.01 
Ti I 249 5713. 90 2.28 -0.38 
Ti I 309 · 5766.33 · 3.28 0.6,3 
Ti I 72 5866.45 1.06 -0.59 
Ti I 71 5918.55 1.06 -1.13 

TABLE XX (Concluded) 

2/3 Log c4 Log (H/1) Log C. Log (W/L) 

-8.87 o.o 2.4312 -5.0800 
-8.87 o.o 2.5478 :-4. 7100 
-8.77 o.o 2.2124 -5.4500 
-8.67 o.o 1.8445 -5.6400 
-8. 77 o.o 3.4139 -4.6100 
-8. 77 o.o 2.4069 -4.9700 
-8. 77 0.0 2.4049 -4.8300 
-8 .67 · o.o 2.1898 .,..5.0900 
-8.87 o.o 2.6373 -4.8800 
-8. 77 o.o 1.5584 -5.5509 
-8.87 o.o 1.8769 -5.6700 
-8.87 o.o 2.5670 -4.8400· 
-8.67 o.o 1.6311 -5.8600 
-8.67 o.o 1.5005 -5.8300 
-8.87 o.o 2.6843 ""'.4.9300 
-8.67 o.o 2.0983 -5.4600 
-8.67 0.0 1.6540 -5.6800 
-8.67 o.o 1.2947 -5.6500 
-8.57 o.o 1.4350 -5.6000 
-8. 77 o.o 2.1856 -,5.6200 
-8. 77 o.o 1.6494 -5.6100 

Wt.· 

3 
4 
1 
1· 
2 
3 
3 
2 
3 
1 
1 
4 
1 
1 
4 
1 
1 
1 
1 
1 
1 

Log·N/N(H) 

-7.4364 
-7.0843 
-7.6269 
-7.4611 
-7.7998 
-,7.2818 
-7.1052 
-7.2065 
-,7.4007· 
-7.0812 
-7.5235 
-7.2801 
-7.4440· 
-7.2896 
..,7~5100 
-7.5237 
-7.3105 
-6.9213 
-7.0105 
-7. 7817 · 
-7.2352 

00 
ll1 



TABLE XX! 

ABUNDANCE RESULTS FOR Ti II 

Element RMT A X(R,S) Log GF 2/3 Log c4 Log (H/L) Log C Log (W/L) Wt. Log N/N(H) 

Ti II 41 4300.05 1.18 -0.46 -8.77 o.o 4.5412 -4.3000 3 -8.1687 
Ti II 41 4301.93 1.16 -1.11 -8.7"} o.o 3.9095 -4.4500 3 -7.9919 
Ti II 41 4312.86 1._18 -1.06 -8.77 0.0 3.9425 -4.3900 3 -7 .8716 
Ti II 94 4316,81 2.04 -1.07 -8.67 0.0 3.1608 -4.9000 4 -7.9519 
Ti II 20 4337.92 1.08 -0.90 -8.71 o.o 4 .1954, -4.4400 3 -8.2544 
Ti II 20 4344.29 1.08 -1.67 -8. 77 - o.o 3.4261 -4.6200 3 -7.8307 
Ti II 51 4394.06 1.22 -1.47 -8. 77 o.o 3.5045 -4.6000 3 -7.8771 
Ti: II 19 4395.03 1.08 -0.50 -8. 77 o.o 4.6011 -4.2900 3 -8.1886 
Ti II 61 4395.85 1.24 -1.53 -8. 77 o.o 3,4266 -4, 7100 4 -7.9661 
Ti II 61 4409.52 1.23 -2.07 -8. 77 o.o 2.8969 -5.0800 2 .-7.9047 
Ti II, 40 4417.n 1.16 -1.18 -8.77 o.o 3.8510 -4.5300 3 -8.1002 
Ti II 93 4421.95 2.05 -1.14 -8.67 0.0 3.0924 -4.8500 4 -7.8209 
Ti II 19 4443.80 1.08 -0.74 -8. 77 o.o 4.3659 -4.4100 3 -8.3497 
Ti II 19 4450.49 1,08 -1.41 -8. 77 o.o 3.6966 -4 .-5100 3 -7.9065 
Ti II 31 4468.49 1.13 -0.65 -'8,77 o.o 4.4131 -4.3700 3 -8.2834 
Ti II 50 4533.97 1.23 -,0,64 -8.77 o.o 4.3390 -4.2500 3 -7.7524 
Ti II 50 4563.76 1.22 -0.86 ...,8,77 o.o 4.1,309 -4.3700 3 -8.0012 
Ti II 60 4568.31 1.22 -1,93 -8.77 o.o 3.0613 -5.0000 2 -7.9751 
Ti II 82 4571. 97 l,.56 -0.34 -8.77 o.o 4.3449 -4.2700 3 -7.8484 
Ti II 92 4•805.11 2.05 -0.76 -8.67 o.o 3,5085 -4.4900 2 -7 .6773 
Ti II 86 .5129.14 1.88 -0.93 -8.n o.o 3.5185 -4.5700 2 -7.8406 
Ti II 69 5336.81 1.57 -1.35 -,8, 77 o.o 3.3931 -4.8000 4 .-8.0570 

00 

°' 



TABLE XXII 

ABUNDANCE RESULTS FOR VI 

Element RMT A X(R,S) Log GF 2/3 Log c4 Log (H/L) Log C Log (W/L) Wt, Log N/N(H) 

V I 41 4095.49 1.06 0.08 -8.77 o.o 2.7661 -5.3300 1 -8.0186 

V I 27 4111.79 0.30 0.33 -8.87 o.o 3.7057 -5.9500 2 -9.6295 

V I 52 4113.52 1.21 -0.37 -8.77 o.o 2.1837 -5.4400 1 -7.5616 

V I 27 4115.19 0.29 o.o -8.87 o.o 3.3851 -5.2400 1 -8.5311 

V I 103 4342.83 1.86 0.18 -8. 77 o.o 2.1784 -5.3400 1 -7.4425 

V I 22 4379.24 0.30 0.37 -8.87 o.o 3. 7730 -4.8000 4 -8.3012 

V I 22 4389.97 0.27 -0.06 -8.87 o.o 3. 3714 -4.9100 4 -8.0833 

V I 22 4406.64 0.30 -0.36 -8.87 o.o 3.0457 -5.2600 3 -8.2157 

V I 22 4408.20 0,27 -0.20 -8.87 o.o 3.2332 -,5, 2400 1 -8.3792 

V I 21 4437.84 0.29 -0.94 -8.87 0.0 2.4779 -5,6600 1 -8.0966 

V I 21 4444.21 0.27 -0.% -8.87 o.o 2.4768 -5.3100 1 -7.7059 

V I 87 4452,01 1.86' 0.56 -8.77 o.o 2.5692 -5.3600 1 -7.8564 

V I 87 4469.71 1.85 0.33 -8. 77 o.o 2.3498 -5.6500 1 -7.9578 

V I 133 4553.06 2.35 0.13 -8.67 o.o 1. 7177 -5.2400 2 -6.8637 

V I 109 4560.71 1.94 0.26 -8.67 o.o 2.2088 -5.4500 1 -7.5978 

V I 4 4577 .-17 o.o -1.38 -8.87 o.o 2.3157 -5.0500 2 -7.2235 

V I 93 4686.93 1.86 -0.88 -8.77 o.o 1.1516 -5. 7700 1 -6.8869 

V I 131 5234.09 2.35 -0.02 -8.67 o.o 1.6283 -5.4900 1 -7.0617 

00 

" 



Element RMT A. X(R,S) 

VII 9 4002.94 1.42 

VII 32 4005.71 1.81 

V II 32 4023.39 1.80 

VII 9 4036.78 1.47 

VII 32 4039.57 1.81 

V II 37 4225.23 2.02 

VII 225 4232.07 3 .96 

V II· 24 4234.25 1.68 

TABLE XXIII 

ABUNDANCE RESULTS FOR V IL 

Log GF 2/3 Log c4 Log (H/L) Log C 

-1.28 -8.77 o.o 3.6283 

-0.22 -8. 77 o.o 4.3414. 

-0.35 -8. 77 o.o 4.2222 

-1.42 -8. 77 o.o 3 .4471 

-1.60 -8. 77 o.o 2.9651 

-1.07 -8.67 o.o 3.3283 

-0.23 -8.47 o.o 2.4976 

-2.11 -8.77 o.o 2.5910 . 

Log (W/L) Wt, 

-4. 7100 3 

-4.5500 3 

-4.8100 4 

-4.9300 3 

-5.3000 1 

-5.1500 1 

-5.2600 1 

-5.3900 1 

Log N/N(H) 

-8.0033 

-8.2398 

-8.7892 

-8.2042· 

-8.1901 

-8.3748 

-7.6757 

-7.9192 

00 
00 
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14. The observed profile of the Fe II line indicate~ tnat it could oe 

suffering from a serious blending effect or from a misplaced continuum. 

There is apparently no explanation for the discrepancy between theory 

and observation for the.Fe I line unless this line is be;i.ng formed.in a 

region of the atmosphere not in local thermodynamic equilibrium. 

The Abundance Analysis 

The ratio of the abundance of an element to hydrogen was computed 

for each.individual observation according to the procedures outlined in 

Chapter III. The solar-type model atmosphere (see Chapter II) with an 

effective temperature of 6350°Kand log g = 4.0, was used for the 

analysis employing a turbulence. model having a depth independent micro

turbulent velocity of 3.0 km/s. The observational data are listed in 

Tables VIII through Table XXIII. In order, the labels list the element, 

the multiplet number, the wavelength, the excitation potential of the 

lower level, the logarithm of the product of the statistical weight.and 

the oscillator strength, the damping constant for the quadratic Stark 

effect, the abscissa for the empirical curve of growth, .the logarithm of· 

the equivalent width divided by the wavelength, the statistical weight, 

and finally the logarithm of the abundance of the element relative to 

hydrogen. The application of a weighting procedure ·allows for the com

putation of a weighted mean abundance for all the lines of an element. 

Accompanying each table (Figures 19 through 46) are the theoretical 

curve of growth used for the determination of a mean abundance and the 

empirical curve of growth for the element under investigation. 

The statistical weight of a line was based upon the following pro

cedure. If the equivalent width of·a line wasmeasured three or more 
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times, a statistical weight of two was a$signed. Further, if the devi

ation in the.measurements of the equivalent width departed significantly 

from the average a.statistical weight of zero was.given to the line. 

Since the uncertainty in themeasurement'of the equivalent width in

creases for the weak lines, lines with an equivalent width of approxi

mately 20 mA were given a total statistical weight of one. An additional 

statistical weight was.assigned to a line depending upon its position on 

the curve of growth, Small equivalent widths, falling on the linear 

portion of the curve of growth show more scatter than tne stronger lines 

and so may be suffering from large systematic errors~ Also even though 

moderately strong lines have equivalent widths more accurately determin

ed they fall upon the.flat port:j.on of the curve of growthwhere a sig

nificant error in the abscissa can be produced by a small error in the 

equivalent width. Strong lines have equivalent widths very sensitive to 

the mechanisms for damping which occur during line formation and so ai;-e 

unreliable for the analysis; The most'accurate results, are produced 

from lines which fall upon the transition region of the curve of growth, 

These lines are assigned a statistical weight of two; all other lines 

carry a statistical weight of one due to their position. The total 

statistical weight·of a line is then found by summing the statistical 

weights from its position and the number of measurements. 

The errors involved in the determination of the abundances are very 

difficult to assess. The error involved in the ordinate of the curve of 

growth has already been discussed elsewhere in this study and attention 

must be turned to the abscissa of the empirical curve of growth, The 

most'significant source of error for abundances lies in the values of 

log gf used for computing the empirical curve of growth. In many in-
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stances systematic 'errors are·included in the published results-in an 

unknown manner. Whenever possible all wavelength or excitation poten

tial dependence was eliminated to some degree. Iri addition to. this, 

little is known about .the line broadening mechanism for the wirtgs of 

spectral lines. This amount of uncertainty in the. system of physic'al 

constants·is .entirely open.to question. The values.used for this analy"'." 

sis coulc;l. be in error by a factor of two .or more. Qualitatively, the. 

random error reported in the.measurements of the oscillator strengths 

gives a lower limit.to the uncertainty.(- 0.3 dex) while the upper limit 

may be as great as l~O dex. 

Further, limitat.ions upon the fine-analysis procedure limit the .re

liability of the results. The temperature distribution was based upon a 

solar model which m~y not compe~ely describe the sta~e 'of affairs at all 

points ·in. the atmosphere or ac.couI).t · for the influence of the chromes ... 

phere. The ma~ner in which turbulence is th.eoretic~lly incorporated 

into.the calculations may not adequately describe the physical situation. 

Finally, there is also t~e possibility of deviations. from thermodynamic· 

equilibrium to be considered, especially for the ,sttong lines, 

As a routine check upon the abundance results, a correlation of 

abundance with the excitation potential and wavelength was investigated 

for the Fe I lines observed in this study, The results of both these in

vestigations is incorporated into·Figure 47. The derived abundaI).ces 

should not depend upon tbe exc.ita~ion potential of the ·lines used for 

the investigation. Any correlation here indicates that-the temperature. 

is incorrect fc;,.r the region of line formation. Figure 47 shows .no evi

dence of any.such dependence of th.e abundance upon •excitation potential. 

If a systematic ei::ror with a functional dependence. upon the wave-
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length exists, the abundances will have an additional uncertainty. The 

earlier results of Evans, Weems and Schroeder (1970) indicated that·some 

dependence might be expected; however, the results of Figure 47 show no 

overall correlation with the possible·exception of the lines of high 

excitation potential falling between AA4000-5000. In addition to this, 

the abundances derived for iron in both stages of ionization were the 

same. This lerids further evidence to support the results of this study. 

Results for the Individual Elements 

Calcium 

The results for neutral calcium are displayed iri Table VIII and 

Figures 19 and 20. The f-values used for the analysis come from a tabu~ 

lation by Wiese, Smith, and Miles (1969). For a large majority of the 

lines an accuracy of no greater than 10% and as much as 50% can be ex-

pected. Twenty-one calcium lines measured by·Peebles (1964) were inves-

tigated yielding a mean abundance of 

Nca 
log -·-· = - 6 .08 (-6 .06). 

NH 

The weighted mean abundances is indicated above by the. value in paren-

thesis. In some of the lines, the inaccuracy in the f-values.was re-

fleeted in the statistical weight used for the analysis. However, the 

scatter .in the. data points is quite low and is·reflected in the similar 

abundance results from both techpiques, All lines·were grouped together 

and the mean abundance determined from the A5512.98 line. 
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Cobalt 

The equivalent widths of twelve lines of neutral cobalt used for 

the abundance determination are listed in Table IX. The source of the 

oscillator strengths was the compilation of Corliss and Bozman (1962). 

These f-values were known to contain a systematic .excitation potential 

dependence. An attempt was made to remove this dependence by using a. 

correction factor obtained from the publication by Takens (1970). Fig-

ure 21 and Figure 22 indicates the result of this procedure. The 

scatter in the data is quite large which is primarily the result of the 

presence of a large number of weak lines in the analysis. The possibil-

ity of large systematic errors in the data resulted in a low statistical 

weight which probably accounts for the difference,in the reported abun-

dances. The abundance of Co I in Theta Ursae Majoris was found to be 

log = - 6.88 (-6.57) • 

Chromium 

The analysis of this element was carried out upon both the neutral 

and the first stage of ionization. The observation data for the 65 

lines of Cr I are reproduced in Table X shown by Figures 23 and 24. The 

data extend over a wide range of excitation potential and the equivalent 

widths are generally very dependable (Mangold, 1968). The f-values are 

those of Corliss and Bozman and have been altered to account for their 

excitation potential dependence using the Takens (1970) correction fac-

tor. The mean abundance of the group was determined to be -6.80 (-6.59). 

For the Cr II lines indicated in Table XI, Corliss and Bozmann f-
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values were not available and those of Warner (1967, 1968) were utilized 

instead. Some of the Warner .f-values are empirically derived from stel,-

lar sources and so will tend to produce less scatter in the data as in-

dicated by Figures 25 and 26. This does not necessarily imply a better 

abundance result. The abundance results from the Cr II lines was -6.44 

(-6, 36) which was somewhat different than obtained for Cr I. The dif-

ference in reported abundances from the two stages of ionization is not 

significant and is probably due to the different scales used for the f-

values. When both stages of ionization are considered, the abundance of 

chromium was determined to be 

log -6.62 (-6.53) • 

Iron 

Table XII contains a listing of the one hundred and seven lines of 

Fe I used for the analysis, An additional eighteen Fe II lines, shown 

in Table XIII, were incorporated for the evaluation of the abundance of 

iron. f-values from Corliss and·Tech (1968) were involved in the com-· 

putations. Since these values are known to have a systematic excitation 

potential dependence, a correction factor based upon the amount of shift 

needed'to define a single empirical.curve of growth was utilized. The 

actual factor used has been discussed earlier in this study (Chapter IV), 

Theoretical and empirical curves of growth were constructed and the 

Fe I lines (see Figures 2 and 3) separated into two distinct wavelength 

regions, A4200 and A5400. The lines within each region have essentially 

the same curve of growth, A derived abundance was then obtained from 

Figures 3 and 4 of -5.20 dex, while a weighted abundance of -5.16 in the 
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logarithm was determined from Table XII, 

The Fe II lines underwent ·a similar 'investigation. The theoretical 

cur:ve of growtli for A5414.09 in Figure 4 was computed and used_ to derive 

a mean abundance of -5.20. From Table XIII a value of -5.23 was computed 

for the weighted abundance for Fe.II. 

The results from both stages of ionization were combined statisti-

cally to yield a mean abundance for irori of 

log = -5.20 (-5.17) • 

As usual, the weighted average abundance. is shown .in parenthesis. 

Magnesium 

Only the neutral atom was investigated for this element since few 

lines of this element were identified in the atmosphere of Theta Ursae. 

Majoris. The f-:-values are from Wiese, Smith, and Miles (1969). Again· 

the reported values range in accuracy from 10% to 50%; so in addition 

to the small number of observational data available, the uncertainty in 

the abscissa is large. For some unknown reason, the computation of log 

CA for the A5183.60 line could not be performed which explains the 

abundance result appearing in Table XIV for this l:i,ne. From Figur:es 27 

and 28 a mean abundance of 

NMg 
log N = -4.90 (-4.~0) 

H 

was obtained. The weighted mean value is also shown in parenthesis and 

both results are questionable as to their accuracy. 
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Manganese 

Corliss and Bozman·f-value were used for the analysis of the 22 

lines of neutral.manganese listed in Table XV. Since most of the data 

fall on the transition portion of the curve of growth.and has been 

evaluated from a large number of individual measurements, the data should, 

be quite reliable, Figures 29 and 30 show the theoretical and empirical· 

curve of growth constructed for this element, Initially, the theoreti

cal curve was calculated with the normal·. turbulence model; however, the 

data points fell far above this curve, suggesting a larger value of the 

turbulent velocity, A best fit was achieved for a microturbulent veloc

ity of 6 km/s. This scatter in the data as well as the reliability of 

the f-,.values and the equivalent width, support the evidence of unusual 

microturbulence for the region of line formation of Mn I, A similar 

phenomenon was observed by Aller (1942) in this investigation of a Cyg 

where curves of growth for Cr II and Ti II differed substantially from 

that of Fe II; however, Greenstein (1948) makes nd mention of any pecu

larities in Mn I in his analysis of several F-type stars, including 

Theta Ursae Majoris. The probable physical causes for suc,h a phenomenon 

cannot really be justified by a higher-than-normal microturbulent motion 

since the lines seem td be formed in about 'the same depth as for Fe I and 

Fe II. Also an excitation potential dependence could be overruled since 

the Fe I and II lin~s used·for the.turbulence analysis were within the 

range of those of. Mn I. More probably the difficulty lies in the ele

mentary nature of the curve of growth theory. 

Using the derived microturbulent velocity of 6 k.m/s, the abundance 

determination yielded the values, 
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log = -7 .22 (-7 .02) • 

Sodium 

The fqur Na I lines used i11 the analysis are given in Table XVI, 

and.the curves of growth are·displayed as Figures .31.and 32. The theo-

retical curve is for A5889.95 and x(r,s) = 0 e.v, All the observed data 

fall on the mean curve of growth.yielding .a derived abundance of 

log -5.72 (-5.80) , 

The absolute scale for the f-values is from the tabulation by Wiese, 

Smith and Miles (1969). The accuracy in the f-values of the sodium D-

lines.is.three per cent and for the higher excitation potential ones, 

twenty-five per cent. This tends td re-enforce the.reliability of the 

abundance result even though the.number of observations is low. 

Nickel 

The observation data us.ed for the analysis of .this element are· 

listed in· Table XVII while the curve of growths empl,oyed for the study .. 

are shown by Figure~ 33 and 34. Most of the data are quite reliable, 

falling on the transition region of the curve of growth, and the scatter 

is low. The mean abundance determined for Ni I from Figures 34 .is 

log = -5.64 (-5.55) ~ 

Differences between the results from the two abundance techniques are. 

not significanL 
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The oscillator strengths come from the work of Corliss and Bozman 

(1962), Any dependence of the results upon the excitation potential of 

the line was at least partially removed by using a correction factor 

published by Takens (1970), 

Scandium 

The analysis of Sc II was performed using the corrected (Takens, 

1970) f-values of Corliss and Bozman (1962); therefore, the observational 

data should be relatively free from any excitation potential dependence, 

The six lines employed in the analysis are listed in Table XVIII and the 

abundance determined using Figures 35 and 36. If for no other reason 

the luck of observations introduces some doubts. about the reliability of 

the results. However, the scatter is low indicating the absence.of any 

systematic errors. The mean abundance derived from the curve of growth 

and by the weighting method is 

log = -8, 76 (-8 .51) • 

Silicon 

The observational data used for the analysis of this neutral.ele-

ment are given by Table XIX and the curve of growths employed by Figures 

37 and 38. The available data are disappointing and the reliability of 

the f-values no better than 50%. The low scatter in the data points out 

the false sense of security induced by the appropriate choice of the 

scale of the f-values. The relative abundance of Silicon was found to 

be 
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log = -4.88 (-4,88) • 

Titanium 

Fourty-,-nine lines of,Ti·I an,d twenty-,-two lines of Ti II listed in 

Tables XX and XXI were usec;l for the analysis of Titanium. The results 

for Ti I employed the use of £-values of ·Corliss and Bozman. A correc-,-

tion factor (Takens, 1970) was utilized to remove the excitation poten-, 

tial dependence,of the absolute scal,.e used by these investigators~ For 

Ti II, £-values compiled by Warner (1967, 1968) were employed, No 

systematic dependence upon excitation potential is known for these f..,. 

values. 

'Theoretical curves of growth, Figures 39 through 42, were calculat-

ed using the.turbulence model suggested by the analysis of the iron 

lineso This yielded a curve of growth falling well below the observa-

tion points on the.empirical curve of .growth. The microturbulence veloc-

ity was the\1 increasec;l until a best.fit was achieved for both Ti I and 

Ti II for a depth independent model with a micr,oturbulent velocity of 6 

km/s, This phenomenon was also .observed for Mn I and similar effects 

have been observed in other stars (Aller, 1942; Greenstein, 1948), It 

is significant that this phenomenon is common to both stages of ioniza-

tion, not just an effect due to an abnormal'population ,difference;for the. 

two stages of ionization, That is, the ionization equilibrium is cor,-

recto Stream motions could be the physical cause or perhaps some factor 

unaccounted for by the.theory used to compute the ·curve of growth. 

The abundance.results u1;1ing a. 6 km/s·microturbulence velocity 

were determined for Ti I to be -.7,20 (-7.28) and -7;56 (-7.96), The 
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difference be.tween the results for the ,two stages of ionization are·· 

probably due to differences between the absolute.scales of the £-;-values 

used for the analyses. For both stages of icm:i,.zation, the mean abund-

ance is 

NTi 
log -. = -7. 38 (-7-.46) • 

NH 

The accuri;icy of the result'is high since a large number of observational 

data was :available. covering a large range of exci.tat:Lon potentials:. The 

statistical wefght'assigned to most of ·the line,s was large which indi-

cates that the measured equivalent-widths used in the analysis were very 

reliable. 

Vanadill,m 

Eighteen lines of VI are listed in Table XXII and ·the curves of 

growths in Figure.43 and 44. The theoretica,1 cu-i;-ve i$ for >..4342.83 and 

x.~. = l. 86 ev. The f-values are those of Corliss artd Bozml;l.n · (1962) and 

the systematic errors removed using the appropriate.correction factor 

(Takens, 1970) for the excitation potential of the upper level of the. 

transition, The scatter and quality of thedata is such.that the abun-

dance results probably show a substantial error. For the V I .lines a' 

derived abundance of -8.26 was.obtained from Figure 44 whil,e a weighted 

mean abundance.of -7.54 was ·found, 

The VII results were based upon ·eight observation points which are. 

listed ·in ,Table XXIII. Becaus:e of the incompleteness of the, Corliss and. 

Bozman list ·of• f~values, Warn.er' s (196 7, 1968) compilat:i,on was· utilized~ 

The tendency of the Warner scale is to produce less scattering; however, 
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the accuracy is not.necessarily increased. 

Figures 45 and 46 yielded VII abundances with a mean value of 

-8. 77 (-8 .17). 

When the results from both stages of ionization were incorporated, 

an abundance of 

log = -8.24 (-7.68) 

was determined. Of the two techniques the weighted mean abundance, en-

closed in parenthesis above, is more reliable. 



CHAPTER VI· 

CONGLUSIONS 

The Model Atmosphere 

The spectral analysis of the star.Theta Ursae Majoris was performed 

using a pressure-opacity flux model with a scaled solar temperature dis

tribution. From a grid of models, selection of the representation model 

was based upon an analysis of the hydrogen.line profiles as well as 

U-B-V and multi-color photometry. A representative model atmosphere 

with an effective temperature of 63S0°K and logarithm of the surface 

gravity of 4.0 was employed for the analysis. 

Observed profiles of the iron-peak elements were measured and com

pared to those calculated on thE,!. basis of the assumed model. Near the 

cores of the lines, the temperature distribution predicted stronger in~ 

tensities than were observed. This suggests that the empirical· solar. 

temperature distribution fa.ils to adequately represent the.temperature 

stratification of Theta Ursae Majoris near the boundary of the atmos

phere. 

The Turbulence Model 

The presence of large and small scale mass motions in the atmosphere 

of Theta Ursae Majoris was investigated from an analysis of the iron 

lines. All·theoretical calculations assume local thermodynamic equilib

rium and employ the Planckic;1.n gradient technique. 

117 
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Both theoretical and empirical curves of growth were computed for 

the model atmosphere selected-for Theta Ursae Majoris~ In order'to 

achieve a.fit between the empirical'and calculated curve, it was neces

sary to include, a small microturbulent velocity of 3 km/s. This value 

is somewhat smaller than was reported in an earlier analysis (Evans, 

Weems, and Schroeder, 1970). · The value of the microturbulent velocity 

was derived from the curve of growth using a homogeneous~ depth-independ

ent model. 

From the correlation existing between the halfwidth of·a line and 

its equivalent width, an assessment of the amount of macroturbulent · 

motion .in the stellar atmosphere was derived, In order to achieve the 

results indicated by th~ empirical curve of Fe I, an apparent 3,5 Icrn/s 

macroturbulent velocity was found to be necessary, The difference which 

exist ,between this result and the value reported earlier (Evans, Weems, 

and Schroeder, 1970) are due to a correction for instrument broadening. 

of the lines introduced by the spectrographs at Dominion Observatory. 

The macroturbulence calculations were performed assuming cells with 

velocity components satisfying a dispersion relation, The result ob

tained from the iron lines was evaluated using a macroturbulence model· 

of the atmosphere having homogeneous, depth-independent components. 

The Analysis of the Line Profile 

Using the model atmosphere sele.cted for this star, line profiles 

were computed for a few selected lines of Fe I and Fe II. In a compari

son with the observed profiles, it was necessary to include the turbu.,... 

lence model an4 increase the damping in the wings of the lines to achieve 

a fit. The observed profiles of Theta Ursae Majoris show abnormally weak 
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metal lines compared to other stars in the same spectral class. This 

was demonstrated in the difference between central intensities predicted 

by the model and the observed quantity. A portion of this effect was 

also thought to be due to an incomplete temperature distribution near 

the outer boundary of the atmosphere. 

The·Abundances 

The abundances of t't\'Telve elcements found to exist in Theta;Ursae 

Majoris were determined. Selectic;m was based upon the availability and 

the quality of observational data for this star. The abundance of each 

individual line was computed using a theoretical curve of growth based 

upon the analysis of the Fe I lines. 

The evaluation of the titanium and manganese lines produce an.in.:. 

teresting anomaly in the size of the predicted microturbulent .velocity. 

The analysis of all elements, some in two stages of ionization confirm 

the conclusion derived from the Fe I·and Fe II lines that the mictotur.

bulence in the atmosphere is very close to 3 kJIJ./s; however, the empiri

cal·curves of growth for Ti I, Ti II, and Mn I could only be described 

by the addition of a velocity distribution twice as large. Curiously 

enough, this effect may not be physical in nature since the abundances 

reported by Mangold and Weems do not differ by a significant amount. 

For the sake of completeness, the abundance results from this study 

are compared to those obtained in a coarse analysis of Theta Ursae 

Majoris by Mangold (1968) and to the solar abundances derived by Gold

berg, Muller, and Aller (1960). The abundances listed in Table XXIV are 

determined relative to the hydrogen.abundance in the stellar atmosphere. 

The first column lists the element for which an abundance was derived. 
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TABLE XXIV 

A COMPARISON OF ABUNDANCE RESULTS 

Element GMA Solar Mangold Weems A Log N/NH 

Ca 
Co 
Cr 
Fe 
Mg 
Mn** 
Na 
Ni 
Si 
Sc* 
Ti** 
v 

* 

Abundances eu Ma eu Ma. 

-6.12 -6.26· 
-7.36 -7.87 
-6.64 -6.93 
-5.43 -5.69 
-4.60 -5.54 
-7.10 -7 .51 
-5.70 -5.96 
-6.09 -6.48 
-4.50 -5.20 
-9.18 -8.79 
-7.32 -7.49 
-8.30 -8.60 

Derived Weighted Derived Weighted· 

-6.08 
-6.88 
-6.62 
-5.20 
-4.90 
-7.22 
-5. 72 
..,5. 64 
-4.88 
-8.76 
-7.38 
-8.24 

-6.06 
-6.57 
.... 6.53 
-5.17 
-4~60 
-7.02 
-5'.8o 
-5.55 
-4.88 
-8.51 
-7.46 
-7.68 

+0.18 
+0.99 
+0.31 
+0.49 
+0.64 
+0.29 
+0.34 
+0.84 
+0.32 
+0.03 
+0.11 
+0.36 

+0.20 
+1.30 
+0.40 
+0.53 
+0.94 
+0.49 
+0.16 
+0.93 
+0.32 
+0.28 
+0.03 
+0,92 

The results from Mangold were calculated on the basis of the Sc 
II lines. 

** The result reported by Weems was calculated using a 6 k:m/s.mic-
roturbulent velocity. 
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Column two give~ the solar abundances of Goldberg, Muller and Aller for 

the element in its first stage.of ionization. The third column contains 

the abundances derived by Mangold for the first stage of ionization ex..:. 

cept for Scandium. Because of insufficient data; the results for Scan-

dium are based upon the Sc II lines, The abundances listed by Mangold 

were determined relative to their respective values in the sun and so 

had to be converted to the form used in this analysis by the expression 

= 
N 

+ log (. star) 
N sun 

Solar values for the abundances of the elements with respect to hydrogen 

were obtained from the tabulation of Goldberg, Muller and Aller (1960), 

The column heading, Weems, lists the derived abundances relative to hy-

drogen.as determined from the mean curve of growth and also the statis-

tic~lly weighted value, The final column, 

!:. log N/NH - log(N/NH)W eems log(N/NH)M ld ' ango . 

The abundances determined for Theta Ursae Majorie are very much like 

those in the sun, This result has been confirmed by other investigations 

of stars in the same spectral category, A slight tendency towards over 

abundance exists for the observed elements except for sodium, silicon, 

and titanium; however, direct comparison of the Goldberg, Muller and 

Aller solar abundances is inconclusive because of a difference in the 

choice off-values used for the studies. Table XXIV also indicates that 

the abundances obtained by using the differential curve of growth tech-

niques of Mangold were consistently smaller than their corresponding 

values as determined from the detailed analysis technique utilized in 
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this study. This effect is probably the result of an inclusion of a 

microturbulent velocity as an integral part of the calculations as well 

as an elimination of most of the systematic .. errors in the oscillator 

strengths. 

in summary, this investigation produced evidence to suggest that 

the atmosphere of Theta Ursae Majoris contains several important sources 

of line broadening. Both turbulent effects, microturbulence and macro~ 

turbulence,play important·roles during line formation in this stellar 

object and are present in this sta:r in about equal a.i'llounts. 

An analysis of the line profiles indicates that·in the line wings 

damping from other line broadening mechanism~ plays just as dominant a· 

role as does turbulence in.the reproduction of the observed triangular 

profiles of Theta Ursae Majoris. Further, the profiles suggests that 

the scaled-solar temperature distribution does not adequately fit that 

of Theta Ursae Majoris near the outer boundary of the atmosphere. 

Intensity anomilies were confirmed for Titanium and Manganese. 

Both of these elements.show curves of growth which indicate microturbu~ 

lent ·velocities twice as large.as the value predicted by the iron lines, 

Finally, this study confirms earlier reports of no large abundance 

differences between the sun and stars in the spectral class F; and the 

results are somewhat larger than those predicted by the curve of growth 

analysis of Mangold. 
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APPENDIX A 

THE MODEL ATMOSPHERE: THEORY AND 

COMPUTATIONAL PROCEDURE 

This appendix covers the details of the theory used for a fine 

analysis of a stellar atmospher~. The model atmospheric program is 

based upon a computer program developed.by Elste and Evans (1966, 1969). 

All the programs used for the analysis may be obtained through Dr. J.C. 

Evans, Kansas State University. 

Excitation and Ionization of Atoms 

in Stellar Atmospheres 

In a gaseous.atmosphere in which a condition of local thermodynamic 

equilibrium exists at each layer, the atoms, ions, and electrons all in-

teract to bring about a distribution alJ).ong. the various levels. to which 

the atoms may be.excited •. Considering only the neutral and singly 

ionized particles, the Saha equation, the Boltzmann equation, .and the 

perfect gas law specify the contribution to the total gas pressure and 

the.electron gas pressure of the various species occurring in the attilos-,· 

phere, Through the Saha· equation, Aller (1963) expresses the nulJ).ber of 

ionized atoms·in the rth excited state fo:i; a given temperature and elec.,.. 

tron pressure as 

= 10log (u1/u0 ) + (9.0801 - 2.5 

- x e 
0 
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loge -
Ip • 

]. 

- p 
e 

(A~l) 



Here n1 = the number of singly ionized atoms of species i per unit 

volume, 

n the number of neutral atoms of species i per unit volume, 
0 

u1 (8) = the partition function for singly ionized atoms, 

u (8) the partition function for neutral atoms, 
0 

8 = 5040/T(0 k), 

P = N kT = the electron pressure in the atmosphere. 
e e 
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Now defining the degree of ionization to be the ratio of the number of 

ionized atoms to the total number of atoms irrespect~ve of their state 

of ionization gives, 

X. 
1. 

= 
t:Q,/P 

1. e 
1 + t:Q,/P ' 

1. e 
(A-2) 

and for the ratio of all atoms, ions, and electrons to electrons, 

N 
N 

e 
= ~e+ 

where nHe is 

ionization, 

comes 

where E. 
1. 

n 

E(n + n1 + n )i 
i o e 

E(n )i 
i e 

= 
E(l + X.)(n + n1)i 

. 1. 0 ~e + __ E _X_._(_n __ +_n_
1
_,.)_i __ ' 

1. 0 

(A-3) 

the number of helium atoms. If there is but one stage of 

e 
n1 and using the ideal gas relation, Equation (A-3) be-

N 
p E (1 + x.) E, 
...£ i 1. 1. (A-4) 

N p E x. E, 
e e 1. 1. 

= 
(n + n. )i 

0 1. represents the number abundance of species 

i,XHe = 0 because of the assumption of.no helium ionization, and the 



summation is over all elements. For computational purposes Weidmann 

(1955) has shown that the ratio P /P 2 is more important so g e 
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p 
_g__ 
p 2 

(A-5) 

e 

The Continuous Absorption Coefficient 

To calculate a model atmosphere, it is sufficient, once.the effec-

tive temperature and surface gravity are defined, to know the opacity as 

functions of the physical parameters. The calculation of the continuous 

absorption coefficient for the continuum proceeds under the following 

assumptions: (1) all molecular absorption is negligible with the ex~ 

ception of H2+; (2) all negative ion absorption is neglected except H

and (3) the absorption by metals can be treated in the same manner as 

hydrogen. The principal source of absorption in the continuum is due to 

- + bound-free (bf) and free-free (ff) absorption due to H, H, a:2 , In 

addition to these., the metals may become appreciable absorbers and there 

may be Thompson scattering by electrons and Rayleigh scattering by hy-

drogen. Gingerich (1969) gives the following expression for the Rayleigh 

scattering coefficient per hydrogen atom: crR = 5, 799 x 10-\. - 4 + 1.422 • 

The Thompson scattering coefficient per electron is 

(Unsold 1955): crT 
8Tie4 -24 

= 0.66515 x 10 , While the relative 
3m2>,_ 4 

in1portance of the positive hydrogen molecule as a function of the tern-

perature and is never very great (Matsushima, 1964) its contribution is 

included in the total absorption coefficient, Evans (1966) has tabulated 

the continuous absorption coefficient data for hydrogen for various wave-

length intervals ranging from )..2000 to )..21000. The total absorption 
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coefficient per hydrogen particle per unit electron pressure may then 

be expressed as (Evans 1966): 

KA (Hydrogen) 
[ p . + 

e 

KA (Metals) 
p . J (1 

e 

-x e 
10 · X ) + .!!... 

p 
e 

(A-6) 

where the term in.parenthesis represents the stimulated emission factor 

which must be incorporated into all absorption processes. 

Hydrostatic Equilibrium 

The expression invoking hydrostatic equilibrium, may be stated in 

terms of the variable of depth, the logarithm of the continuum optical 

0 
depth at 5000A, as 

dP (x) 
g 

g m 
0 

K 
0 

T 

EE, µ 1, ( 0 ) dx. 
1 log1oe 

(A-7) 

This expression is most easily integrated, from the top of the atmosphere 

(P = 0) to the depth x, to obtc;1.in the gas pressure by first multiplying 
g 

by Pg2 (Evans, 1966). 

p 
~ 

g m E E. µi p ~ T dx 
f g p dP 

0 i 1 fx (_g_) 0 (A-8) = ~ 0 g _g loge -oo p 2 
e (...B.) 

p 
e 

The integrand on the right hand side of the above expression has been 

rearranged so as to employ the known function P /P 2 • Integration of 
g e 

the left hand side yields 

i. P 3/2 
3 g 

g mo f Ei µi 
loge 

p ~ 
(_g_) 
p 2 

e 

T 
0 

-K--/P- dx, 
o e 

(A-9) 



or in the more convenient form 

+ 

· log P 
g 

2/3 log {fx 
-oo 

Writing the electron pressure as 

p ~ 
(_g_) 
p 2 

e 

T 
0 

K /P o e 

P = [P (P 2/P )]~, 
e g e g 
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dx} • (A-10) 

(A-11) 

and taking the logarithm of the expression gives the electron pressure· 

in terms of the ·gas pressure and the function P /P 2 
g e ' 

log P = 12[1og Pg - log p /P 2J, 
e g e · 

(A-12) 

Surf1;1.ce Flux 

The equation of .transfer of radiation through a stellar atmosphere 

has been solved by Kourganoff (1952) to yield an integral equation for 

the radiative flux 

= (A-13) 

The quantity SA appearing in the integrand is the. source functic;>n which 

under the assumption of LTE is none other than the Planck function,E2 (TA) 

represents the exponential-integral function, 

E (x) 
n 

= 
dw 

n 
(I) 
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while the optic~l depth is defined as 

T KA ,' = fx 
(M~d) dx . (A-14) A -00 K 

0 

Mod is defined so as·to represent the.logarithm to base ten of.e and is 

0.43429. 

Assuming that BA (,A) remains constant over the range O :5. ,A :5. e:, 

Equation (A-13) becomes,· 

T = co 

E2(,A)d,A + f,A=e: 2BA(,A) E2(,A)d,A ' 
A 

(A-15) 

From the definition of the exponential-integral function, the first inte-

gral on the right hand s:i,de of Equation (A-15) is 

while the second.integral, when evaluated by integration by parts, is 

found to be 

T :co 

[TA 2BA(TA) E2(TA)dTA = 
A=E: 

When these two results a:i;:-e combined, they yield the expression for the 

flux, 

= (A-16) 

Equation (A-16) has been derived under the assumption that BA (,A) in-
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creases less than exponentially over the range E ~,A~ 00 • For small 

enough intervals in x =log, , the gradient of the source function can 
0 

be assumed to be independent of ,A (Evans, 1966) so the integration can 

be replaced.by summations of the type 

F"(O) = (A-17) 

where 

b. (x) 
'A (x2) 

2E3(';\) 
d,A 

= J -----'A (xl) '>.. 

'>.. (x2) 
2CJ~ 

-,Aw 
dw] 

d,A 
! e 
·,"<x1> 3 '>.. w 

}[E1 (,")(2 -
2 

-, 'A (x2) >.. = LA) - e (1 - 'A) J. (x ) . 
A 1 

As the optical depth increases, b. .decreases rapidly (Evans, 1966) so that 

the summation in Equation (A-17) need only cover the contributio~s from 

the deepest contributing layers, -4.0 S x s + 1.2. The gradient of the 

Planck function·is evaluated from Sterlings interpolation formula 

(A-18) 

The Computational Procedure 

For a given chemical composition, effective surface gravity, and 

temperature distribution a model atmosphere is calculated using an iter-

ative procedure based upon an initial estimate of the electron pressure. 
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The first.two input parameters as well as the electron pressure were ob-

tained from a coarse analysis performed upon Theta Ursae Majoris by 

Peebles (1964) while the temperature distribution was a scale model of 

Elste's solar model~ The computer program was developed by Elste.and 

modified by Evans (1969), 

The iterative scheme begins with a computation of the ionization. 

equilibrium, P /P 2 , for the initial estimate of the electron pressure, g e . 

using Equation (A-5), The effective temperature and electron pressure 

are then used to calculate the absorption coefficeint at >,.5000; i.e., 

the quantity K/Pe from Eqµation (A-6), Once these quantities have been 

determined an initial estimate·of the total gas pressure Pg may be de

termined through Equation (A-10), From the total gas pressure and the 

function P /P 2 anothe.r es.timate of the electron pressure is made., A g e , 

second iteration on.the gas pressure is then accomplished through re-

cycling of the entire process, The computations will continue until. 

convergence of the electron pressure is reached, Commonly this·requires 

but a few iterations because the behavior of the significant functions, 

2 P./P and K /P., fluctuate more rapidly for variations in temperature 
g e · o e 

than in pressur.e (Bulman,· 1971), 

The computation of. the opacity uses an identical iter.ative scheme 

except th~t before the calculation of the optical depth at various wave~ 

lengths from Equation (A-14) the absorption coefficient must be ~eter-

mined! The absorption coefficient for wavelength A is computed from 

Equation (A-6), placed in Equation (A-14) and integrated to find '>,.(x). 

Through Equation (A-17), the flux model is calculated at wavelength.in

o 
te.rvals of 150A for the interval U2 ,000-10 ,000 and .one each for US,000 



135 

and A21,000. The results, the variation of the parameters specifying 

the model atmosphere with depth, then form the basis for the input data 

which will enable the calculation of line profiles and chemical abund

ances to be made. 



APPENDIX B 

THE COMPUTER PROGRAMS USED IN THE ANALYSIS 

The Metal Line Program 

The expression for the absorption coefficient per absorbing parti-

cle for simultaneous damping and Doppler broadening as convolution of 

the two effects acting separately is (Aller 1963; Cowley, 1970) 

where 

and 

Katomic (x, !::,) .. ) f H(a,v), r,s (B-1) 

f = the oscillator strength, for the transition, from level r,s 

s, for the rth stage of ionization,· 

= the Doppler width (Equation (3-22)), 

a(x) 
rT A 

= 
47T 

{83.83 2 
- E e turb µ, 

1 

rT(x) = r + r + r rad, Stark van der Waals, 

v(x) = !:,.11.//:,.11.D' 

H(a,v) = the Voight function 

2 

!. J+oo 
e-y 

dy - ·2 2 . 
7T -co 

(v-y) + a 

, 136 
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The line absorption coefficient per hydrogen particle is then, from 

Equation (3-25), 

n n n N 
= ~K 

NH atomic. = (~) (_£_) (.2:.) K 
n En NH atomic·' (B-2) 

r · r 

where the summation is carried out over all stages of ionization and 

excitatio~ for the atoms of a givenelement and is just equal to N .• 
1 

The·factor n /'f.n· is quite sensitive to the depth of the atmosphere. r,s · r 

and it varies from one level to. the next (Aller, 1960). For·a given 

model atmosphere the depth dependence .is calculated with the help of 

the Saha and Boltzmann equations. 

For most stellar applications, there are only three important stages 

of ionization of an element, say r-1, r, r+l. Ifs represents the lower 

level of the transition being .cons:i,.~ered and u · tI:ie partition function 
r 

th for the r · stage of ioniza.tion, then the first ·two terms of Equation 

(B-2) may be expressed as 

n 
~· 

n 
r 

Defining 

n 
r 

En 
r 

= 
n 

( r,s)(i_)( ..... 1 .. ) 
n I u · u n 1 Jn + 1 +. nr·· +·• 1/ nr r. r r r- r 

u r - u r 

n r-1 
n r 

+ u 
r + 

nr+l 
u 
r. n 

r 

allows Equation (B-3) to be written as .. 

(B-3) 

(B-4) 



n . n 
_!.&.! .....!_ = 

n I:n r r 

The Saha ionization equation, 

n u 
(r,s-_r)..l.. 

n U r. r 

n 
1 r+l P og--. 5040 = ---·- 5 2µr+l 

xr + 2 log T - O. 48 + leg _ µ , n e T 
r r 

can be written as. 

nr+l 5 
log u:t--;;:--- = log u:t+l - xre + (9.080 - 2 log 0 - log Pe), 

r 

and 

n 
1 U r-1_ . 

og -- = r n 
r 

Substitution of. Equat:ion~ (B-6) and (B.;.7) into· (B-4) gives . 

u 1 + x 1e -(9.080 - 5/2 loge - log Pe) 
U = 10 log r- · r~ 

r 

+ 10 log 
u 

r 

+ 10 log ur+l - xre. +(9 .080 - 5/2 log e - log p e) • 

The·· term in · parenthesis in Equation (B-5) depends upon the stage of 
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(B-5) 

(B-,7) 

(B-8) 

ion~za.tion and, using the co~bined Boltzmann and Saha equations can be. 

written as (Evans, 1966) 

n I 

log (~ u) 
n r 

r 

where 

= 5 
log gr',s + t:.xe + h(9.0801 - 2 log e - log Pe), (B-9) 
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c~ if r' r-1, 

h = if r' = r, 

+1 if r' = r+l, 

and 

xr-1 - xr-1 s' for (r-1,s), 
' ' 

tJ.x = -xr ,s' for (r, s)., 

Xr+l,s - x for (r+l,s) . r 

From Equations (B-1), (B-2), (B-5), (B-8) and (B-9) the line absorption 

cqefficient per hydrogen particle becomes, 

;;.2 2 N 5 
Kt(x,/J.1>.) = ~ .L (gf) H(a,v) • N. i [lOt.xe+h(9.0801- 2 1og8-log Pe]. 

2 "n r,s U H me 
(B-10) 

Using Equation (B-10), the optical depth in the line is computed as 

a function of x an~ !J.A. It is common practive to facilitate discussion 

(Aller, 1963) by writing the integrand of Equation (3-3) as a product 

of four functions, 

, -x" e 
( 0 ) 11 10 m) Mod·\ - = 

-x" e 
where Zi(x,A) = M(x)N.(x)L .. (x,1>.)(1-10 m). 

i r,s 

(B-11) 

The advantage of 

this·is that it allows for a more rapid and complete computational 

scheme when applied to an electronic COf!lputer. The first of the terms 

in Z.(x,1>.) is defined as 
l. 

M(x) = --me 

p ,: 
e cl) 0 . 

K P Mod' (B-12) 
o e. 
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and is con~tant for all elements and wavelength .regions, Xm •. Ni (x) is 

given. by, 

N. (x) 
l. 

= ..!.. 10h(9.0801 - 2.5 log 0 -.log Pe) 
(B-13) 

and is also free of any wavelength dependence. Finally, L contains 
· r ,s · 

the dependence.of the line optical depth upon the explicit.transitiqn 

under consideration.and is defined as 

L (x,A) 
r,s 

= 
log (gf)..) + AX0 

10· r's (B-14) 

For lines forming doublets, the computational. s.cheme relies on the · 

assumption that the broadening of the separate components.are independ-. 

ent of eacl:1. other (Evans, 1966). Then .Equation (B .... 11) can. be ·written as 

-x"' e 
10 m) = 

However, the two functions, z1 (x,)..1 ) a~d z2 (x,;x.2) are not linearly inde

pendent if the wavelengths are assigned.an identical value and the damp

ing constant is the same for both. The two' functions. are then connected 

through 

= 
(gf)r s 

2 2 
( f) . . zl (x,;x.), 
g r s 

1 1 



and Equati9n (B""'.15) becomes . 

.e,1 .e,2 -x;>.. .e (~ · · +:. )(1-:10 m) =·e:i[z1 (x,;>..)][H(a,v1) + 
0 0 

:!:,.;>.. ·.,. d 
where . v2 :.= A ~ 

UAD 
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d = the ~eparation of the centers of the individual.components of. 

the doublet, 

The.Damping Paramete~s 

Al,.l,er (1963) has discussed the: importa:p.ce of radiation damp_ing. 

For most stellar application, h~ indicates that the cont:tibutiqrt to the 

total,. damping cc;>nstant (Equatiot1 (3-24)) due to thi~ mech~nism is. of 

least importance and can be represented by the classical formula, 

r rad =' 
1 

("'.z) 
;>.. 

= 
0,22234 x 1016 

2 ;>.. 

where 11. is-expressed.in Angstrom units. 1 

(B-17) 

The Lindholn theory is ut.ilized tq establish a:p. order of magnitude· .. 

effect for collisional broad,ening due to el,ect~-ons. and ions and is gbren 

by (Aller, · 1963) 

r r + r = 38.8 c 2/ 3 (v1/ 3Ne+y113 l,l ) 

Stark = electrons ions 4 e ions~ions' (B-18) 

where v and vi· represents . th,e velocity of the·• perturbing particles · e · ons· 

and the. constant is given,by 
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= 
-10 - 2 6.21 x 10 (~v/F) • (B-19) 

~v = the shift of the energy levels expressed in wavenumbers,. 

F = the electric field strength in kvolts/cm. 

Evans (1966) has calculated the numerical value of this constant for a 

few lines.of C, Na, Mg, and Si. Since the experimental and theoretical 

data are inadequate for almost all of the.observed lines in Theta Ursae 

Majoris, the range! of the values of the constant was extended to incluqe 

all of the observed lines for all the.elements utilized.in this stu,dy. 

The damping constant for van der Waals interactions (Aller, 1963) 

is given by the Lindholm theory as, 

r van der Waals = 17.0 c6215 v315 N atoms atoms' (B-20) 

where the constant, c6 , is the van der Waals interaction constant. The 

numerical value of c6 can bE! approximated (Aller, 1963), assuming a 

hydrogen-like particle, as 

= 
2 2 

1.61 x 10-23 [( 1~.5 Z ) _ ( 13.5 Z ) 
Xr - Xr,s' X~ - Xr,s 

(B--21) 

where z = the effective nuclear charge, 

xr = the ionization potential of the atom, 

xr,s excitation potential of the lower level, 

xr, SI = the excitation potential of the upper level 

The Theoretical Curve of Growth 

In the expression for log C from Equation (3-28), the absorption 
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coefficient at the line center is taken from a publication by Aller, 

Elste, and Jugaku (1957); so that 

Kie • -xA 8 
(....Q...,...) (1 - 10 m ) 

K Mod 
0 

and the quantity log C becomes. 

log C 
llAD 

= log [~ J _: (-A-) Z GA dx] (B-22) 
m 

The flux weight function is given by the expression (Aller, 1960) 

2 
dBA 

(. ') 
00 m 

GA = J ~ E2(.A )dx (B-23) A c x m FT (o) m 

The integration is carried out over a finite range, -4.0 ~ x ~ + 1.2, 

since the behavior of the exponential integral is to decrease rapidly 

with iI).creasing optical depth. The saturated equivalent.width is ca,1.:. 

culated from the lin~ depth, Equation (3-29), Since the line depth for 

large values of llA is negligible for weak and medium strong lines, inte-

gration of Equation (3-29) may be truncated after relatively few calcu-

lations. 

The Metal Line Program 

The computer program used for the analysis of the metal lines in 

stellar atmospheres was origionally developed by Ev~ns (1966). The pro-

gram is designed to compute a single line profile and curve of growth 

for a given mode+ atmosphere; however, it will calculate this for a 

variety of parameters, 
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The program initially begins by evaluating all quantities wh:tch are. 

dependent only upon the model atmosphere, microturbulence model, and. 

macroturbulence model. With. the.gas pressure, the. electron pressure, 

the temperatut:e, and the. continuous absorption coefficient given, as ; 

o· 
functions of the optical depth at SOOOA, the optical depth in the con-

tinuum for other necessary wavelengths is computed. Qlle integration is 

performed over the ,range in depth of -4.0.:s. x :s. + 1.2 in steps of 0.2, 

The stimulated emission factor and the weighting function.can also be 

determined at this time for the rartge of wavelengths covering the ob-

served spectral region. The gradient of the source function is.obtained 

through Stirlings. interpo.ia.tion formula expressed as 

(dB) 
dx 

X. 

= 
BA(x+ b.x) - BA(x - b.x) 

2b.x 

The line absorption coefficient is then evaluated as a function of x and 

b,) .. from Equation (B-,10) in order that the optical depth in the line may 

be computed from Equation (3-3). The retain the neceseary accuracy, 

the.third exponential integral is approximated by a Taylor series ex-. 

pansion to yield 

= if 
.Q. c 

T << T , 

and by 

= if 
.Q. c 

T >> T 

If Tc is on the order of 
.Q. 

T ' the straight difference .. in the, functions, 
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is evaluated. Then for the element of interest 'U may be detennined' 
r 

from Equation (B-8) for the energy levels of interest. For this step 

appropriate tables of the partition functions for the elements have been 

tabulated by Evans (1966). This completes the calculation of all·quan-

tities which are independ,ent of the individual transition under investi-

gation. 

At this point, computations are made for all terms which depend 

only upon the depth in the atmosphere and the individual line under in~ 

vestigation. . This includes. the Iloppler width fi).D from Equation (3-23), 

the damping con~tant rT(x) and the damping parameter a(x) from Equation 

(B-1), the abscissa for the empirical curve of.growth, log CX' from 

Equation (B-22) and, finally, log Z(x,1.) from Equations (B-11), (B-12), 

(B-13), and (B-14). 

At this point a cycling procedu+e is initialized.for the computa-

tion of.the theoretical curve of growth. An initial abundance estimate 

is util,.ized to compute the optical depth in the line from Equations 

(3-3) and.(B-11) as a function of fl)., The values of b.1. are arbitrarily 

selected up to a maximum of 20 equal increments across.the line. A 

variety of possible scaled.values can be chosen by the user •. The inte-

gration of the line .optical depth is accomplished in.the same manner as 

for the continuum. Both employ a Gauss-Encke formula.with a starting 

integration formula of Elste (Evans, 1966), The ordinate for the.theo~ 

retical curve of growth, log (w/1.), is. then computed using the line 

depth expres~ion (Equation (3-21)) in conjunctions with Equation (3-29), 

The macro turbulent calculations are carried out. over forty~one different · 

macroturbulence cells assuming a dispersion function for 'th,e individual 

velocity components. The calculation ·is.carried out to plus and minus 
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four times the observed halfwidth for the line. This procedure is then 

repeated.for twice and half the initial abundance. If the.observed 

value of the equiva],ent width for the line fails to lie within this 

range, additional multiples of the initial abundance. estimate are used 

to compute additional points so that the observed value falls on the 

curve of growth. 

The output of.the metal line program has a number of options avail""'. 

able. Upon command, the line profiles_ for the es.timated abundance may 

be graphed and the mean value of the integrand of the line depth, some-, 

times referred to. as the conttibution function for the line, may be ob-

tained. The recycl.ing of the entire program is.accomplished by first 

reading in all the lines and ordering them in their respective wavelength 

regions. After the lines in one wavelength have been exhausted, the 

computer progresses.to the next region. This process is repeated up to 

a maximum of ten wavelength regions. The metal line program in its 

entirity can be obtained through communication with Dr. John C. Evans, 

Department of Physics, Kansas State Univer1::1ity or Dr. Leon W. Schroeder, 

Department of Physics, Oklahoma·State University. 

The Abundance Program 

For a given model attnosphere, the empirical.curve of growth cqn.:.. 

sists.of a plot of the saturated equivalent width against log CA where 

= log g f r,s r,s 

With the aid of Equation (3-,27), the abundance of an element maybe de-

termined from th4?- horizontal displacement of the axis with no vertical 

translation.· If 11x represents the linear transformation necessary tq 
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bring the empirical curve of growth.into coincidence with the theoreti-

cal curve of growth, then 

* tx. = log (w/A) - log CA = log E • 

This procedure has been.systemized with the development of a com-

puter program (Evans, 1970), capable of determining the abundance for 

from one to fifty lines, of a single element based upon a theoretical 

curve of growth for a line representative of the range of wavelengths· 

of interest. 

For the select,ed model, the.computation begins with the computation 

• 
of the theoretical curve of growth to be.used for mean abundance calc~-

lations. For this step, the optical.depth is computed and the weighting 

functions are evaluated for the range of wavelengths of interest. For 

the desired element'U and log Z are computed for the energy levels of . r 

interest. The details of the calculation are identical with those out.:. 

lined previously for the metal line program. The abscissa for the theo-

retical curve of growth is computec,l. from Equation (3-26) while the 

ordinate is evaluated utilizing Equation (3-21). With the aid of Equa-

tion (3-31) log L, (x ) is computed for each level X of interest 
A· r,s r,s 

and for the range of wavelengths covering the observed lines, Then for 

each individual line, or log g f A, log C, is determined from 
r,s r,s A 

Equation (3-30). The observed value of log(w/11.) is .read into the com.:. 

puter and the shift in the abscissa necessary to place the point on the· 

mean theoretical curve of growth is determined, The abundance for the 

line thus; evaluated, the program recycles until all observed lines have 

been read into the computer and each individual abundance calculated, 

At this point, the weighted mean abundance is calculated in.the standard 
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manner and the program terminated. The printed output consists of the 

model atmosphere, the turbulence model, the flux curve of growth, the 

abscissia for the empirical curve of growth, and the results of the 

abundance analysis. 



APPENDIX C 

THE CORRECTION FOR INSTRUMENTAL BROADENING 

IN A SPECTRAL LINE USING THE 

METHOD OF VOIGHT FUNCTIONS 

From the observation of stellar spectra, it is well known that the 

intensity distribution of a spectral line broadened by two separate 

mechanisms can be expressed as the convolution 

f(x) = f+:,o f I (x-y) f 11 (y) dy, 
-co 

(C-1) 

of the profiles, f'(x) and f"(x), that the line would describe if only 

one of the effects were present. If f(x) represents the observed line 

profile and f'(x) the profile of the spectrograph, the true profile 

f"(x) can be obtained from Equation (C-1). 

One method of solving this equation is to approximate all profiles 

with an analytic function, the Voight function. Voight functions re-

sult from a convolution of a.dispersion profile 

f(x) 1 (C-2) = 
1f 

with halfwidth a1 , and a Gaussian profile 

f(x) (C-3) 

with a 1/e-width of Sz. The function described by Equations (C-2) has 

149 
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the property that the .convolution of two .such.profiles; f'-and'f", re.-

sults in a third function of the same·type with the halfwidtl:i equal to 

the.sum of the halfwidths. 

~l = 
. 
e' + 1 

Q II µl • (C-4) 

If. the functions f' and f'' in Equation (C-1) are Gaussian, the profile 

f(x) is Gaussian and the,:1/e"".'widths are related-by the well known rela-

tion 

e 2 
2 = (C-5) 

Voight.functions, which are a more general type of function and in-

elude as extreme.cases both types of profiles, follow similar processes 

under convolution and their parameterE1 satisfy the relations given by 

Equation (C-4) and (C-5) (Van, de Hulst and Reesinck, .1947). The area is 

denoted by 

A = +cio 
l. f(x) dx 

-PO-
-· phc, (C-6) 

where h = the hqlfwidth of the profile,. 

c' = central -depth of the profile, 

p = area parameter. 

A Voight. function is complet,ely-.cl~termined by the parameters, A, 131 , and.· 

132 • It · is sometimes· more convenient . to rep.r._esen.t a. standard set of 

Voight functions in terms of the form parameter b1 :::;;_ e1 /h where h repre.,. 

sents th~ halfwidth' of, the profile. Then the quantities,. b-2 = 13/h, 

a= 13?.L/62 , and pare uniquefunc1;:ionE1 of the form parameter b1 and have 

been produced in tabular form (Elste, 1953) in Table XX.V. · The first five 
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TABLE XXV 

THE VOIGHT PARAMETERS AS FUNCTIONS.OF THE FORM PARAMETER 

bl b2 b2 p b0./h 

0.00. 0.6006 0.3607 0.0000 1.0645 1.820 
0.01, 0.5941· 0,3529 0.0168 1.0732 1.825 
0.02 0.5876 0.3452 0.0340 1.0819 1,835 
0.03 0.5810 0.3375 0.0516 1.0907 1.850 
0.04 0.5744 0.3299 0.0696 1.0996 1.860 

0.05 0.5677 0.3223 0.0881 1.1085 1,870 
0.06 ,, . 0.5609 0.3147 0.],070 1 .• 1175 1,880 
0.07 0,5541 0,3071 0.1263 1.1265 1.895 
0.08 0,5473 o. 2:995 0.1462 1.1356 1.920 
0.09 0.5404 0.2920 0.1666 1.1448 1.925 

0.10 0.5334 0.2845 0.1875 1.1540 1.940 
0,11 0.5263 0.2770 0.2090 1.1633 1.950 
0.12 0.5192 0.2695 0.2311 1.1727 1.970 
0.13 0.5120 0.2621 0,2:?39 1.1822 1~980 
0.14 0.5047 0.2547 0.2774 1.1918 1.995 

0.15 0,4973 0.2473 0,3017 1.2015 2.020 
0.16 0.4898 0.2399 0.3267 1.2112 2,040 
0.17 0.4822 0,2325 0.3526 1.2210 2.050 
0.18 0.4745 0.2251 0.3793 1.2309 2.070 
0.19 0.4667 0.2178 0.4071 1.,2409 2.080 

0.20 0.4588 o.~105 0.4359 1.2509 2,100 
0.21 0.4508 0.2032 0.4658 1.2610 2.130 
0~2z 0~4·426 0.1959 0,4970 1,2711 2 .140. 
0.23 0.4343 0.1887 0.5295 1.2813 2.150 
0.24 0.4259 0.1814 0.5635 1.2915 2.175 

0.25 0.4174. 0.1742· 0.5990 1,, 3018 2.190 
0.26 0.4087 0.1670 0.6363 l,3122 2.220, 
0.27 0.3998 0.1598 0.6754 1.3226 2.245 
0.28 0.3907 0.1526 o. 7168 · 1.3331 2.250 
0.29 0.3814 0.1454 0.7604 1.3436 2,275 

0.30 0.3719 0.1383 0.8067 1~3541 2,285 
0,31 0.3622 0.1312 0.8559 1.3647 2,310 
0.32 0.3522 0.1241 0.9084 1.3754 2.335 
0.33 0.3420 0.1170 0~9648 1.3861 . 2 .3.50 
0.34 0.3315 0.1099 1.0255 1.3968 2.375 

0.35 0,3208 0.1029 1.0913 1.4076 2.400 
0.36 0.3097 0.0959 1.1629 1.4185 2.425 
0.37 0.2982 0.0889 1.2414 1.4294 2.450 
0.38 
0.39 

0.2863 
0.2739 8:89!8 1.i2io 1. 2 l:1~~~ 2·ra 2, 2 
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TABLE XXV (Concluded) 

bl b2 b 2 
2 p b0./h 

0.40 0.2609 0.0681 1.533 1.4623 2.540 
0.41 0.2473 0.0612 1.658 1.4733 2.575 
0.42 0.2330 0.0543 1.803 1.4843 2,620 
0.43 0.2177 0.0474 1.975 1.4952 2.650 
0.44 0.2014 0.0405 2.185 1.5062 2.700 

0,45 0.1836 0.0337 2.451 1.5171 2.740 
0.46 0.1641 0.0269 2.804 1.5280 2.795 
0.47 0.1419 0.0201 3.312 1.5 .. 388 2.840 
0.48 0.1158 0.0134 4.147 1.5495 2.875 
0.49 0.0817 0.0067 5.994 1.5602 2.950 

0.50 0.000 0.000 0.000 1.5708 3.000 
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columns are self explanatory while the sixth contains tlie breath of·the 

line profile at one~tenth the central intensity divided by the half~ 

width. 

To find the parameters for a given profile, the centta~ ordinate C, 

the halfwidth h, and the breadth.of the profile at one-tenth of the cen-

tral ordinate are obtained.The ratio b001 /h is calculated and the cor~ 

responding values of b1 = s1/h, b2 = s22/h and pare obtained from +able 

XXV, Appendix C. In addition, the area of the profile can be computed 

from Equation (C~6). If this is done for both the apparatus profile 

f' (x) and the observed profile f'' (x) then the integral Equation (C-1), 

can·be.solved for the values of.the true profile 

and 

and 

s 2 
2 

= 

= 

(C-7) 

(C-8) 

(C-9) 

Using Table XXV, Appendix C, the appropriate values b1 , b2 , and p for 

the true profile .can be obtained. The halfwidthof the true profile can 

be calculated using 

(C-10) 

Once the central depth is obtained from 

c = 
p''h"c'', 

p h 
(C-lJ,.) 

then the area of the true profile can be found from Equation (C-6). If· 
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the height of the continuum at the line center is known then the equiva-

lent width for the true line profile can be computed using the relation 

w = 
AD 
HC ' 

(C-12) 

where HC represents the height of the continuum and D the dispersion of. 

the spectrum for the wavelength considered, 

The Instrumental Broadening Program 

The calculations outlined above become extremely tredious if a 

large quantity of data is being analyzed, This task was improved by the 

development of a computer program, shown in Tables XXVI and XXVII, capa-

ble of evaluating the true halfwidth and equivalent width, given the 

Voight parameters of the .instrument and the.observed profile, for an 

undetermined number of observed lines, 

The program begins by first reading into core storage the appropri-

ate Voight parameters of the instrument profile and the standard set of 

parameters as functions of the form parameter b1 from Table XXV, Appen

dix C. Two sets of Voight parameters (see Table III, Chapter IV) of 

the instrumental profile were utilized for this study corresponding to 

the quality of the intensitometer tracing. Next the central line depth, 

the halfwidth, the breadth at one tenth the central intensity, and the 

height of the continuum of the observed profile are entered and the ratio 

b001 /h is computed. A linear interpolation of the values in Table XXV, 

2 2 
Appendix C is performed and the values of s1/h', s2 /h" , and p" for the 

observed profile are obtained from which s1 and s2 are computed, Using 

Equations (C-7), (C-8) and (C-9), the values fqr the true profile are 

calculated and a linear interpolation of the quantities in Table XXV, 
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TABLE XXVI· 

INSTRUMENTAL BROADENING CORRECTION PROGRAM 

C I NS TRUHENTAL BROADEN ING CORRECHON ·PROGRAM 
0001 INTEGER FLAG 
0002 DIMENSION TBll501, TBIISQl501, TALPHAl501, TPl50), TBOll501 

C READ TABLE LOOK UP INFORMATION 
0003 NTABLE=50 
0004 REAOl5,lOlllTBII I 1,1=1,NTABLEI 
0005 REAOl5 ,10111 TB I ISQII) ,Isl ,NTABLE) 
0006 READ( 5, 10111 TALPHAI I) ,1 =l ,NTABLEI 
0067 READ15il0lllTP(ll,1=1,NTABLEI 
0008 READ15,10ll(TBOIIIl,1=1,NTAtlLE) 
0009 WRITE I 6, 30 I 

C READ IN VALUES FOR EACH LINE 
0010 READ15,1021NDATA 
0011 DO 50 K=l,NDATA 
0012 REA015,1ICO,HO,B,HC,WVLG,TRACNO,DISP, fl 

C SET VALUES FOR APPARATUS PROFILE 
0013 Al=0.100 
0014 All=0.232 
0015 AIIl=2.32 
0016 AIV=0.235 
0017 AV=O~l90 
0018 AVl=0.505 
0019 AVII=l.295 
0020 AVIll=0.0235 
0021 AIX=l.9E-3 

C CONVERT DATA FROM CM TO ANGSTROMS 
0022 CO=CO*DISP/2.54 
0023 HO=HO*DISP/2.54. 
0024 B=B*OISP/2.54 
0025 HC=HC*DISP/2.54 

C CALCULATION OF VOIGHT PARAMETERS FOR THE OBSERVED LINE 
0026 BOl=B/HO 
OC27 BIO=TLUI NTABLE, TBI, TBOI, BOI ,FLAGI 
0028 BIISQ=TLUINTAtlLE, TBIISQ, TBOI, BOI, FlAG) 
0029 POB=TLU(NTABLE, TP, TBOI, BOI, FLAGI 
0030 OBI=BIO*HO 
0031 OBIISQ=BIISQ*IH0**2l 

C CALCULATION OF VOIGHT PARAMETERS FOR THE TRUE LINE 
0032 TRBI=OBI-AVIII 
0033 TRBIIS=OBIISQ-AIX 
0034 IFITRB[IS .LE. O.I GO TO 50 
0035 TRBII=SQRTITRtlIISI 
0036 ALTR=TRBl/TRBII 
0037 BITR=TLUINTABLE, TBI, TALPHA,AL TR,FLAGI 
0038 PTRa:TLUINTABLE, Tl', TALPHA, ALTR, FLAGI 
0039 BIITRS~TLUINTABLE,TBIISQ,TALPHA,ALTR,FLAGI 
0040 IFIBIITRS .LE. O.IGO TO 50 
0041 BIITR=SQRTIBIITRSl 
0042 HTR=TRBll/BIITR 
0043 GAMMA=POB*HO/IPTR*HTR) 
0044 CTR=GAMMA*CO 

C CALCULATION OF EQUIVALENT WIDTH AND LOGIW/L) AND LOGIH/LI 
0045 EQWa:PTR*HTR*CTR/HC 
0046 X=ALOGlOlEQW/WVLGI 
0047 Y=ALOGlOIHTR/wVLGI 
0048 WRITEl6,10)EL,WVLG,X,Y 
0049 50 CONTINUE 
0050 1 FORMAT(FS.2,FS.2,FB.2,FB.2,Fl0.3,llO,Fl0.3,A6) 
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0052 . 
0053 
0054 
0055 
0056 

0001 

0002 
0003 

0004 
OC05 
0006 
OOC7 
0008 
0009 

0010 
0011 
0012 
C013 
0014 

0015 • 
0016 
C0.17 

c 
c 
c 
c 
c 

c 
c 

c 
c 

c 

TABLE xxv;r (Conc,luded) 

10 FORMATllHO,llHELEHENT ** ,A4,lOX,13HWAVELENGTH ~ ,Fl0.3,lOX, 
l12HLOG IW/L I • t F8.3, 10X, 12HLOG IH/LI a ,F·a. 3,//1 . 

30 FORMATl1Hl,30X,30H INSTRUMENTAL PROFILE ANALYSIS,////1 
101 FORHAT17Fl0.4). 
102 FORMAT 1131 

STOP 
END 

FUNCT10N TLUINTABLE,Z,XjXSTAR,F~AGI 
ONE-DIMENSIONAL TABLE LOOK-UP PROGRAM. ~ORRESPONDING VALUES 
OF X (ALWAYS INCREASINGJ AND l ARE STORED IN THE ARRAYS 
XllJ ••• XINTABLEI AND l(lJ ••• Z(NTABLEI. USl~G LINEAR INTER
POLATIO"l, THIS FUNUION WILL GENERATE A VALUE OF Z CORRESPON
DING TO A SPECIFIED VALUE OF X=XSTAR 
INTEGER FLAG 
OIMENSICN XISOI, ZISOI 
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••••• CHECK TO SEE ID XSTAR LIES WITHIN THE SCOPE OF THE TABULATED 

2 

3 
4 

7 

VALUES X(lJ ••• XINTABLEI •••••• 
FLAG"'O 
IFIXSTAR .LT. Xllll.GC TO 2 
IF(XSTAR .LE. XINTABLEII GO TO 3 
FLAG = 1 
TLU=O.O 
RETURN 
••••• SEARCH TO FIND TWO SUCCESS IVE ENTRIES, XI 1-11 ANO XI 11, 
BETwEEN WHICH XSTAR LIES ••••• 
1=1 
IFIXIII .GT. XSTARIGO TO 7 
IFII .GE. NTABLEI GO TO 7 
I= I +l 
GO TO 4 
••••• L(NEARLY INTERPGLATE TO FIND CORRE~PONDING VALUE OF z ••••• 
TLU = l I I -1 h I XS TA R-X I 1-1 I I * I i I II - Z I I-: 11 I II XI I 1- XI 1-U I 
RETURN . 
END 



TABLE )CXVII 

INSTRUMENTAL PROFILE ANALYSIS 

ELEMENT ** FE I WAVELENGTH= 4045. 815 LOG I will . -3.971 ·LOG IHIL I = -4 •. ~69 

ELEMENT ** FE I WAVELENGTH= 4063.5~7 LOG· Bii LI ·= -4.024 (OG (HIL 1 = -4.106 

ELEMENT ** FE I WAVELENGTH = 4C71. 740 LOG !Will • -4.085 LOG. I Hill • -4.071 

:LEMEIIIT ** FE! wAVELENGTH = 4325.762 LOG (Will = -3.974 LOG I Hill • .-3.972 

cLEMENT ** FE I WAVELENGTH = 4383.547 LOG IWIL l = -4.068 LOG (Hill = -4· 019 

ELEMENT ** FE 1 WAVELENGTH = 4404.750 L.OG IWIL l = -4.l',ll LOG IHIL) = -4.120 

cLEMENT ** FE I WAVELENGTH = 4415.648" LOG I Will = - 4. 2.17 LOG iHILl = -4.105 

ELEMENT ** FE I WAVELEI\IGTH = 4871. 320 LJG I Will = -4.362 LOG (Hill = -4.054 

ELEMENT ** FE I WAVELENGTH = 5429.695 LOG I Will = -4.494 LOG (Hill • ..,..248 

ELEMENT ** FE I WAVELE"IGTH = 4!:31· 148 LOG I will = -4.138 LOG (Hill• -3 .859 

ELEMENT ** FE I WAVELENGTH = 4415.125 LOG I Will • -4.200 LOG Ol/L I = -4.103 

ELEMENT ** FE I WAVELEI\IGTH = 4271. 762 LOG (Will= -4.l 84 LOG I Hill = -4.113 

ELEMENT ** FE I WAVELENGTH = 4260.477 LOG (Will = -4.222 LOG I Hill = -4. l 38 

ELEMENT** FE I WA.VELEf.GTH • 4227.434 L()G IWIL I = -4.315 LOG (Hill = - 4.181 

ELEMENT ** FE I WAVELENGTH = 4202.027 LOG Hill 1 = -4. 257 LOG IHIU = -4.229 ...... 
lJ1 

" 
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Appendix C is again made to produce b+' b2 , and p for the true profile. 

The halfwidth of the true profile is calculated from Equation (C.-10) and 

reproduced as output in the more useful fo~m, log h/A, With the aid of 

Equations (C-11) and (C-12) ., the equivalent width corrected for the 

apparatus function is.evaluated. This quantity is then converted to the 

form log(w/A) and listed in the output a1ong with the element, wave

length, and log h/A for the individual line considered. At this point, 

the program progresses to the next line and·repeats the computation~ un

til the entire set of obs~rvational·data·has been e~hausted. 



VITA 

Malcolm Lee Bruce Weems 

Candidate for the Degree of 

Doctc;,.r of Philosophy 

Thesis: A DETAILED ANALYSIS OF THE CHEMICAL ABUNDANCES FOR THE STAR 
THETA URSAE MAJORIS 

Major Field: Physics 

Biographical: 

Personal Data: Boiln.in Nashville, Kansas, the son of Bryan.W. and 
Katherine M. Weems. 

Education: Attended grade school in Sawyer, Collyer and Mahaska, 
Kansas; graduated from Mahaska High Schaal in May, 1963; 
awarded the Bachelor of Science degree.from Kans1;1.s State 
Teachers College, Emporia, Kansas, in May, 1967 with a major 
in Physical Science and Mathematics; received the Master of 
Science degree from Kansas State Teachers College in May, 
1969 with an emphasis in physics; completed requirements for 
the Doctor of Philosophy degree in May, 1972. 

Professional Experience: Graduate Teaching Assistant, Kansas.State 
Teachers College, Department of Physical Science, 1963-65; 
Lecturer, Department of Physical Science, Kansas State Tea
chers College, 1966-67; Graduate Teaching Assistant, Depart
ment of Physics, Oklahoma Stat~ University, 1969-1972. 


