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PREFACE 

A number of experimental meth.ods have.been and are used to measure 

electrolyte solution diffusion coefficients. However, results for a 

common electrolyte, uranyl nitrate, have varied widely. Although ef­

forts to refine experimental methods to improve the accuracy of measur­

ed data are extensive, correlation of data from different methods has 

been unsuccessful due to insufficient data and data inaccuracy. 

A review of the experimental results on the measurement of the 

diffusion coefficient for uranyl nitrate solutions reveals serious dis­

crepancies between different experimental methods. Therefore, the ob­

jective of this study was to obtain additional data on this system, 

pursue the correlation of the diffusion coefficient results, and at­

tempt to resolve these discrepancies, 
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CHAPTER I 

INTRODUCTION 

This study was initiated to investigate the sources of discrepan­

cies in diffusion coefficient data for the uranyl nitrate-water binary 

system as obtai~ed from several experimental methods. 

Since Fick (6) introduced his first law of diffusion in 1855, re­

lating the flux of a component by molecular diffusion to the observed 

concentration gradient necessary for diffusion to occur, extensive re­

search efforts have been devoted to determining the nature of the pro­

portionality coefficient relating these two quantities. The proportion­

ality coefficient has been called the "true" or differential diffusion 

coefficient, 

The state of liquid theory is very complex and remains relatively 

undeveloped, The complexity increases when study is centered on elec­

trolyte solutions due to the additional effect of the ionic charges on 

diffusion. The complexity further increases when the study advances 

from t~e more simple symmetric monovalent molecules to unsymmetrical 

polyvalent molecules, In addition, experimental methods of a quite 

varied nature present.varied limitations in the measurement of diffu­

sion coefficients (18, 26). The difference among laboratory techniques 

necessitates a corresponding difference in the mathematical treatment 

of the experimental data to obtain the differential diffusion coeffi­

cients. 
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This study encompasses the analysis of data of diffusion of an un-

symmetrical polyvalent uranium salt, uranyl nitrate, by three experi-

mental methods: the magnetically-stirred diaphragm cell, the bire-

fringent interferometer, and the capillary cell, Diffusion coefficients 

obtained from the~e methods have shown wide discrepancies. Capillary 

cell results (7) show a distinct minimum in the lower concentration 

range (0,04-0.40 molar uranyl nitrate) whereas preliminary diaphragm 

cell and interferometer results did not substantiate this minimum, 

Preliminary interferometer results indicated that a diffusion coeffi-

cient minimum may exist at low concentrations, but it is not as pro-

nounced as that; indicated by the capillary cell data. 

A research program was established with an objective of obtaining 

a broader insight into the effect of mathematical techniques on result-

ing diffusion coefficients. This program included the following: 

a) the experimental determination of uranyl nitrate diffusion 
coefficients in the concentration range 0.1-1.0 molar uranyl 
nitrate using the diaphragm cell, 

b) a review and analysis of experimental factors affecting the 
diffusion coefficient results for all three experimental 
methods, 

c) a study of the curve-fitting of the diffusion coefficients de­
rived from the three experimental methods, 

d) a statistical consistency analysis of the methods for curve­
fitting the data obtained from all three experimental methods. 



CHAPTER II 

THEORY 

If the state of a mixture of two miscible liquids is such that . 

local concentration gradients are present, a driving force exists which 

tends to eliminate these differences. The resultant liquid particle 

movement has been.termed diffusion and was first described by Fick (6) 

in 1885 according to the following equation: 

J -~ 
ax 

for unidirectional diffusion, Equation (1) is known as Fick' s First 

Law of Diffusion and relates the mass flux J with the concentration 

gradient (~) via the proportionality cqefficient D. The term D is ax 
is known .as the differential diffusion coefficient. Although D is 

often referred to as the diffusion "co~stant,'' it is not defined as 

suct. and will vary with the concentration changes. Equation (1) is 

(1) 

applica:b.le to experiment;.al studies on steady-state systems. The use.of 

equation (1) leads to the following equation to describe unsteady-state 

systems: 

ac 
at 

= _l__(D ~) 
ax ax 

(2) 

Equation (2) is known as Fick's Second Law of Diffusion. Since Fick's 

Laws were.first presented, experimental work has shown that the assump-

tion of the concentration gradient as the diffusion driving force is 
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incorrect (8). The chemical potential gradient is accepted today as 

the true driving force (10, 13, 19). However, Fick's Laws are still 

utilized today due to their simplicity and applicability to the analysis 

of experimental ·data. 

As stated above, Fick's Laws as shown in Equations (1) and (2) are 

for.unidirectional flow. The direction of flow, x, is usually _measured 

from some arbitrary plane fixed with respect to the experimental appa­

ratus containing the diffusion system. When working with liquids, this 

approach is the simplest experimental me.ans of fixing the reference 

plane. However, Equations (1) and (2) are valid provided there is no 

volume change on mixing (17, 20). In the derivation of Equations (1) 

and (2), an elemental volume across which diffusion occurs was assumed 

to be constant. Therefore, the dimensions of the volume could be re­

ferred to the experimental apparatus. If a volume change occurs upon 

mixing of the solute and solvent, the elemental volume changes with re­

spect to concentration and thus the dimensions of the volUI!le are con-,­

centration dependent. In this case, the reference frame for the 

dimensions must be changed. If Equations (1) and (2) are regarded only 

as definitions of D, a change.in the reference frame is quite legiti-: 

mate. However, it must be remembered.that the value of D will d~pend 

upon the selection of the reference frame. Hartley and Crank (14) have 

detailed the relations between diffusion coeffici~nts defined with re­

spect to various reference planes. Bird, Stewart, and.Lightfoot (1) 

show the derivations of various reference frames when there is a volume 

change on mixing. Olander (17) presents an additional method to be 

used in such cases. He.concludes that for most binary liquids, th~ ef-. 

feet of volume chang.es on mix:!.ng are too small to alter appreciably the 



diffusion coefficients measured in diaphragm cells or capillary cells. 

However, exceptions do occur, and each system should be evaluated for 

possible volume c4anges on mixing before the diffusion study is under-,­

taken. 

A, Determit).atic;,n of Uranyl Ni~rat~ Diffusion 

Coefficients 
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The experimenta], methods used to obtain diffusion coefficj,ents for 

uranyl nitrate include the magnetically-stirred diaphragm cell, the bi­

refringent interferometer, and the capillary cell. Measurement of dif-,­

fusion coefficients us.ing the diaphragm cell and the capillary ce.ll 

usually involve relatively large concentration differences, The dif­

fusion coefficient is initially .assumed to be constant in order to cal­

culate an integral diffusion coefficient from the experimental data. 

The derivation of differential diffusion coefficients recognizes a con­

centration dependency of the diffusion coefficient and norma],ly assumes· 

some concentrat:i,.on-dependent function for .the diffusion coefficient. 

The concentration-,-dependent function can be estimated .initially utiliz~ 

ing the c~lculated :i,.ntegr<'1,l diffusion coefficients. The in:l.tial func­

tion is then adjusted until the experimental data can be reproduced. 

When the birefringent interferometer .is used, concentration dif­

ferences are normally sufficiently small that the assumption of a con­

stant diffusion coefficient is valid, Differentia], diffusion 

coefficients can be derived directly from the experimental data. 

Discrepancies have been observed between values of the diffusion 

coefficient for uranyl nitrate when,they are obtained by these differ­

ent experimental.methods (29). The diffusion coefficient as obtained 



by the capillary cell shows a distinct minimum with concentration, 

whereas the values obtained by the diaphragm cell and.the interferome­

ter do not appear to support the depth of this minimum. 

Three major factors. are considered to contribute to the ultimate 

deter~ination of the diffusion coefficient, namely experimental vari­

ables, calculation methods with inherent assumptions, and correlation 

of. the diffusion coefficients derived. from the exper:i,.mental data. 

B. Experimental Variables 
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Each experimental method is concerned with a number of experiment, 

al variables, some specific to the partic4lar method anc:j. some due to 

the general nature of diffusion experiments. These general effects in­

clude temperature control, vibration, sampl:i,.ng and associated analyti­

cal techn:i,.ques. 

In .addition, for the uranyl nitrate-water system, composition 

changes may be.possible due to polymerization or complex formation of 

the diffusing species or hydrolysis of uranyl nitrate from different 

hydration states. Several complex forms for uranyl nitrate are discus~ 

sed by Cordfunke (3). 

Some of the specific variables inherent to.each method·are listed 

below. For.the magnetically-stirred diaphragm cell, the major sources 

of error include: 

(a) cell calibration,. 

(b) cell stirring, 

(c) potential bul~ streaming of solute, 

(d) concentration limitations, 

(e) surface diffusion, 



(f) length of diffusion time. 

For the birefringent interferometer, the major sources of error. 

include: 

(a) correct focusing of the optical system, 

(b) exact measurement of system magnification, 

(c) initial boundary formation, 

(d) light wavelength used, 

(e) consistency of boundary conditions during experimental runs, 

For the capillary cell, the major sources of error include: 

(a) initial immersion of capillary cell, 

(b) stirring of solution into which solute diffuses, 

(c) consistency ot boundary conditions during experimental runs, 

(d) length of diffusion time. 

For the most part, however, these variables can be compensated for so 

that they no longer have any significant effect on the final results. 

For example, sufficient.work has been completed to indicate what rate 

of stirring in the diaphragm cell will ins.ure uniformity in the dia­

phragm cell compartments and prevent formation of stagnant layers on 

the diaphragm (16, 17, 18, 26). 

On the basis of improvements made on each of these variables, it 
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is not felt that a detailed study of any specific variable would reveal 

the nature of the above mentioned discrepancies in the diffusion 

coefficient of uranyl nitrate. 

C. Calculation of Diffusion Coefficients 

The major theoretical sources of error inherent in the calculation 

of diffusion coefficients from diaphragm cell measurements are listed 



below: 

(a) quasi-steaqy state assumption, 

(b) int~gral diffusion coeffi~ient is a double average over time 
and concentration, 

(c) concentration-averaged diffusion coeffic~ent, D(t), is as­
sumed constant in order to relate to differential diffusion 
coefficient. 
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Integral diffusion coefficients are ca)culated according to the follow-

ing equation: 

D = (3) 

The derivation of Equation (3) is shown in Appendix A. The method of 

Stokes (27) was used to derive differential diffusion coefficients, 

This method is outlined in Appendix B. 

The major theoretical sources of error inherent in the calculation 

of diffusion coefficients from interferometer data are li.sted belc;,w: 

(a) measurement of fringe spacing, 

(b) magnification, 

(c) determination of fractional portion of light retardation, 

(d) determination of point where the lowest bright band has its 
maximum,intensity. 

The calculation of interferometer diffusion coefficients used in this 

study is outlined in .. detail by Skinner (24). 

The major theoretical sources of error inherent in the calculation 

of diffusion coefficients from capillary cell data are listed below: 

(a) assumption of constant Dor a concentration-dependent D, 

(b) number of terms considered in expression for D (normally 
dictatE,\d by length of diffusion run), 

(c) method for calculating differential diffusion coefficient: 



(1) plot of series expression versus Dt/a2 with interpola­
tion at c/co, 

(2) slope of plot of tn(c/c) versus t. 

The calculation of capillary cell.diffusion coeffic~ents used in this 

study is outlined in,deta:1.1 by.Finley (7), 

D, Correlation of Diffusion Coefficients 

Relatively minimal work has been pursued to c~rrelate the diffus-
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ion coefficients derived from the different experimental methods. Fin-

ley (7) used multiple linear regression of the capillary cell .integral. 

diffusion coefficients to obtain an initial definition of the differ-

ential diffusion coefficient. The following model was used: 

D = Do+ Pco.s + Qcl,O + Rc2.o + sc3.0 (4) 

The coefficients in Equation (4) were then adjusted until use of Equa-

tion (4) in a numerical solution of Fick's Sec9nd Law could reproduce 

the experimental co_ncentrations. 

In correlating diffusion coefficients, use can be made of the be-

havior of diffusion coefficients at.low concentrations. Finley used. 

the limiting equation of Harned and Owen (12) as shown below 

(5) 

The limiting diffusion coefficient D0 is calculated according to the 

following equation: 

= 
(6) 
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The limiting slope o (D) is cal.culated according to the following equa ... 

tion: 

• 

2.604 x l0 8 (EViZi) 1h. 

non!2 T-112. IZ1Z2I 

The Nernst-Hartley limiting equation as presented in Robinson and 

Stokes (20) also includes a thermodynamic correction term: 

D D (1 + d.Q,ny) 
O d Qnc 

(7) 

(8) 

The activity correction term relates the calculated limiting diffusivity 

to the chemical potential· driving force •. · The limiting~diffusion coef-

ficient D0 in Equation (8) is also calculated by Equation (6), 

The complete derivation of the above equations is not shown here 

but can be found in the above references. The limiting equation is 

derived from a force balance on the diffusing ionic species. The for-

ces considered include the following: 

(a) forces due to the chemical potential gradient, 

(b) forces due to the electrical field established by the unequal 
mobilities of the diffusing ions. 

The final form of the limiting equation shows the absolute ionic mo-

bilities represented in terms of.limiting equivalent conductivities, 

L~miting equivalent conductivitie; of high accuracy are required 

to calculate accurate limiting diffusion coefficients and limiting 

slopes. Fin],ey (7) used an average limiting equiva·lent conductivity of 
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31. 45 for the uranyl ion to calculate limiting values, This value is 

an average of the values reported by Ewell and Eyring (5)--A1 = 30.9-­

and Goldenberg and Amis (9)--A1= 32,0, The limiting equivalent conduc­

tivity for the nitrate ion is that of Shedlovsky (22)--A~ = 71.46, These 

values yield a limiting diffusion coeffic~ent of 8.722 x 10-6 cm2-sec 

and a limiting slope of 17,968 x 10-6. 

Hale (11) obtained and reported limiting ionic conductivities for 

uranyl ion, A0 (uo!2 , Ag)= 39.9±1.0 at 25°c. Hale's conductance inves­

tigations indicated increased hydrolysis of the uranyl ion at concen­

trations below about 0,09, He also attributed the low value of 

conductance, i.e., Ao= 39.9 compared to Ao= 50 to 60 for most bi­

valent cations, to the highly hydrated character of the uranyl ion in 

aqueous solution. Shedlovsky (22) did not report the precision of the 

values for nitrate ions, He did indicate equipment design consis­

tency of from 0.01 to 0.02% for the relative conductance values. A 

high degree _of confidence can be placed in the Nernst limiting values 

relative to the reproducibility of the-experimental .data. 

This new limiting diffusion coefficient, D0 = 10.226 x 10-6 

cm2-sec- 1, is used as a regression point in the curve-fitting of diffu­

sion coefficient data from all three experimental methods. Various 

equation models in addition to that.shown in Equation (4) are also 

tested, including models without the square-root term. Results are com­

pared ·with those de.rived with use of D0 = 8. 722 x 10-6 cm2-sec- 1 as 

used in Finley's work, In addition, diffusion coefficient results are 

cµrve,~fitted without use of a limiting diffusion coefficient as a regres­

sion point, Differential diffusion coefficients derived from the dia­

ph~agm cell are also curve-fitted using both sets of limiting diffusion 



coefficients and limiting slopes. Results of the above discussed work 

are compared as appropriate and discussed. 
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When a.salt diffuses as a result of a concent~ation gradient, both 

the cation and the anion must move at the same velocity to maintain 

solution neutrality. The ions are sufficient;:ly far apart in dilute 

solutions that they exert little influence on one another. However, as 

the concentrat~on of these ions increases certain effects occur as a 

result of the interaction between the electrical fields of these ions. 

The electrophoretic effect occurs as an ion moves through a viscous 

medium. The diffusing ion will tend to drag along the solution in the 

vkinity of the diffusing ion. Therefore, adjacent ions do not move 

relative to a stationary medium, but with or against the moving stream. 

The magnitude of this effect will be dependent upon the concentration. 

Another effect is called the relaxation effect, External forces 

will influence the motion of ions which in turn will cause the symmetri­

cal distribution of the ions to be disturbed. In a solution which is 

in equilibrium the ions surrounding a central ion are distributed 

symmetrically over a time average and do not exert a resultant force on 

the central ion. As the ion considered central moves away from its 

central position, a restoring force is exerted on this ion. This re­

storing force, known as the relaxation effect, dissipates as the sur­

rounding ions are rearranged by their thermal motions, 

Onsager and Fuoss (19) studied the electrophoretic effects in 

terms of the velocity and the absolute mobility of the ions: The two 

electrophoretic terms are complex functions of the viscosity of the sol­

vent, temperature chemical potential gradient, and an electrical force 

due to the electrical attraction of the faster moving ions for the 
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slower ones. 

The study of electrolyte diffusion becomes more complex when con­

centrated solutions are considered. Additional ionic effects, negli­

gible at dilute concentrations, become more significant, Some of the 

ions will carry an attached layer of solvent molecules as part of the 

diffusing solute ion. In addition, viscosity forces will be quite dif­

ferent due to the presence of a higher population density of ions, 

Pr~sent theoretical corrections for electrophoretic effects are less 

satisfactory for concentrated solutions. 

At dilute concentrations, it has been noted previously that the 

equivalent conductivity will inc~ease due to the increased hydrolysis 

of the uranyl ion (11). This effect in turn could result in a 

minimum for the uranyl ion at intermediate concentrations, 

E. Multiple Linear Regression 

Multiple linear regression was used for all curve-fitting contain­

ed in this study. A treatment of multiple linear regression can be 

found in any standard statistics text, such as Steel and Torrie (25), 

F. Selective Curve-Fitting 

A selective curve-fit analysis is also used to determine the sta­

tistical consistency of a regression model used to curve-fit diffusion 

coefficients as a function of concentration, The selective curve-fit 

analysis performs a multiple linear regression of the diffusion coef­

ficients according to specified regression equations. The regression 

equations used are listed in Appendix C. Statistical variables cal­

culated for each curve-fit include minimum standard deviation, maximum 
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deviation from the diffusion coefficient and value of concentration 

variable at which deviation occurs, residual squared, and F-ratio. 

This analysis is used to analyze the curve-fit of Das a function of 

both candle. An attempt was made to obtain an indication of what 

regression equation form expressing the differential diffusion coeffi­

cient as a function of concentration would consistently produce the 

most favorable statistical indicators. This analysis is applied to 

the diffusion coefficients derived from all three experimental methods. 



CHAPTER III 

EXPERIMENTAL APPARATUS 

A discussion of the experimental apparatus used for the diaphragm 

cell, capillary cell and shearing interferometric methods follows, 

Emphasis is placed.on the diaphragm cell apparatus as work on this 

equipment.constituted a major portion of the project work, This equip­

ment was originally used by Robinson (21). However, some changes were 

made for improved operation. A description of the capillary cell ap­

paratus used by Finley (7) and the interferometer developed by Skinner 

(23, 24) is limited to essential information for explanatory purposes. 

The reader should consult the above references for detailed equipment 

descriptions. 

A. The Magnetically-Stirred Diaphragm Cell 

A.l. The Diffusion Cells 

The major portion of the experimental work performed in this study 

was accomplished in six magnetically-stirred diaphragm cells. The dia­

phragm cell is illustrated in Figures 1 and 2. The design is a modi­

fication of that used by Dullien (4) and similar to that used by 

Burchard and Toor (2), and Robinson (21). The cell is a cylindrical 

vessel separated into two compartments, an upper compartment, A, and a 

lower compartment, B (letters refer to Figure 1). The two compartments 

are separated by a porous diaphragm, C. Capillary extensions connect 
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Figure 2 . Diaphragm Dif f usion Cell 
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the internal portion of the cell to the surroundings and are used for 

filling and emptying the cell. Capillary extensions D and E are con­

nected to the upper compartment while F and Gare connected to the low­

er compartment. The capillary extensions are fitted with Teflon-plug 

stopcocks, H. Two different types of stopcocks were used as discussed 

below. Each compartment contains a stirrer, I. The body of the cell, 

the diaphragm and the capillary extensions are made of pyrex glass. 

The stirrers are iron wire sealed in soft glass. The dimensions of the 

diaphragm cell are the same as those used by Robinson (21) except that 

the overall height of the cell and capillary extensions was approxi­

mately 60 cm. 

The diaphragms were constructed from blanks containing an F (fine) 

grade diaphragm (Fisher Catalog, Item 11-136). F grade corresponds to 

a pore size of 2-5 microns, which is well below the recommended upper 

limit of approximately 15 microns (20). Diaphragms with pores larger 

than 15 microns are reported to allow bulk streaming of the fluid 

through the diaphragm. 

The stirrers were constructed by sealing a small piece of iron 

wire in a glass casing. Stirrer volume and subsequent air inclusion 

were varied so that upper compartment stirrers would sink in pure water 

and lower compartment stirrers would float in pure water. The optimum 

stirrer design was found to be the minimum stirrer diameter which would 

contain the iron wire and a maximum stirrer length which would fit in­

side the diaphragm cell. These specifications still have to be com­

patible with density requirements for sinking or floating. Any 

appreciable variation in stirrer size, particularly with respect·to 

stirrer length, would allow the stirrer to become offset from the 



19 

diaphragm cell centerline when under the influence of the cell support 

rotating magnetic field and to come to rest in a "dead spot" within the 

cell. Several stirrers were tested until each cell contained two stir­

rers which operated satisfactorily. 

Teflon-plug stopcocks were used on the diaphragm cells in lieu of 

the "polyethylene screw clips" used by Robinson. The Teflon-plug stop­

cocks provided easier operation when filling and sampling, precluded 

stopcock grease contamination and held an aspirator vacuum. Two dif­

ferent designs of the Teflon-plug stopcocks were used. The first type 

was a spring-loaded stopcock (Pyrex Catalog, Item 7281) with a constant 

tension on the stopcock handle. The second contained an adjustable 

nut which allowed variation of the tension on the stopcock handle 

(Pyrex Catalog, Item 7282) and facilitated operation. 

Six diaphragm cells were constructed as the cell support allows 

simultaneous operation of six cells. The capillary extensions were 

taped together with electrical tape (See Figure 2.) to provide addi­

tional sturdiness to the cell. 

A,2o Cell Support and Stirring 

The cell support for the six diaphragm cells was the same as used 

by Robinson (21). No modifications were made in this equipment area. 

A.3. The Constant Temperature Bath 

The constant temperature bath was the same as used by Robinson 

(21) except for the modifications discussed below. 

The bath oil used by Robinson was an absorber oil petroleum frac­

tion. This oil was replaced with Conoco GP-7 spindle oil. The 
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spindle oil displayed the same heat transfer characteristics as the ab­

sorber oil petroleum fraction and also demonstrated a much better ther­

mal stability, maintained a clear appearance and allowed visual 

observation of the cells during operation. 

The bath oil was cooled by pumping cooling water through a coil in 

the bath, Two coils were available for operation, but operation of 

only one coil was sufficient to provide the necessary cooling. The 

cooling water temperature was maintained at 7-13°Co below the bath tem­

perature by a portable cooling unit (Blue M Electric Co., Model PCC-lA). 

The cooling water temperature was adjusted as necessary to provide ap­

proximately equal heati.ng and cooling cycle times for stable tempera­

ture control of the bath. The vertical immersion pump initially used 

for cooling water circulation displayed extremely poor reliability for 

continuous service due to motor burnout and was replaced by a centri­

fugal pump (Eastern Model D-11). 

The bath oil was initially stirred with a friction-drive, variable 

speed mixer. The mixer displayed poor reliability due to the wearing 

of the rubber drive wheels. The wearing also led to mixer vibration 

and subsequent vibration in the constant temperature bath. The mixer 

was replaced with a direct-drive, constant speed mixer (Lightning Model 

L) which exhibited smoother operation in continuous service and· mini­

mized vibration. 

The bath temperature was measured with a NBS calibrated thermome­

ter (Princo, No. 580362), Control on the bath temperature varied from 

±0.03 to ±Oo05°Co However, temperature control inside the diaphragm 

cells was much finer. Temperature control was tested by inserting the 

thermometer into a test tube filled with distilled water and immersing 
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the test tube in the constant temperature bath to simulate the diaphragm 

cell conditions. Temperature variation of the water inside the test 

tube was less than ±o.oos0 c. 

B. Anaiytical Equipment 

Uranyl nitrate solutions were analyzed by refractive index on a 

Bausch and Lomb, Precision Refractqmeter (Model No. 33-45-03) with so­

dium light'. 

Weights for the diaphragm cell volumetric calibrations were made 

on a Voland and Sons Balance (Model No. 18559) with a 200 gram capacity 

and a sensitivity of 0.1 mg. 

C. Materials 

Uranyl nitrate solutions were prepared from A.C.S. reagent grade 

uranyl nitrate purchased from.the General Chemical Division of Allied 

Chemical Company. 

Potassium chloride usecl was "Baker Analyzed" Reagent, J. T, Baker 

Chemical Company and had a stated purity of 99.9 weight per cent. 

D. Capillary Cell Apparatus 

A brief description of the capillary cell apparatus used by Finley 

(7) is given below. This equipment consisted of four major components: 

diffusion cell, capillaries, constant temperature bath and analytical 

equipment. The diffusion cell was a rectangular polyethylene vessel 

divided into four compartments by Lucite baffles. A stirrer circulated 

solvent.through the compartments. Capillary holders immersed in the 

diffusion cell contained capillaries made from 0.5 mm and 0.75 mm 
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precision bore capillary tubing. Capillaries were two cm long, closed 

at one end and outside-tapered and fire-polished at.the open end. The 

constant temperature bath was a water bath controlled by a mercury dif­

ferential-type thermoregulator to within ±O.Ol0 c. Analysis of uranyl 

nitrate solution, was made by liquid scintillation counting, Details 

of construction and manufacturer~' specifications, are given .by Finley. 

(7). 

E, Interferometer Apparatus 

A brief description of the shearing interferometer developed by 

Skinner (23, 24) is given below. This equipment consisted of five ma­

jor components: an optical bench, an optical.system, a diffusion cell, 

a constant temperature bath and analytical equipment. The optical 

bench consisted of two channel irons twelve feet long bolted together 

by five iron straps. The optical system consisted of a mercury vapor 

lamp light source, two polarizers, two cell lens., a focusing lens, a 

Savart plate and a camera. The diffusion cell was the flowing junction 

type constructed of stainless steel with optically flat glass windows 

for passage of light thrqugh.the diffusing solution. The constant tem­

perature bath was a water bath controlled by a Fisher controller using 

a thermistor probe as the sensing element. Uranyl nitrate analyses 

were made on the refractometer used in the diaphragm cell work; A 

David W. Mann Precision Instruments microscope was used to measure con~ 

centration gradient fringes. Details of construction and manufacturers' 

specifications are given.by Skinner (23). 



CHAPTER IV 

EXPERIMENTAL PROCEDURE 

Experimental procedures for operatiqn of the magnetically stirred 

diaphragm cell are given belowo Brief sunnnaries of experimental pro­

cedures for the capillary cell and the interferometer are included. 

Detai~ed descriptions are available in the literature. 

A. Magnetically-Stirred Diaphragm Cell 

A.1. Diaphragm Cell Volume Calibration 

The cell compartments and the diaphragm were calibrated for volume 

using distilled water. The caliQration procedure for the cell upper 

compartment is the same as used by Robinson (21) but is included here 

for completeness. The calibration procedure for the lower compartment 

was modified as discussed below. 

To calibrate each compartment, the entire cell was filled with 

water. The lower compartment was filled first by applying aspirator 

vacuum at capillary leg D (refer to Figure 1, Chapter III, for cell 

orientation) and drawing water into the lower compartment through leg 

G. Sufficient water .was drawn into the cell to fill the lower compart­

ment and diaphragm, and have approximately one-half inch of water on 

the top of the diaphragm. Aspirator vacuum was applied to leg F to 

completely fill thi.s leg. The cell was then degassed (See degassing 

procedure below.) to remove all air from the lower compartment. Liquid 
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for the upper compartment was degassed, and aspirator vacuum was again 

applied to leg D to fill the upper compartment through leg E. The dia-

phragm.cell,with both compartments, the diaphragm and all capillary ex-
• 

tensions filled with water was ready for sampling. 

Compartment volume calibrations excluded the volumes of the capil-

lary legs leading into the compartments. To sample the upper compart-

ment, the cell was clamped in an inverted position. A slight air 

pressure was applied to leg E to initiate water flow from leg D. The 

initial portion of the water flowing from leg D was discard.~d. Sample 

collection in a tared weighing bottle was initiated when the first air 

bubble entered the upper compartment from leg E. Once air enters the 

top compartment, water will flow from leg D by gravity. Sample collec-

tion was t~rminated when the first air bubble entered leg D from the 

upper compartl!lent. The weighing bottle was then reweighed. 

Ambient temperatures were measured during the tare and gross weigh-

ings for purposes of buoyancy corrections. Ambient temperatur~ was 

measured during sampling to convert the compartment calibration from a 

weight basis to a volume basis. A sam~le calculation of the buoyancy 

correction for cell compartment calibrations is shown in Appendix D. 

The sampling procedure for the lower compartment is similar to that 

for the upper compartment although some modifications are necessary to 

insure accurate sampling. The diaphragm cell is filled with water as 

described above. Air pressure is applied at leg F and sample collection 

made from leg G. However, some precaution was necessary to prevent the 

air pressure applied to the lower compartment from forcing water in the 

diaphragm and upper compartment from the diaphragm cell through leg D. 

The laboratory arrangement for this procedure is shown in Figure 3. 
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Connections between the diaphragm cell, water flask, separatory funnel 

and glass tee are Tygon tubing. After the diaphragm cell is filled with 

water, a one~inch piece of rubber tubing with a pinchclamp was inserted 

over the end of leg D, With the air pressure shut off, sufficient water 

head was applied to leg F from the 1eparatory funnel to force water out 

of the diaphragm cell through leg D, When water started flowing from 

leg D, the pinchclamp on the rubber tubing was shut off. 

The stopcock on leg G was then opened and the water level above 

leg Fallowed to fall below the glass tee, The separatory funnel was 

then shut off and air pressure applied to leg F. The water level in 

the flask was used to control the air pressure and sampling rate. The 

initial portion of the sample flowing from leg G was discarded. Sample 

collection in a tared weighing bottle was initiated when the first air 

bubble entered the lower compartment from leg F. Sample collection was 

terminated when the first air bubble entered leg G from the lower com­

partment, The weighing bottle was reweighed. Buoyancy corrections 

were made in an identical manner to those of the upper compartment. 

Cell compartments were calibrated to an accuracy of 0.1%. Cell compart­

ment volume calibrations are shown in Appendix E. 

The calibration procedure for the cell diaphragm was similar to 

that used by Robinson (21). The diaphragm was prepared for calibration 

by flushing with distilled water, acetone, and ether, and oven-drying 

at 220°F. for twelve hours. Ambient temperature was measured during 

syringe weighing and during water addition to the diaphragm for buoy­

ancy corrections. The buoyancy correction for diaphragm calibration is 

similar to that used for compartment volume calibration. A brief des­

cription of the diaphragm buoyancy correction, delineating differences 



from the met}:lod used for diaphragm compartments, is given in Appendix 

F. Cell diaphragm volumes were calibrated to within ±0.01 ml. The 

calibrations are shown.in Appendix G. 

A.2. Leveling the Diaphragm 

A leveling procedure was used to insure that the diaphragms were 

level when the cells were in operation. The cell support was removed 

from the oil bath and placed on a laboratory table. The cell.support 

was leveled using a carpenter's level and the leveling screws tl).rough 

each corner. The six diaphragm cells were placed in the individual 
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cell holders. The free set screw in the cell holder was then tightened 

against the diaphragm cell wall to hold the cell in place. A cathetome­

ter was used to check the level of _both the upper and lower surfaces 

through all three windows in the cell holder. If any deviation from a 

level diaphragm surface was observed, the positions of the permanent 

set screws were adjusted until the diaphragm was level when the free 

set screw was tightened, The cell support was replaced in·the oil.bath 

and again.leveled using the carpenter's level and the tightening screws. 

When a.diaphragm cell was placed in its respective cell holQer and the 

free set.screw tightened, a level diaphragm surface was assumed. 

A.3. Stirring Rate 

The stirring rate in the diaphragm cell was cqntrolled by varying 

the speed of the motor controller connected to the control gear motor 

drive. The speed of the central gear was measured by timing with a 

stopwatch the speed of the locking nut on the bushing connecting the 

drive shaft to the variable-speed motor. The speed of the individual 
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ring gears and the corresponding speed of the diaphragm stirrers was 

determined from the gear ratio between the central gear and the ring 

gears. Operation of the diaphragm stirrers was observed to insure that 

one revolution of the stirrer was obtained for each revolution of the 

ring gear. The stirring rate of the diaphragm stirrers was set at 85 

rpm and maintained at. this value for .all experimental runs in this 

study. 

A, 4. Preparation of Solutions 

A O. lN pqtassium chloride solution was prepared by accurately 

weighing 14.9110 grams of KCl on the Voland.and Sons balance. This ma­

terial was then dissolved in distilled water in a 2000-ml Erlenmeyer 

flask and distilled water added to make 2000 ml of solution. This solu­

tion was used for the cell constant calibration runs. 

Twenty-one 1-ml samples of uranyl nitrate solution ranging from 

0.02M to 2.00M were prepared by accurately weighing the required 

amounts of uranyl nitrate hexahydrate on the Voland and Sons balance 

and dissolving the weighed material in sufficient distilled water to 

make 1 ml of solution. These samples were used to calibrate the 

refractometer. 

Uranyl nitrate solutions. used for the experimental runs were pre­

pared by weighing sufficient uranyl nitrate hexahydrate to make 200 ml 

of solution with an approximate concentration of 3.0M, Lower concen­

trations were then obtained by dilution. Concentrations were then 

measured at the beginning and end of an experimental run using tq.e 

refractometer. 



29 

A.5. Filling and Sampling the Diaphragm Cells 

To fill .the diaphragm cell, the stopcocks on legs E and F were 

closed (Figure 1). Aspi:rator vacuum was applied at leg D and the lower 

compartment solution (more concentrat~d solution) was drawn into the 

lower compartment through leg G. Enough solution was drawn into the 

cell in this manner to fill the lower compartment and diaphragm and 

leave approximately one-,.half inch of solution above the diaphragm. 

Aspirator vacuum was applied to leg F to draw solution from the lower 

compartment into this leg. Leg F was completely filled with solution. 

The diaphragm cell was then degassed (See degassing procedure be­

low.). Prior to filling the upper compartment~ the diaphragm cell was 

brought to the oil bath temperature in a constant-temperature water 

bath. The solvent for the upper compartment was degassed on a hot­

plate and cooled as rapidly as possible to the oil bath temperature. 

The diaphragm cell was removed from the water bath and all liquid re­

moved from the upper compartment. The upper compartment .was filled 

with about 20 cc of the degassed solvent by applying aspirator vacuum 

at leg D and drawing liquid into the cell through leg E. This solvent. 

was used to rinse the upper compartment and was then removed and dis­

carded. 

The upper compartment was then completely filled with solvent as 

described above, and the cell was placed into the oil bath to start the 

experimental run. Temperature effects during filling were minimal. 

The room temperature-oil bath temperature difference was approximately 

2°.c., and filling of the upper compartment was completed in approxi-,. 

mately 30 seconds. 

Upon removal of the diaphragm cell from the oil bath, the upper 
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compartment was sampled first. Aspirator vacuum was applied to leg E 

and sufficient liquid removed to insure complete removal of all stag­

nant liquid in leg E. The diaphragm cell was then inverted, Air pres­

sure was applied at leg E, and upper compartment solution removed 

through leg D and collected. The diaphragm cell was placed upright, 

Aspirator vacuum was applied to leg F and sufficient liquid removed to 

insure complete removal of all stagnant liquid in leg F. Air pressure 

was then applied to leg F and lower compartment solution removed through 

leg G. Sufficient liquid from leg G was discarded to insure complete 

removal of all stagnant liquid from leg Go The remainder of the lower 

compartment solution was then discarded. 

A.6. Degassing the Diaphragm Cell 

When the diaphragm cell lower compartment was filled with solution 

as described previously, a small bubble of air remained trapped on the 

under side of the diaphragm. This air bubble was removed by degassing. 

The diaphragm cell was clamped into a beaker of silicone oil which was 

placed upon a hot.plate, The diaphragm cell was immersed to approxi­

mately the diaphragm level. The lower compartment solution was then 

brought to boiling. The boiling was continued until approximately half 

th.e lower compartment solution was forced into the upper compartment. 

A Kimwipe was placed across the top of leg D to retain any liquid forced 

out through this capillary leg and to prevent contamination of the 

silicone oil with uranyl nitrate. The diaphragm cell was removed from 

the silicone oil bath and allowed to cool to room temperature, creating 

a vacuum in the vapor space above the solution in the lower compartment 
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The vapor space was then filled completely with solution drawn through 

the diaphragm. 

A,7. Cell Constant Calibration 

The diaphragm cells were calibrat')d for the cell constant using 

O.lN potassium chloride solution. The potassium chloride was used as 

the lower compartment solution and distilled water as solvent in the 

upper compartment, Each cell was filled as described previously. The 

cell was inserted into the oil bath as soon as the upper compartment 

was filled with solvent, The timing of the experimental run is de­

scribed :in the next section, 

For making calibration weighings, 100-ml weighing bottles and caps 

were carefully cleaned with cleaning soluti.on (concentrated sulfuric 

acid with dissolved sodium dichromate), distilled water, and acetone 

and dried in an oven at approximately 105°c. The oven temperature was 

then increased to approximately 260°c. After cooling, the weighing bot­

tles and caps were then weighed on the Mettler balance in a prescribed 

manner. Four weighing bottles and caps were wiped clean with a moist 

chamois cloth, placed inside the balance and allowed to reach equili­

brium with the ambient temperature for approximately one-half hour. 

Three of the four bottles would be used for receiving one of three 

triplicate samples from one cell compartment, The fourth weighing bot­

tle was used as a standard bottle whose weight permitted convenient 

correction of the weights for buoyancy effects, A weighing bottle was 

placed on the balance pan. A second bottle was moved to the position 

of the first bottle, Rotation was continued until all weighing bot­

tles had been moved one position. The first bottle was then weighed 



and moved to the position of the fourth bottle. This rotation proc­

dure was followed until all weighing bottles had been weighed three 

times. Both.tare and gross weighings were made in this manner. 
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At the end of.the diffusion run, the diaphragm cells were removed 

from the constant-temperature bath and sampled as described above into 

100-ml sample bottles as rapidly as possible. A 10-ml calibrated sam­

pling pipette was used to sample tqe solution and deliver the sample to 

the tared weighing bottle. Triplicate samples of each solution were 

takeno The samples were then placed in an oven to evaporate all liquid 

at 60°Co The oven temperature was then increased to 260°C. to remove 

any residual.moisture. The weighing bottles with potassium chloride 

residue were reweighed in the same manner as the empty weighing bottles. 

Cell constants were calculated by the integral diaphragm diffusion co­

efficient equation •. The calculations were made on an IBM 1620 computer. 

A program listing of this program is shown in Appendix H. 

Cell constant reproducibility was 0.8%. Lower compartment stir­

rers became damaged in two of the cells during operation and were re­

placed. Upper compartment volumes and cell constants were recalibrated 

for these two cells, For the remaining four cells, cell constants were 

checked at the end of the experimental work with potassium chloride to 

determine any attrition effects, The average deviation in cell con­

stant values was less than 0.3%0 The cell constant.calibration data 

are shown in Appendix I. 

A.8. Experimental Run Procedure 

Filling and sampling procedures are described above. The·run time 

for each cell was measured with an electric wall clock. Run initiation 
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was taken as that.time following rinsing of the upper compartment when 

sufficient solvent haq been drawn into the upper compartment to cqm­

pletely cover the diaphragm. This time was selected as a concentration 

gradient and established at this time. Elapsed time between this run 

initiation time and insertion of the diaphragm cell into the constant­

temperature bath was approximately 30 seconds. Run t~rmination was 

taken as that time when the diaphragm cell was inverted and sufficient 

sample was removed from the upper compartm~nt to remove all liquid in 

contact with the upper surface of the diaphragm. Elapsed time between 

removal of the diaphragm cell from the constant-temperature bath and 

thi~ run termination time was approximately 30 seconds. The temperature 

of the constant~temperature bath was measured approximately every 8 

hours during the experimental runs. 

A.9. Refractometer Calibration 

Twenty one 1-ml samples of uranyl nitrate solution were prepared 

as described above for calibration of the Bausch and Lomb refractometer. 

The refractive index of each calibration sample was measured in tripli­

cate. The refrac~ometer scale reading can be estimated to one part in 

14,600 or the refractive index to 0.00003 units. Uranyl nitrate con­

centra~ion was then correlated against.refractive index using least­

mean-squares regression. The standard error of estimate for the corre­

lation is Oo00468M. Calibration data and the concentration correlation 

are shown in Appendix J. 

Refractive index measurements on the compartment solutions from 

the experimental runs were measured in duplicate. The prism faces of 

the refractometer were cleaned with xylene between each reading. 



B. Capillary Cell 

The experimental proc~dure used to determine diffusion coeffic­

ients by.the capillary.cell method is outlined below. For a detail~d 

explanation of e~perimental procedures used with the capillary cell, 

reference is made to Finley ( 7) • 

1. The constant temperature bath was brought to temperature 

equilibrium. 

2, The capillary cells were cleaned with chromic acid solution, 

distilled water, and acetone, 

3, The capillary cells were charged with solute using a micro­

syringe. 
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4, The capillary cells were carefully lowered into the diffusion 

cells to initiate the diffusion runs. 

5, At the end of the diffusion runs, the samples were removed and 

prepared for scintillat.ion counting by adding the scintillation solvent. 

6. The samples were then stored for 24 hours to allow light de-

cay. 

7, The samples were then analyzed on the scintillation counter. 

C. Interferometer 

The experimental procedure used to determine diffusion coefficients 

with the interferometer is outlined below. For a detailed explanation 

of experimental procedures used with the interferometer, reference is 

made to Skinner (22). 

1. The diffusion cell, feed separatory funnels, and feed lines 

were thoroughly cleaned. 
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2. The diffusion cell was plac~d in.the constant-temperature bath 

and·the bath was brought to temperature equilibrium. 

3. The diffusion cell compartments were filled with the solutions. 

being studied. 

4. The interface was sharpened. 

5. The drain li~es were c+osed to initiate the diffusion run. 

6. The data.were obtained by photographing the diffusion gradi~ 

ents at timed .. intervals. 

7. The photographs were developed and an~lyzed. 



CHAPTER V 

RESULTS AND DISCUSSION 

A. Diaphragm Cell Experimental Data 

The raw experimental data consisting of refractive index measure-

ments of concentration and experimental run times for all 42 experiment-

al runs are shown in Appendix K. The diaphragm cell concentrations~-to 

include cT, cB, cB0 , c, and lc--and calculated integral diffusion co­

efficients for all 42 experimental runs are shown in Table I. An error 

analysis of the calculated .integral diffusion coefficients by error 

propagation was made according to the following equation: 

diS = (9) 

where: 

= 

( 
CB VTcT + VBcB + ~VDcT + ~VDcB + . )dVB 

VB+ Vn (VB+ Vn)2 

~(cT + cB) VTcT + VBcB + ~VDcT + ~VDcB 
(10) + ( )dVD 

VB+ VD (VB + VD)2 

The derivation of Equations (9) and.(10) is shown.in Appendix L. 

Error analysis of all 42 experimental runs yielded an error in the 
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TABLE I 

DIAPHRAGM CELL INTEGRAL DIFFUSION COEFFICIENTS 

Run Set 1 

Run 
C'l' CB CBo c rc Dxl06 

No. 

111 0.5870 0.9395 1.5748 0.7553 0.8691 8 •. 414 

112 0.0052 0.0327 0.0381 0.0133 0.1353 4.316 

113 0.3344 o. 7107 1.0719 0.5141 o. 7170 9.009 

114 0.0750 0.1290 0.2101 0.1008 0.3175 8.902 

115 0.2326 0.5227 o. 7739 0.3712 0.6093 8.692 

121 0.0522 0.1413 0.1952 0.0958 0.3096 8.245 

122 0.1495 0.3453 0.4997 0.2453 0.4953 8.618 

123 0.0321 o. 0627 · -0,0958 0.0470 0.2169 8.000 

124 0.7016 1. 8014 2.5254 1.2398 1.1135 7. 873 ·. 

131 0.6164 0.9493 1. 5696 0.7816 0.8841 8. 717 

132 . 0.0047 0.0321 0.0367 0;0183 0.1353 3.890 

133 0.3452 0.7563 1.1028 0.5491 0.7410 8.492 

134 0.0821 0.1512 0.2337 0 .1164 0.3412 7.973 

135 0.2590 0.5548 0.8148 0.4057 0.6370 8. 975 

141 0.0434 0.1474 0.1877 0.0969 o. 3113 7.703 

142 0.1653 0.3614 0.5156 0.2662 0.5160 8.329 

143 0.0403 0.0677 0.1054 0.0544 0.2333 8.823 

144 o. 7721 1. 7826 2.5022 1.2921 1. 136 7 8.041 

151 0.7486 1.4236 2.1382 1. 0920 1.0450 9.215 

152 0.1047 0.2224 0.3223 0.1646 0.4057 9.087 

153 0.0037 0.0108 0.0143 0.0073 0.0855 4.821 
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TABLE I (CONTINUED) 

Run 
No. CT CB. CBo c. v'c° Dxl06 

161 0.7090 1.3558 2.0986 1.0228 1.0113 5.744 

162 0.1012 0.2262 0.3321 0.1619 0.4023 8.185 

163 0.0037 0.0104 0.0142 0.0069 0.0833 4.839 

Run Set 2 

211 0.0686 0.1274 0.2012 0.0968 o. 3111 8.720 

212 0.1178 o. 2977 0.4241 0.2040 0.4516 9.460 

213 0.15601 0.3044 o. 4722 o. 2271 0.4766 8.951 

22.1 0.1807 0.4598 0.6463. 0.3173 0.5633 9.008 

222 0.1759 0.4541 0.6356 0.3120 0.5586 8.862 

223 0.2255 0.6447 0.8772 0.4306 0.6562 8.934 

231 0.2635 0.7959 1.0596 0.5276 o. 7264 8.988 

232 0.2651, o. 7877 1.0531 0.5244 0.7241 9.150 

233 0.3333 1.0242 1. 3578 0.6761 0.8223 8.803 

241 · ·0,3430 1.1359 1.4544 0.7510 0.8666 9.189 

242 0.3304 1.1650 1. 4715 0.7599 o. 3717 8.590 

243 0.3963 1.3399 1. 7079 o. 8819 0.9391 8.883 

251 0.4849 1.3295 1. 7920 0.9141 0.9561 8.682 

252 o. 6472 1.2908 1. 9100 0.9743 0.9870 8.618 

253 0.3999 1.6740 2.0533 1.0470 1.0234 8.530 

261 0.3985 2.2296 2.6399 1. 2866 1.1343 7.577 

262 0.4183 2.2456 2.6771 1. 3047 1.1422 7.907 

263 0.4401' 2.2920 2.7464 1.3384 1.1569 8.129 
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integral diffusion coefficient, ~. of 0.501 x 10-6 cm2-sec:l, or an 

average error of 9,80% of the calculated .integral diffusion coeffi-

cients ,. This error analysis was biased by four experimenta~ runs--

112/132/153/163--as these runs were cqnducted .at concentrat~ons.below 

0.05 molar. These four runs.were excluded from subsequent ev4luations 

because Stokes (18) has proved that diaphragm.cell measurements yield 

erroneous results at concentrations below 0.05 molar with tQe error in-

creasing at -.more, dilute concentrations, Error analysis of. the remain-

ing 38 experiment;:al runs yielded an.erro:c:-, dD, of 0.147 x 10-6cm2-sec-1, 

or an average·error of 1.74% of the calculated integral diffusion co-

efficients. 

The diaphragm cell,data were.then.averaged according to av:erage 

concentration as shown in.Table II. The average deviation in the in-

tegral diffusion coefficients ranged from 0.073 x 10-6 to 0.451 x 10-6 

cm2-sec-l. These deviations averaged-0.238 x 10-6 cm2-sec-l for all 

experimental values obtained·from averaging two or more·experimental · 

runs (excludes experimental runs 134, 233, 252 and 124). 

B. Comparison With Other Diaphragm Cell Data 

The integral diffusion coefficients shown in Table II are.- compared 

with .those of Ondrejcin (18) in Figure 4. These values are plotted as 

a function of.v'cBo· (The·integral diffusion coefficients are.not com-
~ ., 

pared as a function of v'c since Ondrejc:i.n presents only initial concen-

trat;:ion data,) Limiting diffusion coefficients and slopes calculated 

from both limiting equivalent conductivities discussed in Chapter .II 

are also shown in Figure 4. 

Ondrejcin states that the average coefficient of variation of 
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TABLE II 

DIAPHRAGM CELL AVERAGE INTEGRAL DIFFUSION COEFFICIENTS 

Runs If. 
Average 

CT CB cBo c Dxl06 Deviation 
Averaged in D 

123/143 0.0362 0.0652 0.1006 0.0507 0.2253 8.412 0.412 

121/211/ 0.0598 0.1360 0.1985 0.0976 0,3124 8.410 0.436 
141/ 114 

134 0.0821 0.1512 0.2337 0 .1164 0.3412 7.973 

162/152 0.1025 0.2243 0.3272 0.1632 0.4040 8.636 o. 451 

212/213 0.1369 0.3010 0.4481 0.2155 0.4643 9.205 0.255 

122/142 0.1574 0.3534 0.5076 0.2558 0.5057 8.474 0.144 

222/221 0.1783 0.4569 0.6410 0.3147 o. 5610 8.935 0.073 

115/ 135/ 
0.2390 0.5741 0.8220 0.4025 0.6344 8.867 0.117 223 

113/232/ 0.3020 0.7626 1.0719 0.5288 o. 7273 8.909 0.209 231/133 

233 0.3333 1.0242 1. 3578 0.6761 0.8225 8.803 

241/ 111/ 
0.4692 1. 0474 1.5176 0.7620 0.8729 8. 728 0.231 242/131 

243/251 0.4406 1. 3347 1. 7499 o. 8980 0.9476 8. 782 0.101 

252 0. 64 72 1. 2908 1. 9100 0.9743 0.9870 8.618 

161/253/ o .. 6192 1.4845 2.0967 1.0540 1. 026 7 8.830 0.254 151 

124 0.7016 1. 8014 2.5254 1. 2398 1.1165 7.873 

261/144/ 0. 5072 2.1374 2.6414 1.3055 1.1426 7.914 0.172 
262/263 

Average Reproducibility = 2.59% 
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uranium diffusion coefficients in his work is 4.8%. For comparison, 

the coefficient of variation was calculated for the integral diffusion 

coefficients shown in Table III. (The coefficient of variation is cal-

culated only for those integral diffusion coefficients obtained from 

averaging two or more experimental runs. Experimental runs 134, 233, 

252 and 124 are not included in.these calculations.) The calculated 

coefficients of variation are shown in Table III. The average coeffi-

cient of variation is 3.8%, This value indicates improved experimental 

reproducibility when compared to Ondrejcin's coefficient of variation 

of 4.8%. 

No attempt is made here to establish the presence or valu~ of a 

minimum diffusion coefficient at low concentration. However, for the 

integral diffusion coefficients obtained in this study, a minimum may 

exist in the concentration range cB = 0 .·10-0. 30. An increase in the 
0 

integral diffusion coefficient toward the limit.ing diffusion coefficient 

D0 = 10.226 x 10-6 could possibly occur at concentrations lower than 

cB = 0.10. Inclusion of Ondrejcin's value of D = 7.8 x 10-6 at cB 
0 0 

0.20 indicates a minimum may exist at everi lower concentrations with 

possible increase toward the limiting diffusion coefficient D0 = 8.722 

x 10-6 . However, it is noted that c for Ondrejcin's experimental point 

at cB 0.20 is probably near the recommended concentration lower 
0 

limit for diaphragm cell operation. 

C. Comparison With Capillary Cell Integral 

Diffusion Coefficients 

The diaphragm cell integral diffusion coefficients are compared 

with the capillary cell integral diffusion coefficients obtained by 
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TABLE III 

COEFFICIENT OF VARIATION FOR DIAPHRAGM CELL 
INTEGRAL DIFFUSION COEFFICIENTS 

Runs i5x106 Coefficient of 
Averaged Variation 2 % 

123/143 8.412 6.9 

121/211/ 141/ 114 8.410 6.4 

134 7.973 

162/1,52 8.636 7.4 

212/213 9.205 3.9 

122/ 142 8.474 2.4 

222/221 8. 935 1. 2 

115/ 135/223 8.867 1. 7 

113/232/231/ 133 8.909 3.2 

233 8.803 

241/ 111/242/ 131 8. 728 3.8 

243/251 8.782 1. 6 

252 8.618 

161/253/151 8.830 4.0 

124 7.873 

261/144/262/263 7.914 3.1 

Average Coefficient of Variation= 3. 8% 
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Finley (7) in Figure 5, Finley's results show a distinct minimum in 

the range v'c = 0.30-0.50. As shown in Figure 5, this minim1,1m does not 

appear to be supported by the diaphragm cell results. Further comment 

on this discrepancy is here deferred until subsequent results on the 

derivation of differential diffusion coefficients are discussed. 

D. Diaphragm Cell Differential Diffusion 

Coefficients 

The method of Stokes (27) for deriving differential diffusion co-

efficients from integral diffusion coefficients is shown in Appendix B. 

A definition basic to Stokes' method is the relationship between the 

two diffusion coefficients. The exact dependency of fl with time is 

given by the following equation: 

-
D (11) 

In Stokes' method, however, the integrand in Equation (11) is treated 

as having a constant value equal to its value when the upper and lower 

compartment concentrations are halfway between their initial and final 

values. The relationship between the differential .diffusion coeffi-

cient D and the integral diffusion coefficient D is then given by the 

following equation: 

-
D 

where: 

and: Cir{' = 2 

(12) 

(13) 
(14) 
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Stokes (27) has shown that use of Equation (12) is not in error by more 

than 0.02%. 

The initial step in.deriving differential diffusion coefficients 

by the method of Stokes (27)--curve-fitting of D.as a function of cB -­
o 

was used to find the best multiple linear regression model for f~rther 

work. Several multiple linear regression models were tested. A cubic 

equation including a square-root term was selected as shown below: 

i5 = Do + p cBO ' 5 + Q cBl • 0 + RcB2 , 0 + S 3 • 0 
o o o cBo (15) 

Details of.model testing are discussed in Appendix M. 

The regression equations of Das a function of cB which are used 
0 

to derive differential diffusion coefficients appear below. Using D0 = 

10. 226 x 10-6 : 

(16) 

(17) 

The next step in the method of Stokes (27) was to use Equations 

(16) and (17) to estimate values for De II atcm"· These values were then 
m 

used to calculate i\ , according to the following equation: 
m 

-
D Cent) (i5 - i5c11) 

C I Lil 
m 

(18) 
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The values for D were curve-fitted as a function of cm using regres­
cm 

sion model (15). The resulting regression equations are shown in 

Figure 6 and are as follows: 

(19) 

(20) 

The data values for Dem' obtained through use of Equations (16) and (17) 

and used in the multiple linear regression are also shown in Figure 6, 

Equations (19) and (20) were then used to re-estimate Dem" and Dem' 

was recalculated using Equation (18). 
-

The values for De, derived from 
m 

this second trial remained essentially constant. The values for De , 
m 

-
for both trials are shown in.Table IV, The values for DCm, from this 

second trial were then curve-fitted as a function of cm'· The resulting 

regression equations, with the values for Dem obtained with Equations 

(19) and (20) are shown in Figure 7 and are as follows: 

(21) 

(22) 

Equations (25) and (26) were then used to calculate tQe differen-

tial diffusion coefficients according to tqe following equation: 
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TABLE IV 

CALCULATED VALUES FOR DC I DERIVED FROM DIAPHRAGM CELL DATA 
m 

Dem' Deriv~d 
10-6 

Dem' Derived 
Using Do= 10.226 x Using Do= 8.722 x 10-6 

Cm' Trial 1 Trial 2 Trial 1 Trial 2 

0.0829 8.594 8.596 8.425 8.423 

0.1673 8.524 8,529 8.414 8.413 

0.1925 8.176 8.184 8.067 8.067 

0.2757 . 8.672 8.681 8.591 8.592 

0.3746 9. 115 9.108 9.055 9.056 

0.4305 8.508 8.520 8.456 8.458 

0.5489 8.882 8.894 8.844 8.846 

0.6980 8.807 8.822 8.783 8.786 

0.9172 8.834 8.850 8.824 8.827 

1.1910 8,752 8.766 8. 746 8.750 

1. 2825 8.670 8.690 8.677 8.682 

1.5423 8. 729 8.744 8.733 8.736 

1.6004 8.584 8.606 8.599 8.605 

1.7906 8.763 8.782 8. 775 8.780 

2.1634 7 .972 7 .989 7.983 7. 987 

2.3894 7 .967 7.980 7 .972 7.975 
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(23) 

dDc , 
The term ___ m __ is easily calculated by differentiation of Equations (21) 

de. 

and (22). The calculated values for the differential.diffusion coef-

ficients are shown in Table V. 

The differential diffusion coefficients shown in Table VI were then 

curve-fitted as a function of c according to the foll9wing regression 

model: 

D • D0 + PcO.S + Qcl.O + Rc2.0 + Sc~.o (24) 

The calculated limiting diffusion coefficients were also used as input 

data in the multiple linear regression. The resulting regression equa-

tions, along with tli,e differential diffusion coefficients as shown in 

Table VI, are shown in Figure 8 and are as follows: 

n 10.222 x 10-6 - 11.914 x 10-6co.s + 20.410 x 10-6c1.o 

(25) 

n = 8.719 x 10-6 - 3.362 x 10-6co.s + 8.109 x 10-6c1.o 

(26) 

Standard errors of estimate for Equations (25) and (26) are comparable--. 

0.026 for Equation (25) and 0.025 for Equation (26), Differential dif-

fusion coefficients calculated from equations (25) and (26) are com­

parable except .at values of v'c less than approximately 0.3 where the 

effect of the limiting diffusion coefficient used in the multiple 

linear regression is realized. Both Equations (25) and (26) show a 



TABLE V 

CALCULATED DIFFE.RENTIAL ,DIFFUSION COEFFICIENTS DERIVED FROM 
DIAPHRAGM CELL DATA 

c D Derived D Derived 
Using D0 =10.226xlo-6 · Using D~=9.722xlo-6 

0.0507 8.524 8.350 

0.0976 8.373 8.407 

0.1164 8.367 8.439 

0.1632. 8.412 8.529 

0.2155 8.527 8.640 

0.2558 8.627 8. 720 

0.3147 8. 777 8.828 

0.4025 8.981 9.028 

0.5288 9.188 9.085 

0.6761 9.275 9.126 

0.7620 9.250 9.040 

o. 8980 9.002 8.993 

0.9743 8.968 8.899 

1,0540 8.797 8. 778 

1..2398 8.289 8.415 

1.3055 8.106 8.270 

52 
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TABLE VI 

NUMERICAL SOLUTION OF FICK'S SECOND LAW FOR CAPILLARY CELL DATA 
UTILIZING FINLEY'S EQUATION 

D • 8.7379 x 10-6 - 24.463 x 10-Gc0.5 + 39.566 x 10-Gcl.O 

- 17,857 x 10-6c2 •0 + 3.355 x 10-6c3·0 

Experimental Calculated % Experimental Calculated 
Co Fin4l Final Error c c Concentration Concentration 

0.05 0.022 0.022 0.0 0.036 0.036 

0.25 0.114 0.120 +5.3 0.182 0.185 

0.50 0.228 0.239 +4. 8 0.364 0.3695 

0.60 0.260 0.283 +8. 8 0.430 0.4415 

o. 71 · 0.292 0.329 +12. 7 0.501 0.5195 

0.75 0.307 0.346 +12. 7 0.5285 0.548 

0.86 0.346 0.390 +12. 7 0.603 0.625 

1.00 0.409 0.444 +8.6 0.7045 o. 722 

1.50 0.620 0.623 +o. 5 1.060 1. 0615 

Average Deviation in Calculated Final Concentration 0.0217 

Average Deviation in Calculated Average Concentration = 0.0108 

% 

Error 

00.0 

+1.6 

+1.5 

+2. 7 

+3. 7 

+3.7 

+3. 7 

+2. 5 

+0.1 
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minimum at low concentrations. However, the values of these minimums 

are in the range 8.3-8.4 x 10-6 , do not differ widely from diaphragm 

cell integral diffusion coefficients in this concentration range~= 

0.2-0.4, but still differ significantly from the minimum exhibited by 

the capillary cell integral diffusion coefficients (see Figure 5), 
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A decision as to which of the above two equations more accurately de­

scribes the diaphragm cell differential diffusion coefficients is de­

ferred until other.diffusion coeffic~ent data.are examined. 

Both.equations curve upward at low concentration following the 

theory of dilute solutions. However, neither equation has a limiting 

slope as sharp as that predicted by the Harned and Owen equation (12). 

Diffusion coefficients in the concentration range~= 0.4-0~8 increase 

with concentration increase. This effect may be the result of ionic 

interactions--the electrophoretic effect and relaxation effect-­

discussed in Chapter II. 

E. Interferometer Differential Diffusion 

Coefficients 

Interferometer differential diffusion coefficients previously ob­

tained (29) were examined by curve-fitting. These differential dif­

fusion coefficients are shown in Appendix N. On the basis of the re­

sults obtained with the diaphragm cell data, multiple linear regression 

models used included the square-root.term. Since the interferometer 

data were obtained at low concentrations, a quadratic regression model, 

was also examined. The regression models utilized include regression 

model (24) and the quadratic regression model as shown below: 

D = Do+ Pc0.5 + Qcl.O + Rc2,0 (27) 
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The differential diffusion coefficients were curve-fitted with the 

calculated limiting diffusion coefficients, D0 • 10.226 x 10-6 and D0 • 

8.722 x 10-6 , included as input,data. Because of the value of the 

differential diffusion coefficient D • 10.40 at very low concentration, 

the interferometer data were also curve-fitted without use of .a limiting 

diffusion coefficient. The resulting multiple linear regression equa-

tions .are shown in Figures 9 and 10. The differential diffusion c9ef-

ficients used in the regressions are also shown. 

As anticipated because of the high value of D = 10.40 at very low 

concentration, the regression equation derived using regression model 

(24) with D0 • 8. 722 x 10-6 as an input data value contains a positive 

limiting slope. In addition, a distinct discontinuity exists at le• 

0.01. This particular regression equation is excluded from further con-

sideration. 

All remaining regression equations show very erratic movement. As 

shown in Figure 9, the two remaining regression equations derived with 

the cubic regression model (24) show an inflection point in the cqncen­

tration le= 0.03-0.06, a minimum in,the range le= 0.20-0.25, and a 

maximum in the range le= 0.29-0.32. All these variations in the shape 

of the regression equations occur within a narrow concentration band. 

The values of the minima exhibited with these two regression equations 

are intermediate between the minima obtained with the diaphragm cell 

differential diffusion coefficients and the capillary cell integral dif-

fusion coefficients. This result in itself may not be unusual, but the 

minima shown in Figure 9 occur at concentrations much lower than ob-

served with the diaphragm cell and capillary cell data. One conclusion 

may be that too many terms were used in the cubic regression mode1(24). 
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This possibility was the basis for additionally examining the quadratic 

regression model (27). 

As shown in Figure 10, little if any improvement is obtained with 

regression model (27). The regression equation which includes the cal­

culate.cl limiting diffusion coefficient D0 • 8. 722 x 10-6 as input data 

in the r~gression shows wide variations from calculated limiting values. 

The derived limiting diffusion coefficient is 9.203 x 10-6 • The derived 

limiting slope is -0.194 x 10-6 as compared to tqe calculated limiting 

value of -17,968 x 10-6, The regression equation which includes the 

limiting diffusion coefficient D0 • 10,226 x 10-6 as input data again 

shows the inflect.ion at very low concentration but does not .exhibit a 

maximum as obtained with regression model (24). The regression equa­

tion which does not include a value for the limiting diffusion coeffi­

cient as input data in the regression is very similar to that obtained 

with regression model (24) as shown in Figure 9, 

Since the regression model containing fewer terms still yielded 

regression equations which exhibited erratic behavior, it was concluded 

that insufficient interferometer differential diffusion coefficient data 

are available to apply multiple linear regression. The interferometer 

data are hereafter used only for comparison purposes. 

F. Capillary Cell Diffusion Coefficients 

Capillary cell diffusion coefficients obtained by Finley (7) were 

examined. The capillary cell integral diffusion coefficients are shown 

in Appendix 0. 

Finley's derived equation for the capillary cell differential 

diffusion coefficient is shown as follows: 



60 

D = 8.7379 x 10-6 - 24.463 x 10-6c0 • 5 + 39.566 x 10-6cl,O 

(28) 

Finley obtained Equation (28) by first applying multiple linear re­

gression to the capillary cell integral diffusion coefficient data us­

ing the following regression model: 

n • Do - Pco.s + Qc1.o - Rc2.o + sc3.o (29) 

The resulttng regression equatioh was then adjusted until use of the 

adjusted equation in a numerical solution of Fick's Second Law repro­

duced the experimental .concentrations. 

The capillary cell integral diffusion coefficients were first 

curve-fitted using regression model (29) without use of a limiting 

diffusion coefficient. The resulting regression equation is shown 

below: 

(30) 

To modify Equatton (30) to Finley's equation, the value for D0 in Equa­

tion (30) requires an adjustment of 10.5%. The adjustment of the re­

maining coefficients in Equation (30) varies from 12-24%. 

The integral diffusion coefficients were then curve~fitted using 

regression model (29) and the calculated limiting diffusion coefficient 

D0 = 8.722 x 10-6, The resulting regression equation is shown below: 

D = 8.7701 x 10-6 - 13.594 x l0- 6cO,S + 23.087 x 10-6 ~1,D 

(31) 
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To modify Equation (31) to Finley's equation, the value for D0 in Equa­

tion (31) requires an adjustment of 0.4%. The adjustment of the remain­

ing coefficients in.Equation (31) varies from 8-80%. Equation (31) 

requires a smaller adju~tment in the value of D0 than does Equation 

(30) to obtain Finley's equation but a greater adjustment in the value 

of the limiting slope. 

The integral diffusion coefficients were then curve-fitted using 

regression model (29) and the calculated limiting diffusion coeffi­

cient D0 • 10.226 x 10~6. The resulting regression equation is shown 

below: 

(32) 

Equation (32) was used in the numerical solution of Fick's Second Law 

according to Finley. No adjustment of Equation (32) was required to 

accurately predict the experimental concentrations. The solution of 

Fick's Second Law via Finley's equation and Equation (32) is shown in 

Tables VI and VII, respectively, Use of Equation (32) improved the 

solution of Fick's Second Law approximately 50%. A comparison of the 

derived results is shown in Figure 11. 

The derived regression equations--Equations (30), (31) and (32)-­

and Finley's equation are shown in Figure 12. Finley's integral dif­

fusion coefficient data are also shown. All three diffusion coeffi­

cient equations obtained in this study are comparable except at 

concentrations less than!';.= 0.20. These three equations all exhibit 

a minimum but less pronounced than that shown by Finley's equation. 

Equations (30) and (31) required significant adjustment in either 
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TABLE VII 

NUMERICAL SOLUTION OF FICK'S SECOND LAW FOR CAPILLARY CELL DATA 
USING EQUATION (32) 

Experimental Calculated 
% Experimental Calculated % 

Co Final, Final 
Concentrc;1.tion Concentration Error c c Error 

0.5 0.022 0.019 -13.6 0.036 0.0345 -4.2 

0.25 0.114 0.103 -9.6 0.182 0.1765 -3.0 

0.50 0.228 0.208 -8. 8 0.364 0.354 -2.8 

0.60 0.260 0.248 -.4.6 0.430 0.424 -1. 4 

o. 71 0.292 0.291 -0.3 0.501 0.5005 -0.1 

0.75 0.307 0.307 o.o 0.5285 0.5285 0.0 

0.86 0.346 0.350 +1.2 0.603 0.605 +0.3 

1.00 0.409 0.404 -1. 2 0.7045 0.702 -0.4 

1.50 0.620 0.594 -4.2 1.060 1.047 -1. 2 

2.00 0.813 o. 778 -4.3 1.4065 1. 389 -1. 2 

Average Deviation in Calculated Final Concentration = 0.0117 

Average Deviation in Calculated Average Concentration = 0.0058 
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the ·lirniting diffusion coefficient value or limiting slope to obtain 

Finley's equation and hence a solution of Fick's Secon4 Law. Equ,tion 

(32), which u1:1ed the calcula;ed limiting diffusion coefficient D0 • 

10.226 x 10-6 as an input data value .in the curve-fitting, required no 

adjustment to yield a solution of Fick's Second Law with greater ac­

curacy than witl;l use of Finley's equation. Therefore, Equation (32) is 

presented as representing the capillary cell dif.ferential diffusion 

coefficients. Apparently, use of the newer equivalent limiting con­

ductiyities yields limi1;:ing diffusion coefficients and limiting slopes 

of greater accuracy. 

On the basis of the above. results, Equation (25), which used the cal­

culated limiting diffusion co.efficient D0 = 10.226 x 10-6 in the mul­

tiple linear regression of the diaphragm cell data, is now presented 

as representing the diaphragm cell differential diffusion coefficients. 

G. Effect of Calculated Limiting Values 

The variation in derived limiting diffusion coefficients from 

calculated.valu~s is shown in Table VIII. Derived valu~s are shown as 

obtained with the cubic regression model and with use of both calcula­

ted limiting diffusion coefficients--:Do = 10. 226 x 10-6 and D0 = 

8. 722 x 10-6 • Finley's equation is also shown. The objective in this 

table is to show which calculated limiting dif.fusion coefficient, when 

used in the curve-fitting of diffusion coefficient data, generated 

limiting values in the regression equation which more nearly repro­

duced.the calculated values. 

Variations in the derived limiting diffusion coefficient from 

calculated values are insignificant regardless of the value of .the 



TABLE VIII 

COMPARISON OF DIFFUSION COEFFICIENT CURVE-FITTING RESULTS WITH CALCULATED LIMITING VALUES 

Type of Data Doxl06 

Diaphragm Cell Data 

Use of D0 = 8.722xl0-6--Equation (26) 8. 719 

Use of D0 =10.226xlo-6--Equation (25) 10.222 

Interferometer Data 

Use of D; = 8.722 x 10-6 

Use of D0 = 10.226 x 10-6 10.360 

Capillary Cell Data 

Use of D0 =8.722~10-6--Equation (31) 8. 770 

Use of D0 =10.226xlo-6--Equation (32) 10. 207 

Finley's Correlation--D0 = 8.722 8.738 

(1) Calculated limiting values are as follows: 

0 with A1 = 31.45--D0 = 8,722/o(D) = 17.968 

with A1 = 39.9 --D0 = 10.226/o(D) = 21.059 

(2) t. = !calculated value - derived value! 

t,(2)·' 

0.003 

0.004 

0.134 

0.048 

0.019 

0.016 

% Variation From 
O(D) 11(2) % Variation From 

Calculated Value Calculated Value 

0.03 3.362 14.606 81.2 

0.04 11.914 9.145 43.4 

1.3 7 .071 13.988 66.4 

0.55 13.594 4.374 24.3 

0 .19 22.764 1.705 8.1 

0.18 24.643 6.495 36.1 

0\. 

°' 
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calculated limiting diffusion coefficient used for curve-fitting. Use 

of D0 = 10.226 x 10-6 for curve-fitting shows considerable improvement 

in the derived limiting slope for the diaphragm cell and capillary cell 

data. The interferometer data are not comparable as use of D0 = 

8.722 x 10-6 yielded a positive limiting slope. 

An attempt was made to utilize the calculated limiting slope in 

curve~fitting the diaphragm cell differential diffusion coefficients as 

shown in Table VI. Regression .model (24) was modified as follows: 

-0.5 D - D0 + o(D)c • Qcl,O + Rc2o0 + sc3,0 (33) 

Using multiple linear regression, Equation (37) was used to curve-fit 

the diaphragm cell data. The following calculated limiting values were 

used in the regression: 

= 10.226 x 10-6 / O(D) = 21.059 x 10-6 

= 8,722 x 10-6 / O(D) = 17. 968 x 10-6 

The derived regression equations were then used to calculate Dover the 

concentration range. The resulting differential diffusion coefficient 

curves are shown in Figure 13~ along with Equations (25) and (26) which 

used only the calculated limiting diffusion coefficient and not the 

limiting slope in the multiple linear regression. 

The values of o(D) derived using the calculated limiting slopes 

show a closer approximation to the calculated limiting slopes than do 

Equations (25) and (26). However, a minimum much lower. than. that .ob-

tained with Equations (25) and (26) exists at low concentration. In 

addition, a second minimum is exhibited at high concentration--v'c = 

L 05-1.10. The use of too many terms in regression model (33) may 



' u 
Q) 
II) 

~J' 
f= 
u 

ID 
0 
)( 

a 

10.226 

10.0 

9.0 

8.722 

. 8.0 

7.0 

' \ 
' ' ' ' ., 
' ' ' \ \ 

\ 
\ 

\ 
\ 

\ 
' 

\ 
'\ lJ ' /. 

b.,, r,J:J.,,,cr,, 
"'-o- ---0-cr-.lY 

\ 
\ 

I . 

. \ 

\ I 
''--'' 

··---··· DATA INCLUDES ONLY Do= 10.226 EQUATION (25) 
- DATA INCLUDES D0 = 10 .. 226 AND 8co> = 2.I.Q59 
-- DATA INCLUDES ONLY Do= 8.722 EQUATION (26) 
-·- DATA INCLUDES D = 8,722 AND 8co>= 17.968 

o D DERIVED USING Do= 10.226 
o D DERIVED USING D0 = 8. 722 

0.2 0.4 0.6 0.8 · 1.0 

-Jc, MOLAR 

Figure 13. Effect of Calculated Limiting Slope on Curve-Fitting 
of Diaphragm· Cell D::l.fferenti.~11 Diffusion Coeffi­
cients 

. 68 

1.2 



69 

have resulted in the second.minimum. However, deletion of the cubic 

term would result in a simple.quadratic model which was previously ex-

eluded from consideration. Those results agree with Finley's (7) work 

in that use of both a limiting diffusion coefficient and limiting slope 
1 

in correlation of the capillary cell data forces a deep minimum in:the 

differential diffusion coefficient. The above analysis was determined 

to be inconclusive but.may provide a basis for future study. 

H, Compari~on of Differential Diffusion 

Coefficients 

A comparison of the results obtained in this study are shown in 

Figure 14, Shown are Equation (25) describing the diaphragm cell dif-

ferential diffusion .coefficients, Equation (32) des~ribing the capil-

lary. cell. differential diffusion coefficients, Finley's equation and 

the interferometer differential diffusion coefficient data. Equation 

(25) describing the diaphragm cell diffusion coefficients shows the in-

crease.in the diffusion coefficient at.dilute concentrations as pre-

dieted by dilute solution theory. It is noted that the limiting slope 

is not as pronounced as calculated by the Harned and Owen equation (12). 

Also, the .diffusion coefficient increases with increasing concentration 

as sol.ution theory might predict. A minimum is shown by both Equations 

(25) and (32) but not nearly as pronounced as shown by Finley's equa­

tion. Finley's equation shows a minim1,1m of D = 4.9 x 10-6 at le= 0.40. 

Equation (32), which uses D0 = 10.226 x 10-6 in the multiple linear 

regression, shows a minimum at v'c = 0. 40, but the minimum value has 

increased to D = 6.5 x 10-6 • Equation (25) shows a minimum value of 

8.3 x 10-6 at le"= 0.32. 



-I u 
<I> 
rn 
I 

C\I 

I: 
u 

U) 

0 
)( 

a 

- DIAPHRAGM CELL/ MULTIPLE LINEAR REGRESSION 
. USING Do = 10. 226 x 10-s 

-- CAPILLARY CELL/ MULTIPLE LINEAR REGRESSION 

11. O USING D0 = 10.226 x 10-s 

9.0 
8.722 

7.0. 

6.0 

5.0 

------· CAPILLARY CELL/ FINLEY'S EQUATION 

0 o INTERFEROMETER DATA 

I 
I 

I 
I 

I 
I 

, , 
I 

I 

,-----------, 
~ 

, __ 
0 ,,,,,,- ---

/ ,' 
0 / ,' 

\ / / 
\ / I 
\ / / 
\ / I 
I I 

\ I 
I I 
\ I 
\ 1' 
\ I 

\ I 

'\ I 
',, ~' ......... _______ __ 

0.2 0.4 0.6 0.8 1.0 1.2 

-J'E" , MOLAR 

Figure 14. Comparison of Differential Diffusion Coefficients From 
All Experimental Methods 

70 



71 

Two main considerations are shown in Figure 14. First, Equation 

(25) describing the diaphragm cell differential diffusion coefficients 

does contain a minimum, but this minimum differs significantly from 

the minimum: in .Finley's equation. Secondly, use of the ca.lcufa ted 

limiting diffusion coef,ficient D0 = W. 226 x 10-6 yields. Equation. (32) 

c::ontaining th~ mini1t14m, ,but .the valµe o;f the_ m,:i,nii:n;um µas Jn_creased 

toward .. that shown, iil Equation (25). 

It is also noted that the interferometer differential diffusion 

~oefficients lie somewhat intermediaie between the diaphragm cell and 

c~pillary cell equations. If the interferometer diffusion coefficient 

0 • 7.74 x 10-6 at Ve• 0.2818 is neglected, the agreement between the 

interferometer results and the diaphragm cell equation is very close. 

Apparently, use of the improved calculated limiting diffusion coeffi­

cient D0 = 10.226 x 10-6 has resulted in improved agreement between re­

sults from all three experimental methods. 

I, Selective Curve-Fit Analysis 

A selective curve~fit of the diaphragm cell differential diffusion 

coefficients, interferometer differential diffusion coefficients, and. "i. 

th~ capillary cell integral diffusion coefficients was performed ac­

cording-to the regression models shown in Appendix -C. Results were too 

varied and inconclusive to discuss here and are covered in Appendix P. 

However, a minimum standard deviation and a minimum deviation from 

the experimentP1 diffusion coefficient were obtained with the data from 

all three experimental methods when the.inverse of the diffusion coef­

ficien~ 1/D, was curve-fitted as a function of concentration. Some 



additional investigation into the mathematical dependency of the dif­

fusion coefficient upon concentration appears warranted. 
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CHAPTER VI 

CONCLUSIONS AND RECOMMENDATIONS 

To describe uranyl nitrate d:l,ffusion.coef!icients as a function of 

concentration, the cubic multiple 1:1,near regression model incl~ding the. 

square-root term was confirmed. More.recent da~a for the ,uranyl ion 

lim:l,ting equivalent conductiv:l,ty were used to calcula"t:e the limiting 

diffusion coefficient. Use of this calculated diffusion coefficient 

resulted in an improved diffusion coefficient equation describing re­

sults from capillary.cell,experiments and a new diffusion coefficient 

equation ·describing results from diaphragm cell studies. The diaphragm 

cell results confirm the existence of a diffusion coefficient minimum 

at low concentration .. However, results of thiE! study have significant­

ly reduced previously observed discrepancies in this minimum betwe~n 

diaphragm cell and capillary results, 

The derivation of equations describing diffus:i,on coefficients was 

improved using a limiting diffusion coefficient--D0 = 10. 226 x 10-6 

cm2-sec~ 1--calculated with more accurat~ limiting equivalent conduc­

tivity data for the uranyl ion. The diffusion coefficient equation de­

rived from capillary cell data using multiple linear regression. is as 

follows: 

D = 10.2068 x 10-6 - 22.764 x 10-6cO.S + 32.271 x 1Q-6cl.O 

(32) 
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The above equation required no adjustment as did previous curve-fitting 

work when used in the solution of Fick's Second Law to predict experi-

mental concentrati,ons, In ad,dition, the experimental concentrat.ions 

were predicted more accurately than previous work. 

New diaphragm cell data were experimentally determined and curve-

fitted with concentration using the calculated limiting diffusion coef­

ficient D0 • 10.226 x 10-6 cm2-sec-l, The resulting diffusion 

coefficient eq4ation is as follows: 

D • 10.222 x 10-6 - 11.914 x 10-6~0·5 + 20.410 x 10-6~1·0 

- 12.941 x 10-6E2 ·0 + 3.108 x 10-6~3.0 (25) 

An equation was obtained using the calculated limiting diffusion coef-

ficient D0 = 8.722 x 10-6 cm2-sec- 1 • This equation yielded results 

comparable to those obtained with Equation (25) except at low concen~ 

trations where the effect of the value. of the calculated limiting dif-

fusion coefficient is realized. The above equation was selected as 

representing the diaphragm cell data on the basis of the improved re-

sults obtained with the capillary cell data, i.e., use of the improved 

limiting diffusion coefficient D = 10.226 x 10-6 cm2-sec-1, 
0 

Analysis of previously obtained inter:f;erometer diffusion coeffi-

cients did not yield satisfactory equations describing these data due. 

to the limited concentration range over which the diffusion coefficients 

were obtained. It was concluded that insufficient interferometer dif~ 

fusion coefficient data were available to apply multiple linear regres-

sion .. However, use of the limiting diffusion coefficient D0 = 10.226 

x 10-6 cm2-sec-l was supported. Use of the limiting diffusion coef­

ficient D0 = 8, 722 x 10-6 cm2 -sec-1 yielded a positive limiting slope 
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and was rej ec t·ed, 

Selective curve-fit.analysis yielded results which were widely 

varying and inconclusive. However, a minimum.standard deviation and a 

minimum deviation from the experimental diffusion coefficient were ob­

tained with the data from all three experimental .methods when the in­

verse of the diffusion coefficient, 1/D, was curve-fitted as a function 

of concentration.· 

Recommendations for future work in this area are listed and dis­

cussed below: 

1. · Additional.diaphragm cell and capillary cell diffus~on coef­

ficient data should be obtai~ed for additional analysis of 

these two methods. The discrepancy in the minimum diffusion 

coefficient at low concentration has been significantLy re­

duced in this study but still.· exis;ts. In addition, diaphragm. 

cell experiments should be conducted with low concentration 

differences across the diaphragm. 

2. Additional diffusion coefficient data should be obtained with 

the interferometer in the concentration range le= 0.5-1.0. 

The additional data would allow improved analysis of the vari­

ation of the diffusion coefficient with concentration. 

3. Additional multiple linear regression work should be performed 

to develop improved regression models. The selective. curve­

fit analysis used in this work could be used as a base. This 

study indicates a function of the inverse of the diffusion 

coefficient, 1/D, with concentration could be used as a 

starting point for further study. 
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4. The measurement and determination of limiting equivalent con­

ductivities and their effect on .the overall determinati.on of 

diffusion coefficients should be investigated for other elec­

trolyte solutions. 
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APPENDIX A 

CALCULATION OF INTEGRAL DIFFUSION COEFFICIENTS 

FROM DIAPHRAGM CELL DATA (20) 

., " 
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Denoting th.e diaphragm ce.11 compa~tment con,centrat:l,ons as c' and 

c'', th~ rates of concentration, change are related to th:e mass flux J (t) 

a$ follows: 

de' 
dt 

de" 
dt 

Adding equations (A-1) and (A-2): 

d(c'· - c") 
dt 

- A 
-J(t)--

VB 

= +J(t): 
T 

(A.-2) 

(A-3) 

The average value of D with respect to concentration over the concen-

tration range·c' to c" .is defined as follows: 

fi(t) = 

Combining equation,s (A-3) and (A-4): 

A 1 · 1 f t=t -= -(- + -) t=. O D(t)dt 
JI, VB VT 

Now denote the initial concentrations as QB and cT and the final 
0 0 

(A.-4) 

(A-5) 

concentr~tions as cB and CT, equation (A-5) is integrated to yield the 

following: 

A 1 1 t=t 
= -(-V + -) ft=OI>(t)dt 

JI, B VT 

Now define an average value of D(t) over time as follows: 

(A-6) 



n ... _.!_ ft n(t)dt 
t O 

in addition, denote a cell constant Sas follows: 

s 
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(A-7) 

(A-8) 

Utilizing equations (A-6) and (A-7), the integral diffusion coefficient 

becomes: 

- 1 
D = fi Jln (A-9) 



APPENDIX B 

DERIVATION OF DIFFERENTIAL DIFFUSION 

COEFFICIENTS FROM DIAPHRAGM CELL 

INTEGRAL DIFFUSION 

COEFFICIENTS (zn 

o~ 



The method.of deriving differ~ntial diffusion coefficients from 

integral diffusion coefficients is outlined below: 

1. Th~ integral diffusion coefficients, D, are regressed versus. 

CB. 
0 

83 

2. The resulting correlation is used to make a first estimate of 

De". m 

3. The resulting values for De" are used to calculate De-, m · m 

according to the following equation: 

= 

4. The calculated values of De~ are regressed versus c~. 

(B-1) 

5. This second. correlation is then used to estimate De~ which. 

are then used again in equation (B-1). 

6. Steps (4) and (5) are repeated until De~ does not change upon 

repeating the process. 

7. The final val~es of De~ are used to calculate differential 

diffusion coefficients accordiI).g to.the following equation: 

D = 
dDc, 

De' + c __ m_ 
m de 

(B-2) 
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SELECTIVE CURVE-FIT REGRESSION 

EQUATIONS 
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Listed below are the regression equations used to make a selective 

curve-fit on the diffusion coefficient data. The selective curve-fit 

will analyze a total of 36 different correlations. These cor~elations 

cortsist of 3 variations on the dependent variable Das shown below: 

1. x .. D 

2. x III l/D 

3. x = log(D) 

The independent variable, a concentration variable, is transformed ac­

cording to 12 variations as shown below: 

l. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

ll. 

12. 

y 

y 

y 

y 

y 

y 

y 

y 

y 

y 

y 

y 

= 

= 

= 

= 

= 

= 

= 

= 

= 

= 

= 

= 

c 

l/c. 

log(c) 

l/c2 

c2 
l/e 

elog(c) 

l/ec 

log(c)/c 

( 1 - c) 2 

c log (c) 

The concentration variable v'cwas also used as the independeni variable 

in tb,is study. 
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A force balance analysis of a wieghing balance yields th_e follow-

ing equality: 

actual weight of object - weight·of ,air d:l,splaced.by 

object.• actual weight of weights - weigh~ of air 

displa9ed by weights. 

In equation form: 

(D-1) 

where w0 = in~vacuo weight of object, gm 

p = den~ity, g/c~ 

a refers to air 

b refers to object.being weighed 

c refers to the weights u~ed on the.balance •. 

The apparent weight in air, Wb, of the object, is equal to the act1,1al 

weight of the weights, W~, on the balance. Substituting Wb for W~ in 

equatioll (D-1): 

(D-2) 

Dividing equatfon (D-2) by (1 - Pa/Pb) and neglecting ter111s in p~ ·and_ 

higher powers, equatioll (D-2) can be written as -follows:· 

Far a weighing bottle containing a sample: 
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(D-4) 

A sample calculation for cell Ill upper compartment volume. is illustra-

ted below: 

density of glass • 2.23 g/cc 

density of brass weights 8.4 g/cc 

The ambient temperature during the tare weighing of the weighing bottl~ 

was 21. ss0c. 

Pa at 21.55°C = 

= 

wb = 77. 3691 g 

wo 
b = 77. 3691 g 

= 77.3393 g 

Wb+s= 123.8675 g 

Calculate Ws as follows: 

(pa at 25.0oC) ( 298.18oK) 
t+273.180K 

(0.001185 g/cc)( 25.o+273.18) 
21.55+273.18 

0.001199 g/cc · 

[l + 0.001199(1/2.23 - 1/8.4)] 

0 
Ws = Wb+s - wb = 123.8675 g - 77.3993 g = 46.4682 g 

The ambient temperature during the gross weighing of the weighing bot-

tle plus the .water sample was 21. 70°c. 

Ps at 21. 70°C = o;g97337 g/c.c 

V9 = W9 /ps = 46.4682/0.997837 = 46.5689 cc 



0 
Vb = Wb/pb = 77.3393/2.23 = 34.7082 cc 

Vt = V8 + Vb = 46.5689 + 34.7082 = 81.2771 cc 

apparent pb+s .. Wb+sl\Tt "' 123.8675/81.2771 

= 

Pa at 21. 70°C = 

1. 5240 g/ cc . 

(0.001185 g/cc) ( 25.o+273.18J 
21. 7o+273.18 

• 0.001198 g/cc 

w~+s • 123.8675 g[l+0.001198(1/1.5240 - 1/8.4)] 

= 123.9468 g 

w: ... w~+s - w~ = 123.9468 - 77.3993 = 46,5475 g 

The ambient temperature d4ring sampling of the diaphragm cell was 

21.60°C. 

0 Ps at 21.60 C = 0.997860 g/cc 

V compartmeI).t 
0 

= w /p = s s 46.5475/0.997860 = 46.6473 cc 

89 

As an iterative check on the procedure, use the calculated value of W~ 

to determine Vs and the calculated value of Wb+s to determine the ap-

parent Pb+s· 

Vs = W~/ps = 46,5475/0.997837 = 46.6484 cc 

Vt = Vs+ Vb = 46.6484 + 34.7082 = 81.3556 cc 

apparent Pb+s = W~+s/Vt = 123.9468/81,3556 

1.5235 g/cc 

W~+s = 123.8675 g[l+0.001198(1/1.5235 - 1/8.4)] 

= 123.9468 g 

This value checks with the previously calculated value. Now correct 

the compartment volume to 25°c. 



Vcompartment at 25°C • Vcompartment + a(25 - t) 

where a is the volUijl.e coefficient of expansion of gl~ss 

• 0.000025 

Vcompartment at 25°c m 46.6473 + 0.000025(25 - 21.60) 

Vcompa:r;-tment at 25°c • 46.6513 cc 

90 
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TABLE IX 

DIAPHRAGM CELL COMPARTMENT VOLUME CALIBRATION DATA 

Upper compartment 
volume 2 cc cell l!l 
test h 46.5513 
test 112 46.5434 
test ii 3 46.6162 

average volume, cc 46.6036 

average deviation, cc 0.0402 

Lower compartment 
volume 2 cc* cell ti! 
test 111 42.6180 
test ti 3 42.6145 

average volume, cc 42.6163 

average deviation, cc 0.0022 

Lower compartment 
volume, cc** cell If 1 
test 111 42. 84 72 
test #2 42.8494 

average volume, cc 42.8483 

average deviation, cc 0. 0011 

Upper compartment 
volume, cc cell 112 
test Ill 50.1514 
test 112 50.1607 

average volume, cc 50.1560 

average deviation, cc 0.0046 

Lower compartment 
volume, cc cell 112 
test 111 48.0655 
test 112 48.0503 

average volume, cc 48.0579 

average deviation, cc 0.0076 
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TABLE IX (CONTINUED) 

Lower co~partment 
volume 2 cc*** cell 115 
test (11 45.6562 
test. 112 45.6831 

average volume, cc 45.6696 

average deviation, cc 0,0134 

Lower compartment 
volume! cc**** cell Its 
test 111 45.5419 
test 112 45,5526 
test 113 45. 5010 
test 114 45.6093 
test 115 45.5317 
test 116 45.5803 
test tl7 45.5775 

average volume, cc 45,5563 

average deviation, cc 0.0280 

Upper compartment 
volume, cc cell 1/6 
test Ill 48.4967 
test 112 48.4850 
test t/3 48.4817 

average volume, cc 48.4876 

average deviation, cc 0.0059 

Lower compartment 
volume, cc cell.#6 
test 111 45.6965 
test i/2 45.6401 

average volume, cc 45,6683 

average deviation, cc 0.0282 



TABLE IX (CONTINUED) 

Upper compartment 
volume 1 cc 
test 111 
test 112 

average volume, cc 

average deviation, 

Lower compartment 
volume 2 cc 
test Ill 
test 112 

average volume, .cc 

average deviation, 

Upper compartment 
volume 2 cc 
test 111 
test If 2 

average voluI11e, cc 

average deviation, 

Lower compartment 
volume, cc 
test ffl 
test 112 

average volume, cc 

average deviation, 

Upper compartment 
volume, cc. 
test 111 · 
test 112 

average volu~e, cc 

cc 

cc 

cc 

cc 

cell.113 
45.5654 
45.6062 
45.5858 

0.0204 

cell 1f 3 
44.8690 
44.8932 
44, 8811 

0.0121 

cell lf4 
47.5517 
47,5462 
47.5490 

0.0028 

cell /14 
50.4457 
50.3941 
50.4199 

0.0258 

cell If 5 
44.1057 
44.0749 
44.0903 

average deviation, cc 0.0154 
*Data taken prior to stirrer replacement :in cell ff 1. 

**Data taken after stirrer replacement in cell Ill. 
***Data taken prior to stirrer replacement in cell /15. 

****Data taken after stirrer replacement in .cell /15. 
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The buoyancy correction used for calibration of the cell diaphragm 

is similar to that used for the cell compartment volumes, and a detail­

ed listing of the equations.used here would be redundant •. A descrip­

tion on the procedure used is outlined below to illustrate tqe differ'"'. 

ences from the procedure used for the compartment volume calibrations. 

(a) The in-vacuo weight,and volume of the empty syringe were de­

termined according to the procedure used to determine the in-vacuo 

weight and volume of the empty weighing bottle. 

(b) Prior to water addition to a cell diaphragm, the volume of 

the water contained in the syringe was determined according to the pro'"'. 

cedure U$ed to determine the volume of the compartment sample in the 

weighing bottle. 

(c) After the addition of water to the diaphragm, the volume of 

the water remaining in.the syringe was determined as in step (b). 

(d) The volume of the diaphragm was then taken as the difference 

in the volumes, determined in .. steps (b) and (c). This volume was then 

corrected to 25°c. 
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TABLE X 

DIAPHRAGM CELL DIAPHRAGM VOLUME CALIBRATION DATA 

Cell Diaphragm Volume, cc Average 
Test 111 Test 112 Test 113 Average Deviation, cc 

Cell.Ill 0.3447 0.3407 0.3400 0.3418 0.0019 

Cell 112 0.3107 0.3125 0.3098 0 0 3110 o. 0010 

Cell 113 0.3358 o. 3272 o. 3271 0.3300 0.0038 

Cell 114 0.3481 0.3529 0.3558 0.3523 0.0028 

Cell 115 0.3492 0.3495 0.3512 0.3500 0.0008 

Cell 116 0.4303 0.4239 0.4267 0.4270 0.0022 



APPENDIX H 

CELL CONSTANT COMPUTER PROGRAM 



20 FORMAT (F 10. 6, FlO. 6, FlO. 6, FlO. 6, FlO. 6, FlO. 6) 
21 FORMAT (Fl0.6,Fl0.6,Fl0.6,Fl0.6) 
47 FORMAT(3X12HCELL NUMBER, ,2X12,6X11HRUN NUMBER, ,2X12) 
48 FORMAT (3X30HCELL CONSTANT BETA, PER SQ CM,,F9.5) 
1 READ20,CELNO,RUNNO,VU,VL,VD,PV 

READ21, SU, SL,DS, THETA 
DI:MENSIONWBT(8),WBG(8),SBT(B),SBG(8),WR(8) 
NL•SL 
NU-SU 
NC•CELNO 
NR=RUNNO 
N=NU+NL 
D02I=l ,N 
READ21,WBT(I),WBG(I),SBT(I),SBG(I) 

2 WR(I)=((WBG(I)-WBT(I))-((SBG(I)-SBT(I))*(WBT(I)/SBT(I)))) 
SUM=O.O 
D03I=l,NU ·. 

3 SUM=SUM+WR(I) 
WRAU=SUM/SU 
TUM=O.O 
J=l+NU 
D06I=J,N. 

6 TUM=TUM+WR(I) 
WRAL=TUM/SL 
ROU2=10.0*WRAU*0.997044/(PV*DS) 
ROL2=10. O*WRAL*80. 997044/ (PV*DS) 
ROL1 .. (VI*ROL2+VU~ROU2+0.5*VD*(ROL2+ROU2))/(VL+0.5*VD) 
CLM=SO. O* (ROL1+ROL2) 
CUM=50.0*ROU2 
AO=l. 9632978 
Al=0.3816442 
A2=0.7358143 
A3=0.6834361 
A4=0.2210123 
DAM=AO-O.l*Al*CLM+O.Ol*A2*(CLM**2)-0.00l*A3*(CLM**3) 
DBM=A4*0.000l*(CLM**4). 
DLM=DAM+DBM 
DCM=AO-O.l*CUM+O.Ol*A2*(CUM**2)-0.001*A3*(CUM**3) 
DDM=0.0001*A48(CUM**4) 
DUM=DCM+DDM 
RC=CUM/CLM 
DBAR=(DLM-RC*DUM)/(1.0-RC) 
DELR2=ROL2-ROU2 
.ANTI•ROL1/DELR2 
TOP=LOG (.ANTI) 
BETA=TOP / (DBAR*THETA) 
PRINT47 ,NCNR 
PRINT48,DELTA 
PAUSE 
GO TO. 1 
END 

100 
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TABLE XI. 

CELL CONSTANT CALIBRATION DATA 

Cell· Cell Constant.S, cm-2 
Test Ill Test 112 Avera e 

% 

Cell Ill * 0.12597 0.12664 0.12630 

Cell ti 1 ** 0.12509 0,12323 0.12416 

Cell 112 0. 11848 0.11778 0. 11813 

Cell II 3 0.12648 0.12626 0.12637 

Cell 114 0.12680 0.12557 0.12618 

Cell 115 * 0.12070 0.12027 0.12049 

Cell 115 ** 0.121.24 0.12111 0.12118 

Cell 116 0.12938 0.13001 0.12970 

Cell Cell Constant at .End of Stuc;ly 
S, cm-2 % Change 

Cell 112 0 .11827 +0.12 

Cell 113 0.12681 +0.35 

Cell 1/4 0.12680 +0.49 

Cell 115 0.12971 +0.01 

*Data taken prior to stirrer.replacement in cells 1/1 and #5. 
**Data taken after stirrer replacement in cells 1/1 and 1/5. 

102 

deviation 

0.27 

0.76 

0.30 

0.08 

0.49 

0.18 

0.05 

0.25 
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REFRACTOMETER CALIBRATION DATA 



The refractometer calibration datij are tabulated in Table XII. 

The calibration equation is given below: 

104 

C • -14.49132 - 7.19107.3 (RI)+ 13.553 (RI)2 (J-1) 

Standard.error of estimate = 0.00468 M 
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TABLE XII 

RE.FRACTOMETER CALIBRATION DATA 

Uranyl Nitrate Refract;ive 
Concentration, M Index 

o.o 1.33268 

0.01995 1.33348 

0.03995 1. 33414 

0.05613 1. 33461 

0.06054 1. 33487 

0.08000 1.33568 

0 .10106 1.33622 

0.21221 1.34022 

0.29921 1. 34310 

0. 39811 1.34659 

0.44899 1. 34827 

0.50013 1.35010 

0.60381 1. 35350 

0.70169 1. 35680 

0.904736 1. 36373 

1.00207 1. 36 717 

1.13623 1.37150 

1. 2996 78 1. 37662 

1.49998 1.38345 

1. 61202 1.38720 

1. 81182 1. 39388 

2.00678 1. 39965 
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TABLE XIII 

DIAPHRAGM CELL EXPERIMENTAL DATA 

Run Set 1 

Run RIT RIB Run Time, 
No. Sec. 

111 1.35292 1.36481 1,407,085 

112 1.33300 1.33395 597,615 

113 1.34431 1. 35710 918,905 

114 L33541 1.33727 1,207,332 

115 1.34083 1. 35074 892,665 

121 1. 33462 1. 33770 803,940 

122 1. 33798 1. 33.469 918,942 

123 L 33393 1.33499 1,207,696 

124 1.35680 1. 39836 892,662 

131 L 35392 1. 36514 1,406,485 

132 1. 33298 1. 33393 597,408 

133 L 34468 1. 35864 918,403 

134 1.33566 1. 33804 1,207,973 

135 1. 34174 1. 35182 892,442 

141 1.33432 1. 33790 605,735 

142 1. 33852 1. 34524 918,610 

143 1.33422 1. 33516 1,209,369 

144 1. 35918 1.39275 892,475 

151 1.35838 1.38094 1,037,295 

152 1.33644 1.34048 919,197 

153 1. 33295 1. 33319 1,208,672 

161 1.35705 1. 37869 1,036,583 
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TABLE XIII (CONTI~UED) 

Run RIT RIB Run Time, 
No. Sec •. 

162 1.33632 1.34061 919,452 

163 1.33295 1.33318 1,208,702 

Run Set 2 

Run RIT RIB Run Time, 
No. Sec. 

211 1. 33519 1. 33722 1, 135, 284 

212 1.33689 1.34306 729,081 

213 1,33820 1.34329 1,040,438 

221 1,33905 1,34859 788,301 

222 1.33889 1. 34845 788,485 

223 1. 34057 1.35488 698,427 

231 1. 34189 1.35998 604, 968 

232 1. 34194 1.35971 604,961 

233 1. 34428 1. 36 765 606,248 

241 1.34461 1. 37138 522,148 

242 1. 34418 1. 37234 522,135 

243 1. 34643 1.37816 528,176 

251 1.34945 1. 37782 713,781 

252 1,35496 1. 37654 1,040,465 

253 1.34656 1. 38918 460,422 

261 1.34650 1.40727 370,914 

262 1. 34 718 1.40780 370,909 

263 1. 34 792 1. 40929 372,333 
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Equation (A-9) for calculation of integral diffusio.n coefficients. 

from diaphragm cell datij is shown below: 

D • 1 
- R.n 
St (A-9) 

Since the initial upper compartment concentration for all experimental 

runs, cT, is zero, Equation (A-9) becomes: 
0 

. (L-1) 

For analysis of experimental error by error propagation, differen-

tiation of Equation (L-1) yields the following equation: 

dD = 
dcT - dcB 

St(cB-cT) 
(L-2) 

The error in the final concentration measurements is assumed to be the 

standard error of estimate in the curve-fitting of concentration versus 

refractive index measurements (see Appendix J). Since this value is 

the same for both dcT and dcB, Equation (L-2) becomes: 

-
dD 

dcB - dcB 

St(cB - cT) 

Equation (L-3) is used to evaluate the error in the experimental 

measurement and calculation of integral diffusion coefficients. 

(L-3) 
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The error in the initial lower compartment concentration, dcB, is 
0 

is calculated by differentia~ion of cB. The term cB is calculated by 
0 0 

material balanc~ of the diaphragm cell, The following assumptions are 

made in the material balance: 

1. The initial diaph~agm concentration is equal to the initial 

lower compartment concentration, cB. 
0 

2, The final diaphragm concentration is equal to half the sum of 

the final upper and lower compartment concentrations. A material 

balance on the diaphragm cell yields the following equation: 

= 

Solution of Equation (L-4) for cB0 yields the following equation: 

= 
cTVT + cBVB + ~VD(cB + cT) 

VB+ Vn 

Differentiation of equation (L-5) yields the follQwing: 

dCBo 
VTdcT ~cTdVn VTcTdVR VTcTdVn 

= + - (V + V ) 2 - (VB + V:0)2 VB+ Vn VB+ VD B · D 

~Vndc1' 
+ 

~cTdVn ~VDcTdVB ~VDcTdVn 
+ 

VB+ VD VB+ VD (VB + Vn)2 - (VB + Vn)2 

VBdcB cBdVB VBcBdVB VBcBdVn 
+ + 

(VB + Vn)2 (VB + Vn)2 VB+ Vn VB+ Vn 

~VndcB ~cBdVn ~VncBdVB ~VncBdVn 
+ + 

(VB + Vn)2 (VB + Vn)2 VB+ Vn VB+ Vn 

Summarizing terms: 

(L-4) 

(L-5) 

(L-6) 
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= 

(L-7) 

As stated above, dcT and dcB are assumed as the standard error of 

estimate in the curve-fitting of concentration versu$ reh:active index 

measurem~nts, or dcT = dcB = 0.00468. 

The errors in diaphragm cell volumes--dVT, dVg, and dV0--are as-

sumed as the average deviation in·the measure111ent of these quantities. 

These average deviat~ons for the diaphragm cell compartments, dVT and 

dVB, are shown in,Appendix E. Th~ average_.deviations for the diaphragm 

volumes, dV0 , are shown in Appendix,G. 

The errors in the cell constants, d, are assumed as the average 

deviation in th~ cell constant measurements. These values are shown in 

Appentlix I. 

The error in experimental run time, dt, is assumed to be 10 

seconds. 
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The initial step in deriving differential diffusion coef~icients. 

by the method of Stokes (27)--curve-fitting of Das a function of cB -­
o 

was used to find the best multiple linear regression model for further 

work. The integral diffusion coefficients for all diaphragm cell ex-

perimental runs (excluding runs 112, 132, 153 and 163) are used as in-

put data. (These values are shown in Table I). A data value for the 

limiting diffusion coefficient D0 and limiting slope are not used for 

tl).ese regressions. The multiple linear regression models including the 

model used by Finley (cubic equation with square~root term) are shown. 

below: 

i5 Do+ p 0.5 + Q 1. 0 + R 2,0 + S 3•0 = CB CB CB 
0 cBo 0 0 

(M-1) 

i5 
0.5 l , 0 2,0 

= Do + PcB + QcB + RcB 
0 0 0 

(M-,-2) 

- p 1 • 0 2,0 3, 0 
D = Do+ CB + QcB + RcB 

0 0 0 
(M-3) 

D D0 + Pc~· O + 
2,0 

QcB 
0 0 

(M-4) 

The multiple linear regression equations for (M-1) through (M-4~ are 

shown in Figures 15-18, respectively. All regression equations indi-

cate no correlation without.utilization of data values for the limiting 

diffusion coefficient and.slope. Equations (M-1) and (M-2) have.a 

positive value for the square-root term concentration term. Equations 

(M-3) and (M-4) which exclude the square-root term have a positive 

slope in the first concentration term. 
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The average integral diffusion coefficients as shown in Table II 

we~e the~ curve-fitted accqrding to.the above.multiple.linear regres­

sion models. In ad~ition, the curve-fitting was performed utilizing 

the two values for the limiting diffusion cqefficient calculated using 

equations· (5) through (7), D0 • 10. 226 x 10-6 and D0 • 8. 722 x 10-6 , as . 

input data. The limiting slope was not included in the curve-fitting 

at this time. 

The multiple linear regression equations for (M-1) through (M-4) 

are shown in Figures 19-22, respectively. A summary of the limiting 

diffusion coefficients and slopes as generated by the multiple linear 

regression is shown in Table XIV. Again, when no value for the limit­

ing diffusion coefficient is used.in the curve-fitting, a positive 

limiting slope is generated. Therefore, all subsequent regression of. 

diaphragm cell diffusion coefficients includes a value for the limiting 

diffusion c9efficient. 

All regression equations which exclude the square-root term have 

a positive slope except the cubic equation which used D0 10. 226 x 10-6 

in the regression. However, this limiting slope, -1.660 x 10-6 , 

shq1IS''the greatest deviation from the calculated limiting slope, in 

this case -21. 059 x 10-6 , than any of the other generated negative 

slopes. Therefore; regre~sion models (M~3) and (M-4) are excluded from 

consideration, Subsequent multiple linear regression of any.diffusion 

coefficient data includes a square-root.term in the regression model. 

Tb.e·regression model to be used then narrows down to a choice be­

tween equations (M-1) and (M-2) using a value for the limiting 
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diffusion coefficient in the curve-fitting. As seen in Table XIV, 

equation (m-1) yields limiting values which have the lowest deviation 

from the calculated limiting values. Regression model (M,...i) was selec-

ted for all 1ub1equent multiple linear regreaaion of diaphragm cell 

data. 

Therefore, the regression equations of n as a function of cB 
0 

which are used to derive differential diffusion coefficients appear 

below. Using D0 = 10,226 x 10-6: 

D = 10.143 x 10-6 - 8. 001 x 10-6c~. 5 • 9.947 x 10-6c~. o 
0 0 

- 3.590 x 10-6c~·O + 0.519 x 10-6ci. O (M-5) 
0 0 

Using D0 = 8. 722 x 10-6: 

D = 8.687 x 10-6 - 2.081 x 10-6c~. 5 + 3.597 x 10-6c~. o 
0 0 

- 1. 407 x 10-6c~. o + 0.158 x 10-6ct O (M-6) 
0 0 



TABLE XIV 

LIMITING DIFFUSION COEFFICIENTS AND SLOPES GENERATED IN MULTIPLE LINEAR REGRESSION OF INTEGRAL DIFFUSION 
COEFFICIENTS 

I Data Includes D0 = 10.226 x 10-6 Data Includes D0 = 8,722 x 10-6 

Regression Model Limiting Limiting Standard Limiting IL· , , Standard 
Diffusion E f l D'ff , im1t1ng Error of Slopexl06 rror o 1 us~on Is, · 106 

Coefficient x106 Estimate ICoefficien~xl061 _apex Estimate 

n D +P o.s+P 1.o+R 2.o+s 3,0 = o cBo CTo cBo CBo 10.143 -8.002 0 .289 8.687 -2.081 0.262 

D=D0+Pci' 5+Qc!· 0+Rc~· 0 
0 0 0 

9.992 -5.594 0.320 - 8.642 -1.350 0.257 

D=D0 +Pc!· 0+Qc~· 0+Rcii'o 9 .117 -1.660 0-.487 8.421 +o.579 0.273 
0 0 0 

- 1.0 2•0 D=Do+PcB0 +QcB0 
8.765 +0.299 0.518 8.345 +o.997 0.267 

...... 
t,..) 
U1 



TABLE XIV (CONTINUED) 

No Data Value for D0 Used in Regression 

Regression Model Limiting Limiting I Standard 
Diffusion Slope x 106 Error of 

Coefficient x 106 Estimate 

D=D0+Pci~5+Pc~~0+Rcii~0+sc:~o 7.663 +2.087 0.268 

fi-D +P 0·5+Q l·O+R 2·0 - o cBo CBo CBo 7.937 +o.864 0.257 

D=D +Pc1.o+Qc2.o+Rc3.o o B0 B0 B0 
8.161 +1.414 0.258 

D=D +Pc 1 • 0+Qc2 • o o B0 B0 
8.200 +1.239 0.248 

...... 
N 

°' 
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TABLE XV 

INTERFERO:METER DATA 

- fc 
D x 106 

c cm2-sec-l 

0.00456 0.0675 10.40 

0.100 0.1000 8.62 

0.0254 0.1594 8.33 

0.0489 0.2211 8.33 

0.0794 0.2818 7.74 

0.103 0.3209 8.43 

0.246 0.496Q 8.07 

SOURCE: (29) 
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TABLE. XVI 

CAPILLARY CELL DATA 

- ~ i5 x 106 
c c cm2-sec-1 

0.036 0.190 7.10 

0.182 0.427 6.84 

0.364 0.603 6.90 

0.430 0.656 7.37 

0.501 0.708 7.90 

0.5285 o. 727 8.04 

0.603 o. 777 8.05 

0.7045 0.839 8.19 

1.060 1.030 8.03 

1. 4065 1. 18ti 8.21 

SOURCE: (7) 
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Using selective curve-fitting, an attempt was made to determine 

the statistical consistency of a regression model to curve-fit diffusion 

coefficients as a fun~tion of concentration. The diaphragm cell dif­

ferential diffusion coefficients, interferometer diffusion coefficients, 

and c~pillary cell integral diffusion coeffic~ents were curve-fitted as 

a function of c and vc using the regression models shown in Appendi~ C. 

The diaphragm cell data were curve-fitted using D0 = 10.226 x 10-6 

cm2-sec- 1 and D0 = 8.722 x 10-6 cm2-sec- 1 as input data values. The 

capillary cell and interferometer data also used these two limiting 

diffusion coefficient values as input data in the curve-fitting. In 

addition, these diffusion coefficients were also curve-fitted without 

use of a data value for D0 • 

Statistical variables calculated for each curve-fit included the 

standard deviation, maximum deviation of diffusion coefficient and val­

ue of concentration at which the deviation occurs, residual squared, 

and F-ratio. For each statistical variable, the three regression 

models yielding the most favorable statistics are shown in the follow­

ing tables. The diaphragm cell results, interferometer results, and 

capillary cell results are shown in Tables XVII through XX, Tables XXI 

through XXVI, and.Tables XXVII through XXXII, respectively. 

Results vary widely and are.inconclusive. However, it was noted 

that regression models describing the diffusion coefficient function 

1/D yielded a minimum standard deviation and least maximum deviation 

for all cases. The work contained in this analysis should provide a 

basis for further model testing. 
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TABLE XVII 

STATISTI.CAL .ANALYSIS OF D VS c CORRELATION FOR. DIAPHRAGM CELL DATA, 
DATA SET iNCLUDES D0 • 10.226 

Statistical 
Correlation Intercept Slope Value of 

Standard Statistic · 

Minimum- 1/D=l/c. 0.115 -0. l 71xl0- 9 0.0045 
Stanc1,ard. 
Deviation 1/D=l/c.2 . 0.115 -0.171xlo- 17 0.0045 

1/D=log(c)/c 0.115 O. 930xl0- 11 0.0045 

Least 1/D=log(c) 0.116 0. 855xl0- 3 0.0075 at c= 
Minimum 1.306 
Deviation 

1/D=l/c 0.115 -0.171xlo- 9 0.0084 at c= 
1.306 

1/D=l/c.2 0.115 -O. l 71xl0- 17 0.0084 ate= 
1.306 

1/D=log (c) /c 0.115 0. 930xlo-11 0.0084 at c= 
1.306 

Minimum log(d)=(l-c)2 2.174 -0.53lxl0- 3 O. lxl0-4 

Residual 
~qua red D=(l-c.)2 8.800 0.022 0.002 

1/D= (l..:c) 2 · 0.114 0.365xlo-3 0.0004 

Maximum D=l/c 8. 716 0 • .15lxl0-7 15.981 
F-Ratio 

D=l/c2 · 8. 716 0.151:x;lo- 15 15.981· 

D=log(c)/c 8.716 0.022 15.981 
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TABLE XVIII 

STA'l'ISTICAL ANALYSIS OF DVS ~ CORRELATION FOR DIAPHRAGM CELL DATA, 
DATA SET-INCLUDES D0 = 10.226 

Sta '!;is ti cal . 
Correlation Intercept_ Slope 

Value of 
Standard Stat:i,stic 

Minimum- 1/D=l//i 0 .• 115 -0, 171xl0-9 0.0045 
Standard 
Deviation 1/D=l/ (v'c) 2=1/c 0.115 -0.171xl0- 17 0.0045 

1/D=log (rc) /v'c° 0, 115 0, 930xl0- 11 0.0045 

Least l /D= log ( ic) 0.115 0, 905xl0- 3 · 0.00&0. at rc 
Maximum =1.143 
Deviation 

1/D=l/rc -0. l 71xlo-9 v1c 0.115 0.0084 at 
=1.143 

1/D=l/ (v'c) =1/c 0.115 -0.171xlo- 17 0.0084 at ~ c 
=1.143 

1/D=log (~)I ~ 0.115 0.930xl0- 11 0.0084 at v'c 
=l. 143 

Minimum 1/D=l/e ( v'c) 2 0.116 -0. 258xl0-2 0.010 

Residual =1/e'c 
Squared 

log(D)=l/e(v'c) 2 2.158 0.025 0.012 
=1/e'c 

D= l / e ( rc) 2 = l / e c . 8.645 0.251 0,015 

Maximum D=l/vc 8. 716 0.15lxl0- 7 15.981 
F-Ratio 

D•l/ (rc") 2=1/c 8. 716 0.15lxl0- 15 15.981 

D=log (v'c) /v'c 8. 716 -0, 819xl0-9 15.981 
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TABLE x:i;x 

STATIS'.tICAL ANALYSIS OF·D VS c CORRELATJ;ON FOR DIAPH~GM CijLL DATA, 
DATA SET INCLUPES D0 • 8.722 

Statistical 
Correlation 

Value of 
Standard· Intercept Slope· Statistic 

Minimum 1/D= (1-c) 2 0.113 0.483xl0-2 0.0032 
Standard 
Deviation 1/D=clog(c) Oo 116 0. 763xl0-2 0.0032 

1/D=l/ec. o. 112 O. 369xl0-2 0.0035 

Least 1/D=clog(c) 0.116 0. 763xl0-2 0.0050 at c 
Maximum =0.051 
Deviation 1/D=c 2 0.114 0. 773xl0-3 0.0053 at c. 

=0.051 

1/D=ec 0.114 0, l66xl0-3 0.0058 at c · 
=l,306 

Minimum. D=l/c 8. 722 0.312xl0-11 O. 7xl0-7 

Residual 
Squared D=l/c2 8. 722 0.312xlo- 19 0. 7x10-7 

n=lo.g(c)/c 8. 722 -0.170xl0- 12 0.7xlo-7 

Maximum· D= (l-'"c) 2 8.870 -0. 372 4.257 
F-Ratio 

log(D)=(l-c) 2 2.182 -0.042 4.162 

l/D=(l-c) 2 0.113 0.483xlo-2 4.066 



136 

TABLE XX 

STATISTICAL ANALYSIS OF D VS v'c CORRELATION FOR DIAPHRAGM CELL DATA, 
DATA SET INCLUDES D0 = 8.722 

Sta.tis ti cal 
Correlation Intercept Slope 

Value of 
Standard Statistic 

Minimum l/D=(l-tc)2 Oo 114 0. 524xl0-2 0.0033 
Standard 

1/D=l/ev'c Deviation 0, 112 0, 559xl0-2 0.0035 

1/D=l/e (t'c) 2 0.112 Oo37lxl0-2 0.0035 
=1/ec 

Least 1/D=l/v'c 0.115 -0. 124x10-11 0.0061 atlv'c 
Maximum =1.143 
Deviation 

l/D=l/(l~) 2 0, 115 -0.124xl0- 19 0.0061 at rc 
=1/c =L 143 

1/D=log ( r'c) I r'c 0.115 0 ,'6 74xl0- 13 0.0061 at rc 
=l.143 

Minimum D=l/ic 8. 722 0.312xl0- 11 0. 7x10-'7 

Residual 
Squared D=l/ (tc)2=1/c 8. 722 00.312xl0-1 9 0. 7xl0- 7 

D=log ( v'c) I v'c 8.722 -0.170xl0- 12 0. 7xl0- 7 

Maximum D-(1-1~) 2 8.814 -0.405 2.797 
F-Ratio 

log (D)• (1-v'c) 2 2.176 -0.046 2.730 

1/D= (1-tc) 2 0.114 0.524xlo-2 2.662 
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TABLE XXI 

STATISTICAL ANALYSIS OF D VS c CORRELATION FOR INTERFEROMETER DATA, 
DATA SET INCLUDES D0 = 10.226 

Statisticc1,l 
Correlatioh Intercept Slope 

Value of 
Standard Statistic 

Minimum 1/D=log(c) 00126 Oo232xl0-2 o. 0072 
Standard 
Deviation 1/D=clog(c) 0.105 -0,074 000075 

1/D=log(c)/c 0, 118 0.144xl0-8 0.0090 

Least 1/D=clog(c) 0.105 -0.074 0.011 at c = 
Maximum 0.0046 
Deviation 

l/D=(l-c) 2 0.158 -0.049 0.014 at c = 
0.0046 

1/D=l/ec 0.205 -0.096 0.014 at c = 
0,0046 

Minimum D=c2 8.948 -0.178xl0-2 0.140 
Residual -2 
Squared D=l/ec. -9.541 18.491 0.141 

log(d)=c2 2.186 -1. 979 0.144 

Maximum log(d)=log(c) 2.069 -0.021 8.617 
F-Ratio 

D=log(c) 7.884 -0.193 8.617 

1/D=log (c) 0.126 0, 232xl0-2 8.534 
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TABLE XXII 

STATISTICAL ANALYSIS OF D VS c CORRELATION FOR INTERFEROMETER DATA, 
DATA SET INCLUDES D0 = 10.226 

Statistical Correlation Intercept Slope Value of 
Standard Statistic 

Minimum 1/D=v'ilogrc 0.096 -0,077 0.0032 
Standard 
Deviation 1/D= (1-rc) 2 0.141 -0,039 0.0060 

1/D=l/e;:E 0 .176 -0.073 0.0062 

Least 1/D=rc logFc 0.096 -0. 077 0.0059 at Fc 
Maximum =0.321 
Deviation 

1/D-( l-'-tc) 2 0.141 -0.039 0.0081 at Fc 
=0,281 

ri 1/D=l/e c 0.176 -0.073 0,0084 at Fc 
=0,281 

Minimum. D=(v'c)2=c 9.201 -0.068 0.318 
Residual 
Squared log (D)= (rc) 2=c 2.214 -0.747 0.324 

1/D= ( v'c) 2=c 0.110 -0.083 0.330 

Maximum D=Fc log ( v'c) 10.354 6.474 8.243 
F-,.Ratio 

lo~_D)= 2.339 0.706 7.555 
c log(rc') 

1/D=Vclog(Vc) 0.096 -0.077 6.690 
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TABLE XXIII 

STATIST~CAL ANALYSIS OF D VS. c CORRELATION FOR INTERFEROMETER DATA, 
DATA SET INCLUDES D0 = 8,722 

Statistical. 
Correlation Intercept Slope· Value of 

Standard Statistic 

Minimum 1/D=clDg(c) o. 110 -0.051 0. 0071 
Standard 
Deviation 1/D=l/ec · 0, 182 -0,069 0,0078 

1/D= (1-c) 2 0.148 -0.035 0.0078 

Lel:!,st 1/D=c lDg Cc) 0.110 -0.051 0.015 at c = 
Maximum. 0.0046 
Deviation 

1/D=l/ec 0,182 -0.069 0.017 at c = 
0.0046 

1/D= (1-c) 2 · 0.148 -0.035 0.017 at c = 
0.0046 

Minimum D=l/c 8.560 0,162xlo- 6 0.0052 
Residua,l 
Squarec;l D=l/c2 8.560 0.162xl0- 12 0.0052 

D=log(c)/c 8.560 -0, ll 7xl0- 7 0.0052 

Maximum 1/D=c log (c) 0.110 -0.051 3.852 
F-Ratio 

log (D)=c ~c) 2.207 0,451 3. 572 

D=clog(c) · 9.126 0.400 3.291 
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TABLE XXIV 

STATISTICAL ANALYSIS OF D VS Ve CORRELATION FOR INTERFEROMETER DATA, 
DATA SET INCLUDES D0 = 8. 722 

Sta tis ti cal Correlation Intercept Slope 
Value of 

Standa.rd Statistic 

Minimum 1/D=lclog(v'c) 0, 105 -0,050 0.0058 
Standard 
Deviation l/D=(l-v'c) 2 0.135 -0.027 0.0063 

1/D=l/e~ 0.160 -0,051 0,0064 

Least. 1/D=n° log ( v'c) 0.105 -0.050 0.011 at le 
Maximum =0.0068 
Deviation 

1 /D= ( l'-v'c)2 0.135 -0,027 0.013 at v'c 
=0,0068 

1/D=l/e~ 0,160 -0.051 0.013 at le 
=0.0068 

Minimum, D=l/ (v'c)2=1/c 8.560 0.162xl0-1 2 0.0052 
Residu~l 
Squared D=log (v'c) I v'c 8.560 -0. ll 7xl0-7 0.0052 

D=l/r'c 8,560 0.162xl0- 6 0.0052 

Maximum, 1 /D=lc log ( v'c) 0.105 · -0.050 8.564 
F-Ratio 

log(D)=v'clog( Ve) 2.256 0.451 8.200 

D=fclog/c. 9.574 4.056 7.762 
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TABLE XXV, 

STATISTICAL ANALYSIS OF D VS c CORRELATION FOR INTERFEROMETER DATA, 
DATA SET EXCLUDES D0 

Stat:i,.stical 
Correlation Intercept Slope Value of 

Standard Statistic 

Minimum. l/D•l/c2 0.122 -0, 553x1Q-6 0.0032 
Stal'.ldard 
Deviation 1/D=log(c)/c 0.124 0, 227xl0-4 0.0032 

1/D=l/c 0.125 -0.124xl0-3 0.0034 

Least 1/D=l/c 0.125 -0.124xl0-3 0.0058 at c 
Maximum =0.079 
Deviation 

1/D=log(c)/c 0.124 0.227x10-4 0.0060 at c 
=0.079 

l/D=l/c2 0.122 -0, 553xl0- 6 0.0068 at -c 
=0.079 

Minimum D=c2 8. 707 · -12.740 0.106 
Residual -2 
Squared D=l/ec -4.509 13.217 0.107 

log(d)=c2 2.160 -1,425 0.110 

Maximum D=l/c2 8. 158 0. 46 7x10- 4 7.033 
F-Ratio 

log(d)=l/c2 2.099 O. 506xl0- 5 5.338 

D•log(c)/c 8.041 -0.190xl0- 2 5.297 
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TABLE XX.VI 

STATISTICAL ANALYSIS OF D VS v1c CORRELATION FOR INTERFEROMETER DATA, 
DATA SET EXCLUDES D0 

Statistical Correlation Intercept Slope Valu'? of 
Standard Statistic 

Minimum l/D=r1clog ( tc) 0,095 -0.083 0.0033 
Standard 
Deviation 1 /D=log ( /c) 0.131 0. 682xl0-2 0.0033 

l/D=l/r1c '()'. 122 -0.178xl0-3 0.0037 

Least 1 /D= v1c log ( r1c) 0.095 -0.083 0.0061 at rc 
Maximum- =0,321 
Deviation 

1/D=log ( v'c) 0,131 0. 682xl0-2 0.0067 at rc 
=0.281 

1/D=l//E 0.122 -0.178xl0-3 0.0076 at rc 
=0.281 

Minimum D= (/E) 2=c 8.927 -0.050 0.244 
Residual 
Squared log (D)= ( v'c) 2=c 2.184 -0.558 0.252 

1/D= ( v'c) 2=c 0.113 0.062 0.258 

Maximum D=l/r'c" 8.176 0.015 50.582 
F-Ratio. 

D=log(/E) 7.437 -0.572 4901335 

D=logrc/v'c° 8.227 -0.295xlo-2 46.358 
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TABLE XX.VII 

STATISTICAL ANALYSIS OF D VS c CORRELATION .FOR CAPILLARY CELL DATA, 
DATA SET INCLUDES D0 = 10.226 

Statistical. Value of 
Standard Correlation Intercept Slope Statistic 

Minimum 1/D=l/c 0.131 -0.333xlo- 7 0.0088 
Standard 
Deviation l/D=l/c2 0.131 -0. 333x10-1 3 0.0088 

1/D=log(c)/c 0.131 0.24lxlo-s 0.0088 

Least 1/D=l/c 0.131 -0, 333xl0- 7 0.015 at c = 
Maximum 0.182 
Deviation 

l/D=l/c2 0.131 -0.333xlo- 13 0.015 at c = 
0.182 

l/D=log(c)/c2 0.131 0. 24lxl0-8 0.015 at c.= 
0.182 

Minimum 1/D= (l-c) 2 0.128 -0. 409xl0- 3 0.0001 
Residual 
Squared log(d)=l/ec 2.068 -0.0ll 0.0005 

D=c 7.850 0.086 0,0015 

D=elog(c) 7.850 0.086 0.0015 

Maximum. D=l/c 7 .. 663 0. 256xl0- 5 19.743 
F-Ratio 

D=l/c2 7.663. 0. 256xl0- 11 19.743 

D=log(c)/c 7. 663, -0.186xlo- 6 19.743 
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TABLE XXVII I 

STATISTICAL ANALYSIS OF D VS v'c° CORRELATION FOR CAPILLARY CELL DATA, 
DATA SET INCLUDES D0 = 10.226 

Statisti~al Correlation Intercept Slope Value of 
Standard Statistic 

Minimum 1/D=l/v'c 0.131 -0. 333xl0-7 0.0088 
Standard 
Deviation 1/D=l/ (v'c)2=1/c 0.131 -0.333xlo-13 0.0088 

1/D=log (v'c) /n 0.131 0. 241x10-s 0.0088 

Least 1/D=l/vc 0.131 -0. 333xl0-7 0.015 at tic 
Maximum.. =0.427 
Deviation 

1/D=l/ (fc.) 2 0.131 -0. 333xl0-13 . 0.015 at v'c 
=1/c =0.427 

1/D=log(v'c°)/c 0.131 O. 24lx1Q-8 0.015 at v'c 
=0.427 

Minimum log(D)=ev'c 2.060 O. 243xl0- 3 0.2xl0- 5 

Residual (h)2 Squared log(D)=l/e c 2.067 -0.0ll 0.0005 
=1/ec 

D= (vc)2=c 7.850 0.086 0.0015 

Maximum D=l/v'c 7.663 0. 256xl0-s 19.744 
F-Ratio 

D=l/ (fc.)2=1/v'c 7.663 0. 256xl0-1 1 19.744 

D=log ( v'c) I rc 7.663. -0. 186xl0-6 19.744 
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TABLE XXIX 

STATISTICAL ANALYSIS OF D VS c CORRELATION FOR CAPILLARY CELL DATA, 
DATA SET.INCLUDES D0 = 8.722 

Statistical Correlation Intercept Slope Value of 
Standard Statistic 

Minimum 1/D=l/c . 0.131 -0. 165x10-7 0.0088 
Standard 
Deviation l/D=l/c2 · 0.131 -0 .165x1Q- l 3 0.0088 

1/D=log(c)/c 0.131 0.119x10-8 0.0088 

Least 1/D=clog (c) 0.127 -0.018 0.014 at c = 
Maximum 0.182 
Deviation 

1/D=l/c 0.131 -0.165x10-7 0.015 at c = 
0.182 

l/D=l/c2 0.131 -0. 165x10-13 0.015 at c = 
0.182 

1/D=log(c)/c 0.131 0.119x10-8 0.015 at c = 
0.182 

Minimum D-(l~c) 2 7.922 -0.424 0.055 
Residual· 
Squared logD=(l-c) 2 2.069 -0.061 0.067 

l/D=(l:c) 2 0.126 .0.873xl0 -2 0.079 

Maximum D=l/c 7.663 0.106x10-5 3.371 
F-Ratio 

D=l/c2 7.663 0. 106x10- 11 3.371 

D=log(c)/c 7.663 -0. 767x10- 7 3.371 
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TABLE XXX 

STATISTICAL ANALYSIS OF D VS /c" CORRELATION FOR CAPILLARY CELL DATA, 
DATA SET INCLUDES D0 = 8,722 

Statistical Correlation Intercept Slope Value of 
Standard Statistic 

Minimum 1/D=v'clog(v'c) 0. 1.22 -0.044 0.0068 
Standard.· 
Deviation 1/D=l/rc 0,131 -0, 165xl0-7 0.0088 

1/D= (1/ic) 2=1/c 0.131 -0. 165xl0-l3 0.0088 

1/D=log(r'c)/rc 0.131 -0.119xl0- 8 0.0088 

Least 1/D=v'clog(v'c) 0.122 -0,044 0.0093 at v'c° 
Maximum. =0.603 
Deviation 

1/D=l/v'c 0,131 -0. 165xl0-7 0.015 at v'c 
=0.427 

1/o= 1/ ( /€) 2=1/c 0.131 -0.165xlo- 13 0.015 at v'c 
=0.427 

1/D=log(v'c)/v'c Ool31 -0, 119xl0- 8 0.015 at ic 
=0.427 

Minimum l/D=(l-v'c) 2 0, 130 -0, 43 7xl0- 3 0.0002 
Residual 
Squared log (D)-(1-v'c) 2 2.044 - . 929xl0-2 o.qp14 

D=(l-l'c)2 7.732 0.120 o.op39 • 

Maximum D=fc log ( rc) 8.193 2.583 10. ~36 
F-Ratio 

log (D )-v'c Jog ( /€) 2.102 0,337 10 0 701 

1/D=fclog (v'c) 0,122 - -0.044 10.513 
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TABLE XX.XI 

STATISTICAL ANALYSIS OF D VS c CORRELATION FOR CAPILLARY CELL DATA, 
DATA SET EXCLUDES D0 

Sta tis ti cal Correlation Intercept Slope Value of 
Standard Statistic 

Minimum 1/D• (1-c) 2 0.122 -0,028 0.0054 
Standard 
Deviation 1/Dal/eC 0,109 0.037 0.0055 

1/D ... c 0,142 -0,018 0,0062 

1/D=elog(c) 0.142 -0,018 0.0062 

-2 
Least 1/D=l/ec 0. 113 0.026 0.0091 at c 
Maximum =0.364 
Deviation 

1/D=c 0.142 -0. 018 0.0099 at c 
=0.364 

1/D=elog(cl 0 .142 -0.018 0.0099 at c 
=0.364 

Minimum l/D"."l/c2 o. 130 0. 15lxl0-4 0.141 
Residual 
Squared log(D)=l/c2 2.044 -0, 115xl0- 3 0. 145 

D=l/c2 7.735 -0. 875xl0- 3 0.148 

Maximum D= (l-c) 2 8.170 -1.579 15. 472 
F-Ratio 

D=l/e?! 8.922 -2.109 15.458 

log (D)• (1-c) 2 2.101 -0. 210 15.330 
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TABLE XXXII 

STATISTICAL ANALYSIS OF D VS v"c° CORRELATION FOR CAPILLARY CELL DATA, 
DATA SET EXCULDES D0 

Statistical 
Standard 

Minimum 
st,ndard 
Deviation 

Least· 
Maximum 
Deviation 

Minimum 
Residual 
Squared 

Maximum 
F-Ratio 

Correlation 

l /D• l I e ( fc) 2 • 

1/e~ 

1/D•IE 

1/D•elog ( re") 

1/D= c logvc" 

Ii 2 1/D=l/e< c) = 
1/e'c 

Intercept 

0,109 

0.150 

0.150 

0,, 124 

0.142 

0.109 

l/D=l/(11~)2=1/c 0.127 

log(D)=l/(ilc) 2= 2.054 
1/c 

D=l/(Vc) 2=1/c 7.815 

D=l/e(/c) 2=1/ec 80922 

( r-cc) 2= log(d)=l/e vc 2.201 
1/eC 

l/D=l/e(ifc) 2= 
1/e"c 

0.109 

Slope 

0.037 

-0.027 

-0.027 

-0,039 

-0.018 

0.037 

0.565xl0- 3 

-0,032 

-2,109 

-0,279 

0,037 

Value of 
Statist.ic 

0.0055 

0.0058 

0.0058 

0.0091 at vc 
•0.603 

0.0099 at rc 
=0.603 

0.010 at le 
=0.603 

0.225 

0.229 

0.233 

15.465 

15.012 

14.551 



.. 
APPENDIX Q 

NOMENCLATURE 

, ,.a 



A - total effective cross~sectional area of diaphragm pores 

c - solute concentration, molar 

c - average solute concentration, molar. 

D - differential diffusion coefficient, c~2-sec-l 

D - integral diffusion coeffi~ient, cm2-sec-l 

D* - solution dielectric constant 

D(t) - time-dependent diffusion coefficient, cm2-sec: 1 

D0 - Nernst li~iting diffusion coefficient, cm2-sec-l 

J - mass flux, gm/cm2-sec 

J(t) - time-dependent mass flux, gm/cm2 

1-- length of diffusion path, cm 

P,Q,R,S - coefficients of diffusion coefficient correlation models 

t - diffusion time, sec 

T - temperature, 0 c. 

V - diaphragm cell compartment volume, cm3 

150 

Vi - number of cations, amios produced by dissociation of one mol~ of 
electrolyte 

x - length of diffusion path, cm 

y - mean molar activity coefficient 

z - ionic valence 

Greek Symbols 

S.- diaphragm cell constant, cm-2 

Ao - limiting ionic equivalent conductivity 

A0 - limiting electrolyte equivalent conductivity 

c(o) - limit.ing slope in Nernst's equation 

~o - solvent viscosity 



S1,1bscripts 

l - diaphragm cell lower compartment coincentration, molar 

2 ·- diaphragm cell upper compartment concentration, molar 

B - fin~l diaphragm cell lower cpmpartment c~nce~tration, mol,r 

B0 - initial diaphragm cell lower compartment concentration, .molar 

T - fina,l diaphragm cell upper. compartment conce-q.tra~i<lin, mel~r 

T - initial,. diaphragm cell upper compartment concentration,. mol~r 
0 

cm' - average ef c8. and cB0 

Cm" - average of cT.and cT0 

Superscl;'ipts. 

o - limiting valµe at .. infinite dilution 

diaphragm cell lower compartment 

" - d,iaphragm cell upper cqmpartment 

151 . 
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