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## PREFACE

The principal goal of this research is to extend the existing theory of solution procedures for pure integer linear programming. This study is concerned with the development of a new algorithm for solving the pure integer linear programming problem. The procedure presented in this thesis uses combinatorial search methods to find the solution to the problem. A family of objective function hyperplanes is examined until an integer solution is found. Beginning at the optimum noninteger solution, the algorithm inspects parallel objective function hyperplanes in the feasible solution space.

Additional, secondary problems are considered in this research. These are (1) to identify any heuristic procedures that will speed the convergence of the algorithm, (2) to develop a procedure for finding a good approximate solution to the problem, and (3) to write a computer code to evaluate the algorithm. One stage of the algorithm proposes a ranking scheme for the variables to potentially eliminate many combinatorial solution possibilities from explicit consideration. A heuristic method of ranking is developed for a certain class of problems. This heuristic method allows the algorithm to take full advantage of
techniques that speed convergence. A technique is examined for finding an approximate solution to the pure integer linear programming problem. Also, this procedure can be used to establish a lower bound on an objective function that is to be maximized. A computer code is presented for further evaluation of the algorithm and any refinements or additions that may be considered.
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## NOMENCLATURE

| $a_{1 j}$ | a coefficient in the $i^{\text {th }}$ constraint for the original |
| :---: | :---: |
|  | problem variable, $\mathbf{x}_{j}$. |
| $\hat{a}_{1 j}$ | a coefficient in the $i^{\text {th }}$ constraint for the ranked |
|  | variable, $y_{j}$. |
| $\mathrm{b}_{1}$ | the right-hand side value of the $i^{\text {th }}$ constraint. |
| $\mathrm{b}_{1}^{t}$ | the temporary right-hand side value of the $i^{\text {th }}$ |
|  | constraint. |
| $\mathrm{c}_{\text {J }}$ | an objective function coefficient for variable $\mathbf{x}_{\mathrm{j}}$. |
|  | It must be integer. |
| $\hat{c}_{g}$ | an objective function coefficient for variable $\mathrm{y}_{\mathrm{j}}$. |
|  | It must be integer. |
| g | the greatest common divisor of the coefficients in |
|  | the objective function. |
| i | index for number of functional constraints. |
| IFLAG | a key word indicating all successive subscripts in |
|  | the ranking $\geq$ IFLAG have even coefficients. |
| j | index for number of variables. |
| $\ell$ | a superscript indicating a lower bound. |
| m | the number of functional constraints in the problem. |
|  | That is, the nonnegativity constraints are not |
|  | counted in m. |
| MAX | a key word indicating a maximization problem when it |


searched for a solution.
ZSIM the value of the objective function for the simplex linear programming solution.

ZSUBT a temporary value of the objective function.

## CHAPTER I

## INTRODUCTION

The subject of pure integer linear programming is approximately fifteen years old. Even though a great amount of successful work has been done when the problem variables can take on continuous values, the area of integer programming is still difficult in practice. Many early algorithms suggested cutting-plane methods that added new constraints at each iteration. Later, branch-and-bound techniques were developed to solve the integer programming problem. Enumeration schemes and heuristic techniques have been examined as possible solution procedures. While most algorithms offer convergence in a finite number of steps, in practice finite can often be very large.

Many situations of both industrial and theoretical importance can be formulated as an integer linear programming problem. Problems involving equipment utilization, labor allocation, capital budgeting and others require that the variables can take on only integer values. Therefore, integer linear programming has offered the promise of solving several operations research models. The algorithms available to date have not always been able to fulfill the promised solution. Some algorithms are only useful on
certain limited problems. In any of the algorithms, certain examples can be devised that require approximately an equivalent amount of effort as complete enumeration of the feasible solutions.

So, the paradox exists. Integer linear programming has offered the solution to many problems of operations research, while the available algorithms have provided only limited practical success. The research of this thesis explores a new, potentially useful method of extending the analysis of integer linear programming. This algorithm can provide a pure integer programming solution or a good approximate solution with a lower bound on the maximand. Even though the exact solution is important, an approximate solution greatly increases the efficiency of some optimal algorithms. Hillier (14) indicates the great importance of good approximate solutions in integer linear programming problems. The difficulties associated with solving the integer linear programming problem can be enormous. Constrained optimization problems often imply a finite solution space exists. Nevertheless, the potential combinatorial possibilities can be great even in problems with a moderate number of variables and constraints. It is no wonder that some early thinkers concluded the problem was impossible to solve.

Complete enumeration quickly becomes impractical, since each combinatorial possibility within the solution space must be tested for its feasibility and must have the
objective function value tested. Because of the efficiency of the simplex method, a common procedure in practice is to solve the problem for the optimal noninteger solution and then use a rounding procedure to obtain an approximate solution. On certain problems, this technique can lead to solutions far from the optimum integer solution. Wagner (30) and Hillier and Lieberman (16) present examples of how rounding can sometimes lead to poor solutions. The possibility of rounding the optimal noninteger solution to simply a feasible solution can be a difficult problem when dealing with several constraints in a multispace system.

The method of searching the feasible integer solution space must be intelligently structured or certain problems could not be solved in several lifetimes. For example, if a problem contained only 25 variables and each could take on only two values, then $2^{25}=33,554,432$ possible combinations exist. Any practical algorithm must take advantage of techniques to avoid complete enumeration and examination. The algorithm developed in this research takes advantage of several methods that implicitly examine and eliminate a large number of possible solutions.

## Objectives

The primary goal of this research is to extend the existing theory of solution procedures for pure integer linear programming. In particular, a new algorithm for solving the pure integer linear programming problem is
developed. Additionally, other objectives are (1) to identify any heuristic procedures that will speed the convergence of the algorithm, (2) develop a procedure for finding a good approximate solution to the problem, and (3) write a computer code to evaluate the algorithm. To meet these objectives, this thesis presents an algorithm that uses combinatorial search methods to find the solution to the pure integer linear programming problem.

Heuristic procedures can point the way to obtaining more insight into the structure of a solution technique. Also, they can often be used to speed convergence of an algorithm. Since computational efficiency is a prime consideration in integer programming, heuristic procedures can frequently be used to move the algorithm quickly to the solution.

Many integer linear programming algorithms can benefit from a good approximate solution. Hillier (14, 15) describes the importance of finding methods that will provide near optimum solutions. Oftentimes, large problems with a great many variables and constraints can only be economically solved with approximate procedures. Therefore, a method for finding a good approximate solution of the integer linear programming problem will be investigated in this research.

To be able to evaluate the solution procedure described in this thesis a computer code is required. Problems of practical and theoretical importance often involve several
variables and constraints. A computer code is essential to solve large problems. Also, it provides a useful method for evaluating modifications and variations in solution procedures. A brief summary of the main concepts of the algorithm developed in this research is given in the following section.

General Concepts of the Objective
Function Reduction Algorithm

The objective function reduction algorithm seeks a solution to the pure integer linear programming problem. The problem can be expressed in cannonical form as follows:

$$
\begin{equation*}
\operatorname{maximize} \quad z=\sum_{j=1}^{n} c_{j} x_{j} \tag{1-1}
\end{equation*}
$$

$$
\begin{array}{r}
\text { subject to } \sum_{j=1}^{n} a_{1 j} x_{j} \leq b_{1} \text { for } i=1,2, \ldots, m \quad(1-2) \\
x_{j} \geq 0 \quad \text { for } j=1,2, \ldots, n \quad(1-3) \\
x_{j}, c_{j} \text { INTEGER for } j=1,2, \ldots, n . \quad(1-4)
\end{array}
$$

It is assumed that the set of constraints of Equations (1-2) and (1-3) bound the solution space. The nonnegativity requirement of Equation (1-3) is not necessary for the conceptual approach developed in this research. Nevertheless, this is a typical and often a necessary condition in a practical problem. The algorithm restricts the objective
function coefficients to integers, while the coefficients in the constraints and their right-hand side values may be noninteger. Constraint coefficients and objective function coefficients are not restricted as to sign and may be negative or positive.

Very generally, the objective function reduction algorithm moves through a family of parallel objective function planes within the solution space, away from the optimal noninteger solution, until a feasible integer solution is found, which is the optimal integer solution. The basic flow of the logic of the algorithm can be described in four stages. Stage 1 requires that the simplex method be used to find the optimal continuous-variable solution. If this solution is all-integer, the algorithm stops. Otherwise, the algorithm requires knowledge of the value of the objective function at the optimal noninteger solution. The next part of Stage 1 is to identify the bounds on each problem variable, as defined by the functional and nonnegativity constraints. If $n$ is the number of problem variables, then this can be done by solving $2 n$ linear programming problems. These linear programming problems are subject to the functional constraints and have objective functions of the form

$$
\begin{equation*}
\operatorname{maximize} \quad z=x_{j} \tag{1-5}
\end{equation*}
$$

and,

$$
\begin{equation*}
\operatorname{minimize} \quad z=x_{j} \tag{1-6}
\end{equation*}
$$

for each $j, j=1,2, \ldots, \quad$ In practice these bounds can
be found reasonably fast. They may be readily known from experience of working with the problem. Minimization problems with only greater-than-or-equal-to constraints must have a finite upper bound defined for each variable. These bounds become integer bounds when the quantities found in Equation (1-5) are selected so the upper bound on the variable is the greatest integer less than or equal to $\mathbf{x}_{\mathfrak{j}}$. Similarly, the lower integer bound on each variable is selected such that it is the least integer greater than or equal to $x_{j}$ found in Equation (1-6).

Stage 2 examines the coefficients of the objective function. Using concepts from the study of linear Diophantine equations and the theory of numbers, the greatest common divisor of the objective function coefficients is found. Assuming a maximization problem, the value of the objective function as found with the simplex method in Stage 1 is rounded down to the greatest integer that has the greatest common divisor as a factor.

Stage 3 determines how the variables should be ranked so the search of Stage 4 will implicitly examine and exclude several solutions. Also, Stage 3 identifies any successive sequence of objective function coefficients in the ranking such that all succeeding values are even integers. This sequence of even coefficients is used to take advantage of additional concepts of linear Diophantine equations.

The final stage, Stage 4, is the heart of the implicit search of the feasible integer solution space. Again
assuming a maximization problem, the first variable in the ranking of Stage 3 is set at its upper bound. The objective function is set equal to the integer value determined in Stage 3, giving an upper bounding hyperplane on the maximand. Using the objective function and the functional constraints, new, potentially tighter bounds are found on the next variable in the ranking. This next variable in the ranking is then set at its new upper bound. This process of finding tighter upper and lower bounds continues until the algorithm finds it can take advantage of some concepts of linear Diophantine or the next to last variable in the ranking is reached. Using the objective function and the held value of the variables, the value of the final variable in the ranking is calculated. If this solution is integer, its feasibility is tested in the functional constraints. If the final variable is noninteger or an all-integer solution is found infeasible, then the algorithm backtracks through the ranking until it has explicitly or implicitly examined each combinatorial possibility for a particular objective function value. The first feasible integer solution found is the optimum integer solution for the problem. When all solutions have been considered for the first objective function value, and no feasible solution has been found, then the objective function is incremented down one greatest common divisor increment. The algorithm returns to the beginning of Stage 4 to examine the possibility of a feasible integer solution on a new, reduced hyperplane.

Some of the essential concepts of the objective function reduction algorithm can be introduced with a simple two-variable example. The following section describes such an example.

> A Two-Variable Introductory Example

One advantage of a two-variable example is the solution space can be easily visualized. The simplicity of finding the solution in two dimensions often indicates a particular search technique will be very valuable. When several variables are considered, that is, the problem is multidimensional, the satisfactory techniques of two dimensions often become tedious and ineffectual. Nevertheless, because of the visual properties of a two-dimensional example, it is useful to fall back on to point out some of the features of an established algorithm, such as the one developed in this research.

Consider the following two-variable example:

$$
\begin{aligned}
& \operatorname{maximize} \quad \mathrm{z}=8 \mathrm{x}_{1}+10 \mathrm{x}_{2} \\
& \text { subject to } \quad 7 \mathrm{x}_{1}+5.5 \mathrm{x}_{2} \leq 38.5 \\
& 4.5 \mathbf{x}_{1}+8 \mathbf{x}_{2} \leq 36.0 \\
& x_{j} \geq 0 \text { for } j=1,2(1-10) \\
& \mathbf{x}_{1}, \mathrm{c}_{\mathrm{j}} \text { INTEGER for } \mathrm{j}=1,2 \text {. (1-11) }
\end{aligned}
$$

Figure 1 shows how the constraints bound the solution area.


NOTES:
(1) OPTIMUM NONINTEGER SOLUTION, $\underline{x}=(3.52,2.52)$
(2) OPTIMUM INTEGER SOLUTION, $\underline{x}^{*}=(2,3)$

Figure 1. Two Variable Introductory Example Problem

The Stage 1 analysis of the algorithm determines first the optimum noninteger solution of the problem. As shown in Figure 1, the optimum noninteger solution is $\underline{x}=\left(x_{1}, x_{2}\right)=(3.52,2.52)$. Since this solution is not all-integer, the algorithm continues its search for a feasible integer solution. The value of the objective function, Equation (1-7), at the optimum noninteger solution is $z=53.36$. By inspecting the constraint boundaries of Figure 1, the maximum over-all integer bounds of the problem variables can be found. Therefore, the upper and lower integer bounds can be defined by the inequalities

$$
\begin{equation*}
0 \leq x_{1} \leq 5 \tag{1-12}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leq x_{2} \leq 4 \tag{1-13}
\end{equation*}
$$

Stage 1 says the objective function at the optimal noninteger solution is

$$
\begin{equation*}
z=8 x_{1}+10 x_{\mathbf{z}}=53.36 \tag{1-14}
\end{equation*}
$$

This would be a straight line parallel to the objective function equation shown in Figure 1, intersecting the opti-mum noninteger solution at $\underline{x}=\left(x_{1}, x_{2}\right)=(3.52,2.52)$. Since this solution is not integer optimum, the optimum solution must lie on some parallel objective function line below the maximum described in Equation (1-14). Also, notice that the $c_{j}$ coefficients are restricted to integer values. Therefore, the left-hand side of the objective
function must equal some integer value, since the product and sum of integers must be an integer value. To force the right-hand side of the objective function to an integer value, it seems justifiable to round Equation (1-14) down to the greatest integer below 53.36 to get the equation

$$
\begin{equation*}
\mathrm{z}=8 \mathrm{x}_{1}+10 \mathrm{x}_{2}=53 \tag{1-15}
\end{equation*}
$$

Using the methods that will be explained in Chapter III, Stage 2 calculates the greatest common divisor of the coefficients ( $c_{j}$ ) in the objective function, Equation (1-7). For this simple introductory example problem, the greatest common divisor can be determined by inspecting the coefficients $c_{1}=8$ and $c_{2}=10$ in Equation (1-7). It can be seen that the greatest integer that will divide evenly into 8 and 10 is the number 2. Therefore, the greatest common divisor for the objective function is 2.

As will be shown in Chapter III with the study of linear Diophantine equations, no integer solution is possible for Equation (1-15). The optimum noninteger solution value must be rounded down until it has the greatest common divisor as a factor. That is, begin the recursive search for a feasible integer solution with the first reduced objective function being

$$
\begin{equation*}
\mathrm{z}=8 \mathrm{x}_{1}+10 \mathrm{x}_{2}=52 \tag{1-16}
\end{equation*}
$$

The greatest common divisor, 2 , divides evenly into the integer value $z=52$. This says there is at least one
integer solution to this objective function. If this integer solution is within the solution area, as defined by the functional and nonnegativity constraints, the optimum solution has been found. Otherwise, the optimum solution must be located on a further reduced objective function parallel to Equation (1-16). Stage 2 is complete when $z=52$ of Equation (1-16) is found.

In Stage 3, the variables are ranked or ordered according to the number of feasible integer possibilities each variable can take on. Equations (1-12) and (1-13) describe the lower and upper bounds on each variable. Variable $\mathrm{x}_{1}$ can take on six integer values, while variable $x_{2}$ can take on five integer values. As described later in Chapter IV, the ranking scheme is to assign the variable with the tightest bound the highest ranking position. A new symbol, $y_{j}$, will be used to indicate a ranked variable. Therefore, the direct change of variables will give

$$
\begin{equation*}
\mathbf{y}_{1}=\mathbf{x}_{2} \tag{1-17}
\end{equation*}
$$

and,

$$
\begin{equation*}
y_{2}=\mathbf{x}_{1} . \tag{1-18}
\end{equation*}
$$

Therefore, the bounds on the ranked variable are

$$
\begin{equation*}
0 \leq y_{1} \leq 4 \tag{1-19}
\end{equation*}
$$

and,

$$
\begin{equation*}
0 \leq y_{2} \leq 5 \tag{1-20}
\end{equation*}
$$

Based on the change of variables given in Equations (1-17) and (1-18) a new problem described in terms of the ranked variables $\left(y_{j}\right)$ is defined. This new problem will be solved using the objective function reduction algorithm. To avoid notation difficulties, it is often convenient to think completely in terms of the ranked variables and the new problem. Later, the variablescan be returned to their original form. The new problem, written with ranked variables, is

$$
\begin{align*}
\operatorname{maximize} \quad \mathrm{z}= & 10 \mathrm{y}_{1}+8 \mathrm{y}_{2}  \tag{1-21}\\
\text { subject to } \quad & 5.5 \mathrm{y}_{1}+7 \mathrm{y}_{2} \leq 38.5  \tag{1-22}\\
& 8 \mathrm{y}_{1}+4.5 \mathrm{y}_{2} \leq 36.0 \tag{1-23}
\end{align*}
$$

$$
\begin{equation*}
y_{j} \geq 0 \text { for } j=1,2 \tag{1-24}
\end{equation*}
$$

$y_{j}, \hat{c}_{\jmath}$ INTEGER for $j=1,2 . \quad(1-25)$

Figure 2 shows how the ranked constraints bound the solution area.

An additional requirement of Stage 3 is to identify any successive sequence in the ranking such that all succeeding coefficient values in the objective function are even integers. Equation (1-21) shows that both coefficients in the objective function are even integers. The algorithm records and potentially uses this fact. From the theory of numbers and linear Diophantine equations, the algorithm uses a rather simple observation. If during any part of the


NOTES:
( 1 ) OPTIMUM NONINTEGER SOLUTION, $y=(2.52,3.52)$
(2) OPTIMUM INTEGER SOLUTION, $\underline{y}^{*}=(3,2)$

Figure 2. Two Variable Introductory Example Problem With Ranked Variables
search, the objective function is given a value that is an odd integer, while all coefficients are even, then no integer solution can exist for that equation. Consequently, several solutions can be implicitly examined and eliminated.

As stated before, Stage 4 is the heart of the objective function reduction algorithm. Using the ranking scheme and the bounds found earlier, the first variable in the ranking is set at its upper bound. Therefore, set

$$
\begin{equation*}
y_{1}=4 \tag{1-26}
\end{equation*}
$$

From Stage 2, the first reduced objective function value to be examined is

$$
\begin{equation*}
\mathrm{z}=10 \mathrm{y}_{1}+8 \mathrm{y}_{2}=52 \tag{1-27}
\end{equation*}
$$

In a problem involving several variables, the held value of $y_{1}\left(y_{1}=4\right)$ would be substituted into the reduced objective function and the functional constraints. Obviously, with one variable held at a fixed value, the right-hand side of the constraints and the reduced objective function value can be modified. As Figure 2 shows, when the variable $y_{1}$ is held fixed at $\mathrm{y}_{1}=4$, the constraints will provide tighter bounds on the next variable the ranking, ya. With $y_{1}=4$, the functional constraints of Equations (1-22) and (1-23) indicate tighter bounds on $\mathrm{y}_{2}$. That is,

$$
\begin{align*}
& 5.5(4)+7 \mathrm{y}_{\mathrm{z}} \leq 38.5  \tag{1-28}\\
& 8(4)+4.5 \mathrm{y}_{\mathrm{z}} \leq 36.0 \tag{1-29}
\end{align*}
$$

and this leads to

$$
\begin{equation*}
y_{2} \leq 2.35 \tag{1-30}
\end{equation*}
$$

from constraint one, and

$$
\begin{equation*}
\mathrm{y}_{2} \leq 0.88 \tag{1-31}
\end{equation*}
$$

from constraint two. This is shown clearly in Figure 2. The minimum value from Equations (1-30) and (1-31) provides a new, temporary upper bound on $y z$. This means that yz must be no greater than the greatest integer less than or equal to yz $\leq 0.88$ from Equation (1-31). Therefore,

$$
\begin{equation*}
y_{2} \leq 0 \tag{1-32}
\end{equation*}
$$

is a new upper bound on the next variable in the ranking. This procedure has reduced the number of possible values to examine.

With only two variables, the process of finding tighter bounds is unnecessary. For a fixed value of one variable, the reduced objective function of Equation (1-27) provides the value of the other variable. Nevertheless, the twovariable example easily shows the principle of finding tighter bounds. In the complete algorithm described in Chapter IV, the reduced objective function equation is used similarly as a constraint would be used to aid in identifying the tightest possible bound on the next variable in the ranking.

With two variables, Equation (1-27) leads quickly to
the solution, for a fixed value of $y_{1}=4$. That $i s$,

$$
\begin{equation*}
10(4)+8 y_{2}=52 \tag{1-33}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{z}=1.5 . \tag{1-34}
\end{equation*}
$$

Since yz has been found to be a noninteger value, it is immediately eliminated as a feasible solution. If ya had been found integer, the feasibility of the solution $\underline{y}=\left(y_{1}, y_{2}\right)$ would be tested in the functional constraints. The first feasible, all-integer solution found is the optimum solution.

For this two-variable example, the algorithm says no feasible, integer solution exists for $z=52$ and $y_{1}=4$. The search continues by incrementing $y_{1}$ down one integer and solving for $\mathrm{y}_{\mathrm{a}}$. This process continues until all integer possibilities for $y_{1}$ have been tested, which implies all values of $y$ a have been tested. If the optimum solution is not found at $z=52$, then the objective function is still further reduced by the amount of the greatest common divisor to $z=50$. This gives a new objective function equation to be searched, which is

$$
\begin{equation*}
\mathrm{z}=10 \mathrm{y}_{1}+8 \mathrm{y}_{2}=50 \tag{1-35}
\end{equation*}
$$

Figure 3 shows this process will continue until the optimum solution is found at $\mathbf{y}^{*}=(3,2)$ with $\mathrm{z}=46$. Notice how Figure 3 indicates that the first feasible integer solution that is found, as the objective function moves

down through the solution space, is the optimum solution. The limitation of only dealing with two variables did not allow all of the objective function reduction algorithm to be demonstrated. It does provide a visual reference for many concepts that will be extended and examined in more detail later.

Some of the notation used in this research will now be described.

## Notation

One part of the algorithm ranks the variables according to a ranking scheme. A ranked variable will be indicated by the letter $y$. The ranked variables do not necessarily have the same subscript number as the problem variable they represent. The subscripts on the y-variables indicate ranking order. Therefore, $y$, the second ranked variable, could be the ranked variable identification for problem variable $\mathrm{x}_{6}$.

It is sometimes convenient to represent a solution as an n-vector of the form

$$
\begin{equation*}
y=\left(y_{1}, y_{2}, \ldots, y_{n}\right) \tag{1-36}
\end{equation*}
$$

To indicate the optimal integer solution, the n-vector

$$
\begin{equation*}
\underline{\mathrm{y}}^{*}=\left(\mathrm{y}_{1}^{*}, \mathrm{y}_{2}^{*}, \ldots, \mathrm{y}_{\mathrm{n}}^{*}\right) \tag{1-37}
\end{equation*}
$$

will be used.
During certain parts of the algorithm, it is necessary to round down or round up to the nearest integer. The
common notation that is used for this is

$$
\begin{equation*}
[y]=\text { the greatest integer } \leq y \tag{1-38}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle y\rangle=\text { the least integer } \geq y \tag{1-39}
\end{equation*}
$$

Upper and lower bounds often need to be identified as the algorithm is described. An upper integer bound on a variable will be indicated with the superscript $u$ and a lower integer bound will be indicated by the superscript $\ell$. Some typical examples might be

$$
\begin{equation*}
y_{3}^{\ell}=5 \tag{1-40}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{3}^{4}=7 . \tag{1-41}
\end{equation*}
$$

The complete notation required for this thesis is listed in the Nomenclature section preceding this introductory chapter. Before looking more closely at the details of the objective function reduction algorithm, a brief review of the literature and some concepts from the study of linear Diophantine equations will be presented.

## CHAPTER II

## LITERATURE REVIEW OF INTEGER <br> LINEAR PROGRAMMING

During the past ten years, there has been a great amount of research and publications on integer linear programming. This literature review will identify some of the more recent articles that are widely referenced and are typical of the work being done using a particular approach to the problem. In 1965, two surveys appeared that examined many of the important algorithms up to that year. Balinski (3) summarizes the major methods that have been successful or interesting in their method of approaching the problem. Included are some descriptions of general algorithms and computational experience dealing with integer linear programminge Beale (4) presents a survey of linear programming problems where some or all of the variables are required to take on integer values. Four separate methods of solving integer linear programming problems are reviewed and discussed. A survey of the literature of the late 1960's would make an excellent contribution to the literature of integer programming. This gap in the literature should certainly be filled in the coming months.

## General Classification of Algorithms

Several methods of classifying the algorithms of integer linear programming have been used. Any general method of classification will be incomplete because of the variety of methods proposed to solve discrete programming problems. Nevertheless, the two areas of classification suggested by Wagner (30) are appropriate for the literature reviewed in this thesis. The two main approaches for finding optimal solutions to integer programming problems are the cuttingplane algorithms and the backtrack algorithms.

The cutting-plane algorithms appear in several forms. They can be used to solve both the mixed integer programming problems and pure integer programming problems. The cutting-plane algorithms start at the optimum linear programming solution and then move toward the optimum integer linear programming solution. The early work of Ralph E. Gomory identified the significant contribution that this approach could make to solving integer linear programming problems. Generally, these methods assume the optimum linear programming solution has been found and is not integer. Additional cuts or constraints are then added to the original constraints. These new constraints are added in such a way that they reduce the feasible solution space, but they do not exclude any possible integer solutions. The algorithm is completed when a feasible integer programming solution has been found. These methods have been shown to be finite converging algorithms. With the addition of new
constraints at each iteration, the number of iterations in the finite convergence of even a moderate problem can be quite large.

The second classification group is somewhat broad and includes many approaches to the problem. Again, the backtrack algorithms can be used to solve both mixed and integer linear programming problems. Under this category are the branch-and-bound algorithms, implicit enumeration algorithms, shifted functional hyperplane methods, and many others. As in the cutting-plane algorithms, the backtrack algorithms begin at the optimal linear programming solution. These techniques then create a group of related linear programming algorithms. For example, in the branch-and-bound algorithms, a series of subproblems and a lower bound for minimization) are determined. Similar to the concepts of dynamic programming, at each stage of subdivision, certain solutions are excluded as infeasible and are not examined. The name backtrack algorithms is given to these methods because they start at the optimal noninteger solution and back away from it, searching a sequence of generated problems for the optimal integer linear programming solution.

Naturally, all of the approaches to the integer programming problems cannot be classified with these two principal methods. The heuristic programming techniques or the statistical methods do not readily fall within either of the two categories. Some papers that are difficult to classify will be discussed at the end of the chapter.

## Cutting Plane Algorithms

The name most often mentioned when discussing cuttingplane algorithms is that of Ralph E. Gomory. Until some of his early work was presented in 1958, a general method for solving integer linear programming problems was assumed to be impossible by many people. Since that time, Gomory and several others have continued to explore the possibilities of cutting-plane algorithms.

Of the surveys made during the mid 1960's, the one by E. M. L. Beale (4) is most readable. The theory of Gomory's methods are explained quite well by Beale. In the early cutting-plane algorithms for pure integer programming, the method begins by finding the optimal noninteger solution to the linear programming problem. If the solution to this problem, where the variables can take on continuous values, happens to turn out to be all-integer, the algorithm stops. If some or all of the variables in the solution are noninteger, a new constraint is added to the problem. This new constraint eliminates a part of the feasible solution space near the optimum noninteger solution. It eliminates the optimal noninteger solution and other solutions near the optimum, but it does not eliminate any feasible integer solutions. Then, the simplex tableau is manipulated using the dual simplex method to move away from the optimal noninteger solution. If the dual simplex iteration finds an optimum integer solution, the algorithm is complete. If not, a new constraint is added and the process continues until
the optimum integer solution is found. The new constraints are often called cuts or cutting-plane constraints. They get their name from the way they cut away some of the feasible solution space. Their purpose is to force an integral solution.

After the work described above, Gomory (10) presented some new, important modifications to his all-integer integer programming algorithm. It differs from the earlier work in two main ways:

1. The technique is all-integer. The coefficients in the original matrix are integers and all coefficients remain integer during the whole calculation.
2. It is a uniform procedure similar to the dual simplex method. Also, the cycle of adding an inequality has been eliminated.

This method does not begin at the optimal solution determined by letting all the variables have a continuous range. It begins by making the problem dual feasible. This is done by adding an artificial constraint that the sum of the nonbasic variables be less than or equal to some arbitrarily large number. From this point on each succeeding pivotal row is a new cut and is generated in such a way that it makes the pivot equal to minus one. This causes the integral tableau to remain integral.

This contribution of Gomory (10) is widely referenced in the literature on cutting-plane algorithms of integer
linear programming. This work apparently influenced much of the later research.

Economic applications of some of the initial work in integer programming began appearing in the literature in the early 1960's. Gomory and Baumol (11) discussed the topic of integer programming and pricing in a paper in 1960. The article describes and gives an example of integer linear programming. The majority of the paper discusses economic considerations such as prices, marginal yields of scarce indivisible resources, and efficient allocation of resources.

The work of Fred Glover has made a significant contribution to the study of integer programming. In 1967, Glover (8) presented a paper describing a primal integer programming algorithm. The technique is described by Glover as a new foundation for a simplified primal integer programming algorithm. The main focus of this research starts by considering the ordinary linear programming problem. Then, the same problem is considered again where the solution is required to be in pure integer form. Because the simplex technique is so effective for solving the ordinary linear programming problem, Glover sought an adoption of the simplex algorithm to solve the pure integer programming problem. The goal is to maintain a primal feasible and integer solution at each iteration. The author says such an adoption is straightforward and points to his earlier work and that of Richard D. Young (31). This adoption, called the rudimentary primal algorithm, draws on the early
concepts of Gomory where cuts are added to the feasible solution.

Glover's (8) simplified primal algorithm begins with the rudimentary primal algorithm and provides some rules that lead to a convergent algorithm. The author provides theorems and proofs to describe the success of this method. Even though Glover describes the rules as simple and the theorems as elementary, the analysis is still somewhat difficult to follow. Nevertheless, the fact that a primal integer programming algorithm has been found is a significant contribution to the literature.

A companion paper to Fred Glover's (8) article is one by Richard D. Young (31). Glover describes Young's work as a pioneering paper that produced a finite primal algorithm. He goes on to call it an outstanding, original contribution to integer programming. Young's algorithm is a complicated and difficult technique for primal integer programming.

Richard D. Young's (31) paper describes a primal, allinteger algorithm for solving a bounded and solvable pure integer programming problem. This algorithm is a primal analogy to some of Gomory's early work with cutting plane techniques. The method is tied closely to the simplex method, but Young's simplified primal algorithm adds a special row to the tableau and modifies the method of selecting the pivot column. At each iteration, a cuttingplane constraint is added to the tableau. Young shows his simplified primal algorithm is a finite procedure.

Young ${ }^{\text {i }}$ (31) paper parallels Glover's (8) work. Young's algorithm develops alternative rules for adding the new row of cutting-plane constraints. This method is not as general or the tableau format as elaborate as Glover"s (8), according to Young ${ }^{\text {s }}$ s evaluation. Both papers were presented in the literature to speed the understanding and analysis of the basic approach to integer linear programming.

From an applications point-of-view, the ability of computer codes to solve integer programming problems is an essential consideration. Several cutting-plane algorithms have been coded and evaluated. Beale (4) mentions some codes that used the cutting-plane concepts of much of Gomory's early work in integer programming. As of Beale's (4) 1965 survey date, computer codes were available that solved about 100 equations and 2000 variables. Beale says that up to 1964 the largest single problem solved with this code had 215 equations and about 2600 variables. The author does not mention the speed or efficiency of the computer code, but refers his readers to the author of the computer code.

By the summer of 1967, C. A. Trauth, Jr. and R. E. Woolsey (28) had completed their analysis of four different computer codes. The codes were based primarily on Gomorys cutting-plane methods of integer linear programming. The authors compared the computational efficiency and practical applicability of the four codes. They discovered difficulties with machine round-off errors can sometimes be
controlled, but the procedures required can be time consuming. Another difficulty they noted was the amount of time required to actually solve a given integer programming problem. As mentioned earlier in this literature review, Gomory proved his methods will produce a solution in a finite number of steps. In practice, a finite number of steps can be so large as to be impractical, even in a moderate size problem.

Trauth and Woolsey (28) indicated the amount of time involved in obtaining a solution was related to the density of the constraint coefficient matrix. Also, the magnitude of the elements in this matrix had an effect on the solution time. The four codes were tested on some test problems that are commonly used in the literature to evaluate computer codes. The authors present tables and their analysis showing the solution time and number of iterations required for each computer code they evaluated.

Even though much important work has been done on cutting-plane algorithms, a great deal of attention has been given in the literature to backtrack algorithms. Some typical articles from this literature will now be reviewed.

## Backtrack Algorithms

In the middle of 1960 , a paper appeared that suggested an approach different from the cutting-plane method to solve discrete programming problems. The numerical algorithm of A. H. Land and A. G. Doig (20) is widely respected and
referenced in the literature of integer programming. This early work of Land and Doig (20) is often classified as a shifted hyperplane method or a branch-and-bound method. The algorithm described by the authors uses a systematic parallel shift of the objective function in the direction of a reduction of the maximand. This process is continued until an integer solution is found within the ordinary feasible solution space. The upper bound on the objective function is first found by solving the ordinary linear programming problem without the discrete variable constraints. This is the upper bound on the maximand since no higher value of the objective function can take an integer value.

The method of Land and Doig (20) then moves to identify a unique minimum and maximum for each variable at a particular value of the objective function. These minimum and maximum values of the variables can be found by solving the linear programming problems that minimize and maximize each variable. The authors extend these basic concepts to examining the convex set of feasible solutions as the objective function hyperplane is moved down from its maximum position. They give a step-by-step algorithm of their procedure and an example of its application.
E. L. Lawler and D. E. Wood (21) have written an excellent paper discussing branch-and-bound methods of integer linear programming. They describe the main concepts of the branch-and-bound approach to constrained optimization problems. Even though this article is not limited to a
discussion of branch-and-bound in integer linear programming, it still often appears as an important reference in the literature. The authors discuss several specific applications, including integer linear programming, nonlinear programming, the traveling-salesman problem, and the quadratic assignment problem.

Lawler and Wood (21) point out that, as in dynamic programming, the technique of branching-and-bounding is an intelligent examination of the feasible solution space. They describe the branch-and-bound method as repeatedly separating the feasible solution space into smaller and smaller subsets of feasible solutions. Within each subset a bound is calculated for the value of the objective function. After each separation of the feasible solution space, the subsets that have a bound that exceeds the value of the objective function for a known feasible solution are excluded from any further separation and examination. The authors present a generalized, formal mathematical description of the branch-and-bound algorithm.

In the last part of 1966, an article by Norman Agin (1) appeared. This article gave a generalized description of branch-and-bound algorithms. The author's paper points out the wide variety of applications of the branch-and-bound algorithm to many combinatorial problems. One of the best aspects of this paper is that it describes the branch-andbound technique for optimum seeking in general. Agin says part of the philosophy of this paper is to introduce
branch-and-bound to those who are unfamiliar with the technique.

Agin (1) points out two interesting limitations of branch-and-bound methods. One is that each problem needs a specific method for finding the bound and for finding good heuristics for branching. Another limitation is that in large problems the computational time may exceed the available computer time.

One of the newest algorithms to appear is the bound-and-scan algorithm of Frederick S. Hillier (15). This technique applies to pure integer linear programming. The approach is to find tight bounds on the variables. Then, a sequence of constantly improving feasible solutions is identified by scanning the relevant solutions. Hillier (15) reports encouraging computational experience with this algorithm as compared to other existing methods. This is an excellent, readable paper that describes the new method and plans for increasing its efficiency even more.

Establishing bounds on the problem variables is a common principle in many backtrack algorithms. Patrick D. Krolak (17, 18) has completed some work that lead to a Bounded Variable Algorithm. These papers present some useful generalized equations to establish upper and lower bounds on variables. Krolak (18) presents some computational results of this algorithm and other existing methods when they are tested on some standard problems.

Stanley Zionts (32) proposed some ideas toward unifying
the theory of integer linear programming. Basically, the author generalizes much of the work in integer linear programming in the framework of upper and lower bounds on integer variables. The main contribution of this work is that it tends to unify several of the proposed methods of solving integer linear programming problems.

One of the most important applications of integer programming is in capital budgeting problems. Zero-one and mixed zero-one integer programming are mathematical tools that are essential to the solution of many capital budgeting problems. V. E. Unger, Jr. (29) describes how some of the zero-one algorithms can be used to assist a firm with the allocation of limited amounts of capital. Even though this article deals with only one class of the capital budgeting problem, the problem formulation and solution procedure make it an interesting article.

Some additional examples of papers from the literature that discuss the work on zero-one integer programming are Glover (9) and Geoffrion (7). Both of these authors are often referenced in the literature of integer linear programming.

Other Methods

The approach used in many methods of integer programming cannot be easily classified as cutting-plane or backtrack algorithms. An example of this is an article by G. Graves and A. Whinston (13). The authors present a new
approach to discrete mathematical programming for zero-one integer programming. This paper describes the theoretical concepts that extend some of the enumeration methods. Where many of the backtrack algorithms would use bounds to truncate parts of the method, Graves and Whinston (13) use population statistics. The authors indicate that the term population statistics should not be confused with the methods of sampling statistics or random search procedures. The concepts described in this paper use the idea of selecting the optimal function among a certain class of functions. Set theory and functions viewed as maps are used to develop the concepts of this theoretical paper.

Approximation methods provide the only method of solving many integer programming problems. S. Senju and Y. Toyoda (27) have approached the zero-one integer linear programming problem from the point-of-view of trying to find a good approximate solution. The fundamental concept the authors say they use is to develop some ordinal scales for the proposed projects. They suggest this method is quite satisfactory when there are a large number of proposals and constraints.

Frederick S. Hillier (14) has developed an approximation method for integer linear programming. This paper is very well written and is an excellent example of some of the better work in the literature. This article presents the theoretical concepts of a heuristic procedure to find a good approximate solution which gives an objective function value
close to the optimum. The step-by-step method of analysis is outlined by the author. A small example is given to demonstrate the algorithm. A computer code and the results of evaluating the procedure on several test problems are given. Since many optimal algorithms can obtain greater efficiency when given a good approximate solution initially, this paper makes an outstanding contribution to the literature.

In a recent paper, R. E. Gomory and E. L. Johnson (12) introduce some theory that has applications to both cuttingplane and backtrack algorithms. The authors analyze some continuous functions and inequalities when some or all of the variables are restricted to be integers. The article shows how inequalities can be used to furnish cut-off points for integer programming algorithms. This paper is very theoretical and difficult to read. A companion paper demonstrating the basic technique would be a fine contribution to the literature.

The concepts of linear Diophantine equations are essential in the development of objective function reduction algorithm. Some of the necessary concepts will be reviewed in the following chapter.

## CHAPTER III

## SOME CONCEPTS OF LINEAR

DIOPHANTINE EQUATIONS

The concepts of linear Diophantine equations from the theory of numbers are essential to the objective function reduction algorithm presented in this thesis. Several topics will be discussed in this chapter that are necessary to follow the flow of logic in the algorithm developed in this research. Even though number theory is often considered one of the prime examples of pure mathematics, some of the observations associated with linear Diophantine equations and the divisibility property of integers form a vital part of the objective function reduction algorithm. Some of the basic theorems from this area of mathematics allow implicit examination of several solutions in integer linear programming problems. Many of these concepts speed the algorithm and the computer code toward the integer feasible solution.

The wide variety of topics associated with linear Diophantine equations and number theory is discussed in several books. Anthony J. Pettofrezzo and Donald R. Byrkit (26) present several selected topics in number theory in a very readable and interesting book. This book describes
many essential topics of number theory at an introductory level. Ivan Niven and Herbert S. Zuckerman (24) have written another book that introduces several of the concepts of number theory and Diophantine equations. It includes many examples and proofs necessary to understand this area of mathematics.

In order to examine the philosophy of the divisibility properties of integers, some basic terms and notation are required. If $r, s$, and $t$ are integers such that

$$
\begin{equation*}
r \cdot s=t \tag{3-1}
\end{equation*}
$$

then $r$ and $s$ are called factors or divisors of $t$. Also, $t$ is said to be a multiple of $r$ and of $s$. If $m$ is a factor of n, then it is written

$$
\begin{equation*}
\mathrm{m} \mid \mathrm{n} \tag{3-2}
\end{equation*}
$$

For example, if $m=5$ and $n=25$, then $5 \mid 25$ says 5 is a factor of 25. If $m$ is not a factor of $n$, then the notation

$$
\begin{equation*}
\mathrm{m} \nmid \mathrm{n} \tag{3-3}
\end{equation*}
$$

is written to describe how the integers are related. For example, if $m=2$ and $n=15$, then $2 \nless 15$ says 2 is not a factor of 15.

The terms prime and composite often appear in discussions of linear Diophantine equations and the theory of numbers. A prime number is a number that has no positive factors other than one and itself. The number seven is a
prime number. A composite number is a number that has factors other than one and itself. Since the number nine has the number three as a factor, as well as one and itself, it would be called a composite number

The idea of the greatest common divisor is an integral part of the objective function reduction algorithm. This topic and its notation will be reviewed briefly.

The Greatest Common Divisor

If $k \mid r$ and $k \mid s$, then the number $k$ is called a common divisor or common factor of $r$ and $s$. Suppose $r=50$ and $s=80$. The integer number 5 is a common divisor to both 50 and 80. Therefore, $5 \mid 50$ and $5 \mid 80$ indicates that 5 is a common divisor to 50 and 80. The greatest common divisor can now be defined. The largest positive integer $g$ that divides the absolute value of each of two integers $r$ and $s$ is called the greatest common divisor of $r$ and $s$. The greatest common divisor is denoted

$$
\begin{equation*}
(r, s)=g \tag{3-4}
\end{equation*}
$$

This implies $g \mid r$ and $g \mid s$, with $g$ as the greatest positive integer that is a factor to both $r$ and $s$.

An objective function for a two-dimensional linear programming problem would have the form

$$
\begin{equation*}
\mathbf{z}=c_{1} \mathbf{x}_{1}+c_{2} \mathbf{x}_{2} . \tag{3-5}
\end{equation*}
$$

For a particular problem, a greatest common divisor could be
found if both $c_{1}$ and $c_{2}$ were integers. That is, a factor of $c_{1}$ and $c_{z}$ can be found such that

$$
\begin{equation*}
\left(c_{1}, c_{2}\right)=g . \tag{3-6}
\end{equation*}
$$

In an elementary integer linear programming problem, the objective function might be

$$
\begin{equation*}
\mathbf{z}=21 \mathbf{x}_{1}+77 \mathbf{x}_{\mathbf{2}} \tag{3-7}
\end{equation*}
$$

The greatest common divisor of both $c_{1}$ and $c_{a}$ would be the number 7. This would be denoted

$$
\begin{align*}
& \left(c_{1}, c_{2}\right)=g \\
& (21,77)=7 \tag{3-9}
\end{align*}
$$

The definition of the greatest common divisor says that $g$ must be a common divisor to the absolute value of $r$ and $s$. Therefore, negative coefficients can be handled within the greatest common divisor definition. If, in the example of Equation (3-7), one or both of the coefficients were negative, then

$$
\begin{equation*}
(-21,77)=(21,-77)=(-21,-77)=7 \tag{3-10}
\end{equation*}
$$

The definition also implies that if $r=s=0$, then ( $r, s$ ) does not exist. Additionally, if $r \neq 0$ and $s=0$, then $(r, s)=|r| ;$ if $r=0$ and $s \neq 0$, then $(r, s)=|s|$. As somewhat of a side issue, if $d \mid r$ and $d \mid s$, then $d \mid g$. This says that if $d$ is a factor of both $r$ and $s$, where $(r, s)=g$, then d is also a factor of the greatest common divisor.

The concept of greatest common divisor is also applicable when more than two integers are involved. The definition can be generalized so that the greatest common divisor for $n \geq 3$ integers is the largest positive integer $g$ such that it is a factor of the absolute values of each of the $n$ integers $r_{1}, r_{2}, \ldots, r_{n}$. For the $n$ integers, $r_{1}, r_{2}, \ldots$, and $r_{n}$, the greatest common divisor is written

$$
\begin{equation*}
\left(\mathbf{r}_{1}, r_{2}, \ldots, r_{n}\right)=g . \tag{3-11}
\end{equation*}
$$

For example, suppose an integer linear programming objective function were

$$
\begin{equation*}
z=56 x_{1}-24 x_{2}+96 x_{3}+40 x_{4} \tag{3-12}
\end{equation*}
$$

The greatest common divisor of the objective function coefficients is

$$
\begin{align*}
& \left(r_{1}, r_{2}, r_{3}, r_{4}\right)=g  \tag{3-13}\\
& \left(c_{1}, c_{2}, c_{3}, c_{4}\right)=g  \tag{3-14}\\
& (56,-24,96,40)=8 \tag{3-15}
\end{align*}
$$

As the general definition indicates, the greatest common divisor of the coefficients is the greatest integer, $g$, where

$$
\begin{equation*}
g \mid c_{j} \text { for } j=1,2, \ldots, n \tag{3-16}
\end{equation*}
$$

Two theorems are needed to give additional insight to the greatest common divisor and its application in the objective function reduction algorithm.

THEOREM 3.1: If $v$ and $w$ are positive integers such that $v \mid w$ and $w \mid v$, then $v=w$.
 it $x$, must equal w. That is,

$$
\begin{equation*}
\mathrm{v} \cdot \mathrm{x}=\mathrm{w} \tag{3-17}
\end{equation*}
$$

and this implies $x \mid w$. Also, if $w \mid v$, then $w$ times some number, call it $y$, must equal $v$. Therefore,

$$
\begin{equation*}
\mathbf{w} \cdot \mathbf{y}=\mathbf{v} \tag{3-18}
\end{equation*}
$$

and this implies $y \mid v$. Now, if Equations (3-17) and (3-18) are solved for $x$ and $y$, respectively, then

$$
\begin{equation*}
\mathbf{x}=\frac{\mathbf{w}}{\mathbf{v}} \tag{3-19}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{y}=\frac{\mathrm{v}}{\mathrm{w}} . \tag{3-20}
\end{equation*}
$$

Now, Equation (3-19) can be written

$$
\begin{equation*}
x=\frac{w}{v}=\frac{1}{\frac{v}{w}}=\frac{1}{y} . \tag{3-21}
\end{equation*}
$$

By the definition of the term factor as used in Equation (3-17), $\mathbf{v}, \mathbf{x}$, and $w$ are integers. But, Equation (3-21) says

$$
\begin{equation*}
x=\frac{1}{y}, \tag{3-22}
\end{equation*}
$$

which means $y$ must be equal to one for $x$ to $b e$ integer. This implies from Equation (3-17)
that

$$
\begin{equation*}
\mathbf{v}=\mathbf{w} \tag{3-33}
\end{equation*}
$$

Another theorem that is needed deals with the greatest common divisor for the situations where three or more numbers are involved. This theorem will make use of Theorem 3.1 during its proof.

THEOREM 3.2: If $c_{1}, c_{2}, \ldots$, and $c_{n}$ are nonzero integers where $n \geq 3$, then

$$
\left(c_{1}, c_{2}, \ldots, c_{n}\right)=\left(\left(c_{1}, c_{2}, \ldots, c_{n-1}\right), c_{n}\right) .(3-24)
$$

PROOF: Let

$$
\begin{equation*}
g_{1}=\left(c_{1}, c_{2}, \ldots, c_{n}\right) \tag{3-25}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{2}=\left(\left(c_{1}, c_{2}, \ldots, c_{n-1}\right), c_{n}\right) . \tag{3-26}
\end{equation*}
$$

Since $g_{1} \mid c_{f}$ for $j=1,2, \ldots, n$, then $g_{1} \mid\left(c_{1}, c_{2}, \ldots, c_{n-1}\right)$ and $g_{1} \mid c_{n}$. This implies $g_{1}\left|g_{2} . A 1 s o, g_{2}\right|\left(c_{1}, c_{2}, \ldots, c_{n-1}\right)$ and $g_{2} \mid c_{n}$, then $g_{2} \mid c_{j}$ for $j=1,2, \ldots, n$. Therefore, $g_{2} \mid g_{1}$. The definition of greatest common divisor requires that $g_{1}$ and $g_{2}$ be positive integers.

Therefore, $g_{1}=g_{2}$ from Theorem 3.1 and

$$
\left(c_{1}, c_{2}, \ldots, c_{n}\right)=\left(\left(c_{1}, c_{2}, \ldots, c_{n-1}\right), c_{n}\right) .(3-27)
$$

Another important concept that can be used in integer linear programming is when some coefficients of variables in the objective function are zero. Should that case occur, the greatest common divisor is

$$
\begin{equation*}
\left(c_{1}, c_{2}, \ldots, c_{k}, 0,0, \ldots, 0\right)=\left(c_{1}, c_{a}, \ldots, c_{k}\right) \tag{3-28}
\end{equation*}
$$

For small problems, the greatest common divisor often can be found by inspection. As the number of integers increases, the search for the greatest common divisor would become lengthy and tedious using inspection and trial and error methods. Fortunately, the ancient Greek mathematician, Euclid, developed an algorithm to determine the greatest common divisor. Euclid's algorithm will now be examined.

## Euclid's Algorithm

Euclid's algorithm gives a method for finding the greatest common divisor for a group of integers. First, consider the case of two unequal positive integers $d$ and e. If it is assumed that $d>e$, then $d$ can be written as

$$
\begin{equation*}
d=q e+r, \quad \text { where } 0<r<e \tag{3-29}
\end{equation*}
$$

For example, let $d=23$ and $e=7$. Therefore, $d$ can be written as

$$
\begin{equation*}
23=3 \cdot 7+2 \tag{3-30}
\end{equation*}
$$

From Equation (3-29), $q=3$ and $r=2$ for the example of Equation (3-30). The integer $q$ is the quotient resulting from the division of $d$ by $e$. The integer $r$ is the remainder after d is divided by e. Euclid developed a step-by-step procedure for continuing this type of analysis until it leads to the greatest common divisor.

Let $q_{1}$ be the quotient from the $i^{\text {th }}$ iteration and $r_{i}$ the remainder associated with the $i^{\text {th }}$ iteration. For a simple example that requires only three iterations, Euclid's algorithm would be as follows:

$$
\begin{align*}
& d=q_{1} e+r_{1}, \text { where } 0<r_{1}<e ;  \tag{3-31}\\
& e=q_{2} r_{1}+r_{2}, \text { where } 0<r_{2}<r_{1} ;  \tag{3-32}\\
& r_{1}=q_{3} r_{2}+r_{3}, \text { where } r_{3}=0 . \tag{3-33}
\end{align*}
$$

The algorithm is completed when the remainder in the $i^{\text {th }}$ iteration is zero. The greatest common divisor is the last nonzero remainder ( $r_{1-1}$ ) found by the algorithm. If $r_{3}$ were found to be zero in Equation (3-33), then the integer $r_{z}$ is the greatest common divisior for $d$ and e. That is,

$$
\begin{equation*}
(d, e)=r_{2} . \tag{3-34}
\end{equation*}
$$

As an example, suppose an integer programming objective function were

$$
\begin{equation*}
z=36 x_{1}+132 x_{2} . \tag{3-35}
\end{equation*}
$$

Using Euclid's algorithm as described in Equations (3-31)
through (3-33), the greatest common divisor of the objective function coefficients can be found as follows:

$$
\text { If } \begin{align*}
d=132 \text { and } e & =36, \text { then } \\
132 & =3 \cdot 36+24  \tag{3-36}\\
36 & =1 \cdot 24+12  \tag{3-37}\\
24 & =2 \cdot 12+0 . \tag{3-38}
\end{align*}
$$

From Equation (3-38), $r_{3}=0$ which means the greatest common divisor, $g$, is $r_{2}=12$. Therefore, in the notation developed here,

$$
\begin{align*}
(d, e) & =g  \tag{3-39}\\
(d, e) & =r_{2}  \tag{3-40}\\
(132,36) & =12 \tag{3-41}
\end{align*}
$$

It should be noted that the integer coefficients in Equation (3-35) were ordered so the larger one ( $c_{2}=132$ ) became $d$ for the algorithm of Equations (3-31) through (3-33), where it is required that $d>e$. This is a necessary condition so the larger integer can be set equal to a quotient times the smaller number plus a remainder.

The form of Euclid's algorithm described in Equations (3-31) through (3-32) allows for only three iterations. Naturally, other problems may require several iterations. In the example for ( $d, e$ ) the greatest common divisor, $g$, must be found in a finite number of steps, since there is
only a finite number of positive integers less than $e$, where $d>e . \quad$ The general form of Euclid's algorithm to find $(d, e)=g$, where $d>e, i s$ as follows:

$$
\begin{align*}
d & =q_{I} e+r_{I}, \text { where } 0<r_{1}<e ;  \tag{3-42}\\
e & =q_{2} r_{I}+r_{2}, \text { where } 0<r_{2}<r_{I} ;  \tag{3-43}\\
r_{I} & =q_{3} r_{2}+r_{3}, \text { where } 0<r_{3}<r_{2} ;  \tag{3-44}\\
& \cdot P \\
r_{k-3} & =q_{k-1} r_{k-2}+r_{k-1}, \text { where } 0<r_{k-1}<r_{k-2} ;  \tag{3-45}\\
r_{k-2} & =q_{k} r_{k-1}+r_{k}, \text { where } 0<r_{k}<r_{k-1} ;  \tag{3-46}\\
r_{k-1} & =q_{k}+1 r_{k}+0 . \tag{3-47}
\end{align*}
$$

The concepts of the greatest common divisor and Euclid's algorithm provide a foundation for examining some of the properties of linear Diophantine equations.

## Linear Diophantine Equations

Any polynomial equation in several variables, where all of the coefficients, variables, and the right-hand side values are required to be integers, is called a Diophantine equation. In general, the form would be

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j} x_{1}=z \tag{3-48}
\end{equation*}
$$

where

$$
\mathrm{c}_{\mathrm{j}} \text { integer for } \mathrm{j}=1,2, \ldots, \mathrm{n}
$$

```
xj integer for j = 1, 2, ..., n
    z integer.
```

The Greek mathematician, Diophantus, studied the form and solution of this type of linear equation. Since he was one of the first to study these equations at great length, they are named in his honor.

An interesting theorem associated with the greatest common divisior and linear Diophantine equations will be discussed.

THEOREM 3.3: If $c_{1}, c_{2}, \ldots$, and $c_{n}$ are integers which are not all zero, then the greatest common divisior $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ of the coefficients $c_{1}, c_{2}, \ldots$, and $c_{n}$ is the smallest positive integer that can be expressed as a linear homogeneous function of $c_{1}, c_{2}, \ldots$, and $c_{n}$; that is, $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ is the smallest positive integer such that
$\left(c_{1}, c_{2}, \ldots, c_{n}\right)=c_{1} x_{1}+c_{2} x_{2}+\ldots+c_{n} x_{n}$,
where $x_{j}$ integer for $j=1,2, \ldots, n$.

Pettofrezzo and Byrkit (26) indicate how this theorem can be proved. This theorem has a significant implication in the objective function reduction algorithm. If an integer programming objective function is of the form

$$
\begin{equation*}
\operatorname{MAXIMIZE} \quad z=\sum_{j=1}^{n} c_{j} x_{j} ; \tag{3-50}
\end{equation*}
$$

then, the greatest common divisor could be found for the coefficients, such that

$$
\begin{equation*}
g=\left(c_{1}, c_{2}, \ldots, c_{n}\right) . \tag{3-51}
\end{equation*}
$$

The implication of Theorem 3.3 is that the greatest common divisor, $g$, is the lower integer bound of a maximization objective function value. That is, the objective function hyperplane

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j} x_{j}=g \tag{3-52}
\end{equation*}
$$

is the smallest integer value of the maximand.
Another property of linear Diophantine equations involves the special case where all of the coefficients are even numbers and the right-hand side value is odd. For example, if an equation had the form

$$
\begin{equation*}
12 x_{1}+34 x_{2}+8 x_{3}+92 x_{4}=533, \tag{3-53}
\end{equation*}
$$

then it can be observed that all the coefficients are even numbers, while the right-hand side value is an odd number. Since the left-hand side of Equation (3-53) must be an even integer, no integral solutions can exist for the equation. This comes from the observation that an even integer multiplied times an odd or even integer must give an even integer as the product. Consequently, some linear Diophantine equations have no integer solutions. This fact will be used in the objective function reduction algorithm as solutions are implicitly examined.

The next theorem is most important for the search method of the objective function reduction algorithm developed in this research.

THEOREM 3.4: The linear Diophantine equation

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j} x_{j}=z \tag{3-54}
\end{equation*}
$$

has a solution if and only if $g \mid z$, where $g=\left(c_{1}, c_{2}, \ldots, c_{n}\right)$.

Pettofrezzo and Byrkit (26) indicate how this theorem can be proved. The importance of this theorem lies in the fact that it can eliminate searching certain objective function hyperplanes for integral solutions. This says that an objective function of the form

$$
\begin{equation*}
z=\sum_{j=1}^{n} c_{j} x_{3} \tag{3-55}
\end{equation*}
$$

where

$$
\begin{array}{ll}
c_{j} \text { integer } & \text { for } j=1,2, \ldots, n \\
\mathbf{x}_{j} \text { integer } & \text { for } j=1,2, \ldots, n
\end{array}
$$

can only have integral solutions for those values of $z$ such that $g \mid z$, where $g=\left(c_{1}, c_{2}, \ldots, c_{n}\right)$. Hyperplanes that have values such that $g \nmid z$ need not be considered or searched, since integral solutions cannot lie on these hyperplanes.

As an example of how Theorem 3.4 could be used,
consider the following integer linear programming objective function:

$$
\begin{equation*}
\mathbf{z}=27 \mathbf{x}_{1}+9 \mathbf{x}_{2}+18 \mathbf{x}_{3} . \tag{3-56}
\end{equation*}
$$

Using Euclid ${ }^{p}$ s algorithm or by inspection, the great common divisor of the coefficients would be found to be $g=9$. Suppose the objective function had a value

$$
\begin{equation*}
\mathbf{z}=27 \mathbf{x}_{1}+9 \mathbf{x}_{2}+18 \mathbf{x}_{3}=82 \tag{3-57}
\end{equation*}
$$

during one part of the search by the objective function reduction algorithm. Since $g=9$ and $9 \nless 82$, no integral solutions can lie on the plane defined in Equation (3-57). With this brief review of some of the concepts of linear Diophantine equations and the theory of numbers, the objective function reduction algorithm will be examined.

## CHAPTER IV

## THE OBJECTIVE FUNCTION

REDUCTION ALGORITHM

The objective function reduction algorithm is a solution procedure that searches for a solution to a solvable pure integer linear programming problem. This algorithm uses the concept of examining a family of objective function hyperplanes until an integer solution is found. Basically, the solution procedure begins at the optimum noninteger solution and examines parallel objective function planes in the feasible solution space. For example, in maximization problems the algorithm starts at the upper bound on the objective function, as determined by the simplex method or some other primal optimum seeking procedure. Successively reduced values of the objective function effectively move the objective function down through the solution space. The problem to be solved can be expressed mathematically using the following cannonical form:

$$
\begin{array}{ll}
\operatorname{maximize} & z=\sum_{j=1}^{n} c_{j} x_{j} \\
\text { subject to } \sum_{j=1}^{n} a_{1 j} x_{j} \leq b_{1} \text { for } i=1,2, \ldots, m \tag{4-2}
\end{array}
$$

$$
\begin{align*}
\mathbf{x}_{j} & \geq 0 \text { for } j=1,2, \ldots, n  \tag{4-3}\\
\mathbf{x}_{\mathfrak{j}}, c_{j} \text { INTEGER for } j & =1,2, \ldots, n \tag{4-4}
\end{align*}
$$

The requirement that each $c_{j}$ be integer valued is not overly restrictive since this is always obtainable by scaling the objective function, as long as the original coefficients are rational numbers.

The algorithm developed in this research examines the solution space by considering the bounds on each variable. Therefore, this procedure requires that the variables have upper and lower integer bounds. The functional and nonnegativity constraints of Equations (4-2) and (4-3) are assumed to provide a bound on the solution space. A minimization problem with strictly greater-than-or-equal constraints must be modified to obtain finite upper bounds on each problem variable. This is required for computational efficiency.

The essential structure of the objective function reduction algorithm can be described by dividing the solution procedure into four stages. In Stage 1, the optimal continuous-variable solution is found using the simplex method or some similar procedure. Naturally, if this solution is all-integer, the algorithm goes no further since the desired solution has been found. Stage 1 also defines the over-all bounds on each problem variable. Stage 2 of the algorithm prepares the way to potentially take advantage of some techniques from the study of linear Diophantine equations. The greatest common divisor of the objective
function coefficients is established along with the first value of the objective function to be considered. Stage 3 selects the ranking that each variable will have in the implicit enumeration scheme. It also examines the objective function coefficients noting how even coefficients might be used to take advantage of additional concepts of linear Diophantine equations.

While the first three stages of the algorithm are somewhat preparatory, Stage 4 carries out the implicit and explicit enumeration of the feasible integer solution space. Using the ranking scheme of Stage 3, the problem variables are set at integer values that potentially will eliminate the necessity for complete enumeration of the integer solution space. New, potentially tighter bounds are found on successive variables in the ranking as the algorithm proceeds. This process continues to move through the ranking order, until the next to last variable is reached or until the algorithm can use a tool of linear Diophantine equations to eliminate additional solutions. The objective function and the previous variables at their held values are used to calculate the final variable in the ranking. An integer solution is tested for feasibility, while a noninteger final variable is immediately identified as infeasible. An infeasible solution causes the algorithm to begin moving back through the combinatorial solution possibilities. Should a feasible all-integer solution not be found at the first objective function value, a new
reduced (for maximization) objective function value is selected for continuing the search.

With the above brief statements as an introduction, the theory of the objective function reduction algorithm will be described fully in the following sections. The step-by-step instructions of the algorithm are provided in Appendix A. This appendix can be used as a reference as the theory is described.

## Stage One

Stage 1 of the objective function reduction algorithm begins by relaxing the integer requirement on the problem variables. Therefore, the variables are temporarily allowed to take on continuous values. With this interim change in the problem, the efficient procedures of the simplex method can be used to find the continuous solution. At this point, the algorithm identifies two elements of information from the simplex solution. First, if it is found that the continuous solution vector, $\underline{x}^{*}=\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)$, is allinteger, then the algorithm goes no further. The optimum pure integer solution has been found by the established optimal seeking procedures of the simplex method. The second element of required information is the value of the objective function at the optimum continuous-variable linear programming solution. The key word for this value is ZSIM. It will be used in Stage 2 to establish an integer bound on the objective function.

Integer bounds on each problem variable are an
additional requirement of Stage 1. Patrick D. Korlak (17, 18) and Stanley Zionts (32) have published some recent papers describing their work on integer bounds for allinteger linear programming. Krolak (17, 18) develops an iteration scheme to be used in finding upper and lower integer bounds for each individual variable. Zionts (32) attempts to unify much of the work of integer programming in terms of upper and lower bounds on integer variables. Krolak (17) suggests one straightforward method of finding the bounds on the variables is to solve the $2 n$ linear programming problems where the objective functions are of the form

$$
\begin{equation*}
\operatorname{maximize} z=x_{j} \quad \text { for } j=1,2, \ldots, n \tag{4-5}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{minimize} \mathbf{z}=\mathbf{x}_{1} \quad \text { for } j=1,2, \ldots, n . \tag{4-6}
\end{equation*}
$$

For a particular problem, the constraints and Equation (4-5) can be used to solve a linear programming problem to find the upper bounds on each variable, $x_{1},=j=1,2, \ldots, n$. Lower bounds can be similarly found using Equation (4-6). The upper integer bound on each variable is identified by taking the value of $x_{j}$ found from the linear programming solution using Equation (4-5) and defining

$$
\begin{equation*}
x_{j}^{u}=\left[x_{y}\right] \tag{4-7}
\end{equation*}
$$

for $j=1,2$, $\ldots, n$. Using the solution value for each $x_{j}$ from the linear programming problem where Equation (4-6) is the
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objective function, the lower integer bounds are

$$
\begin{equation*}
\mathbf{x}_{\mathfrak{g}}^{\ell}=\left\langle\mathbf{x}_{j}\right\rangle \tag{4-8}
\end{equation*}
$$

for $j=1,2, \ldots, n$.
The objective function reduction algorithm requires that the problem variables have finite integer bounds. Therefore, the method described in Equations (4-5) through (4-8) will establish upper and lower integer bounds on each variable.

A final requirement for Stage 1 is an indication whether the objective function is to be maximized or minimized. In both the algorithm of Appendix $A$ and the computer code of Appendix $B$, the key word MAX is used to indicate maximization or minimization. Maximization is indicated when MAX = 1 and minimization is identified by setting MAX $=0$. Figure 4 shows a flow chart for Stage 1.

Stage Two

Some of the concepts of linear Diophantine equations and the theory of numbers are used in Stage 2. First, the greatest common divisor, $g$, of the objective function coefficients is determined. Given an objective function of the form

$$
\begin{equation*}
z=\sum_{j=1}^{n} c_{j} x_{j}, \tag{4-9}
\end{equation*}
$$

then the greatest common divisor of the $c_{g}$ coefficients is
defined as

$$
\begin{equation*}
\left(c_{1}, c_{2}, \ldots, c_{n}\right)=g . \tag{4-10}
\end{equation*}
$$

In Chapter III, Euclid's algorithm is described. This algorithm can be used to find the greatest common divisor for Equation (4-9), where $c_{j}$ is integer, for $j=1,2, \ldots, n$.

When the greatest common divisor is greater than one, the algorithm takes advantage of the implication of this fact. If $g>1$, then certain parallel hyperplanes can be eliminated from consideration, since integer solutions can only occur when $g \mid k$, where $k$ is some specific objective function value. This very important observation can significantly reduce the number of combinatorial solutions the algorithm must examine. Very simply, if $g \nmid k$, where $\left(c_{1}, c_{2}, \ldots, c_{n}\right)=g$, then no integer solution can lie on the hyperplane

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j} x_{j}=k \tag{4-11}
\end{equation*}
$$

The initial objective function value that is considered is identified by the key word ZOF in the statement of the algorithm in Appendix $A$ and in the computer code. In Stage 1, the optimum continuous-variable simplex solution, ZSIM, was established. For a maximization problem where the greatest common divisor is $g=1$, then the first of objective function value used by the algorithm is

$$
\begin{equation*}
\mathrm{ZOF}=[\mathrm{ZS} \mathrm{IM}] . \tag{4-12}
\end{equation*}
$$

If $g \neq 1$, then $Z O F$ is set equal to the greatest integer less than ZSIM that has $g \mid$ ZOF. Similarly, if minimization problems are to be solved, then

$$
\begin{equation*}
\mathrm{ZOF}=\langle\mathrm{ZSIM}\rangle \tag{4-13}
\end{equation*}
$$

when $g=1$; and, $Z O F$ is set equal to the smallest integer greater than ZSIM such that $g \mid$ ZOF when $g \neq 1$.

The logic of beginning at the continuous-variable solution is an important part of the objective function reduction algorithm. In many problems, the optimum integer solution lies on a hyperplane that is very near the hyperplane that contains the optimum noninteger solution. Unfortunately, the set of solutions to the integer programming problem is not convex. If only the space near the optimum noninteger solution is searched, then only a local optimum can be assured with an integer solution. Therefore, the objective function reduction algorithm begins at the hyperplane that contains the optimum noninteger solution because the optimum integer solution is often nearby, but the search method of Stage 4 considers successive hyperplanes and uses procedures to identify a global optimum.

Where $g=1$, for maximization, the first integer value of the objective function, ZOF, was defined to be ZOF $=[$ ZSIM $]$. This means the simplex optimum objective function value, $Z S I M$, is rounded down to the greatest integer less-than-or-equal-to ZSIM. The proof that this is an acceptable place to begin the search will now be considered.

The fact that the simplex method finds the optimum continuous-variable solution is a basic axiom of
mathematical programming. Let the value of the objective function at the optimum continuous-variable solution be defined as

$$
\begin{equation*}
\mathrm{w}=\mathrm{ZSIM} \tag{4-14}
\end{equation*}
$$

for this analysis. Therefore, the optimum objective function to the linear programming problem, where the integer restriction has been relaxed, would be of the form

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j} x_{j}=w \tag{4-15}
\end{equation*}
$$

In Equation (4-15), the coefficients are restricted to integer values. The variables, $x_{j}, j=1,2, \ldots, n_{9}$ may be any real number within the limits set by the constraints. Obviously, this means $w$ may assume a real number for the optimum simplex objective function value. Assuming the objective is to be maximized, $w$ must set an upper bound on the objective function. Since each coefficient and variable on the left-hand side of Equation (4-15) must be integer in ${ }^{2}$ the final optimal all-integer solution, the sum of their products must be less-than-or-equal-to w.

The above analysis implies that when $g=1$, then ZOF $=[w]$ provides an upper bound on the objective function. The theorems of linear Diophantine equations require that $g \mid Z O F$ for an all-integer solution to exist at a particular objective function value. Consequently, when $g \neq 1$, then [ZSIM] must be incremented down in integer amounts until it leads to a ZOF that has $g \mid Z O F$. Similar logic can be used
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#### Abstract

to prove that the ZOF described for minimization problems is acceptable.

The logic of Stage 2 is shown in the flow diagram of Figure 5,


Stage Three

In Stage 3, a ranking scheme for ordering the variables is specified. The objective of ordering the variables is to develop a procedure that will implicitly examine and eliminate several combinatorial solution possibilities. To do this, the bounds on each variable are examined. The upper and lower bounds determine the range of possible integer values for a variable. The range size is the number of integer possibilities for a particular variable. A permutation from the set of problem variables, $\left\{x_{j} \mid j=1,2, \ldots\right.$, $\mathrm{n}\}$, is identified such that the range size of the variables, $r(x) j$, proceeds from smallest to largest. That is, the first variable in the ranking has the smallest range of possible integer values, the second variable the next smallest range, and so on.

The ranked variables are assigned a new symbol, $y_{j}$, for $j=1,2, \ldots, n$. The first variable in the ranking, $y_{1}$, represents the variable with the smallest range of possible integer values. This change of variables process continues so that the ranked variables will correspond to the ordered original problem variables. This will give $r(y) 1 \leq r(y) z \leq$ $\cdots \leq r(y)_{n}$, where $r(y)$ is the range size of the $j^{\text {th }}$ ranked
variable.
In some problems, the range size may be the same for two or more variables. The algorithm breaks the tie for ranking position by selecting the variable ( $x_{j}$ ) with the largest objective function coefficient ( $c_{j}$ ) to have the higher ranking. That is, if in some problem $r(x)_{s}=r(x) t$, where $s \neq t$, then $c_{s}$ and $c_{t}$ must be examined. If $c_{s}>c_{t}$, then the algorithm would order the variables so $x_{s}$ preceded $x_{t}$ in the ranking. If the situation should occur such that $r(x)_{s}=r(x)_{t}$ and $c_{s}=c_{t}$, then the tie for ranking position is arbitrarily broken.

The general philosophy of this ranking scheme is to describe a procedure that will mean that fewer combinatorial solutions will have to be explicitly examined. An additional way to move toward this goal is to use an observation from linear Diophantine equations. As was discussed in Chapter III, if all the coefficients in a Diophantine equation are even, then an odd right-hand side value means there are no integer solutions to that equation. In Stage 4, the objective function reduction algorithm will take advantage of this fact, whenever possible, to truncate the search. Using this concept, the algorithm examines the objective function coefficients ( $\hat{c}_{j}$ ) that correspond to the ranked variables ( $y_{g}$ ). If a successive series of even coefficients occurs from the $k^{\text {th }}$ to the $n^{\text {th }}$ variable in the ranking, the algorithm records this fact. Stage 4 will describe the implicit examination of solutions that can be obtained using
this procedure.
An additional heuristic procedure that blends the ideas of range size and even coefficients has been developed. If it is found that the range sizes on the ranked variables are approximately the same, the speed of convergence can often be improved by purposefully placing any variables with even $\hat{c}_{j}$ last in the ranking. Therefore, the variables would be first ranked according to range size. Then, change the ranking to place any variables with even $\hat{c}_{f}$ at the end of the ordered variables. Again, this heuristic procedure is only advantageous when the $r(y)$, for $j=1,2, \ldots, n$, are approximately the same and some $\hat{c}_{j}$ are even integers.

One of the goals of Stage 4 will be to attempt to tighten the upper and lower bounds on the ranked variables. Before going to Stage 4, the upper and lower bounds are set equal to variables indicating temporary bounds. This is done by setting

$$
\begin{equation*}
y^{\ell}(j) t=y_{j}^{\ell} \tag{4-16}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{y}(j) t=y_{j}^{u} \tag{4-17}
\end{equation*}
$$

for $j=1,2, \ldots, n$. As the algorithm moves to Stage 4, the tightest bounds that are known are the ones given in Equation (4-16) and (4-17).

Figure 6 presents a flow diagram of the logic used in Stage 3.


## Stage Four

The essential features of Stage 4 will be considered in this section. Appendix A gives detailed, step-by-step instructions for Stage 4. In Stage 4, the search for an optimal integer solution begins. Explicitly or implicitly, all of the integer combinatorial possibilities are examined in the feasible solution space. Beginning at the optimal continuous-variable solution, a family of parallel objective function hyperplanes is searched for the optimal feasible solution.

The basic procedure is to let the variables take on integer values within their range of feasible values. When a variable is assigned a specific value, this means potentially tighter bounds can be found on each variable not assigned a specific value. This procedure of finding tighter bounds can often be used to eliminate the need for explicitly considering several integer combinatorial possibilities. The highest ranked variable, $y_{l}$, is set at its bound, such that

$$
\begin{equation*}
y_{1}=y^{4}(I) t \tag{4-18}
\end{equation*}
$$

for maximization problems, or

$$
\begin{equation*}
y_{1}=y_{(1) t}^{\ell} \tag{4-19}
\end{equation*}
$$

for minimization problems. Also, initialize a temporary objective function value, $z_{t}$, such that $z_{t}=$ ZOF. With $y_{1}$ now assigned a value, the initial value of the objective
function, $z_{t}=Z O F$, can be modified. Therefore, the remaining variables can only take on values such that

$$
\begin{equation*}
\hat{c}_{2} y_{2}+\hat{c}_{3} y_{3}+\ldots+\hat{c}_{n} y_{n}=z_{t}-\hat{c}_{1} y_{1} . \tag{4-20}
\end{equation*}
$$

This fact, alone, may exclude some values of certain variables from being considered for a given $z_{t}$ and the held value of $y_{1}$. Still further, the held value of $y_{1}$ also. offers the possibility of tightening variable bounds due to the functional constraints. Where $b_{1}^{t}$ is a temporary righthand side value in the $i^{\text {th }}$ constraint, the $b_{1}^{t}$ are first initialized to the original right-hand side constants, such that $b_{1}^{t}=b_{1}$ for $i=1,2, \ldots, m$. The constraints are now of the cannonical form

$$
\begin{equation*}
\sum_{j=1}^{n} \hat{a}_{1}, y_{j} \leq b_{1}^{t} \tag{4-21}
\end{equation*}
$$

for $i=1,2, \ldots, m$. Since $y_{1}$ has been assigned an integer value, each $b_{i}^{t}$, for $i=1,2$, ..., m, can be potentially modified. The new $b_{1}^{t}$ are found from

$$
\begin{equation*}
b_{1}^{t}=b_{1}^{t}-\hat{a}_{11} y_{1} \tag{4-22}
\end{equation*}
$$

for $\mathbf{i}=1,2, \ldots, m$.

If $\hat{a}_{11} \neq 0$, a new tighter bound on the next variable in the ranking can now be found. If a maximization problem is being considered, then the new temporary upper bound on $y_{z}$
is

Equation (4-23) imposes a new, temporary upper bound on ya, given $y_{1}$ is being held at some fixed value. Only coefficients where $\hat{c}_{2}>0$ and $\hat{a}_{1_{2}}>0$ are considered when finding a tighter upper bound on y2. If $\hat{c}_{2} \leq 0$ and all $\hat{a}_{12} \leq 0$, then no tighter bound on yz is defined.

Similarly, for a minimization problem, the new tighter lower bound on yz is found from

$$
\begin{equation*}
y^{\ell}(2) t=\max _{i=1,2, \ldots, m}\left\{\left\langle z_{t} / \hat{c}_{2}\right\rangle,\left\langle b_{1}^{t} / \hat{a}_{12}\right\rangle\right\} . \tag{4-24}
\end{equation*}
$$

As before, only coefficients where $\hat{c}_{2}>0$ and $\hat{a}_{12}>0$ are considered when finding a tighter lower bound on ya. If $\hat{c}_{2} \leq 0$ and all $\hat{a}_{i z} \leq 0$, then no tighter bound is defined for У2.

Now, yz is set at its new bound. If the objective function is to be maximized, then

$$
\begin{equation*}
y z=y^{u}(z) t \tag{4-25}
\end{equation*}
$$

otherwise, for minimization set

$$
\begin{equation*}
y_{z}=y^{\ell}(z) t \tag{4-26}
\end{equation*}
$$

The fact that yz has been assigned a value means that a new $z_{t}$ and $b_{i}^{t}$, for $i=1,2, \ldots, m$, can be found. This implies that a new, potentially tighter bound can be determined for
the next variable in the ranking, $y_{3}$. Then, $y_{3}$ can be set at its new, temporary bound. This method continues until the algorithm finds it can truncate the process, where further enumeration would lead to infeasible solutions. Some of these methods of implicit examination will now be considered.

If at any time $z_{t}$ is an odd triteger during the process of assigning values to variables and finding tighter bounds; : then the algorithm checks to see if this fact can be used. From the theory of linear Diophantine equations, an equation with even coefficients and an odd right-hand side value is immediately recognized as having no integer solution. Suppose the first k-1 variables have been assigned a value in the ranking and the resulting $z_{t}$ is an odd integer. If it is found that all succeeding objective function coefficients from $\hat{c}_{k}$ to $\hat{c}_{n}$ are even integers, then an equation with no integer solutions has been defined. Therefore, all of the combinations of the remaining variables in the ranking ( $y_{k}$ to $y_{n}$ ) can be eliminated from consideration, given the present held values of $y_{1}$ to $y_{k-1}$. The algorithm immediately begins to backtrack, reducing $y_{k-1}$ by one integer amount, finding a new $z_{t}$, determining a new bound for $y_{k}$, and so on. On certain problems, several solutions can be implicitly examined and eliminated with this procedure.

During the calculation of a new $z_{t}$, the value of $z_{t}$ can be driven negative. This is an immediate indication that
all of the remaining variables in the ranking can be eliminated from consideration, given the present held values of the preceding variables in the ranking. The algorithm begins to backtrack as described before.

When the truncation methods fail to eliminate a certain combination, the algorithm advances through the ranking until the variable identified as $y_{n-1}$ is reached. Since all preceding variables in the ranking, $y_{1}$ through $y_{n-2}$, have been set equal to one of their integer possibilities, only $y_{n-1}$ need be assigned a value. When this is done, $y_{n}$ can be calculated from the objective function equation. If the value calculated for $y_{n}$ is noninteger, the algorithm begins backtracking through the combinations. If $y_{n}$ is found to be integer, the feasibility of the solution

$$
\begin{equation*}
\underline{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right) \tag{4-27}
\end{equation*}
$$

is tested in the functional constraints. If it is infeasible, the algorithm backtracks and examines other combinations. In a finite number of iterations, the solution space will be examined explicitly and implicitly. If no integer solution is found for the first value of ZOF, then a new objective value is determined from

$$
\begin{equation*}
\mathrm{ZOF}=\mathrm{ZOF}-\mathrm{g} . \tag{4-28}
\end{equation*}
$$

This will assure that the new value of ZOF has g|ZOF. Only objective function values such that $g \mid Z O F$ need be considered as shown in the theory of linear Diophantine equations.
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Figure 7. (Continued)

If the solution $y$ in Equation (4-27) is found to be feasible, the algorithm stops and indicates the optimal solution has been found. Since the optimal solution must be the extreme point of the set feasible solutions, the first feasible solution found on the family of parallel objective hyperplanes is the optimal solution.

The logic of Stage 4 is shown in Figure 7. A three variable example will be demonstrated in the next section to further explain the concepts of the algorithm.

A Three Variable Example

The three variable example presented in this section will be used to demonstrate several of the characteristics of the objective function reduction algorithm. The logic of the algorithm is described in Appendix A. This appendix should be used as a reference while following the step-bystep solution of the example problem. The following example will be used in this section:

$$
\begin{aligned}
& \operatorname{maximize} \quad z=6 x_{1}+3 x_{2}+6 x_{3} \\
& \text { subject to }-4 x_{1}+5 x_{2}+2 x_{3} \leq 4 \quad(4-30) \\
& -2 x_{1}+5 x_{2}+0 x_{3} \leq 5 \\
& 3 x_{1}-2 x_{2}+2 x_{3} \leq 6 \\
& 2 \mathbf{x}_{1}-5 \mathrm{x}_{2}+0 \mathrm{x}_{3} \leq 1 \\
& \mathrm{x}_{\mathrm{j}} \text { 别 } \mathrm{O} \text { for } \mathrm{j}=1,2,3 \\
& \text { (4-31) } \\
& \text { (4-32) } \\
& \text { (4-33) } \\
& \text { (4-34) } \\
& \mathrm{x}_{\mathrm{j}}, \mathrm{c}_{3} \text { INTEGER for } \mathrm{j}=1,2,3 \text {. }
\end{aligned}
$$

The solution to this problem with the objective function reduction algorithm begins with Stage 1.

Stage 1

Step 1

Step 1 asks for the simplex linear programming solution to the problem. Using a simple computer code, the solution was found to be

$$
\begin{equation*}
\text { ZSIM }=29.2 \tag{4-36}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{x}^{*}=(3.64,2.45,0.0) \tag{4-37}
\end{equation*}
$$

Since this solution is not all integer, the algorithm goes to Step 2.

Step 2

The upper and lower integer bounds on each variable, $x_{g}, j=1,2,3$ must now be defined. One way of doing this is to use the procedure of solving six linear programming problems. The first three problems will have objective functions of the form

$$
\begin{equation*}
\operatorname{maximize} \quad \mathbf{z}=\mathbf{x}_{\boldsymbol{j}} \tag{4-38}
\end{equation*}
$$

for $j=1,2$, 3. The constraints associated with the objective functions of Equation (4-38) are the original problem constraints of Equations (4-30) through (4-34). These three
problems provide upper bounds on each variable. Similarly, three minimization problems with objective functions of the form

$$
\begin{equation*}
\operatorname{minimize} \quad z=x_{\mathfrak{g}} \tag{4-39}
\end{equation*}
$$

for $\mathrm{j}=1,2,3$, can be solved to obtain lower bounds on each variable. When this is done, then

$$
\begin{equation*}
x_{j}^{u}=\left[x_{j}^{*}\right] \tag{4-40}
\end{equation*}
$$

for $j=1,2,3$, where $x_{j}^{*}$ is the value obtained from maximizing the $j^{\text {th }}$ variable subject to the problem constraints. The lower integer bounds are

$$
\begin{equation*}
x_{j}^{\ell}=\left\langle x_{j}^{*}\right\rangle \tag{4-41}
\end{equation*}
$$

for $j=1,2,3$, where $x_{j}^{*}$ is the value found from minimizing the $j^{\text {th }}$ variable subject to the problem constraints. Using this method, it was found that

$$
\begin{align*}
& x_{1}^{u}=3  \tag{4-42}\\
& x_{2}^{u}=2  \tag{4-43}\\
& x_{3}^{u}=2 \tag{4-44}
\end{align*}
$$

and

$$
x_{j}^{\ell}=0 \quad \text { for } j=1,2,3 . \quad(4-45)
$$

Step 3

Since the problem is to be maximized, the key word MAX
is set to

$$
\begin{equation*}
\mathrm{MAX}=1 \tag{4-46}
\end{equation*}
$$

## Stage 2

Step 1

Using Euclid's algorithm or by inspection the greatest common divisor of the objective function coefficients is

$$
\begin{equation*}
(6,6,3)=3 \tag{4-47}
\end{equation*}
$$

or,

$$
\begin{equation*}
g=3 \tag{4-48}
\end{equation*}
$$

## Step 2

Now, the initial objective function value must be found. Stage 1 says $Z S I M=29.2 . \quad$ Since $g \neq 1$,

$$
\begin{array}{ll}
\mathrm{ZOF} & =[\mathrm{ZSIM}] \\
\mathrm{ZOF} & =[29.2]  \tag{4-50}\\
\mathrm{ZOF} & =29
\end{array}
$$

will not lead to an integer solution to the objective function of Equation (4-29). The first integer value below 29
that has $g=3$ as a factor is 27. Therefore, with

$$
\begin{equation*}
\mathrm{ZOF}=27 \tag{4-52}
\end{equation*}
$$

the requirement of $g \mid Z O F$ is met.

Stage 3

## Step 1

In Stage 3, the variables are ranked according to the number of integer values they can take on. Using the bounds found in Stage 1, the range size, $r(x)$, for $j=1,2,3$, can be determined. In general, the variables are bounded such that

$$
\begin{equation*}
x_{j}^{\ell} \leq x_{g} \leq x_{j}^{u} \tag{4-53}
\end{equation*}
$$

for $j=1,2$, ..., n. In this example, the bounds are

$$
\begin{array}{ll}
0 \leq \mathrm{x}_{1} \leq 3  \tag{4-54}\\
0 \leq \mathrm{x}_{2} \leq 2 \\
0 \leq \mathrm{x}_{3} \leq 2 & (4-54) \\
0 & (4-55) \\
& (4-56)
\end{array}
$$

Therefore, the range size for each variable is

$$
\begin{align*}
& r(x) 1=4  \tag{4-57}\\
& r(x) z=3  \tag{4-58}\\
& r(x)_{3}=3 . \tag{4-59}
\end{align*}
$$

Although not described in Appendix $A$ or used in the computer code, an interesting and useful heuristic procedure will be pointed out. Given the range sizes are approximately the same, rank the variables so the even objective function coefficients appear last in the ranking. This leads to

$$
\begin{aligned}
& y_{1}=x_{2} \\
& y_{2}=x_{3} \\
& y_{3}=x_{1}
\end{aligned}
$$

(4-60)
as a ranking. This will allow the methods of linear Diophantine equations to be used in truncating part of the search. Also, this implies the bounds in terms of the ranked variables are

$$
\begin{align*}
& y_{1}^{u}=2  \tag{4-63}\\
& y_{z}^{u}=2  \tag{4-64}\\
& y_{3}^{u}=3 \tag{4-65}
\end{align*}
$$

and

$$
\begin{equation*}
y_{j}^{\ell}=0 \tag{4-66}
\end{equation*}
$$

for $\mathrm{j}=1,2,3$.
Notice that using the methods of Appendix A would lead to ranking of $y_{1}=x_{3}, y_{2}=x_{2}, y_{3}=x_{1}$. Unless altered by using the heuristic procedure of ranking, the algorithm would select this ranking scheme. In the special case where the $r(x)$ ) are approximately the same and some $c_{j}$ are even integers, a modified ranking as in Equations (4-60) through (4-62) often speeds convergence.

## Step 2

With the ranking proposed in Equations (4-60) through (4-62), a successive sequence of even objective function coefficients is described. The ordered coefficients are

$$
\begin{align*}
& \hat{\mathbf{c}}_{1}=3  \tag{4-67}\\
& \hat{c}_{3}=6  \tag{4-68}\\
& \hat{c}_{3}=6 \tag{4-69}
\end{align*}
$$

which has the last two coefficients in the ranking even integers. The key word IFLAG is set equal to the number of the ranking position where the even coefficients begin. That is, all coefficients must be even integers from $k$ to $n$ in the $\operatorname{set}\left\{\hat{c}_{j} \mid j=1,2, \ldots, k, \ldots, n\right\}$. Therefore, set

$$
\begin{equation*}
\text { IFLAG }=2 \tag{4-70}
\end{equation*}
$$

## Step 3

During Stage 4, tighter bounds will be sought for the variables. Temporary bounds will be established and modified at various points in the algorithm. The temporary bounds are first set equal to the over-all bounds for each variable. Using the change of variables and the bounds found earlier, set $y_{(j) t}^{u}=y_{j}^{u}$ and $y_{(j) t}^{\ell}=y_{j}^{\ell}$ for $j=1,2$, ..., n. This implies

$$
\begin{align*}
& y^{u}(1) t=2  \tag{4-71}\\
& y^{y}(2) t=2  \tag{4-72}\\
& y^{4}(3) t=3 \tag{4-73}
\end{align*}
$$

and

$$
\begin{equation*}
y^{\ell}(g)=0 \tag{4-74}
\end{equation*}
$$

for $j=1,2,3$.

Before going to Stage 4, the example problem will be stated in terms of the ranked variables, $y_{1}, j=1,2,3$.

$$
\begin{align*}
& \operatorname{maximize} \quad \mathrm{z}= 3 \mathrm{y}_{1}+6 \mathrm{y}_{2}+6 \mathrm{y}_{3}  \tag{4-75}\\
& \text { subject to } \quad 5 \mathrm{y}_{1}+2 \mathrm{y}_{2}-4 \mathrm{y}_{3} \leq 4  \tag{4-76}\\
& 5 \mathrm{y}_{1}+0 \mathrm{y}_{2}-2 \mathrm{y}_{3} \leq 5  \tag{4-77}\\
&- 2 \mathrm{y}_{1}+2 \mathrm{y}_{2}+3 \mathrm{y}_{3} \leq 6  \tag{4-78}\\
&- 5 \mathrm{y}_{1}+0 \mathrm{y}_{2}+2 \mathrm{y}_{3} \leq 1  \tag{4-79}\\
& \mathrm{y}_{1} \geq 0 \text { for } \mathrm{j}=1,2,3  \tag{4-80}\\
& \mathrm{y}_{j}, \hat{c}_{j} \text { INTEGER for } \mathrm{j}=1,2,3 . \tag{4-81}
\end{align*}
$$

## Stage 4

Step 1

Set $\mathrm{j}=1$.

Step 2

Since MAX = 1, set

$$
\begin{equation*}
y_{1}=y_{1}^{u}=2 . \tag{4-82}
\end{equation*}
$$

A heuristic procedure is to set $y_{1} \doteq \mathrm{y}_{1}^{\ell}$ if $\hat{c}_{1}$ is negative.

Step 3

Set ZSUBT $=27$, NOTE4 $=0$, and

$$
\begin{align*}
& b_{1}^{t}=b_{1}=4  \tag{4-83}\\
& b_{2}^{t}=b_{2}=5 . \tag{4-84}
\end{align*}
$$

$$
\begin{align*}
& \mathrm{b}_{3}^{\mathrm{t}}=\mathrm{b}_{3}=6  \tag{4-85}\\
& \mathrm{~b}_{4}^{\mathrm{t}}=\mathrm{b}_{4}=1 . \tag{4-86}
\end{align*}
$$

The key word NOTE 4 is used in the computer code and the written form of the algorithm as an indicator which equals zero when all right-hand side values of the constraints are positive or zero. It is set equal to one when a right-hand side value has been forced to a negative value.

Step 4

Since this is the first time a ZSUBT value has been found that is tighter than the $Z O F=27$ value, the following equation is used

$$
\begin{equation*}
\text { ZSUBT }=\text { ZSUBT }-\hat{c}_{1} \mathrm{y}_{1} \tag{4-87}
\end{equation*}
$$

Therefore, set

$$
\begin{equation*}
\text { ZSUBT }=27-(3)(2)=21 \tag{4-88}
\end{equation*}
$$

This ZSUBT value is $\geq 0$, so go to Step 5.

Step 5

ZSUBT $=21$ is an odd integer, so go to Step 6.

Step 6

The key word IFLAG $=2$ indicates all successive ranked variables from 2 through $n$ have even objective function coefficients. Therefore, truncate the search and do not consider any further solutions with $y_{1}=2$, because none can
produce an integer solution. Go to Step 26 , since IFLAG $=2$ and $\mathrm{j}=1$.

Step 26

With MAX = 1 , set

$$
\begin{equation*}
\mathrm{y}_{1}=\mathrm{y}_{1}-\mathbf{1}=2-\mathbf{1}=\mathbf{1} \tag{4-89}
\end{equation*}
$$

and go to Step 27.

Step 27

Here, a check is made to see if all solutions for this particular objective function plane have been considered. This would be the case if the algorithm had incremented $y_{1}$ below its temporary lower bound. But, $y_{1}=1$ and $y^{\ell}(1) t=0$ which says

$$
\begin{equation*}
\mathrm{y}_{1}>\mathrm{y}_{(1) \mathrm{t}}^{\ell} . \tag{4-90}
\end{equation*}
$$

Therefore, set $\mathrm{ZSUBT}=\mathrm{ZOF}$; that is,

$$
\begin{equation*}
\mathrm{ZSUBT}=27 \tag{4-91}
\end{equation*}
$$

and go to Step 28.

Step 28

The value of $n \neq 2$, so set

$$
\begin{align*}
& b_{1}^{t}=b_{1}=4  \tag{4-92}\\
& b_{2}^{t}=b_{2}=5  \tag{4-93}\\
& b_{3}^{t}=b_{3}=6 \tag{4-94}
\end{align*}
$$

$$
\begin{equation*}
b_{4}^{t}=b_{4}=1 \tag{4-95}
\end{equation*}
$$

and, go to Step 4.

Step 4

Again, as far as the algorithm is concerned, this is the first time a ZSUBT value has been found that is tighter than ZOF $=27$. Therefore, set

$$
\begin{align*}
& \text { ZSUBT }=\text { ZSUBT }-\hat{c}_{1} Y_{1}  \tag{4-96}\\
& \text { ZSUBT }=27-(3)(1)=24 \tag{4-97}
\end{align*}
$$

and, $\mathrm{ZSUBT} \geq 0$, go to Step 5 .

Step 5

ZSUBT is an even integer. Go to Step 7.

Step 7

This step checks to see if the final variable, $y_{n}$, is to be calculated yet. Since $n-1=2$ and $j+1=2$, therefore

$$
n-1=j+1 ;
$$

so the algorithm says go to Step 13, because new right-hand side values have not been calculated for the held value of $y_{1}$, yet.

Step 13

The new right-hand side b-values for the constraints
are calculated from

$$
\begin{equation*}
b_{1}^{t}=b_{1}^{t}-\hat{a}_{11} y_{1} \tag{4-98}
\end{equation*}
$$

for $i=1,2, \ldots, m$ This leads to

$$
\begin{align*}
& b_{1}^{t}=4-(5)(1)=-1  \tag{4-99}\\
& b_{2}^{t}=5-(5)(1)=0  \tag{4-100}\\
& b_{3}^{t}=6-(-2)(1)=8  \tag{4-101}\\
& b_{4}^{t}=1-(-5)(1)=6 \tag{4-102}
\end{align*}
$$

A right-hand side b-value, $b_{l}^{t}$, has been forced negative. Therefore, set

$$
\text { NOTE } 4=1
$$

implying the methods of Step 18 cannot be used to find tighter bounds on $\mathrm{y}_{\mathrm{g}+1}$. Go to Step 14.

## Step 14

The subscript $j=1$ and tighter bounds have not been found on $y_{j+1}$. Go to Step 15.

## Step 15

The subscript $j+1=2$, so go to Step 16 .

Step 16

Since NOTE4 $=1$, go to Step 17.

Step 17

The key word MAX equals one, so $y^{4}(2) t=y_{z}^{u}$ gives

$$
\begin{equation*}
y(z) t=2 . \tag{4-103}
\end{equation*}
$$

Go to Step 23.

Step 23

The next variable in the ranking, $y_{f+1}$, is set at its bound. With MAX = 1, set

$$
\begin{align*}
y_{j}+1 & =y^{u}(g+1) t \\
y_{2} & =y^{u}(2) t=2,
\end{align*}
$$

and go to Step 24.

Step 24

Variable $y_{j+1}$ has not been incremented below its bound, such that

$$
\begin{equation*}
y_{j+1} \geq y_{(j+1) t}^{\ell} \tag{4-106}
\end{equation*}
$$

Therefore, go to Step 4.

## Step 4

This time a ZSUBT has been calculated before, so the new ZSUBT is found from

$$
\begin{array}{ll}
\text { ZSUBT } & =\text { ZSUBT }-\hat{c}_{j+1} \mathrm{y}_{\mathrm{g}}+1 \\
\text { ZSUBT } & =24-(6)(2)=12
\end{array}
$$

Since ZSUBT $\geq 0$, go to Step 5.

Step 5

ZSUBT is an even integer. Go to Step 7.

Step 7

Now, the final variable is to be calculated, $n-1=$ $j+1$, and right-hand side b-values have been found for $y_{1}$. Go to Step 8.

Step 8

Check to see if $y_{n}$ is an integer from

$$
\begin{align*}
& \mathrm{y}_{\mathrm{n}}=\mathrm{ZSUBT} / \hat{\mathrm{c}}_{\mathrm{n}}  \tag{4-109}\\
& \mathrm{y}_{\mathrm{n}}=12 / 6=2 .
\end{align*}
$$

(4-110)

The variable $y_{n}$ is integer so go to Step 9.

Step 9

Check to see if $y_{n}>y_{n}^{4}$. The value of $y_{3}^{\mu}=3$, so $y_{3}<y_{3}^{u} . \quad$ Go to Step 11 .

Step 11

The feasibility of the solution

$$
\begin{equation*}
y=(1,2,2) \tag{4-111}
\end{equation*}
$$

is now tested in the functional constraints, Equations (4-76) through (4-79). This solution is found to be
infeasible in the third constraint, Equation (4-78). Go to Step 12.

Step 12

A solution has been found infeasible, so $y_{j+1}=y_{2}$ is incremented down one integer. With $\operatorname{MAX}=1$,

$$
\begin{align*}
y_{j+1} & =y_{j+1}-1 \\
y_{2} & =y_{2}-1  \tag{4-113}\\
y_{2} & =2-1=1 . \tag{4-114}
\end{align*}
$$

The algorithm continues attempting to find tighter bounds and searching for a feasible solution on the plane

$$
\begin{equation*}
\mathrm{z}=3 \mathrm{y}_{1}+6 \mathrm{y}_{2}+6 \mathrm{y}_{3}=27 \tag{4-115}
\end{equation*}
$$

No feasible solution is found on this plane. After several steps similar to the ones described above, the algorithm reaches Step 27 with $y_{1}$ incremented to a value of $y_{1}=-1$. This is below $y_{l}^{\ell}$ which indicates all solutions on the plane of Equation (4-115) have been implicitly or explicitly considered. The objective function is incremented down by the amount of the greatest common divisor to get

$$
\begin{align*}
& \mathrm{ZOF}=\mathrm{ZOF}-\mathrm{g}  \tag{4-116}\\
& \mathrm{ZOF}=27-3=24 \tag{4-117}
\end{align*}
$$

Now, the plane

$$
\begin{equation*}
\mathrm{z}=3 \mathrm{y}_{1}+6 \mathrm{y}_{2}+6 \mathrm{y}_{3}=24 \tag{4-118}
\end{equation*}
$$

will be searched for a feasible solution with the methods of Stage 4. A feasible solution, therefore, the optimal solution, is found on this plane, such that

$$
\begin{equation*}
\mathrm{y}^{*}=(2,0,3) \tag{4-119}
\end{equation*}
$$

The optimal solution in terms of the ranked variables can be changed to the original variables to give

$$
\underline{x}^{*}=(3,2,0)
$$

This example demonstrates many of the essential features of the objective function reduction algorithm. Chapter V will discuss the computer code and some of the implications of the algorithm.

## CHAPTER V

SOME IMPLICATIONS OF THE ALGORITHM

This chapter discusses some of the implications of the algorithm developed in this research. The computer code that performs the step-by-step process of the objective function reduction algorithm is described. The proposed method of ranking the problem variables is discussed more fully. Because of the importance of finding good approximate solutions to the pure integer linear programming problem, a heuristic procedure for establishing a lower bound on the maximand is presented. First, the computer code will be considered.

## The Computer Code

The computer program used for the objective function reduction algorithm is written in the FORTRAN IV language. The code is composed of a main driver test program and three subroutines. The main driver test program is shown in Appendix B. This main program performs several functions, the first of which is initialization of certain parameters. Some parameters are set to their initial or normal values early in the main program. Later, tests are made to see if violations of limits or anticipated errors have been found
as the program searches for the solution.
The main driver test program reads in the values that describe the integer linear program to be solved. These include the number of constraints, the number of real variables, whether the problem is maximization or minimization, the constraint coefficients, the right-hand side b-values, and the objective function coefficients. Also, the Stage 1 information of the upper and lower integer bounds on the variables and the objective function value at the continuous variable solution are read into computer memory. For reference and analysis, the main program writes out the input data.

In Appendix C, SUBROUTINE GCD is presented. This subroutine calculates the greatest common divisor for a set of objective function coefficients. The greatest common divisor is calculated using Euclid's algorithm that was described in Chapter III. In addition, this subroutine calculates the first objective function value that is searched while looking for the optimal integer solution. Since it must have the greatest common divisor as a factor, the initial objective function value is calculated after the greatest common divisor has been determined.

The FORTRAN IV code for SUBROUTINE RANK is listed in Appendix D. This subroutine ranks the variables in the objective function according to their range of possible values. The ranking procedure was demonstrated and explained in Chapter IV, but will be discussed again later
in this chapter. The subroutine first calculates the range of possible values that each real variable can take on. Using a Shell sorting technique, the variable with the smallest range size is ranked first in the ranking. The next part of the subroutine tests for the situation that some variables have equal range sizes in the ranking. When this occurs, the variable with the larger objective function coefficient is given the ranking position nearest the variable ranked first. Also, this subroutine calculates the value for the even sequence indicator, IFLAG. The subroutine scans the objective function coefficients of the ranked variables, looking for an even sequence of coefficients from $\hat{c}_{k}$ to $\hat{c}_{n}$. If there is no such even sequence, the program defaults to setting IFLAG at one greater than the number of real variables. This indicates to the program that no even sequence exists.

The main part of the explicit and implicit search for the optimal integer solution is conducted in SUBROUTINE SEARCH, which is reproduced in Appendix E. This subroutine takes the information from the main program and subroutines RANK and GCD as it begins examining the solution space. The combinatorial search starts by holding the highest ranked variable at its upper limit for a maximization problem. SUBROUTINE SEARCH corresponds directly to Stage 4 of the analysis presented in Chapter IV and Appendix A. The steps of Stage 4 in Appendix A provide a direct reference to the step-by-step analysis of SUBROUTINE SEARCH.

Several integer linear programming test problems that have been solved by the computer code are collected in Appendix F. Many of the problems are examples used in the literature. The majority of the examples are small in size, but they have sufficient variety to test the computer code. The computer code and all test problems were run on an IBM System/ 360 Model 65 computer. The method of ranking the variables used in the objective function reduction algorithm will now be discussed.

The Scheme of Ranking<br>the Variables

The objective function reduction algorithm searches for the optimal integer solution by considering the feasible integer combinatorial possibilities. Any practical algorithm must examine the solution space in such a manner that many solutions need not be explicitly considered. One technique used in the algorithm presented in this thesis is a ranking scheme for ordering the variables. The objective of ordering the variables is to develop a procedure that will implicitly examine and eliminate several combinatorial solution possibilities. Appendix A gives a written description of the ranking procedure used in the algorithm. In Appendix D, SUBROUTINE RANK shows how the computer code ranks the variables.

Briefly, the ranking scheme will be reviewed again. The integer bounds on each variable are examined and used to
determine the range of possible integer values for each variable. The range size is the number of integer values a particular variable can take on within the feasible solution space. From the set of problem variables, a permutation is developed such that the range size of the variables, $r(x) y$, will proceed from smallest to largest. The ranked variables are assigned a new symbol, $y_{j}$, for $j=1,2, \ldots, n$.

When the range size is the same for two or more variables, the tie for ranking position is broken by selecting the variable ( $x_{j}$ ) with the largest $c_{g}$ to have the ranking position nearest $y_{1}$. If two or more variables have the same range size and the same objective function coefficients, the tie for ranking position is broken arbitrarily.

The cannonical form of a maximization problem will be assumed throughout the remainder of this discussion. The algorithm begins its search for the optimal solution by setting the variable ranked as $y_{l}$ at its upper limit. This value of $y_{1}$ is set at

$$
\begin{equation*}
\mathrm{y}_{1}=\mathrm{y}_{1}^{\mathrm{u}}, \tag{5-1}
\end{equation*}
$$

the upper limit on the first variable in the ranking. From this held value of $y_{l}$, a new, reduced temporary objective function value can be found such that

$$
\begin{equation*}
\hat{c}_{2} y_{2}+\hat{c}_{2} y_{3}+\ldots+\hat{c}_{n} y_{n}=z_{t}-\hat{c}_{1} y_{1}, \tag{5-2}
\end{equation*}
$$

if $\hat{c}_{I}>0$. As described earlier, this process of tightening the value of $z_{t}$ for the held values of variables continues
until the algorithm can truncate the search or $y_{n-1}$ is reached. If the algorithm must proceed through the combinatorial possibilities to $y_{n-1}$ without truncating the search, the ranking scheme does not increase the speed of the algorithm. When a method can be used to implicitly examine the remainder of the combinatorial possibilities, the ranking method is beneficial in eliminating solution combinations.

Table I shows the feasible integer values of each variable in an example with 2535 feasible integer combinations. The variables have been ranked according to their range size, such that, $r(y) \geq \leq r(y) z \leq r(y) 3 \leq r(y) 4$.

TABLE I
AN EXAMPLE WITH THE VARIABLES RANKED
ACCORDING TO RANGE SIZE

| $\mathrm{y}_{1}$ | $\mathrm{y}_{2}$ | $\mathrm{y}_{3}$ | $\mathrm{y}_{4}$ |
| :---: | :---: | :---: | :---: |
|  | 4 | 12 | 12 |
| 2 | 3 | 11 | 11 |
| 1 | 2 | 10 | 10 |
| 0 | 1 | 9 | 9 |
|  | 0 | 8 | 8 |
|  |  | 7 | 7 |
|  |  | 5 | 6 |
|  |  | 4 | 5 |
|  | 3 | 4 |  |
|  |  | 2 | 3 |
|  |  | 0 | 2 |
|  |  |  | 1 |

The preceding table shows the advantage the ranking scheme offers when a specific situation is considered. Suppose the algorithm sets $y_{1}$ at one of its feasible values. If the algorithm now finds it can truncate the search, the pyramid effect of the ranking scheme provides a maximum of implied examination of the solution space.

The ranked variables $y_{3}$ and $y_{4}$ in Table $I$ both have the same range size,

$$
\begin{equation*}
r(y) 3=r(y) 4=13 \tag{5-3}
\end{equation*}
$$

In the particular problem selected as an example for Table I, the associated objective function coefficients are $\hat{c}_{3}=7$ and $\hat{c}_{4}=3$. When the original problem variables ( $x_{j}$ ) were being examined to determine ranking positions, it was found that two variables had the same range size. The tie for which variable should be given ranking position $y_{3}$ was broken by assigning the variable with the greater $\hat{c}_{j}$ the $y_{3}$ position. The reason for selecting that variable is because it potentially allows the algorithm to take advantage of one of its truncation methods. If the algorithm ever causes the temporary $z_{t}$ value to be driven negative, it can be immediately implied that all succeeding combinations of ranked variables are infeasible for the held value of all preceding variables. Therefore, the ranking scheme should maximize the feature whenever possible. By selecting the variable with the largest coefficient, the value of $z_{t}$ can be reduced most quickly. This may lead to truncation early
in the search.
In certain problems, it may be beneficial to override the ranking scheme used in SUBROUTINE RANK. A heuristic procedure has been developed that reduces the number of iterations on certain types of problems. When the range sizes on the ranked variables are approximately the same, the number of iterations can often be reduced by modifying the ranking so any variables with even $\hat{c}_{g}$ appear last in the ranking. After the variables have been ranked according to their range size, the ranking is changed so any variables with even objective function coefficients appear at the end of the ordered variables. This will allow the algorithm to set the even sequence indicator, IFLAG, at a value that will increase the number of variables truncated. The newly formed sequence of even objective function coefficients allows the algorithm to truncate the search each time $z_{t}$ is found to be an odd integer, when only the even sequence of coefficients is being considered. This ranking modification procedure is only beneficial when the variable range sizes are approximately the same and some of the objective function coefficients are even integers.

> Modifying the Coefficients in
> the Objective Function

In many integer linear programming problems, the size or configuration of the solution space make finding the optimal solution difficult, even with high speed computing
equipment. These situations can make the computing time impractical for finding the optimal integer solution. A good approximate solution can be of great value when the optimal solution cannot be easily obtained. Hillier (14) has pointed out this fact in his work in developing an efficient heuristic procedure for integer linear programming.

The objective function reduction algorithm has some features that allow it to converge most rapidly on some types of problems. Conversely, convergence speed is limited when certain situations exist. In the case where the greatest common divisor (g) of the objective function coefficients is one, the algorithm must search each succeeding hyperplane beyond the continuous variable solution. Also, if each objective function coefficient is an odd integer, the even sequence indicator, IFLAG, can never be used to truncate the search and implicitly examine some combinatorial possibilities. As with other linear programming algorithms, the objective function reduction algorithm converges increasingly slower as the number of variables and constraints enlarges. A heuristic procedure will now be discussed that will modify the objective function coefficients to take advantage of some of the algorithms methods of speeding convergence. The cannonical form of a maximization problem will be assumed throughout the remainder of this discussion.

When the algorithm has determined that the greatest
common divisor $(g)$ is greater than one, only certain hyperplanes are considered in the search for the optimal solution. As previously mentioned, for an integer solution to be possible, $g$ must be a factor of the value of the particular hyperplane being considered. Using the earlier notation, $g \mid k$ must be true for an integer solution to be possible in the objective function

$$
\begin{equation*}
\hat{c}_{1} y_{1}+\hat{c}_{z} y_{z}+\ldots+\hat{c}_{n} y_{n}=k \tag{5-4}
\end{equation*}
$$

where $\hat{c}_{\jmath}$, for $j=1,2, \ldots, n$, and $k$ are integers. Using this concept, an approximate solution procedure that modifies the objective function coefficients to get $g>1$ can potentially reduce the number of hyperplanes the algorithm must examine.

Consider an objective function of the form

$$
\begin{equation*}
\mathbf{z}=501 \mathbf{x}_{1}+98 \mathbf{x}_{2}-296 \mathbf{x}_{3}+705 \mathbf{x}_{4} \tag{5-5}
\end{equation*}
$$

The objective function reduction algorithm would find that the greatest common divisor is one. With small changes in each coefficient, a new, approximate objective function could have the form

$$
\begin{equation*}
\mathbf{z}=500 \mathbf{x}_{1}+100 \mathbf{x}_{2}-300 \mathbf{x}_{3}+700 \mathbf{x}_{4} \tag{5-6}
\end{equation*}
$$

The algorithm would now conclude that $g=100$ should be used for the greatest common divisor. As described in Chapter III on linear Diophantine equations, objective function values in increments of $g$ are the only ones that need be
searched for an integer solution. Again, this comes from the fact that the greatest common divisor must be a factor of the objective function value. The number of hyperplanes the algorithm must search has been significantly reduced. Also, Theorem 3.3 in Chapter III can be used to set a lower bound on the search. For a feasible integer solution to exist, the value of the objective function must be greater-than-or-equal-to g .

Another consideration would be to try to modify the objective function coefficients to obtain a sequence of even integers from $k$ to $n$ in the set $\left\{\hat{c}_{j} \mid j=1,2, \ldots, k, \ldots n\right\}$. This will allow the algorithm to use the even sequence indicator, IFLAG, to truncate the search. The number of iterations can be reduced appreciably when IFLAG can be used to implicitly examine some solution combinations.

Finally, modifying the objective function to obtain an approximate solution offers still other advantages. Many primal integer programming algorithms benefit from having a good approximate solution to begin their search. An approximate solution that is obtained rapidly can reduce the computing time for many optimal algorithms. Also, this approximate solution can be used to describe a lower bound on the maximand.

Using the techniques described above for modifying the objective function coefficients, an approximate solution can be obtained with methods that speed the algorithm. Tests on several example problems have shown that minor changes in
objective function coefficients can be made and still lead to the optimal solution. Obviously, a modified objective function gives no direct assurance the optimal solution has been found. Nevertheless, the solution found with the modified objective function,

$$
\begin{equation*}
\underline{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right), \tag{5-7}
\end{equation*}
$$

is potentially useful. Even if the objective function slope is changed sufficiently so that $\underline{y} \neq \underline{y}^{*}$, the $\underline{y}$ solution can be used to set a lower bound on the maximand. If the solution $y$ is substituted in the unmodified objective function,

$$
\begin{equation*}
\mathrm{z}=\hat{\mathrm{c}}_{1} \mathrm{y}_{1}+\hat{\mathrm{c}}_{2} \mathrm{y}_{2}+\ldots+\hat{\mathrm{c}}_{\mathrm{n}} \mathrm{y}_{\mathrm{n}}, \tag{5-8}
\end{equation*}
$$

then a new constraint can be formed. If the value of Equation (5-8) with the approximate solution substituted in for $y_{j}, j=1,2, \ldots, n$ is called $k$, then a new lower bound can be made with the constraint

$$
\begin{equation*}
\hat{c}_{1} y_{1}+\hat{c}_{2} y_{2}+\ldots+\hat{c}_{n} \dot{y}_{n} \geq k . \tag{5-9}
\end{equation*}
$$

The new constraint defined in Equation (5-9) can be added to the original problem constraints to describe a new integer linear programming problem. The solution space has been reduced and some solutions eliminated from further consideration. This approach offers an approximate solution and tighter bound on the optimal feasible solution. The next and final chapter of this thesis will briefly
state the problem, summarize the important findings, and suggest areas of further research, investigation, and study.

## CHAPTER VI

## SUMMARY AND CONCLUSIONS

The primary problem considered in this research is an extension of the existing theory of solution procedures for pure integer linear programming. The objective is to provide a new algorithm for solving the pure integer linear programming problem. Secondary problems approached are (1) to identify any heuristic procedures that will speed the convergence of the algorithm, (2) develop a procedure for finding a good approximate solution to the problem, (3) write a computer code to evaluate the algorithm.

Important Findings

Several important techniques for integer linear programming have been identified in this research. A new algorithm has been developed. The objective function reduction algorithm presented in this thesis uses a combinatorial search procedure to implicitly and explicitly search the solution space. This algorithm uses the concept of examining a family of objective function hyperplanes until an integer solution is found. Beginning at the optimum noninteger solution, the algorithm inspects parallel objective function hyperplanes in the feasible solution space.

The basic structure of the algorithm developed in this research is divided into four stages. Stage 1 identifies the optimum continuous-variable solution, defines the overall bounds on each variable, and determines whether the objective function is to be maximized or minimized. Stage 2 calculates the greatest common divisor of the objective function coefficients and determines the first hyperplane to be searched. In Stage 3, a ranking scheme is selected for the variables. It also examines the objective function coefficients of the ranked variables and defines an even sequence indicator used to truncate the search for implicit consideration of solution combinations. Stage 4, the main section of the algorithm, carries out the implicit and explicit enumeration of the feasible integer solution space.

The ranking scheme proposed in this research shows how the variables can be ordered to potentially eliminate many combinatorial solution possibilities from explicit consideration. The ranking method examines the range of possible integer values for each variable. A range size is defined as the number of integer possibilities for a particular variable. Using the range sizes, a permutation from the set of problem variables, $\left\{x_{j} \mid j=1,2, \ldots, n\right\}$, is identified such that the range size of the variables proceeds from the smallest to the largest. The search of the algorithm proceeds from the variables with the smallest range size to those with the largest range size. This ordering of the variables allows the algorithm to use truncation procedures
to maximize the number of solution combinations that are examined implicitly.

A heuristic method of ranking has been developed for a certain class of problems. For the situation where the variable range sizes are approximately the same and some of the objective function coefficients are even integers, a modification of the ranking scheme can often speed convergence. When the variables with even objective function coefficients are positioned last in the ranking, the truncation method of the even sequence indicator (IFLAG) can be used. Since the range sizes are approximately the same, any additional truncation method and the even sequence indicator will be used to greatest advantage.

Another important result of this research is associated with finding an approximate solution to the pure integer linear programming problem. Some of the concepts of linear Diophantine equations allow the algorithm to implicitly consider certain combinatorial solution possibilities. In order to take advantage of these concepts, the objective function coefficients can be modified to produce a new, approximate objective function that can be handled more rapidly by the algorithm. This procedure can be used to establish a lower bound on the maximand, as described in Chapter V. The lower bound can potentially be used to tighten the solution space.

The computer code in Appendixes B, C, D, and E is a valuable tool for further evaluation of the algorithm. It
is a practical necessity for solving problems of moderate or large size. The computer code can be used to experiment with refinements and additions to the algorithm.

Areas for Further Investigations

During this research into integer linear programming, some topics were found for future study and investigation. First, a review of the literature identified the need for a thorough survey of the recent literature. From the late 1950's through the middle of the $1960^{\circ} s$, surveys such as those by Balinski (3) and Beale (4) adequately describe the work in integer linear programming. Nevertheless, in recent years no comprehensive survey has appeared to unify and update this area of study. It is needed and, hopefully, this void in the literature will be filled soon.

As a companion of a survey of the recent literature, additional work should be published evaluating the recent integer programming computer codes. Although some of the published literature does list experimental results with individual computer codes, no computational efficiency survey such as the 1967 work of Trauth and Woolsey (28) has appeared recently. From a practical point of view, the ability of existing computer codes to solve problems is very important. Further investigations are needed.

Additional testing of the algorithm developed in this research should be considered. Larger, more difficult problems offer a severe test to any integer programming
algorithm. These problems can consume an enormous amount of computer time and should be studied and evaluated carefully. The objective function reduction algorithm should be compared for computational efficiency with other procedures.

Further investigation of several heuristic procedures associated with this research should be evaluated and refined. Some of these techniques have the potential of becoming an integral part of the algorithm. For example, the heuristic ranking scheme that can be used when the range sizes are approximately the same offers the possibility of being quantified. The heuristic procedures for obtaining a good approximate solution can be developed further. The speed and efficiency of these concepts should be considered.

The study of other problems in integer programming has become an area of increasing interest in recent years. Some of the concepts of this thesis may suggest a new approach to a mixed-integer programming algorithm. Also, further research could consider the integer nonlinear programming problem and see if some of the theory of nonlinear Diophantine equations can be used.

## Conclusions

Many of the conclusions of this research are discussed and analyzed in the earlier chapters of this thesis. The dominant conclusions are as follows:
(1) A new algorithm for integer linear programming
has been developed. This algorithm uses a combinatorial search procedure to implicitly and explicitly search the solution space.
(2) Some heuristic procedures have been identified that speed the convergence of the algorithm. A technique for ranking the variables in certain classes of problems has been developed.
(3) A ranking scheme for the variables has been defined as a part of the algorithm. This ranking method produces an ordered set of variables to potentially eliminate many combinatorial solution possibilities.
(4) A procedure for finding a good approximate solution has been outlined. Also, this technique can be used to establish a lower bound on the maximand.
(5) Finally, a computer code has been written to provide an additional method of evaluating the algorithm. Also, it can be used to test modifications and refinements of the algorithm.

The area of integer linear programming cannot be considered complete. No practical algorithm comparable in efficiency to the simplex method has yet been discovered. This research has continued the search for such an algorithm and has proposed some new, useful techniques for solving the integer linear programming problem.
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## APPENDIX A

FLOW OF LOGIC IN THE ALGORITHM

The Objective Function<br>Reduction Algorithm

The following statements describe the flow of logic used in the objective function reduction algorithm. The logic is divided into four stages. The first three stages are preparatory, while the Stage 4 carries out the implicit and explicit examination of the solution space.

## Stage 1

1. Find the simplex linear programming solution, $\underline{x}$ and ZSIM.
a. Is the solution, $x$, all integer?
(1) If yes, stop, solution found.
(2) If no, go to step 2.
2. Determine the over-all integer bound on each variable.
a. Set $x_{j}^{\ell}$ equal to the lower integer bound for $\mathrm{j}^{=} 1,2, \ldots, \mathrm{n}$.
b. Set $x_{y}^{u}$ equal to the upper integer bound for $\mathrm{j}=1,2, \ldots, \mathrm{n}$.
3. Set $\mathrm{MAX}=1$ for maximization or set $\mathrm{MAX}=0$ for minimization of the objective function.

## Stage 2

1. Find the greatest common divisor, $g$, of the objective function coefficients such that

$$
\begin{equation*}
\left(c_{1}, c_{2}, \ldots, c_{n}\right)=g \tag{A-1}
\end{equation*}
$$

2. Find the initial objective function value, ZOF, to be considered.
a. If $\mathrm{MAX}=1$, then $\mathrm{ZOF}=[\mathrm{ZSIM}]$ where $\mathrm{g}=1$; otherwise, ZOF equals the greatest integer less than ZSIM such that g|ZOF.
b. If MAX $=0$, then $\mathrm{ZOF}=\langle\mathrm{ZSIM}\rangle$ where $\mathrm{g}=1$; otherwise, ZOF equals the smallest integer greater than ZSIM such that $g \mid Z O F$.

## Stage 3

1. Rank the variables according to the number of feasible integer values they can take on. a. Identify a permutation from the set of problem variables $\left\{\mathbf{x}_{j} \mid j=1,2, \ldots, n\right\}$ such that the variable range size, $r(x) f_{f}$, proceeds from smallest to largest in permutation of $x_{j}$ variables. Set the ranked variables, $y_{j}, j=1,2, \ldots, n$, equal to the ordered $x_{f}$ variables in the permutation, such that $y_{1}$ equals the first ordered $x_{y}$ variable, $y z$ equals the second ordered $x_{1}$ variable, and so on, for $\mathrm{j}=1,2, \ldots, \mathrm{n}$, giving $\mathrm{r}(\mathrm{y}) \mathrm{l} \leq$ $r(y) z \leq \cdots \leq r(y)_{n}$.
b. Break any ties in the ranking scheme where
 with the largest objective function coefficient to have the $j^{\text {th }}$ ranking position. When $\hat{c}_{j}=\hat{c}_{j+1}$ and $r(y)_{j}=r(y)_{j+1}$, arbitrarily break the tie.
2. Identify any successive sequence of objective function coefficients corresponding to the ordered set $\left\{y_{j} \mid j=1,2, \ldots, n\right\}$, such that all coefficients are even integers from $k$ to ${ }^{\prime} n$ in the $\operatorname{set}\left\{\hat{c}_{j} \mid j=1,2, \ldots, k, \ldots, n\right\}$. a. Set IFLAG $=\mathbf{k}$.
3. Set $y_{(j) t}^{\ell}=y_{j}^{\ell}$ and $y_{(j) t}^{u}=y_{j}^{u}$ for $j=1,2$, ...., n.

## Stage 4

1. $\operatorname{Set} j=1$.
2. Set highest ranked variable at its upper bound, $\mathrm{y}_{1}=\mathrm{y}^{\frac{4}{1}}$, if $\mathrm{MAX}=1$; otherwise, set $\mathrm{y}_{1}=\mathrm{y}_{1}^{\ell}$.
3. Set ZSUBT $=$ ZOF, $\operatorname{NOTE} 4=0$, and $b_{1}^{t}=b_{1}$ for $i=1,2, \ldots, m$.
4. Find a new modified objective function value, ZSUBT, based on the held value of the variables. a. If ZSUBT has not been found before, then

$$
\mathrm{ZSUBT}=\mathrm{ZSUBT}-\hat{c}_{1} \mathrm{y}_{1} ;
$$

otherwise,

$$
\begin{equation*}
\text { ZSUBT }=\operatorname{ZSUBT}-\hat{c}_{\mathrm{g}+1} \mathrm{y}_{\mathrm{g}+1} . \tag{A-3}
\end{equation*}
$$

b. If $\mathrm{ZSUBT} \geq 0$, go to step 5; otherwise, if $\hat{c}_{\mathrm{g}+1}<0$, go to step 5; otherwise, go to step 12.
5. Check to see if ZSUBT is an odd integer.
a. If yes, go to step 6.
b. If no, go to step 7.
6. Check to see if all succeeding objective function coefficients in the ranking are even integers.
a. If IFLAG $=1$, go to step 26 .
b. If IFLAG $\neq j+1$, go to step 7; otherwise,
if $j=1$, go to step 26; otherwise, set ZSUBT $=$ ZSUBT $+\hat{c}_{j+1} \mathrm{y}_{\mathrm{g}+1}$; and, if $\operatorname{MAX}=1$, set $y_{j+1}=y_{j+1}-1 ;$ otherwise, set

$$
\begin{equation*}
y_{j+1}=y_{j+1}+1, \text { and } \tag{A-4}
\end{equation*}
$$

go to step 24.
7. Determine if the final variable is to be calculated.
a. If $n=2$, go to step 8; otherwise, check if $n-1 \neq j+1$.
(1) If yes, go to step 13.
(2) If no, go to step 8, unless b-values not found for yi, go to step 13.
8. Check to see if $y_{n}$ is integer from

$$
\begin{equation*}
\mathrm{y}_{\mathrm{n}}=\mathrm{ZSUBT} / \hat{\mathrm{c}}_{\mathrm{n}} \tag{A-5}
\end{equation*}
$$

a. If yes, to to step 9.
b. If no, go to step 12.
9. Check to see if $y_{n}$ is greater than $y_{n}^{u}$.
a. If yes, go to step 10.
b. If no, go to step 11.
10. Check if $\mathrm{n}=2$.
a. If yes, go to step 26.
b. If nog go to step 12.
11. Test the feasibility of the solution in the functional constraints.
a. If the solution is feasible, the optimum feasible integer solution has been found.
b. If the solution is infeasible in any func-
tional constraint, go to step 12.
12. A test solution has been found infeasible.

Increment $y_{j+1}$ one integer amount.
a. If MAX $=1$, set

$$
\begin{equation*}
\mathbf{y}_{\mathrm{j}+1}=\mathrm{y}_{\mathrm{j}+1}-1 ; \tag{A-6}
\end{equation*}
$$

otherwise, set

$$
\begin{equation*}
y_{j+1}=y_{j+1}+1 \tag{A-7}
\end{equation*}
$$

b. Go to step 24.
13. Calculate new right-hand side b-values.
a. If new b-values have not been calculated for the held value of $y_{1}$, then

$$
\begin{equation*}
b_{1}^{t}=b_{1}^{t}-a_{11} y_{1} \tag{A-8}
\end{equation*}
$$

for $\mathrm{i}=1$, 2 , ..., m.
b. If new b-values have been calculated for the held value of $y_{1}$, then

$$
\begin{equation*}
b_{1}^{t}=b_{1}^{t}-\hat{a}_{1, j+1} \cdot y_{j+1} \tag{A-9}
\end{equation*}
$$

for $\mathrm{i}=1,2, \ldots, \mathrm{~m}$.
c. If any $b_{1}^{t}<0$, for $i=1,2$, ..., m, then set the flag NOTE4 $=1$.
d. Go to step 14.
14. Determine if $j$ should be incremented.
a. If $j \neq 1$, set $j=j+1$ and go to step 15; otherwise, check if tighter bounds have been found on $y_{f+1}$.
(1) If yes, set $j=j+1$ and go to step 15.
(2) If no, go to step 15.
15. If $\mathbf{j}+1 \neq 2$, go to step 19; otherwise, go to step 16.
16. If NOTE4 = 1, go to step 17; otherwise, go to step 18.
17. Check if MAX $=1$.
a. If yes, set $y^{4}(z) t=y_{z}^{u}$, and go to step 23 .
b. If no, set $y_{(2) t}^{\ell}=y_{z}^{\ell}$, and go to step 23 .
18. Find a new, tighter bound on the next variable
in the ranking, $y_{z}$.
a. If $\mathrm{MAX}=1$, considering $\hat{c}_{2}>0$ and

$$
\begin{align*}
& \hat{a}_{12}>0, \text { adding }-\hat{a}_{1 j} y_{j}^{u} \text { to } b_{1}^{t} \text { for all } \\
& \hat{a}_{1 j}<0, \\
& y^{u}(z) t=\min _{i=1,2, \ldots, m}\left\{\left[\operatorname{ZSUBT} / \hat{c}_{2}\right],\left[b_{1}^{t} / \hat{a}_{12}\right]\right\} \tag{A-10}
\end{align*}
$$

and, check if $y^{\sharp}(z) t \leq y_{\text {a }}^{\text {a }}$.
(1) If yes, go to step 23.
(2) If no, set $y^{4}(z) t=y_{z}^{u}$, and go to step 23.
b. If $\operatorname{MAX}=0$, considering $\hat{c}_{z}>0$ and $\hat{a}_{1_{2}}>0$, adding $-\hat{a}_{i_{j}} y_{f}^{\ell}$ to $b_{1}^{t}$ for all $\hat{a}_{1 j}<0$,
$y^{\ell}(z)_{t}=\max _{i=1,2, \ldots, m}\left\{\left\langle\mathrm{ZSUBT} / \hat{c}_{2}\right\rangle,\left\langle b_{1}^{t} / \hat{a}_{12}\right\rangle\right\}$
(A-11)
and check if $y^{\ell}(z) t \geq y_{z}^{\ell}$.
(1) If yes, go to step 23.
(2) If no, set $y^{\ell}(z) t=y^{\ell}$, and go to step 23.
19. If $\mathrm{MAX}=0$, go to step 22; if not, go to step 20.
20. If $\operatorname{NOTE} 4=1$, set $y^{\underline{H}}(\underline{j+1}) t=y_{j+1}^{u}$, and go to step 23; otherwise, go to step 21.
21. Considering only $\hat{c}_{j+1}>0$ and $\hat{a}_{1, j+1}>0$, adding $-\hat{a}_{1, j+1} \dot{y}_{j+1}^{u}$ to $b_{1}^{t}$ for all $\hat{a}_{1, j+1}<0$, $y^{u}(\jmath+1) t=\min _{i=1,2, \ldots, m}\left\{\left[\operatorname{ZSUBT} / \hat{c}_{j+1}\right],\left[b_{1}^{t} / \hat{a}_{1}, j+1\right]\right\}$
and, check if $y^{\underline{u}}(\mathfrak{j}+1)$ t $\leq y_{j+1}^{u}$.
a. If yes, go to step 23.
b. If no, set $y_{(j+1) t}^{u}=y_{j+1}^{u}$, and go to step 23.
22. Considering only $\hat{c}_{j+1}>0$ and $\hat{a}_{1, j+1}>0$, adding $-\hat{a}_{1, j+1} y_{j}^{\ell}+1$ to $b_{1}^{t}$ for all $\hat{a}_{1, j+1}<0$,
$y^{\ell}(j+1) t=\max _{i=1,2, \ldots, m}\left\{\left\langle\operatorname{ZSUBT} / \hat{c}_{j+1}\right\rangle,\left\langle b_{1}^{t} / \hat{a}_{1, j+1}\right\rangle\right\}$
(A-13)
and, check if $y^{\ell}(j+1) t \geq y_{j+1}^{\ell}$.
a. If yes, go to step 23.
b. If no, set $y^{\ell}(j+1) t=y_{j+1}^{\ell}$, and go to step 23 .
23. Set next variable in ranking at its new bound.
a. If MAX $=1$, set

$$
\begin{equation*}
y_{j+1}=y^{\text {प }}(g+1) t ; \tag{A-14}
\end{equation*}
$$

otherwise, set

$$
\begin{equation*}
y_{j+1}=y^{\ell}(j+1) t \tag{A-15}
\end{equation*}
$$

and, go to step 24.
24. Check to see if a variable has been incremented
beyond its bound.
a. If $\operatorname{MAX}=0$, check if $y_{g+1} \leq y^{\underline{u}(g+1)} t$.
(1) If yes, go to step 4.
(2) If no, set $y_{j+1}=y_{(j+1) t, ~ a n d ~ g o ~}^{y}$ to step 25.
b. If $\operatorname{MAX}=1$, check if $y_{j+1} \geq \mathrm{y}^{\ell}(\mathrm{g}+1)$ t.
(1) If yes, go to step 4.
(2) If no, set $y_{j+1}=y_{(j+1)}^{\ell}$, and go to step 25.
25. If $j=1$, go to step 26; otherwise, set $j=j-1$,

$$
\begin{equation*}
\mathrm{ZSUBT}=\mathrm{ZSUBT}+\hat{c}_{j+1} \mathbf{y}_{j+1} \tag{A-16}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{1}^{t}=b_{1}^{t}+\hat{a}_{1, j+1} y_{g+1} \tag{A-17}
\end{equation*}
$$

for $i=1,2, \ldots, m ;$ also, $\operatorname{set}$ NOTE4 $4=0$, and check to see if MAX $=1$.
(1) If yes, set $y_{j+1}=y_{j+1}-1$, and go to step 24 .
(2) If no, set $y_{j+1}=y_{j+1}+1$, and go to step 24.
26. Increment first variable in ranking, yl, one integer.
a. If MAX $=1$, set

$$
\begin{equation*}
y_{1}=y_{1}-1 \tag{A-18}
\end{equation*}
$$

and go to step 27; otherwise, set

$$
\begin{equation*}
y_{1}=y_{1}+1 \tag{A-19}
\end{equation*}
$$

and go to step 27.
27. Check to see if all solutions have been examined.
a. If $\mathrm{MAX}=1$, check if $\mathrm{y}_{1}<\mathrm{y}_{(1) t}^{\ell}$.
(1) If yes, set $\mathrm{ZOF}=\mathrm{ZOF}-\mathrm{g}$, and go to step 1.
(2) If no, set $\mathrm{ZSUBT}=\mathrm{ZOF}$, and go to step 28.
b. If $\mathrm{MAX}=0$, check if $\mathrm{y}_{1}>\mathrm{y}^{\mathrm{H}}(1) \mathrm{t}$.
(1) If yes, check ZOF $\leq 0$.
(a) If yes, set $\mathrm{ZOF}=\mathrm{ZOF}-\mathrm{g}$, and go to step 1. (b) If no, set $\mathrm{ZOF}=\mathrm{ZOF}+\mathrm{g}$, and go to step 1.
(2) If no, set $\mathrm{ZSUBT}=\mathrm{ZOF}$, and go to step 28.
28. Check if $n=2$.
a. If yes, go to step 4.
b. If no, set $b_{1}^{t}=b_{1}$ for $i=1,2, \ldots, m$, and go to step 4.

## APPENDIX B

MAIN TEST PROGRAM


```
*
*
**
*
*
*
*
*
*
#
#
*
#
*
*
*
ki = input device number associated with read statement * ofroogz
kO = OUTPUT DEVICE NUMBER ASSOCIATED WITH WRITE STATEMENT * OFROOB3
MCOUNT = A COUNTER KEEPING TRACK OF THE NUMBER OF ItERATIONS * OFR0004
REQUIRED % % % % %OOB5
NCOUNT = A COUNTER LIMIT SET ON THE UPPER LIMIT ON THE NUMBER OF & OFROOBG
```



```
NOFLAG = A COUNTER TO RECORD THE NUMBER OF TIMES IFLAG TRUNCATES * OFROO88
                THE SEARCH * OFR0089
NITER = NUMBER OF ITERATIONS ALLOWED * OFRO090
NCNTI = A flag equaling 1 when number of Iterations exceeded; * ofr0091
OTHERWISE, IT EQUALS 2ERO * OFR0092
ERRL = AN INDICATOR WHIGH EQUALS 1 WHEN AN OBJECTIVE FUNCTION * OFROO93
    COEFFICIENT EQUALS ZERO; OTHERWISE, IT EQUALS LERO OFROOMS
ERR2 = AN INDICATOK WHICH EQUALS 1 WHEN AN ERROR IN THE * OFR0095
EUCLID'S ALGORITHM CAUSED A NEGATIVE REMAINOER * OFR0096
EPS = ERROR TEST LIMIT
LM = THE NUmbER OF LESS THAN OR EQUAL TO CCNSTRAINTS
KM = THE NUMBER OF GREATER THAN OR EQUAL TO CONSTRAINTS
LN = THE Number of real variables IN the problem
mAX = AN INDICATOR WHICH EQUALS l WHEN OBJECTIVE FUNCTION IS TO * OFROIOI
BE MAXIMIZED; EQUALS ZERO FOR MINIMIZATION: * OFROIO2
A = MATRIX OF CONSTRAINT COEFFICIENTS * OFROIO3
B = COLUMN VECTOR UF CONSTRAINT RIGHT-HAND SIDE VALUES * OFROLO4
C = the coefficient vector for the objective function * ofrolos
XU = COLumN VEGTOR GIVING THE UPPER LIMIT ON EACH REAL VARIABLE * OfROIOG
XL = CCLUMN VECTOR GIVING THE LOWER LIMIT ON EACH REAL VARIABLE * OFROIO7
x = SOLUTION VECTOR Of InTEGER VALUES
KY = THE CONSTRAINT ROW WHERE THE GREATER-THAN-OR-EQUAL-TO * OFROLO9
CONSTRAINTS BEGIN
kZ = THE TOTAL NUMBER OF CONSTRAINT ROWS
zSim= the value of the objective function at the continuous * ofroil2
VARIABLE SOLUTION * OFRO113
ZOF = THE FIRST INTEGER OBJECTIVE FUNCTION VALUE SEARCHED * OFRO114
G = THE GREATEST COMMON DIVISOR OF THE OBJECTIVE FUNCTION * OFROII5
* COEFFICIENTS * OFR0116
Iflag = indicates all ranked objective function cogfficients * ofrollz
```

* OFR 0092
- OFR 0097
* OFR 0097
R0098
* OFR 0099
* OFR 0100


```
            CO 1LO JA=1,LM OFROL77
            WRITEIKO,IOO\(A\JA;JB),JB=1.LN) OFRO178
    100
            FORMAT(1HO, 2OX, LOF 7,21
    OFRO179
    CONTINUE
    IFIKM,EO.OI GO TO }15
    120 WRITETKO,1301 OFROL&2
                            OFRO180
    130 FORMATILHO,10X,5OH GREATER-THAN-OR-EQUAL-TO CONSTRAINT COEFFICIENT OFROL83
        #S:)
            CO 140 JC=KY,KZ
                WRITE(KO,100)(AI JC,JOI',JD=1,LN)
    140 CONTINUE OFRO187
    150 MRITE(KO.155)
    155 FURMATI 1HO;10X,41H RIGHT-HAND SIDE B-VALUES OF CONSTRAINTS:I OFRO189
        DO 170 JE=1,KZ OFROL.90
            BJ=B(JE)
        WRITE(KO,160) JE,BJ
        WRITE(KO,160)JE,BJ
    17C CONIINUE
    WRITEIKO,175)
    175 FORMAT(1HO,1OX,23H VARIABLE LOWER BDUNDS:)
    DO 185 JF = 1,LN
            MXL = XL(JF)
            WRITE(KO,180) JF, MXL
    180 FORMAT( }1H0,22X,4H XLI,IL,3H)=,15
    285 CONTINUE
    WRITE{KO,190)
    190 FORMAT(1HO,10X,23H VARIABLE UPPER BGUNDS:)
    DO 200 JG = 1,LN
            MXU = XU(JG)
            WRITE(KO,195)JG,MXU
            195 FORMAT(1HO,22X,4H XU(,I1,3HI =,I5)
    20C CONTINUE
C
C
    CALL GCDIC,G,LN,Z5IM,ZOF,MAX,ERR1,ERR2J
    IFIERRL.EQ.OI GO TO 210
    WRITE(KO,205)
    205 FORMAT {1H1,50H * AN OBJECJIVE FUNCTION COEFFICIENT EQUALS ZERO *)
    gO 10 1000
    210 IF(ERR2.EQ.O) GO TO 220
    WRITE(KO,215)
    215 FORMATIIHL,59H** A REMAINDER WAS FORCED NEGATIVE IN EUCLID'S ALGOR
    #ITHM **)
        GC TO 1000
    220 WRITE(KO,225) G
    225 FORMAT (1HO, 1OX,27H GREATEST CGMMON DIVISOR: ,3HG =,I5) OFRO223
        WRITE(KO,230). ZOF
    230 FORMAT(IHO, 10X,44H INITIAL INTEGER OBJECTIVE FUNCTION VALUE: . 5HZ OFRO225
        #CF=,15)
C
C RANK THE VARIABLES WITH SUBROUTINE RANK
    CALL RANK(C,XL,XU,LN,Y,IFLAG,RX)
    WR ITE{KO,235)
235 FORMAT(1HO,1OX,22H VARIABLE RANGE SIIES:)
235 FORMAT(1HO,1OX,22H VARIABLE RANGE SILES:)
            MRX=RX(JH)
        MRX=RX(JH)
    OFRO181
        OFRO183
            OFRO184
    OFROL }8
    OFROL86
    OFR0188
        OFR01.90
        OFRO191
        OFRO192
    OFRO193
    OFRO194
    OFRO195
        OFRO196
    OFRO197
    OFRO197
    OFRO198
    OFRO199
    UFRO200
    OFRO201
    OFRO2O
    OFRO202
    OFR O202
    OFRO204
    OFRO205
    OFR0206
    OFR0207
    OFR0208
    FRO209
    OFRO209
    OFR0210
    OFRO211
    OFR0212
    OFRO213
    OFRO214
    OFRO215
    OFR 0216
    OFR0217
    OFR0218
OFR0219
OFR0219
OFRO220
OFR0220
    OFRO223
    FRO225
OFR0226
OFRO227
OFR0228
OFR0229
OFR0230
OFR0230
OFR0236
235 FORMAT(1HO,1OX,22H VARIABLE RANGE SIZES:)
OFR0238
```

```
    240 FCRMAT(1HO,22X,4H RX(,II,3H)=,I5)
    245 CONTINUE
        WRITE(KO, 250)
    250 FORMAT (1HO,10X,36H COLUMN VECTUR OF RANKED SUBSCRIPTS:)
        DO 260 JK =l,LN
            MY = Y(JK)
        WRITE(KO.2551 JK, MY UFRO247
    260 CONTINUE
    WRITE(KO,265) IFLAG .. 
    265 FURMAT(1HO, 10X,46H VALUE OF EVEN COEFFICIENT INDICATOR: IFLAG =,1 OFRO251
        #5)
C BEGIN EXAMINING SOLUTION SPACE WITH SUBROUTINE SEARCH
C
        CALL SEARCHIA,B,C,Y,XU,XL,X,EPS,IFLAG,G,LM,KM,LN,MAX,NCOUNT;ZOF,NC OFRO256
    #NT I,NITER,MCOUNT,NOFLAGI) OFRO257
            IF(NCNTL.EG.O) GO TO 520
            WRITE(KO,345)
    345 FORMAT (1HO,'**卑 NUMBER OF ITERAIIUNS EXCEEDED ***!) OFRO26O
    GO TO.899 %
C
C WRITE SOLUTION INFORMAT ION
C
    520 WRITE(KO,525)
    525 FORMAT (LHI)
        DO 510 JC = 1,LN
            JX=X(JC)
            WRITE(KO,505)JC,JX
    505 FORMAT(IH,40x,"***** X(1,IL,")=0,I5)
    505 FORMAT(1H,40x,"***** x(1,11,")= 1,I5)
    510 CONT INUE
    WRITEIKO.515) ZOF
    515 FORMAT(1HO,40X,'***** }Z=1,I5
    WRITE{KO,500) MCUUNT
    500 FORMATILH-,40X,'Y(N) WAS CALCULATED',15,3X,'TIMES') OFRO275
        WRITE(KO,501) NOFLAG 
    501 FORMAT (1H-,40X,"IFLAG WAS USED ',I5,3X, 'TIMES TO TRUNCATE SEARCH') OFRO277
    899 WRITE(KO;900) OFRO278
    900 FORMAT(LHLI
1000 STOP
    END
OFKO241
                            OFRO242
OFRO243
        OFRO245
    255
        FORMAT(1HO,22X,3H Y(,II,3H)=,I51
    UFR0247
    OFKO24d
    #51
OFRO251
C
OFRO253
OFR0254
OFRO255
            IF(NCNTL.EQ.O) GO TO 520 OFRO25B
    OM
            IFLAG =, I
OFR0256
OFRO257
OFR0259
OFRO261
OFRO<62
C
OFR0263
OFRO<63
    M)}\begin{array}{l}{\mathrm{ OFRO265}}\\{\mathrm{ OFRO260}}
OFR0260
OFR0267
OFRO268
DFR0269
OFR0269
OFRO271
    OFRO272
OFRO273
OFR0274
    900 FORMAT (LHL) OFRO279
OFRO279
OFR0280
OFRO281
```

APPENDIX C SUBROUTINE GCD



## APPENDIX D

SUBROUTINE RANK



APPENDIX E

SUBROUTINE SEARCH



```
C STEP NUMBER ? SEAOL19
    SET HIGHEST RANKED VARIABLE AT ITS BOUND, SEAO121
    SEAOL23
    7 Y1 = Y(1)
        IF(MAX.EQ.1) GO TO &
        XTEMP(YL)=XLIY1)
        GU IO 9
    8 XTEMP(Y1)= XU(Y1)
    9 NOTE3 = O
    STEP NUMBER 3
    INITIALIZE ZSUBT AND BT VECTOR
    ZSUBT = ZOF
10 CU 11 KA = 1,KZ
        BT(KA)=B(KA)
    11 CONTINUE
    NOTE4=0
C
manon
C
C
C
C
    STEP NUMBER 2
    SET HIGHEST RANKED VARIABLE AT ITS BOUND
    STEP NUMBER 4
    FIND NEW MODIFIED OBJECTIVE FUNCTIDN VALUE, ZSUBT
12Y1=Y(1)
    YLP1 = Y(L+L)
    IF(NOTE 3.EO.1) GO TO }1
    ZSUET = ZSUBT - C(Y1)*XTEMP(Y1)
    NOTE3 = 1
    IFI2SUBTI13;15,15
13 IF(C(YLPL))15,75,75
14 2SUBI = ZSUBT - C(YLPPII*XTEMP(YLPL)
    IF(ZSUBT113,15,15
C
    15 YLPl = Y(L+1)
    LP1 =L+1
    TEMP = ZSUET
    ALPHAA = TEMP/2.0
    NALPHA = ALPHA
    BETA = NALPHA
    DIFF=ALPHA - BETA
    ABDIFF = ABS(DIFF)
    IFIABDIFF-EPS:20,20,10
C
C
    STEP NUMBER 5
    CHECK TO SEE IF ZSUBT IS AN OUO INTEGER
    BETA =
    STEP NUMBER O
    CHECK tO SEE If all SUCCEEDING DEJECT IVE fUNCTION COEfFIEICNTS ARE SEAOL7%
16 IN SEAO172
16 IFIIFLAG.EQ.1) GO TO 350 SEAO173
    IF(LPl.NE.IFLAGI GO TO 20 SEAOI74
C NOFLAG KEEPS A RECORO OF THE NUMBER OF TIMES IFLAG IS USED TO SEAOI75
C NOFLAG KEEPS A RECORQ DF THE NUMBER OF TIMES IFLAG IS USED TO SHE SEARCH SNCATE THE S SNAO175
```





```
        IF(A(JK,Y2).LE.EPS) GO TO 123 SEAO355
        IF(ROW(JK).EG.O) GOTO 112
    SUM = 0.0
DO 111 ND = 1,LN
            IF(A(JK,ND),GE=0.01 GOTO.111
            SUM = SUM +A(JK,ND) * XL(ND)
    111 CONTINUE
            BT(JK) = BT(JK) - SUM
    112 TEMP1 = BT (JK)/A(JK,Y2)
        IF(ROW(JK).EQ.O) GO TO 113
        BT(JK) = BT(JK) + SUM
113.NUM3 = TEMPL
        DELTA3 = NUM3
        GAMMA3 = TEMP1 - DELTA 3
        IF(GAMMA3 - EPS)120,120,121
    12C NTEMP = TEMP1 S SEAOS70
```




```
        NTEMP = TEMPZ
    122 IF\NTEMP.LE.XLTGY2I) GO TO 123 S SEAO374
        XLI\Y2) = NTEMP
    123 CONTINUE
    IF(XLT(Y2).GE.XL(Y2)) GO TO 330
    XLT(YZ)= XL(YZ)
    CO ID }33
C
    124 IF\MAX.EQ.O) GO TO 200
C
C
    125 IFINOTE4 - 1:127,126,126
    126 XUI(YLPI) = XU(YLPL)
        GD IO 330
C STEP NUMBER 21
    127 RLSUBT = LSUBT
    RCYLPL = C(YLPL)
    XUT(YLP1) = RZSUBT/RCYLPI
    DO 145 JG = 1,LM
        IF(A(JG,YLPI).LE.EPS) GO TO 145
        IF(ROW(JG).EQ.O) GU TU 135
        SUM = 0.0
        OO 130 NE = 1,LN
            IF(A(JG.NE).GE.0.0) GU TO 130
            SUM = SUM + A(JE,NE) # XU(Y(NE))
    I3C CONTINUE
            BI(JG) = BTIJG) - SUM
    135 MTEMP= BT{JG)/A(JG,YLPI)
        IF(ROW(JG).EQ.OJ GG TO 140
            BT(JG)=BT(JG) + SUM
    140 IFIMTEMP.GE.XUT(YLFLI) GOTO 145
XUT(YLPII = MTEMP
    145 CONT INUE
145 CONTINUE 
    IF(XUT(YLPI).LEGXU(YLPL)) GO TU 330 SOM, SEAO411
    GO TO 330
SEA0356
SEAO357
SEA0358
SEAO359
SEAO360
SEAC361
SEA0361
SEAO362
SEAO362
SEA 0364
SEA0365
SEA0366
SEA 0367
SEA0368
SEA0369
SEA0369
    NTEMP = TEMPZ SEAO373
    SEA0375
    @ . S
    STEP NUMBER 19
    SEA0371
    SEA0372
SEAO373
SEA0374
SEAO376
SEAO317
SEAO37O
SEAO379
SEA0380
SEAO381
SEAO382
cAO302
SEA0383
SEAO384
SEA0385
SEA0385
SEAO386
SEAO3B7
SEAO 38%
SEAO389
SEAO390
SEA0391
SEA0392
SEAO393
SEA 0.394
SEA0395
SEA0396
SEA0397
SEAO398
SEA0399
SEA0399
SEAO401
SEAO401
SEA0403
SEAO404
SEA0405
SEA0406
SEAO407
SEA0409
SEAO410
    SEAO412
SEAO412
```

```
C STEP NUMEER 22 SEAO414
STEP NUMBER 22
    200 IF&NOTE4 - 1J210,220,230
    210 XLT(YLPI) = XL(YLPI)
        cO TO 330
    220 RISUET }=\mathrm{ ZSUBT
    RCYLPI = C(YLPI)
    XLYLPI = RLSUBT/RCYLPI
    NUM4 = XLYLPL
            DELTA4 = NUM4 
            GAMMA4 = XLYLPL - UELTA4
            IF(GAMMA4 - EPSJ225,225,230
    225 XLT(YLP1) = XLYLP1
    GO TO 235
    23CTEMXLT = XLYLPI + 1.0
    XLT(YLP1)= TEMXLT
    235 DO 245 JL = KY,KZ
            IF(AlJL,Y2).LE.EPS) GO TO 245
            IFIROW(JLI.EQ.O) GU TO 237
            SUM = 0.0
            DO 236 NF = 1,LN
                    IF(A(JL,NF).GE.O.O1 GO TO 236
            SUM = SUM + A(JL,NF) * XL(Y(NF))
    236 CONTINUE SUM (JIN
    BT(JL)= BT (JL)-SUM
    237 TEMP5 = BT\JLI/A\JL,YLPI)
    IF(ROW(JLI.EQ.O) GO TO 238
            BT(JL)= BT(JL) + SUM
    238 NUMS = TEMP5
            CELTA5 = NUM5
            GAMMAS = TEMP5 - UELTAS
            IF(GAMMA 5 - EPS) 240,240,241
ATEMP5 = TEMP5
    241 GOTO 242 TEMPY = TEMPS + 1.0
    241 GOTO 242 TEMPY TEMPS + 1.0
            ATEMP5 = TEMPY
    242 IFINTEMP5.LE.XLTIYLPIJ GOTO 245
            XLT(YLPL)= NTEMPS
    245 CONTINUE
        IF(XLT(YLPI).GE.XL{YLP1)} 60 TO 330
    XLT(YLPL) = XL(YLPl)
C
C STEP NUMBER }2
    SEt NEXt variable in RaNking at itS NEW bOUND
    330 [F(MAX.EQ.I) GU TO 331
    XTEMP(YLPL)= XLT(YLPI)
    EO TO 340
    331 XTEMP(YLP1) = XUT(YLP1)
    STEP NUMBER }2
    CHECK TO SEE IF A VARIAblE HAS BEEN INCREMENTED BEYOND ITS BOUND
    34C LP1 = L+1
        YLPl = Y(L+1)
        IF(MAX.EQ.1) GO TO 341
SEAO415
SEAO416
SEA0417
SEAO418
SEA0419
SEAO420
SEAO420
SEAO421
SEAO422
                                    SEA0423
SEAO424
SEAO425
SEA0426
SEAO427
SEA0428
SEAO429
SEAO430
SEAO430
SEAO431
SEAO432
                            SEAO433
SEAO434
SEAO435
SEAO430
SEAO4.38
SEA 0439
SEAO440
SEA0441
SEA 0442
SEAO443
SEAO444
SEA0445
SEA0446
    240
SEA0447
SEAO448
    241
SEAO449
SEA0450
SEA0451
SEAO452
SEAO453
SEA0454
SEAO455
SEA0456
SEAO456
SEAC457
SEAO458
SEA 0459
SEAO460
SEA0461
SEAO462
SEA0462
SEAO463
c
C
C
```




APPENDIX F

TEST PROBLEMS AND SOLUTIONS

1. maximize $z=15 \mathbf{x}_{1}+6 \mathbf{x}_{2}+9 \mathbf{x}_{3}+2 \mathbf{x}_{4}$
subject to

$$
\begin{aligned}
& 2 \mathrm{x}_{1}+1 \mathrm{x}_{2}+5 \mathrm{x}_{3}+0.6 \mathrm{x}_{4} \leq 12.5(\mathrm{~F}-2) \\
& 3 \mathrm{x}_{1}+1 \mathrm{x}_{2}+3 \mathrm{x}_{3}+0.25 \mathrm{x}_{4} \leq 12.6(\mathrm{~F}-3) \\
& 7 \mathrm{x}_{1}+0 \mathrm{x}_{2}+0 \mathrm{x}_{3}+1 \mathrm{x}_{4} \leq 35(\mathrm{~F}-4)
\end{aligned}
$$

$$
\mathbf{x}_{\mathrm{j}} \geq 0 \text { for } j=1,2,3,4 \quad(F-5)
$$

$$
\mathbf{x}_{j} \text { INTEGER for } j=1,2,3,4 \quad(F-6)
$$

$$
\begin{equation*}
\underline{\mathbf{x}}^{*}=(1,9,0,2) \tag{F-7}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{z}^{*}=73 . \tag{F-8}
\end{equation*}
$$

2. From Wagner (30):
$\operatorname{maximize} \quad z=3 \mathbf{x}_{1}+3 \mathbf{x}_{\mathbf{z}}+13 \mathbf{x}_{3}$

$$
\begin{array}{cc}
\text { subject to }-3 \mathrm{x}_{1}+6 \mathrm{x}_{2}+7 \mathrm{x}_{3} \leq 8 & (\mathrm{~F}-10) \\
6 \mathrm{x}_{1}-3 \mathrm{x}_{2}+7 \mathrm{x}_{3} \leq 8 \\
\mathrm{x}_{\mathrm{y}} \geq 0 \text { for } \mathrm{j}=1,2,3 & (\mathrm{~F}-11) \\
\left.\mathrm{x}_{\mathrm{g}} \text { INTEGER for } \mathrm{j}=12\right) \\
\mathbf{x}^{*}=(0,0,1) \\
\mathbf{z}^{*}=13 . & (\mathrm{F}-13) \\
(\mathrm{F}-14)  \tag{F-15}\\
(\mathrm{F}-15)
\end{array}
$$

3. From Gomory (11):
maximize

$$
\begin{align*}
\mathrm{z}= & 4 \mathrm{x}_{1}+5 \mathrm{x}_{2}+\mathrm{x}_{3}  \tag{F-16}\\
& 3 \mathrm{x}_{1}+2 \mathrm{x}_{2}+0 \mathrm{x}_{3} \leq 10  \tag{F-17}\\
& 1 \mathrm{x}_{1}+2 \mathrm{x}_{2}+0 \mathrm{x}_{3} \leq 11  \tag{F-18}\\
& 3 \mathrm{x}_{1}+3 \mathrm{x}_{2}+1 \mathrm{x}_{3} \leq 13 \tag{F-19}
\end{align*}
$$

$$
(F-17)
$$

$$
\begin{align*}
& \quad \mathbf{x}_{j} \geq 0 \text { for } j=1,2,3 \\
& \mathbf{x}_{j} \text { INTEGER for } j=1,2,3 \\
& \underline{\mathbf{x}}^{*}=(2,2,1)  \tag{F-22}\\
& \mathbf{z}^{*}=19 . \tag{F-23}
\end{align*}
$$

4. From Young (31):
5. minimize $z=10 x_{1}+14 \mathbf{x}_{2}+21 \mathbf{x}_{3}$

$$
\begin{align*}
& 4 \mathbf{x}_{1}+4 \mathbf{x}_{2}+7 \mathbf{x}_{3} \leq 28  \tag{F-34}\\
& 8 \mathbf{x}_{1}+11 \mathbf{x}_{2}+9 \mathbf{x}_{3} \geq 12  \tag{F-35}\\
& 2 \mathbf{x}_{1}+2 \mathbf{x}_{2}+7 \mathbf{x}_{3} \geq 14  \tag{F-36}\\
& 9 \mathbf{x}_{1}+6 \mathbf{x}_{2}+3 \mathbf{x}_{3} \geq 10  \tag{F-37}\\
& \mathbf{x}^{*}=(1,0,2)  \tag{F-38}\\
& \mathbf{z}^{*}=52
\end{align*}
$$

$$
(F-35)
$$

$$
(F-36)
$$

(F-39)

$$
\begin{align*}
& \text { maximize } \quad \mathbf{z}=\mathbf{x}_{1}+\mathbf{x}_{\mathbf{z}}+\mathbf{x}_{3} \\
& \text { subject to }-4 x_{1}+5 x_{2}+2 x_{3} \leq 4 \\
& \text { ( } \mathrm{F}-25 \text { ) } \\
& -2 \mathbf{x}_{1}+5 \mathbf{x}_{2}+0 \mathbf{x}_{3} \leq 5 \\
& 3 x_{1}-2 x_{2}+2 x_{3} \leq 6 \\
& 2 x_{1}-5 x_{2}+0 x_{3} \leq 1 \\
& x_{j} \geq 0 \text { for } j=1,2,3  \tag{F-29}\\
& \text { (F-24) } \\
& \text { (F-26) } \\
& \text { ( } \mathrm{F}-27 \text { ) } \\
& \text { ( } \mathrm{F}-28 \text { ) } \\
& \mathrm{x}_{\mathrm{j}} \text { INTEGER for } \mathrm{j}=1,2,3 \text { ( } \mathrm{F}-30 \text { ) } \\
& \mathbf{x}^{*}=(3,2,0)  \tag{F-31}\\
& z^{*}=5 \text {. } \tag{F-32}
\end{align*}
$$

6. From Cook (5):

$$
\begin{align*}
& \operatorname{maximize} \quad z=1 x_{1}-3 x_{2}+3 x_{3} \quad(F-40) \\
& \text { subject to } 2 \mathbf{x}_{1}+1 \mathbf{x}_{2}-1 \mathbf{x}_{3} \leq 4 \quad \text { (F-41) } \\
& 4 \mathbf{x}_{1}-3 \mathbf{x}_{2}+0 \mathbf{x}_{3} \leq 2 \quad(\mathrm{~F}-42) \\
& -3 \mathbf{x}_{1}+2 \mathbf{x}_{\mathbf{a}}+1 \mathbf{x}_{3} \leq 3 \quad(\mathrm{~F}-43) \\
& \mathbf{x}_{\mathrm{j}} \geq 0 \text { for } \mathrm{j}=1,2,3 \quad(\mathrm{~F}-44) \\
& \mathbf{x}_{j} \text { INTEGER for } j=1,2,3 \text { (F-45) } \\
& \underline{x}^{*}=(2,2,5)  \tag{F-46}\\
& z^{*}=11 \text {. } \tag{F-47}
\end{align*}
$$

7. From Cook (5):
$\operatorname{maximize} \quad \mathbf{z}=1 \mathbf{x}_{1}+2 \mathbf{x}_{2}+3 \mathbf{x}_{3}+1 \mathbf{x}_{4}+1 \mathbf{x}_{5} \quad(\mathrm{~F}-48)$
subject to $\quad 1 \mathbf{x}_{1}+0 \mathbf{x}_{2}+4 \mathbf{x}_{3}+2 \mathbf{x}_{4}+1 \mathbf{x}_{5} \leq 41$
(F-49)
$4 x_{1}+3 x_{2}+1 x_{3}+0 x_{4}-1 x_{5} \leq 147$
(F-50)
$\mathbf{x}_{1} \geq 0$ for $\mathrm{j}=1,2,3,4,5$
( $\mathrm{F}-51$ )
$\mathrm{x}_{\mathrm{j}}$ INTEGER for $\mathrm{j}=1,2,3,4,5$ ( $\mathrm{F}-52$ )

$$
\begin{align*}
& \underline{x}^{*}=(0,42,0,19,3) \\
& z^{*}=106
\end{align*}
$$

8. From Trauth and Woolsey (28):

$$
\begin{aligned}
& \operatorname{maximize} \quad \mathbf{z}=20 \mathbf{x}_{1}+18 \mathbf{x}_{\mathbf{2}}+17 \mathbf{x}_{3}+15 \mathbf{x}_{4}+15 \mathbf{x}_{5} \\
& +10 \mathbf{x}_{6}+5 \mathbf{x}_{7}+3 \mathbf{x}_{8}+\mathbf{x}_{9}+\mathbf{x}_{10} \\
& \text { (F-55) } \\
& \text { subject to } \\
& 30 \mathbf{x}_{1}+25 \mathbf{x}_{2}+20 \mathbf{x}_{3}+18 \mathbf{x}_{4}+17 \mathbf{x}_{5} \\
& +11 \mathbf{x}_{6}+5 \mathbf{x}_{7}+2 \mathbf{x}_{8}+\mathbf{x}_{9}+\mathbf{x}_{10} \\
& \leq 55 \\
& \mathbf{x}_{1} \leq 1 \text { for } \mathrm{j}=1,2, \ldots, 10 \\
& \text { ( } \mathrm{F}-57 \text { ) } \\
& x_{j} \geq 0 \text { for } j=1,2, \ldots, 10 \\
& \text { (F-58) }
\end{aligned}
$$

$x_{j}$ INTEGER for $j=1,2, \ldots, 10$
(F-59)
$\underline{x}^{*}=(0,0,0,1,1,1,1,1,1,1)$
or (F-60)
$\underline{x}^{*}=(0,0,1,0,1,1,1,1,0,0)$ (F-61)
$z^{*}=50$.
(F-62)
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