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## CHAPTER I

## INTRODUCTION

Control theory is a relatively new area of engineering technology, but has played an increasingly prominent role in the advancement of modern civilization. Although little organized theory existed prior to 1940, the rapid growth of control theory since that time has lead to widespread applications of automatic control systems. Today, automatic control systems are employed in space vehicle and missile guidance, weapon fire-control systems, aircraft-piloting systems, as well as in numerous applications of domestic and industrial import.

The early developments in control theory are characterized by the use of frequency domain methods ( $1,2,3$ ). Such methods determine the stability of closed-loop systems on the basis of the open-loop response to steady-state sinusoidal inputs. These early methods, such as the Bode plot, Nyquist plot, and Nichols chart, are chiefly graphical techniques which rely on the use of frequency domain plots. Although basically trial-and-error techniques, the frequency response methods were used until the late 1940's to design feedback control systems on the basis of satisfying design specifications such as bandwidth, gain and phase margin, peak resonance, and cutoff rate.

The introduction of the root locus technique by Evans (4) in 1948 improved on the frequency response methods by providing information on the transient response of systems as well as the frequency response.

The frequency response techniques and the root locus methods comprise what is commonly classified as classical control theory.

The ciassical approach leads to feedback control systems which are stable and satisfy a set of performance requirements. In general, the resultant controls are not optimal in any sense, but simply represent one of many control systems that work.

The principal disadvantage of the classical approach is its inapplicability to multiple-input multipleoutput systems. With few exceptions; it is applicable only to linear time-invariant systems which are also single-input single-output. Since modern engineering systems are often quite complex, and are often tine-varying and nonlinear, as well as multiple-input multiple-output, the classical approach does not apply to such systems.

Modern control theory, based on the concept of state, was developed about 1960 to cope with the weaknesses encountered in the classical approach (5, 6). Aided by the advent of the electronic computer and spurred on by the coming of the space age, a new approach to control theory was derfived. The objective of modern control theory is to design the control for which the overall system behavior is optimal in some prescribed sense.

To measure the relative "goodness" of control systens, a performance measure is prescribed. The objective of the performance measure is to incorporate in a single number a quantitative measure of the performance of the system. Modern control theory is concerned with the determination of the control signal vector $\underline{U}(t)$ for which a given performance measure is minimized or maximized. The performance measure often assumes the form

$$
\begin{equation*}
J=\int_{t_{0}}^{t_{1}} L(\underline{X}(t), \underline{U}(t)) d t \tag{1.1}
\end{equation*}
$$

where $L$ is a functional relationship, $X(t)$ is the state vector and $\underline{U}(t)$ is the control vector. A control vector which minimizes or maximizes equation (1.1) is an optimal control relative to the given performance measure.

The modern approach to control theory is superior to the classical appreach in many aspects. Besides being applicable to nonlinear timevarying multiple-input multiple-output systems, modern control theory is based on a timedomain approach rather than the complex frequency domain approach. Modern control theory can be carried out for a class of inputs instead of a specific input function, and it allows the inclusion of initial conditions in the control system design.

Despite the advantages of modern control theory, it is not without its shertoomings relative to the classical approach. Paramount among the disadvantages of the modern approach is that a feedback control is possible only in special cases. For linear systems with quadratic performance measures, the optimal control is the well known linear regulator (7). However, if the system is nonlinear or the performance neasure is nonquadratic, an analytic solution for the control is norally impossible.

Recent results by Mulholland and Rhoten ( $8,9,10$ ) have shown that the use of inner-product performance measures lead to optimal feedback control laws for a wide class of problems. This dissertation reports on research undertaken to characterize and extend the use of innerproduct performance.measures for asymptotic control systems.

## History of Inner-Product Control

The inner-product formulation of optimal control problems originated in 1968 from the work of Mulholland (11) in the consideration of Iinit cyales in nonlinear feedback control systems. An optimal nonIinear feedback control scheme is considered with a limit set configuration as the contrel objective. If the limit set is the surface of a hypersphere of radius $a$, the control policy depends upon the distance of the state from the limit set. If the norm of the state vector $X(t)$ is denoted by

$$
\begin{equation*}
p=X^{T} X, \tag{1.2}
\end{equation*}
$$

where $\underline{X}^{T}$ denotes the transpese of the state vector, then the control objective is accomplished if

$$
p=a^{2}
$$

The norn of the state vector is an inner-product which provides a measure of how close the system is to the control objective. The inner-product formulation of control utilizes this norm of the state vector as the basis for the formulation of an optimal system control.

The control syster considered is a modification of the direct control problem of Lur'e. A comparison of the Lar'e formulation and the inner-product formulation is given by Mulholland and Photen (12). The system is illustrated in Figure 1 , and is described by the equations:

$$
\begin{align*}
& \underline{\dot{X}}=A \underline{X}+\xi \underline{B} \underline{X}  \tag{1.3}\\
& \xi=f(\rho)  \tag{1.4}\\
& \rho=\underline{X}^{T} \underline{X}
\end{align*}
$$

where $A$ is the $n \times n$ matrix describing the plant, $B$ is the $n \times m$ input matrix and $\xi$ is a scalar feedback control signal.


Figure 1. An Inner-Product Control Structure

The system is a closed loop formulation in which the function $f(\rho)$ is arbitrary and is selected to drive the system to the limit set in an optimal manner. The primary consideration in the design of $f(\rho)$ is to drive the state vector to the limit set commensurate with a reasonable expenditure of control energy. Failure of the system to reach the limit set is measured by a non-negative function of the state distance from the limit set. An indirect measure of the control input energy at any instant of time is provided by a non-negative function of $\alpha \rho / d t$. A rather general form for the performance measure is therefore given by

$$
\begin{equation*}
J=\int_{t_{0}}^{\infty}\left[h(\rho)+(d \rho / d t)^{2}\right] d t \tag{1.5}
\end{equation*}
$$

where $h(\rho)$ is a positive real-valued function of $\rho$ with $h\left(a^{2}\right)=0$. Motivation for this performance measure is drawn from the simplest problem of the calculus of variations in which $h(\rho)$ is related to the potential energy and $(\alpha \rho / d t)^{2}$ is related to the kinetic energy of a mass.

The formation of an inner-product performance measure leads to globally optimal control laws if $A$ is skew symetric and $\underline{B}$ is positive definite. The control laws are explicitly realizable by the single nonlinear transelucer $f(\rho)$ as a closed form function of the system error signal.

The system defined in equation (1.3) is equivalent to the linear system

$$
\underline{\dot{X}}=\underline{A} \underline{X}+\underline{B} \underline{U}
$$

in which the contrel vector $\underline{\mathbb{U}}$ is given by

$$
\begin{equation*}
\underline{\underline{U}}=\xi \underline{\mathrm{x}} . \tag{1.6}
\end{equation*}
$$

The use of equation (1.3) is therefore equivalent to a Inear system with a fixed configuration control structure. The inner-product control of fixed configuration linear systems has received extensive attention from Rhoten and Mulholland ( $8,13,14$ ) for cases in which the control objective is the origin of the state space and $\underline{B}$ is nonsingular. Nonlinear and bilinear applications have also been considered by Mulholland and Rhoten (9) and Sridhar and Rhoten (14) respectively. Stochastic extensions of the problem have been provided by Sims, et al. (15).

The principal limiting feature of these papers is the inability to obtain optimal bounded controls for problems in which the control input matrix 토 is singular. A major emphasis of this dissertation is the
extension of the inner-product approach to general systems in which the control input matrix is singular or nonsingular.

## Problem Formulation

The problem considered is the asymptotic inner-product control of dynamic systems. The state equations describing the systems are assumed to be of the form

$$
\begin{equation*}
\underline{\dot{X}}(t)=\underline{F}(\underline{X}(t), t)+\underline{B}(t) \underline{U}(t) \tag{1.7}
\end{equation*}
$$

where $\underline{X}(t)$ is the $n \times 1$ state vector and $\underline{U}(t)$ is the $m \times 1$ control vector. The control portion of the system is separable and appears Inearly in the system equations. $F(X(t), t)$ is an $n \times 1$ functional vector describing the unforced system, and $\underline{B}$ is an $n \times m$ matrix describing the distribution of the control vector to the system.

This formulation encompasses linear and nonlinear plants for which the control is linearly separable. Since feedback control is sought, it is desired to determine the control vector as an instantaneous function of the state vector components, i.e.,

$$
\underline{U}=\underline{U}(\underline{X}(t)) .
$$

The control input matrix $B$ is singular or nonsingular. The control structure includes the fixed configuration controller of equation (1.6) but does not limit the control to this form.

It is assumed that the control objective is accomplished by driving certain linear combinations of components of the state vector to zero, while limiting the control energy necessary to accomplish this. A general system error signal is therefore defined by

$$
\begin{equation*}
\rho(t)=\underline{X}^{T}(t) \underline{Q}(t) \underline{X}(t) \tag{1.8}
\end{equation*}
$$

where $Q$ is a symmetric matrix which is positive definite or positive semidefinite. This definition of the system error was suggested by Sims, et al. (15) as a generalization of the inner-product definition of equation (1.2). The inner-product of equation (1.8) is a measure of distance in a subspace of the state space, and is invariant for some changes in the state vector if $g$ is semidefinite.

The inner-product formulation of optimal control is based upon the use of the inner-product error signal in the performance measure. Since $\rho$ is a measure of the system exror, the time derivative of $\rho$ provides an indirect measure of the control input energy. Using a non-negative function of $d \rho / d t$ in the performance measure penalizes the power input by penalizing any rapid changes in the distance of the state from the origin. A rather general form for the performance measure is therefore given by equation (1.5)

$$
J=\int_{t_{0}}^{\infty}\left[h(\rho)+(d \rho / d t)^{2}\right] d t
$$

where $h(\rho)$ is a positive real-valued function of $\rho$ with $h(0)=0$.
While the form of the inner-product performance index differs somewhat from more conventional performance indices, it does penalize system error directly through $h(\rho)$ and control cost by weighting rapid changes in the error signal. The selection of a performance measure of this form allows an elegant and direct solution to the problem in which the resultant control laws are globally optimal feedback controls.

## Scope of Study

The principal objectives of this study ares
(a) to define the underlying structure of systems for which the inner-product approach is suitable; and
(b) to formulate these requirements in the form of an acceptable theory and procedure for determining the optimal inner-product control when applicable.

The solution procedure follows a somewhat different course than is customary. The trajectory minimizing the inner-product performance measure is first determined disregarding the system equations. The minimizing trajectory is developed in Chapter II, and provides the fundamental inner-product law. The trajectory is a differential equation involving the inner-product error signal and its time derivative, and prescribes in norm the trajectory the system must follow in order to minimize the performance measure.

While the inner-product approach to optimal control is applicable to most systems, those systems which yield a feedback control are of the utmost interest because of the implementation advantages offered. Chapter III and Chapter IV consider the necessary and sufficient conditions under which the innerproduct approach yields optimal feedback controls. The control systems considered in Chapter III are true closed loop feedback control systems.

The inner-product approach also yields optimal feedback controls which are not true closed loop systems. Although the terms "feedback" and "closed loop" are often used interchangeably in modern control literature, the systems considered in Chapter IV are feedback controls
which possess open loop characteristics. The control systems are closed loop from the feedback nature of the controls, and open loop from the behavior characteristics of the controls. The extension of the inner-product approach to these open loop type of feedback systems greatly broadens the class of systems to which the inner-product approach is applicable. A summary of the dissertation is given in Chapter $V$ together with some conclusions and suggestions for further study.

Appendix A considers the solution of a vector equation required in the development of Chapter II. The detailed nature of the solution development is not suitable for inclusion in the main text of the dissertation and is included as an appendix in order to preserve the train of thoaght in Chapter II. The solution and its development represent a significant step in the general development.

Two equivalent forms of the solution are indicated in Appendix $A$. The two forms are quite different in structure, but are shown to be equivalent. The main body of the thesis utilizes the simpler of the two forms in the development of the inner-product theory. A summary of equivalent results for the altermate form is given in Appendix B.

## CHAPTER II

## THE FUNDAMENTAL INNER-PRODUCT LAW

## The Problem Defined

The problem to be considered is the asymptotic control of a dynamic system described by a set of $n$ differential equations,

$$
\begin{equation*}
\dot{X}(t)=\underline{F}(\underline{X}(t), t)+\underline{B}(t) \underline{U}(t) \tag{2.1}
\end{equation*}
$$

where $X(t)$ is the $n X 1$ state vector and $\underline{U}(t)$ is the $\mathbb{m} 1$ control vector. The control portion of the system is assumed to be separable, and to appear linearly in the state equations. $E(X(t), t)$ is an $n \times 1$ functional vector describing the unforced system, and $\underline{B}(t)$ is an $n x$ matrix describing the distribution of the control vector to the system.

The asymptotic control of the system is to be accomplished by the specification of a control vector $\underline{U}(t)$ which minimizes the performance measure

$$
\begin{equation*}
J=\int_{t_{0}}^{\infty}\left[h(\rho)+(d \rho / d t)^{2}\right] d t \tag{2.2}
\end{equation*}
$$

where $\rho$ is the system exror signal and is defined by the scalar

$$
\begin{equation*}
P(t)=\underline{X}^{T}(t) \underline{Q}(t) \underline{X}(t) . \tag{2.3}
\end{equation*}
$$

The matrix $Q(t)$ is a symmetric matrix which is positive definite or positive semidefinite, and $X^{T}(t)$ denotes the transpose of the state vector $X(t)$. The scalar function $h(\rho)$ in the performance measure is
restricted to real-valued positive deflnite functions of the error signal.

The systen error signal is a quadratic form, and the rank of the form is that of the matrix $Q(t)$. Let $r$ be the rank of $Q(t)$. A quadratic form in $n$ variables and of rank $r$ is equivalent to a quadratic form in $r$ variables. That is, there exists a nonsingular transformation $T$ such that

$$
\begin{equation*}
\underline{Y}(t)=\underline{T}(t) \underline{X}(t) \tag{2.4}
\end{equation*}
$$

and the system error signal is given by

$$
\begin{equation*}
p=y_{1}^{2}+y_{2}^{2}+\ldots+y_{r}^{2} \tag{2.5}
\end{equation*}
$$

or

$$
\begin{equation*}
\rho(t)=\underline{Y}_{\Psi}^{T}(t) Y_{x}(t) \tag{2,6}
\end{equation*}
$$

where

$$
\begin{equation*}
\underline{Y}_{r}(t)=I_{r} \underline{Y}(t) \tag{2,7}
\end{equation*}
$$

and

$$
I_{x}=\left[\begin{array}{lll}
I & 1 & 0 \tag{2.8}
\end{array}\right]
$$

$I_{r}$ is an $r \times n$ matrix, $I$ is an $r x$ identity matrix and $\underline{0}$ is an $r$ ( $n-r$ ) zero submatrix (16).

The transformation $T$ can also be applied to the state equations to obtain a transformed set of state equations

$$
\begin{equation*}
\underline{Y}(t)=\underline{F}^{*}(\underline{Y}(t), t)+\underline{B}^{*}(t) \underline{U}(t) \tag{2.9}
\end{equation*}
$$

where

$$
\left.\underline{F}^{v}(\underline{Y}(t), t)=\underline{W}^{0}(t) \underline{T}^{-1}(t) \underline{Y}(t)+T(t) \underline{F}^{\left(\underline{T}^{-1}\right.}(t) \underline{Y}(t), t\right)
$$

and

$$
\underline{B}^{\prime}(t)=T(t) \underline{B}(t)
$$

Since the state equations of (2.9) are identical in structure to those of equation (2.1) it can be assumed that the state equations are given by (2.1) and the system error signal is defined by

$$
\begin{equation*}
\rho(t)=X_{r}^{T}(t) X_{r}(t) \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\underline{X}_{r}(t)=I_{r} \underline{X}(t) . \tag{2.11}
\end{equation*}
$$

Since the transformation $T$ is nonsingular, no generality is lost by this simplified form.

The time derivative of the system error signal in the performance measure is given by

$$
\begin{equation*}
d \rho / d t=2{X_{r}^{T}}_{T}^{T}(t) \dot{X}_{r}(t) \tag{2.12}
\end{equation*}
$$

which depends implicitly upon the control $\mathbb{V}$.

## Control Problem Solution

A conventional formulation of many asymptotic optimal control problems is the following. Determine the control vector $\underline{U}(t)$ which will minimize the performance measure

$$
I=\int_{t_{0}}^{\infty} I(\underline{X}(t), \underline{U}(t)) d t
$$

where the state $\underline{X}(t)$ and control $\underline{U}(t)$ are related through the vector differential equation

$$
\dot{X}(t)=\underline{F}(\underline{X}(t), \underline{U}(t), t) .
$$

The definition of the system error signal and its derivative can
be used to convert the oxiginal problem to the above formulation. Standard dynamic optimization techniques applicable to the above problem are therefore also applicable to the original problem. These techniques all depend to some extent upon classical variational calculus methods, and rely therefore upon satisfying a set of necessary conditions to obtain the optimum control. For linear systems with performance measures which are quadratic in the state and control, it is well known that the standard techniques lead to a linear feedback control. A feedback control system is desirable from an engineering point of view because of the general nature of the solution and the ease of implementation, relative to open loop solutions. It would be desirable if a closed loop solution could be obtained in all cases.

Unforfanately, if the system is nonlinear or the performance measure is nonquadratic, the use of standard optimization techniques leads to a set of simultaneous first order differential equations which lack a complete set of boundary conditions. An analytical solution of such two-point boundary-value problems is possible only in special cases. Consequently, numerical trial-and-error techniques usually must be used to solve the problem, which thereupon lead to numerical open loop control solutions rather than the desired closed loop control laws.

The form of the performance measure in equation (2.2) allows the solution of the problem to follow a somewhat different course than is customary. This procedure leads to a closed loop control law in many problens. The conventional approach is to select the control such that the performance measure is minimized when evaluated along the solution trajectory of the system. The alternate approach herein considered is to select the control such that the system trajectory follows a minimal -
trajectory of the performance measure. Although the two procedures appear almost identical in statement, the latter approach leads to a new design technique for optimal control.

Following the procedure outlined above, the system equations are ignored for the present and the performance measure is minimized independent of the system equations. The performance measure of equation (2.2) is in the form of the simplest problem of the calculus of variationss Determine the function $y(t)$ which will minimize the integral

$$
\int_{t_{0}}^{\infty} H(\dot{y}(t), y(t), t) d t
$$

where the function $H$ is a known continuous function. If the extremum of the integral is assumed to occur along a curve $y(t)$ which is twice differentiable, then a necessary condition for minjimization of the integral is that $y(t)$ must satisfy the Euler-Lagrange equations

$$
\begin{equation*}
\frac{\partial H}{\partial y}-\frac{d}{d t} \frac{\partial H}{\partial y}=0 . \tag{2.13}
\end{equation*}
$$

This basic result of the calculus of variations, together with the associated boundary conditions, must be solved to obtain the optimal trajectory $y(t)$ of the performance measure.

For the performance measure of equation (2.2) the Euler-Lagranage equation and associated boundary conditions are given by

$$
\begin{gather*}
2 d^{2} \rho / d t^{2}=d h(\rho) / d \rho  \tag{2.14}\\
\rho\left(t_{0}\right)=\underline{x}_{r}^{T}\left(t_{0}\right){x_{r}}_{r}\left(t_{0}\right)  \tag{2.15}\\
\lim _{t \rightarrow \infty} d \rho / d t=0 \tag{2.16}
\end{gather*}
$$

MuItiplying equation (2.14) by $\mathrm{d} \rho / \mathrm{dt}$ and integrating once gives

$$
\begin{equation*}
(d \rho / d t)^{2}=h(\rho) \tag{2.17}
\end{equation*}
$$

where the initial condition still applies and the constant of integration has been found to be zero from the final condition of (2.16).

Equation (2.17) is equivalent to

$$
\begin{equation*}
d \rho / d t=-\sqrt{h(\rho)} \tag{2.18}
\end{equation*}
$$

where the negative sign of the square root is selected in order to minimize the performance measure for the dosired objective of

$$
\begin{equation*}
\lim _{t \rightarrow \infty} p(t)=0 . \tag{2.19}
\end{equation*}
$$

Equation (2.18) is the fundamental inner-product law of the performance measure since it describes in norm the trajectory which minimizes the performance measure of equation (2.2). Since the system error and its derivative depend implicitiy upon the state $\underline{X}(t)$ and the control $\underline{U}(t)$, the fundamental inner-prodeut law of equation (2.18) is implicitiy a scalar equation involving the components of the state vector and the control vector. Selecting the control vector so that the fundamental inner-product law is satisfied will therefore minimize the performance measure and accomplish the desired objective.

Utilizing the definitions of the error signal and its derivative, from (2.10) and (2.12), the fundamental innor-product law reduces to

$$
\begin{equation*}
2 \underline{X}_{r}^{T}(t){\dot{X_{r}}}_{r}(t)=-\sqrt{h(\rho)} \tag{2.20}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
2 \underline{X}_{r}^{T}(t) \dot{x}_{r}(t)=2 \phi(\rho) \underline{X}_{r}^{T}(t) \underline{X}_{r}(t) \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(p)=-\sqrt{h(p)} / 2 p \tag{2.22}
\end{equation*}
$$

Equation (2.21) is equivalent to the vector equation

$$
\begin{equation*}
K_{1} \underline{A}^{T} \underline{B}=K_{2} \underline{A}^{T} \underline{A} \tag{2.23}
\end{equation*}
$$

where $K_{1}=2, K_{2}=2 \phi(p), \underline{A}=\underline{X}_{r}(t)$ and $\underline{B}=\underline{X}_{r}(t)$.
The solution of this vector equation is considered in Appendix A. If $A, K_{1}$ and $K_{2}$ are assumed given, then the solution vector $\underline{B}$ can be represented in the form

$$
\begin{equation*}
\underline{B}=\left(K_{2} / K_{1}\right) \underline{A}+\underline{S} \underline{A} \tag{2.24}
\end{equation*}
$$

where $\underline{S}$ is any $x \times x$ skew symmetric matrix. The solution to equation (2.21) can therefore be represented in the form

$$
\begin{equation*}
\dot{\underline{X}}_{r}(t)=\phi(p){X_{r}}_{r}(t)+\underline{s} \underline{X}_{r}(t) \tag{2.25}
\end{equation*}
$$

where $\underline{S}$ is any $\mathrm{r} \times$ skew symmetric matrix. Appendices $A$ and $B$ consider the solution for the equivalent representation

$$
\begin{equation*}
\dot{\underline{X}}_{r}(t)=\zeta(\underline{x}) \underline{M} \underline{X}_{r}(t)+\underline{s} \underline{X}_{r}(t) \tag{2.26}
\end{equation*}
$$

where $S$ is any $r \times$ skew symetric matrix, $\underline{M}$ is any $r \times$ definite matrix and

$$
\begin{equation*}
\zeta(\underline{x})=-\sqrt{h(\rho)} / 2\left(\underline{x}_{r}^{T} \underline{M}_{X_{r}}\right) \tag{2.27}
\end{equation*}
$$

Substitution of the state equations into equation (2.25) gives the fundamental inner-product law in terms of the control and statel

$$
\begin{equation*}
\underline{F}_{r}(\underline{X}(t), t)+\underline{B}_{r}(t) \underline{U}(t)=\phi(\rho) \underline{X}_{r}(t)+\underline{S}_{X_{r}}(t) \tag{2.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\underline{B}_{r}(t)=\underline{I}_{r} \underline{B}(t) \tag{2.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{F}_{r}(\underline{X}(t), t)=I_{r} F(\underline{X}(t), t) \tag{2.30}
\end{equation*}
$$

The solution of the set of $r$ algebraic equations of (2.28) for the control vector $\underline{U}(t)$ has therefore replaced the normal two-point boundary value problem. The solution of this set of equations essentially prescribes the solution for the state equations (2.1) which in norm track the optimal trajectory of the performance measure. Further implications and applications of this result are presented in Chapter III and Chapter IV. The following example illustrates the development and use of the fundamental inner-product law of equation (2.28).

An Introductory Example

Consider the linear system

$$
d / d t\left[\begin{array}{l}
x_{1}  \tag{2.31}\\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{ccc}
0 & 1 & 1 \\
0 & -1 & 2 \\
1 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{ll}
1 & 0 \\
0 & 0 \\
0 & 1
\end{array}\right] \quad\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right] .
$$

The control objective is to drive the components of the state vector to the origin commensurate with a reasonable expenditure of control energy. A reasonable system error signal is therefore given by

$$
\begin{equation*}
p(t)=x_{1}^{2}(t)+x_{2}^{2}(t)+x_{3}^{2}(t) \tag{2.32}
\end{equation*}
$$

which is in the form prescribed by equation (2.10).
The performance measure to be minimized is

$$
\begin{equation*}
J=\int_{t_{0}}^{\infty}\left[4 \rho^{2}(t)+(d \rho / d t)^{2}\right] d t \tag{2.33}
\end{equation*}
$$

From equation (2.18), the minimizing trajectory of the performance measure is given by

$$
\begin{equation*}
d \rho / d t=-2 \rho(t) \tag{2.34}
\end{equation*}
$$

Utilizing the definition of the system error signal, the minimizing trajectory reduces to the single algebraic equation

$$
\begin{equation*}
x_{1} \dot{x}_{1}+x_{2} \dot{x}_{2}+x_{3} \dot{x}_{3}=-\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right) \tag{2.35}
\end{equation*}
$$

This equation is analogous to equation (2.21) in the development, and can be expressed in the form of equation (2.23).

$$
K_{1} \underline{A}^{T} \underline{B}=K_{2} \underline{A}^{T} \underline{A}
$$

where $K_{1}=1, K_{2}=-1, A^{T}\left(\begin{array}{lll}x_{1} & x_{2} & x_{3}\end{array}\right)$ and $\underline{B}^{T}=\left(\begin{array}{lll}\dot{x}_{1} & \dot{x}_{2} & \dot{x}_{3}\end{array}\right)$. The solution of this equation, from (2.25), can be expressed in the form

$$
\mathrm{d} / \mathrm{dt}\left[\begin{array}{l}
x_{1}  \tag{2.36}\\
x_{2} \\
x_{3}
\end{array}\right]=-\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{ccc}
0 & a_{12} & \alpha_{13} \\
-a_{12} & 0 & a_{23} \\
-a_{13} & -a_{23} & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
$$

where $\alpha_{12}, \alpha_{13}$, and $\alpha_{23}$ are the arbitrary components of the skew symmetric matrix S in equation (2.25). They may be constants, functions of the state vector or general time-varying functions. The only restriction is that the $\alpha$ coefficients must be bounded.

Decomposing the vector equation into its three component equations and substituting the state equations of (2.31) gives

$$
\begin{align*}
x_{2}+x_{3}+u_{1} & =-x_{1}+a_{12} x_{2}+\alpha_{13} x_{3}  \tag{2.37}\\
-x_{2}+2 x_{3} & =-x_{2}-\alpha_{12} x_{1}+\alpha_{23} x_{3}  \tag{2.38}\\
x_{1}+x_{3}+u_{2} & =-x_{3}-\alpha_{13} x_{1}-\alpha_{23} x_{2} \tag{2.39}
\end{align*}
$$

Equation (2.37) and (2.39) can be solved directly for the controls $u_{1}$ and $u_{2}$, and equation (2.38) can be satisfied by selecting $\alpha_{12}=0$ and $\alpha_{23}=2$. The resultant controls are then given by

$$
\begin{aligned}
& u_{1}=-x_{1}-x_{2}+\left(\alpha_{13}-1\right) x_{3} \\
& u_{2}=-\left(\alpha_{13}+1\right) x_{1}-2 x_{2}-2 x_{3}
\end{aligned}
$$

These controls prescribe the general class of one parameter controls for which the state equations of (2.31) track in norm the optimal trajectory of the performance measure of equation (2.33). The controls represent a class of solutions because the coefficient $\alpha_{13}$ is arbitrary. Different choices for the coefficient will obviously result in different system trajectories. The different choices are in reality only describing various optimal trajoctories on the optimal manifold of equation (2.34). All such trajectories satisfy in norm the minimizing trajectory of the performance measure of equation (2.34).

## Inner-Product Controllable Systems

For the example just considered, the inner-product approach resulted in control laws which were closed form highly flexible solutions. However desirable results of this nature may be, the applicability of the inner-product procedure is not without limitations. The succeeding chapters consider those systems which are suitable to the inner-product approach.

## Definition 2.1

A system is inner-product controllable if and only if it satisfies the fundamental inner-product law

$$
d \rho / d t=-\sqrt{h(\rho)}
$$

associated with the performance measure

$$
J=\int_{t_{0}}^{\infty}\left[h(\rho)+(d \cdot \rho / d t)^{2}\right] d t
$$

## Theorem 2.1

A system described by a set of $n$ differential equations of the form

$$
\underline{X}(t)=\underline{F}(\underline{X}(t), t)+\underline{B}(t) \underline{U}(t)
$$

is inner-product controllable if the $r$ algebraic equations equivalent to the fundamental inner-product law are satisfied

$$
\underline{F}_{r}(\underline{X}(t), t)+\underline{B}_{r}(t) \underline{U}(t)=\phi(\rho) \underline{X}_{r}(t)+\underline{S} \underline{X}_{r}(t)
$$

where $\underline{S}$ is an $r \times r$ skew symmetric matrix, $\phi(\rho)$ is defined in (2.22), and $\underline{X}_{r}, \underline{B}_{r}$ and $\underline{F}_{r}(\underline{X}(t), t)$ are defined in (2.11), (2.29) and (2.30).

Theorem 2.1 is a direct consequence of the equivalence of the alge braic equations of (2.28) and the fundamental inner-product law of equation (2.18). Either Definition 2.1 or Theorem 2.1 may be used to consider the inner-product controllability of a system.

The determination of the inner-product controllability of a system is a function of the performance measure specified since both the fundemental inner-product law and the algebraic equations contain functions of $h(\rho)$, the error penalty function. A system may therefore be innerproduct controllable for one performance measure while being not innerproduct controllable for another performance measure.

While the inner-product approach is aimed at obtaining closed form feedback control laws, the resultant controls may not be true closed
loop control laws. In some problems the closed form control is essentially a feedback control modeling an open loop control solution. These controls result from the utilization of unspecified initial conditions of the state variables. In order to distinguish the two types of control solution, the following definitions are presented.

## Definition 2.2

A system is $p$-controllable if and only if it is inner-product controllable for all $X\left(t_{0}\right)$.

## Definition 2.3

A system is $\delta$-controllable if and only if it is inner-product controllable for some $\underline{X}\left(t_{0}\right)$ but not all $\underline{X}\left(t_{0}\right)$.

For $P$-controllable systems the control solution consists of the control vector and the skew symmetric matrix for which the fundamental inner-product control or the equivalent algebraic equations are satisfled. For $\delta$-controllable systems the control solution consists of the control vector; the skew symetric matrix, and any necessary initial condition constraints of the state vector components. In general some of the state vector initial conditions are given and the remainder are arbitrary. The control solution for a $\delta$-controllable system would then specify only the arbitraxy initial conditions or constraints on the arbitrary initial conditions, together with the associated control vector and skew symmetric matrix.

Chapter III considers $p$-controllable systems, while Chapter IV considers $\delta$-controllable systems.

CHAPTER III

GLOSED LOOP INNER-PRODUCT FHEDBACK CONTROL

## Introduction

Implicit in the inner-product approach is the heretofore tacit assumption that the absolute minimum of the performance measure can be attained by the state equations. The fundamental inner-product law expresses the minimizing trajectory of the performance measure while ignoring the interaction implied by the state equations, and therefore represents the absolute or unconstrained minimum of the performance measure. When the system equations relating the state and control variables are considered, they introduce constraints into the procedure which may nullify the use of the fundamental inner-product lawe

The assumption that a solution is possible for a problem can sometimes be a dangerous one, as is illustrated by Perron's Paradox (17). A statement of Perron's paradox is the following Let $N$ be the largest positive integer. Then for $N \notin 1, N^{2}>N$ which is contrary to the definition of $N$ as the largest integer. Therefore, $N=1$.

The implication of this seemingly trivial paradox is that in seeking a solution to a problem, it can not always be assumed that a soIution does indeed exist. It does not imply the nonexistence of a solution, but cautions against the assumption that a solution must exist. Chapters III and IV will characterize those systems for which the assumption of a solution is valid for inner-product control problems.

Assuming the applicability of the fundamental inner-product law, the orifinal asymptotic control problem can be restated in the following form. For a dynamic system described by $n$ differential equations,

$$
\begin{equation*}
\underline{X}(t)=\underline{F}(\underline{X}(t), t)+\underline{B}(t) \underline{U}(t) \tag{3.1}
\end{equation*}
$$

determine a control vector $\underline{U}(t)$ and a skew symmetric matrix $\underline{S}$ for which the r algebraic equations equivalent to the fundamental inner-product law are satisfleds

$$
\begin{equation*}
\underline{E}_{r}(\underline{X}(t), t)+\underline{B}_{r}(t) \underline{U}(t)=\phi(\rho) \underline{X}_{r}(t)+\underline{S}_{X_{r}}(t) \tag{3.2}
\end{equation*}
$$

where

$$
\begin{gather*}
\underline{X}_{r}(t)=I_{r} \underline{X}(t), \\
\underline{B}_{r}(t)=I_{r} \underline{B}(t),  \tag{3.4}\\
\underline{F}_{r}(\underline{X}(t), t)=I_{r} \underline{F}(\underline{X}(t), t),  \tag{3.5}\\
I_{r}=\left[\begin{array}{l:l}
\underline{I} & 0
\end{array}\right]  \tag{3.6}\\
\phi(\rho)=-\sqrt{h(\rho)} / 2 \rho \tag{3.7}
\end{gather*}
$$

and

$$
\begin{equation*}
p(t)=X_{r}^{T}(t){X_{r}}_{r}(t) \tag{3.8}
\end{equation*}
$$

Chapter III considers the possibility of satisfying equation (3.2) for all $X\left(t_{0}\right)$, while Chapter IV considers the possibility of satisfying equation (3.2) for restricted regions of the state space.

## Incomplete Control Solutions

A closed loop control solution for a given dynamic system and inner-product performance measure is defined by the specification of a control vector $\underline{U}$ and a skew symotric matrix $\underline{S}$ which satisfy the
fundamental inner-product law or the equivalent algebraic equations. $A$ control solution may, however, leave several control components unspecified, either in the $S$ matrix or in the control vector. Such solutions are incomplete control solutions and must be completed on the basis of factors other than the direct optimization of the performance measure.

The example concluding Chapter II 111 ustrates an incomplete control solution in which a component of the $S$ matrix remained arbitrary. The control solution for the example is given by

$$
\begin{aligned}
& u_{1}=-x_{1}-x_{2}+\left(a_{13}-1\right) x_{3} \\
& u_{2}=-\left(a_{13}+1\right) x_{1}-2 x_{2}-2 x_{3} \\
& \underline{\Phi}=\left[\begin{array}{ccc}
0 & 0 & a_{13} \\
0 & 0 & 2 \\
-a_{13}-2 & 0
\end{array}\right]
\end{aligned}
$$

with the $\alpha_{13}$ component of the $\underline{S}$ matrix arbitrary.
Unspecified components of the $S$ matrix are not a disadvantage, but may present an advantage by introducing flexibility into the control solution. The arbitrary $a_{13}$ component of the $\underline{S}$ matrix provides the ability to select a "best" optimal control, based on such factors as implementation simpliflcation. For the above example a possible consideration might be to select $\alpha_{13}$ in order to minimize the hardware necessary to implement the control solution. If the hardware is limited to multipliers and two-input summers, Figure 2 illustrates a minimal implementation for $\alpha_{13}=1$. This implementation is equivalent to the implenentation in Figure 3 in terms of minimizing the performance measure, but is superior in terms of implementation simplicity.


Figure 2. An Optimal Control Structure for $\alpha_{13}=1$


Figure 3. An Optimal Control Structure

$$
\text { for } a_{13}=-1
$$

All choices of $\alpha_{13}$ constitute optimal solutions, for the choices all specify an optimal trajectory on the optimal manifold prescribed by the fundamental inner-product law

$$
\begin{equation*}
d \rho / d t=-\sqrt{h(\rho)} \tag{3.9}
\end{equation*}
$$

For the example concluding Chapter $I I_{p} h(\rho)=4 \rho^{2}$, so the solution to the differential equation given by equation (3.9) is

$$
\begin{equation*}
p(t)=p\left(t_{0}\right) e^{-2\left(t-t_{0}\right)} \tag{3,10}
\end{equation*}
$$

After specifying the system error at an initial time $t_{0}$, the above equation prescribes precisely the value of the system error for all time after $t_{0}$. Since the system error is defined as $p=x_{1}{ }^{2}+x_{2}{ }^{2}+x_{3}{ }^{2}$, the system error also prescribes the sphere in the three dimensional state space, upon which the system state must lie at any time $t \geq t_{0}$. Different choices of $a_{13}$ will cause the system to follow different trajectories in state space, but at any time after $t_{0}$ all such trajectories will lie on the appropriate sphere, which characterizes the optimal manifold in the state space.

If components of the control vector are unspecifled, the control solution is incomplete and the arbitrary controls must be selected on the basis of such factors as subsysten stability. The specification of a secondary error signal and performance measure may be utilized to complete the control vector. An illustration of an incomplete control solution with an unspecified control component is provided by the following example.

## Example 3.1

Consider the following linear system,

$$
\mathrm{d} / \mathrm{dt}\left[\begin{array}{l}
x_{1}  \tag{3.11}\\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{rrr}
-1 & 2 & 0 \\
1 & 0 & 1 \\
0 & 1 & -1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

with a system error signal of

$$
\begin{equation*}
p=x_{1}^{2}+x_{2}^{2} \tag{3.12}
\end{equation*}
$$

The performance measure to be minimized is given by

$$
\begin{equation*}
J=\int_{t_{0}}^{\infty}\left(4 \rho^{2}+(d \rho / d t)^{2}\right) d t \tag{3.13}
\end{equation*}
$$

and is minimized by the fundamental inner-product law,

$$
\mathrm{d} \rho / \mathrm{dt}=-2 \rho
$$

Substitution of the error signal definition reduces the minimizing trajectory to

$$
2 x_{1}\left(d x_{1} / d t\right)+2 x_{2}\left(d x_{2} / d t\right)=-2\left(x_{1}^{2}+x_{2}^{2}\right)
$$

The algebraic equations equivalent to the above are

$$
\begin{aligned}
& d x_{1} / d t=-x_{1}+a x_{2} \\
& d x_{2} / d t=-x_{2}-a x_{1}
\end{aligned}
$$

where $a$ denotes the nonzero entry of the $S$ matrix.
Removing derivatives by use of the state equations yields

$$
\begin{aligned}
-x_{1}+2 x_{2} & =-x_{1}+a x_{2} \\
x_{1}+x_{3}+u_{1} & =-x_{2}-a x_{1}
\end{aligned}
$$

The first equation is satisfied if the nonzero entry of the $\underline{S}$ matrix is selected to be 2. The second equation is satisfied if $u_{1}$ is selected in feedback form to satisfy the equation. The control solution is therefore incomplete for it fails to specify the control component $u_{2}$.

$$
\begin{align*}
& \underline{U}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right] \quad u_{1}=-3 x_{1}-x_{2}-x_{3}  \tag{3.14}\\
& \underline{S}=\left[\begin{array}{cc}
0 & 2 \\
-2 & 0
\end{array}\right] .
\end{align*}
$$
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The utilization of a secondary error signal therefore completes the control solution by specifying the arbitrary control vector component. A complete control solution for Example 3.1 is given by

$$
\begin{aligned}
& \underline{U}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{rrr}
-3 & -1 & -1 \\
0 & -1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] \\
& \underline{s}=\left[\begin{array}{ll}
0 & 2 \\
-2 & 0
\end{array}\right] .
\end{aligned}
$$

In general, a secondary error signal can be defined as the innerproduct of those states whose derivatiwes are controlled by the missing controls. In the above example, the unspecified control $u_{2}$ drives the derivative of $x_{3}$, hence the secondary exror signal of $x_{3}{ }^{2}$ was selected. If $u_{1}$ and $u_{2}$ had been unspecifled in the above example, a secondary error signal of $x_{2}^{2}+x_{3}^{2}$ would be defined since $u_{1}$ and $u_{2}$ appear in the state equations of $x_{2}$ and $x_{3}$. The utilization of a secondary error signal as described results in a secondary problem which is classed as a directly $p$-controllable system. The solution of directly $p$ controllable systems is presented in the following section.

Incomplete control solutions present no major drawback to innerproduct optimal control problems. The unspecifled components may be determined on the basis of secondary considerations. In the above, subsystem stability and implementation simplification were used to illustrate possible approaches. Other factors could be utilized to complete the control solution, and result in valid optimal control systems since the fundamental inner-product law remains satisfied. The only restriction is that solutions must be tractable and feasible.

An amplification and extension of the incomplete control concept
includes those control solutions which utilize only the control vector or only the $\underline{S}$ matrix to satisfy the fundamental inner-product law. If a control solution uses only the control vector the system is termed a directly $\rho$-controllable system. If a control solution uses only the $\underline{s}$ matrix the system is called an a-controllable system. The following two sections will consider directly $\rho$-controllable systems and $a$ controllable systems.

## Directly $\rho$-Controllable Systems

When the rank of the control distribution matrix $B$ is of rank $n$, the system is termed directily controllable (18). The controls of such a system can affect all components of the time derivative of the state vector directly, hence the name directly controllable systems. The ability to directiy control the state vector derivative reduces the control of the system to the control of $n$ first order differential equations. In order to extend the directly controllable concept, define the system error signal as a quadratic form of rank $r$ as in equation (3.8),

$$
\rho=x_{1}^{2}+x_{2}^{2}+\ldots+x_{x}^{2}
$$

## Definition 3.1

If the controls of the system can affect independently and directly the time derivative of the states $x_{1}, x_{2}, \ldots, x_{r}$, then the system is temed directiy p-control1able.

The ability to control directly the first $I$ state vector derivatives results in control solutions which use only control vector components to satisfy the fundamental inner-product law.

Since directly controllable systems control independently and directly all state vector derivatives, they are included in the class of systems which are directly $\rho$-controllable.

Without loss of generality, the state equations of a directly controllable system can be assumed to be of the form:

$$
\begin{equation*}
\underline{\dot{X}}(t)=F(\underline{X}(t), t)+\underline{v}(t) \tag{3.17}
\end{equation*}
$$

where $\underline{Y}(t)=\underline{B}(t) \underline{U}(t)$. If the $\underline{B}$ matrix is $m \times n$ and of rank $n$, then $\mathrm{n}=\mathrm{m}$ or $\mathrm{m}>\mathrm{n}$. Either case is represented by the control vector $\underline{\mathrm{V}}(\mathrm{t})$.

If the $\underline{B}$ matrix is $n \times n$ and of rank $n$, then it is nonsingular. Once a solution for $\underline{V}(t)$ is obtained, a solution for the control $\underline{U}(t)$ can be determined uniquely by

$$
\begin{equation*}
\underline{U}(t)=\underline{B}^{-1}(t) \underline{V}(t) . \tag{3.18}
\end{equation*}
$$

If the $B$ matrix is $m \times n$ and $m>n$, the control portion of the system is analogous to a consistent system of $n$ equations with m unknowns. Such a system can be solved for $n$ unknoms in terms of the remaining $m-n$ unknowns. The control vector can therefore be decomposed into twe parts and equated to the control vector $\underline{v}(t)$,

$$
\begin{equation*}
\underline{v}(t)=\underline{B}_{1}(t) \underline{U}_{1}(t)+\underline{B}_{2}(t) \underline{U}_{2}(t), \tag{3.19}
\end{equation*}
$$

where $\underline{B}_{1}$ is $n \times n$ and nonsingular and $\underline{B}_{2}$ is ( $m-n$ ) $\times n$. Once a solution for $\underline{v}(t)$ is obtained for the system in equation (3.17), a solution for $\underline{U}_{1}(t)$ can be determined in terms of the solution $\underline{V}(t)$ and the remaining terms of the control.

$$
\begin{equation*}
\underline{U}_{1}(t)=\underline{B}_{1}^{-1}(t)\left[\underline{v}(t)-\underline{B}_{2}(t) \underline{U}_{2}(t)\right] \tag{3.20}
\end{equation*}
$$

The specification of a $\underline{U}_{2}$ vector defines the remaining control vector $\underline{U}_{1}$ and therefore defines the total control vector $\underline{U}(t)$. Very few con trol problems involve a B matrix for which m $>\mathrm{n}$; however, if such is the case, the state equations of such a system are represented by the directily controllable system of equation (3.17) if $B$ is of rank n.

## Theorem 3.1

All directly controllable systems are $\rho$-controllable.

Proof: For directly controllable systems, the algebraic equations of (3.2) are given by

$$
\begin{equation*}
I_{r} \underline{V}(t)=\phi(\rho) \underline{X}_{r}(t)+\underline{S} \underline{X}_{r}(t)-E_{r}(\underline{X}(t), t) . \tag{3.21}
\end{equation*}
$$

If the control vector components $v_{1}, v_{2}, \ldots, v_{r}$ are deflned in feedback form as specified by the above equations, then the $r$ algebraic equations equivalent to the fundamental inner-product law are satisfied for all $\underline{X}(t)$. If the equations are satisfled for all $X(t)$ they are satisfied for all $\underline{X}\left(t_{0}\right)$ and the system is $p$-controllable from Definition 2.2.

Equation (3.21) defines the first $r$ components of the $n$-dimensional control vector $\underline{V}(t)$, and leaves $n-r$ control vector components and the S matrix components unspecified. The techniques of the previous section can be employed to complete the control solution. The following example by Leeper and Mulholland (19) 111ustrates the control solution for a directly controllable system.

## Example 3.2

Consider the problem of a body spinning in free space, in which the control objective is to stop the tumbling of the body and stabilize
the attitude of the system. The state equations of the system are given by

$$
\begin{aligned}
& d x_{1} / d t=\beta_{1} x_{2} x_{3}+v_{1} \\
& d x_{2} / d t=\beta_{2} x_{1} x_{3}+v_{2} \\
& d x_{3} / d t=\beta_{3} x_{1} x_{2}+v_{3}
\end{aligned}
$$

where $x_{1}, x_{2}$ and $x_{3}$ are the components of the angular momentum vector and $v_{1}, v_{2}$ and $v_{3}$ are the control torques. The $\beta$ coefficients are constants defined by

$$
\begin{aligned}
& \beta_{1}=\left(I_{2}-I_{3}\right) / I_{2} I_{3} \\
& \beta_{2}=\left(I_{3}-I_{1}\right) / I_{1} I_{3} \\
& \beta_{3}=\left(I_{1}-I_{2}\right) / I_{1} I_{2}
\end{aligned}
$$

where $I_{1}, I_{2}$ and $I_{3}$ are the moments of inertia about the principal axis.

If the angular momentum vector is zero then the angular velociites are zero and the body is not tumbling. The objective can therefore be stated simply as driving the angular momentum vector to zero, and a natural and reasonable error signal is given by

$$
p=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}
$$

Using the general performance measure of equation (2.2),

$$
J=\int_{t_{0}}^{\infty}\left[h(\rho)+(d \rho / d t)^{2}\right] d t
$$

the minimizing trajectory from the fundamental inner-product law is given by

$$
x_{1} v_{1}+x_{2} v_{2}+x_{3} v_{3}=\phi(p)\left(x_{1} 2+x_{2}^{2}+x_{3}^{2}\right)
$$

where

$$
\phi(p)=-\sqrt{h(p)} / 2 p
$$

The algebraic equations equivalent to the fundamental inner-product law are

$$
\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]=\phi(p)\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{ccc}
0 & a_{12} & a_{13} \\
-a_{12} & 0 & a_{23} \\
-a_{13} & -a_{23} & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] .
$$

All optimal controllers satisfying the algebraic equations are defined uniquely by the three parameters

$$
\left(\begin{array}{lll}
a_{12} & a_{13} & a_{23}
\end{array}\right)
$$

Speciflication of the parameters will define the control structure for the above algebraic equations.

Mulholland and Rhoten (9) have solved this problem using the above formulation under the assumption of a fixed control conflguxation. Although the resultant control is a closed form controller minimizing the performance measure, the solution is a member of the general class of solutions obtained by utilizing the skew symmetric matrix.

The fixed conflguration controller used by Mulholland and Rhoten is given by

$$
v_{1}=\phi(\rho) x_{1} \quad 1=1,2,3
$$

Clearly this control is a special solution of the algebraic equations obtained when $a_{12}=a_{13}=a_{23}=0$.

With $\beta_{1}=-.25, \beta_{2}=.75, \beta_{3}=-.50$ and $x_{1}\left(t_{0}\right)=x_{2}\left(t_{0}\right)=x_{3}\left(t_{0}\right)=5$, and a performance measure of

$$
J=\int_{t_{0}}^{\infty}\left[4 \rho^{4}+(d \rho / d t)^{2}\right] d t
$$

the optimal controls are given by

$$
\begin{aligned}
& v_{1}=-\rho x_{1}+a_{12} x_{2}+a_{13} x_{3} \\
& v_{2}=-\rho x_{2}-a_{12} x_{1}+a_{23} x_{3} \\
& v_{3}=-\rho x_{3}-a_{13} x_{1}-a_{23} x_{2}
\end{aligned}
$$

A set of trajectories for $x_{1}(t)$ is given in Figure 4, where each trajectory represents the response of $x_{1}(t)$ to a particular control. The three parameters identified with each trajectory are $a_{12}, a_{13}$, and $\alpha_{23}$ which define the control structure. The state trajectories of $x_{2}$ and $x_{3}$ are similar in form.

The example 111 ustrates the control structure flexibility introduced by the skew symmetric matrix for directly controllable systems. The generality is not without limits. If the fundemental inner-product law is solved for this example, the minimizing trajectory of the system in norm is

$$
\rho(t)=75 /\left(150\left(t-t_{0}\right)+1\right) .
$$

For all time the solution trajectory of $x_{1}, x_{2}$, and $x_{3}$ satisfy this equation, and are bounded by the fixed values of $\pm \sqrt{\rho(t)}$. The skew symmetric matrix in reality introduces damped oscillations which may yield improved system trajectories.


Figure 4. Optimal $x_{1}$ Trajectories for Example 3.2

## Theorem 3.2

All directly: $p$-controllable systems are $p$-controllable.
Proof: The algebraic equations of (3.2) are

$$
\begin{equation*}
\underline{B}_{r}(t) \underline{U}(t)+\underline{\underline{F}}_{r}(\underline{X}(t), t)=\phi(\rho) \underline{X}_{r}(t)+\underline{S} \underline{X}_{r}(t) . \tag{3.22}
\end{equation*}
$$

A system is directly $\rho$-controllable if the controls of the system can affect $d x_{1} / d t, d x_{2} / d t, \ldots, d x_{1} / d t$ directly and independently. The B $r$ matrix is therefore an $r \times m$ matrix of rank $r$.

If $m=r$, then $\mathrm{B}_{\mathrm{r}}$ is nonsingular and the control is given by

$$
\begin{equation*}
\left.\underline{U}(t)={B_{r}^{-1}(t)}^{-1}(\phi(p) I+\underline{S}) X_{r}-F_{r}(X(t), t)\right] . \tag{3.23}
\end{equation*}
$$

If $m>r$, the control signal $\mathrm{B}_{\mathrm{r}} \underline{\mathbb{U}}$ can be decomposed into two parts,

$$
\underline{B}_{r} \underline{U}(t)=\underline{B}_{r 1} \underline{U}_{1}(t)+\underline{B}_{r 2} \underline{U}_{2}(t)
$$

 matrix. The control solution for $m>r$ is given by

$$
\underline{U}_{1}(t)=\underline{B}_{r 1}^{-1}\left[(\phi(\rho) \underline{I}+\underline{S}) \underline{X}_{r}(t)-\underline{F}_{r}(\underline{X}(t), t)-\underline{B}_{r 2} \underline{U}_{2}(t)\right] \cdot(3.24)
$$

Since the control vector $\underline{U}$ is composed of the components of $\underline{U}_{1}$ and $\mathrm{U}_{2}$, the above control solution is an incomplete control solution. The skew symmetric matrix $\underset{S}{ }$ and the control vector $\underline{U}_{2}$ must be determined on the basis of secondary considerations as presented in the previous section. Once $\underline{U}_{2}$ and $S$ are defined, the control vector $\underline{U}_{1}$ will be deflned. Since the fundamental inner-product law is satisfied for all $X(t)$, the system is $\rho$-controllable.

## Corollary 3.1

If the rank $\underset{B}{ } \geq \operatorname{rank} I_{r} \underline{B}=r$, then the system is $p$-controllable.

Proofi If rank $B \geq$ rank $I_{r} \underline{B}=r$ then the system is directly p-controllable and from Theorem 3.2 is then $p$-controllable.

## $\alpha$-Controllablẹ Systems

While some control solutions utilize only the control vector in the control solution, the control solution may also only specify components of the skew symmetric matrix S . The elements of the $\underline{S}$ matrix are denoted by the $n(n-1) / 2$ elements $a_{i j}$ where $i=1,2, \ldots, n-1$ and $j=1+1,1+2, \ldots, n$.

## Definition 3.2

A system is called an $\alpha$-controllable gystem is it is $p$ controllable and utilizes only the $\underline{S}$ matrix in the control solution.

## Lemma 3.1

If a system is $\alpha$-controllable then $I_{r} \underline{B}=\underline{0}$.

Proofi If a system is $\alpha$-controllable then the algebraic equations of (3.2) are satisfied for a given skew symmetric matrix. This control solution is valid for all bounded control vectors, so assume $\underline{\underline{U}}=\underline{O_{0}}$ The S matrix of the control solution satisfies

$$
\begin{equation*}
\phi(\rho) \underline{X}_{r}+\underline{s} \underline{X}_{r}-\underline{F}_{r}(\underline{X}(t), t)=\underline{0}_{0} \tag{3.25}
\end{equation*}
$$

Assume $I_{r} B \neq \underline{0}_{\text {. }}$ At least one of the algebraic equations of (3.2) contains a control vector component. Suppose the kth component of $I_{r} \underline{B} \underline{U}$ is a nonzero component, and denote it by $u_{1}$. The kth algebraic
equation is given by

$$
u_{1}=0
$$

since the kth row of the remainder of the equation is zero from (3.25). This contradicts the assumption that $u_{1}$ is nonzero, so the assumption that a system can be $\alpha$-controllable with $\underline{B}_{r} \notin \underline{0}$ is false and the theorem is proven.

## Theorer 3.3

A system is $Q$-controllable if and only if

1) $B_{r}=\underline{0}$ and
2) $\underline{E}_{n}(\underline{X}(t), t)=[\phi(\rho) \underline{I}+\underline{s}] \underline{X}_{r}(t)$
for some $r \times r$ skew symetric matrix s.

Proofi Substitution of equations (3.26) and (3.27) into the algebraic equations of (3.2) verifles the sufficiency of the conditions. Equation (3.26) is a necessary condition from Lemma 3.1, so the theorem is proven if equation ( 3.27 ) is shown to be a necessary condition for satisfying the algebraic equations of (3.2). Substitution of (3.26) into (3.2) reduces the equations to the form of equation (3.27), proving the theorem.

## Example 3.3

Consider the nonlinear system

$$
d / d t\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{l}
x_{2} x_{3}-x_{1} \\
-x_{2}-x_{1} x_{3} \\
x_{1}^{2}+x_{2} \\
x_{1} x_{3}
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
0 & 0 \\
1 & 0 \\
1 & 1
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

with a system error signal of

$$
p=x_{1}^{2}+x_{2}^{2}
$$

and a performance measure of

$$
J=\int_{t_{0}}^{\infty}\left[4 \rho^{2}+(d \rho / d t)^{2}\right] d t .
$$

It is readily verfled that the conditions of Theorem 3.3 are satisfied for the above formulation. For the error signal specified,

$$
I_{x}=\left[\begin{array}{ll:ll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right]
$$

and

$$
\underline{B}_{r}=\underline{I}_{r} B=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
$$

which verifies equation (3.26).
For the performance measure specified, $h(\rho)=4 \rho^{2}$, so

$$
\phi(p)=-1
$$

The algebraic equations of (3.27) are given by

$$
\begin{aligned}
x_{2} x_{3}-x_{1} & =-x_{1}+a_{12} x_{2} \\
-x_{2}-x_{1} x_{3} & =-a_{12} x_{1}-x_{2}
\end{aligned}
$$

and are satisfied if $a_{12}=x_{3}$. The above formulation is therefore an a-controllable system in which the control vector components are selected from secondary considerations.

In the general system formulation of equation (3.1), the condition
of equation (3.26) requires the $r$ algebraic equations of (3.2) to contain no control terms. If a control appears in an equation the control is then specifled by the equation and the system is no longer an $a$ controllable system. The condition of equation (3.27) specifies the form which the plant structure must possess in order to be an $a$ controllable system.

In order to better visualize the implications of Theorem 3.3, the theorem can be applied to linear systems. An n-dimensional linear system given by

$$
\begin{equation*}
\underline{\dot{X}}=\underline{A} \underline{X}+\underline{B} \underline{U} \tag{3.28}
\end{equation*}
$$

can be represented in the partitioned form

$$
\mathrm{d} / \mathrm{dt}\left[\begin{array}{l}
\underline{X}_{r}  \tag{3.29}\\
-\underline{X}_{s}
\end{array}\right]=\left[\begin{array}{c:c}
\underline{A}_{r r} & A_{r s} \\
\hdashline \underline{A}_{s r} & A_{s s}
\end{array}\right]\left[\begin{array}{c}
\underline{X}_{s} \\
\underline{X}_{r} \\
\hdashline \underline{X}
\end{array}\right]+\left[\begin{array}{c}
\underline{B}_{r} \\
\hdashline \underline{B}_{s}
\end{array}\right] \underline{U}
$$

where $\underline{X}_{r}=I_{r} X, \underline{B}_{r}=I_{r} \underline{B}$ and the remaining matrices and vectors are appropriately dimensioned submatrices and subvectors of $\underline{A}, \underline{B}$ and $\underline{X}$. Let $s=(n-r)$. $X_{r}$ is $r \times 1, X_{s}$ is $s \times 1, A_{r r}$ is $r \times r, A_{r s}$ is $r \times s$, $A_{s r}$ is $s \times r, A_{s s}$ is $s \times s,{\underset{B}{r}}^{r}$ is $r \times m$, and ${\underset{S}{s}}$ is $s \times m$.

## Theorem 3.4

A linear system in the form of equation (3.29) is $a$-controllable if and only if
i) $\underline{B}_{r}=\underline{0}$,
ii) $A_{r s}=0$,
and 1i1) $A_{r r}=\phi(p) I+\underline{S}$
for some $\mathrm{r} x$ in skew symetric matrix S .

Proof: Equation (3.30) of Theorem 3.4 and equation (3.26) of Theorem 3.3 are equivalent. If equation (3.27) is equivalent to equations (3.31) and (3.32) the theorem prrof is complete.

Substituting the state equations of the Iinear system of (3.29) into equation (3.27) ypelds

$$
\begin{equation*}
A_{r s} X_{B}+\left[A_{r r}-\phi(p) I-\underline{s}\right] \underline{X}_{r}=\underline{0} . \tag{3.33}
\end{equation*}
$$

The sufficiency of equations (3.31) and (3.32) follows from the substitution of the equations into (3.33).

A system which is $\alpha$-controllable is $\rho$-controllable, and from the definition of a $\rho$-controllable system equation (3.33) must be valid for all $\underline{X}\left(t_{0}\right)$. If equation (3.33) must be valid for all $\underline{X}\left(t_{0}\right)$, it must be valld for all $\underline{X}(t)$.

The necessity of equation (3.31) is verified from equation (3.33) If $\underline{X}_{c}=\underline{Q}$ and the components of $\underline{X}_{s}$ are 1 . The necessity of equation (3.32) is verified from equation (3.33) if $\underline{X}_{s}=\underline{0}$ and the components of $\underline{X}_{r}$ are 1. Therefore equation (3.27) is equivalent to (3.31) and (3.32) for the linear systam of (3.29), and the proof is completed.

The conditions of Theorem 3.4 reduce the linear system of (3.29) to the following form

$$
\mathrm{d} / \mathrm{dt}\left[\begin{array}{c}
\frac{X}{x}  \tag{3.34}\\
\hdashline \underline{X_{s}}
\end{array}\right]=\left[\begin{array}{c:c}
\hat{A}_{r r} & \underline{0} \\
\hdashline \hat{A}_{s r} & A_{s s}
\end{array}\right]\left[\begin{array}{l}
\frac{X_{x}}{\underline{x}} \\
\hdashline \underline{\underline{X}_{s}}
\end{array}\right]+\left[\begin{array}{l}
\underline{0} \\
\hdashline \underline{B}_{s}
\end{array}\right] \underline{U} .
$$

In addition, equation (3.32) requires the diagonal elements of $A_{r r}$ to be equal to the function $\phi(\rho)$, and the off diagonal elements of $A_{r r}$ to be skew symmetric. If the principal diagonal elements of $A_{\text {rr }}$ are constant
and equal, then the function $\phi(p)$ must also be a constant. Since

$$
\begin{equation*}
\phi(\rho)=-\sqrt{h(\rho)} / 2 \rho \tag{3.35}
\end{equation*}
$$

$\phi(\rho)$ is a constant if and only if $h(\rho)$ can be expressed in the form

$$
h(\rho)=4 k^{2} \rho^{2}
$$

where $k$ is a constant real number. This leads directily to the following corollary of Theorem 3.4.

## Corollaxy 3.2

A Inear system in the form of equation (3.29), for which the diagonal elements of $A_{r r}$ are constant, is $\alpha$-controllable if and only if

$$
\begin{align*}
& \text { 1) } \underline{B}_{r}=\underline{0},  \tag{3.36}\\
& \text { ii) } A_{r s}=\underline{0},  \tag{3.37}\\
& \text { iii) } h(P)=4 \mathrm{k}^{2} \rho^{2} \text { where } k \text { is a real number, and }  \tag{3.38}\\
& \text { iv) } A_{\text {rrr }}=k I+S \tag{3.39}
\end{align*}
$$

for some $\boldsymbol{r} \times \mathrm{r}$ skew symmetric matrix s.

The proof of Corollary 3.2 follows directly from Theorem 3.4 and the discussion preceeding the corollary.

The results of Corollary 3.2 are not restricted to constant coefficient linear systems, but only to those with constant coefficients in the diagonal entries of the matrix $A_{r r}$.

The extension of Theorem 3.4 to linear systems for which the diag onal elements of $A_{r r}$ are time-vaxying is pore difficult since the diagonal elements must equal $\phi(\rho)$ which is not an explicit time function. However, if $\phi(\rho)$ can be expressed as a time function then Theorem 3.4 can be extended to this situation.

If the diagonal elements of $A_{r r}$ are time-varying and equal, the system may be $\alpha$-controllable if $\rho(t)$ can be determined as a closed form time function. If the fundamental inner-product law can be solved directly this requirement can be satisfled.

For example, if $h(\rho)=\rho^{4}$ then the ifndamental inner-product law is given by

$$
d \rho / d t=-\rho^{2}
$$

The solution of this differential equation is given by

$$
p(t)=p\left(t_{0}\right) /\left(p\left(t_{0}\right)\left(t-t_{0}\right)+1\right)
$$

and $\phi(\rho)$ can then be expressed as a time function

$$
\phi(t)=-1 /(t+a)
$$

where $a$ is the constant given by

$$
a=-t_{0}+\left(1 / \rho\left(t_{0}\right)\right)
$$

A linear system with timevarying coefficients can then satisfy the conditions of Theorem 3.4 if the diagonal elements of Arr are equal to the time function $\phi(t)$.

## Codpl1ary 3.3

A linear system in the form of equation (3.29), for which the diagonal elements of $A_{r r}$ are timevarying is $\alpha$-controllable if and only if

1) the fundamental inner-product law can be solved for $\rho(t)$ as a time function,
ii) $\underline{B}_{x}=\underline{0}$,
iii) $A_{\mathrm{rs}}=\underline{0}$, and
iv) $A_{A r r}(t)=(\phi(t) I+\underline{S}(t))$
for some $\boldsymbol{r}$ x $r$ skew symetric matrix $\mathbb{S}(t)$.

Proof: The sufficiency of the conditions follows directiy from equation (3.2) and the necessity of the conditions follows from Theorem 3.4 and the remarks preceding the cordilary.,

To 111ustrate the conditions of Corollary 3.2 and Corollary 3.3 the following example is given.

## Example 3.4

Consider the general fourth order linear system

$$
\text { d/dt }\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{llll}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]+\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22} \\
b_{31} & b_{32} \\
b_{41} & b_{42}
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

with an error signal of

$$
p=x_{1}^{2}+x_{2}^{2}
$$

The condition that $\underline{B}_{x}=\underline{0}$ for Corollary 3.2 and Corollary 3.3 requires

$$
\left[\begin{array}{ll}
b_{11} & b_{12}  \tag{3.40}\\
b_{21} & b_{22}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
$$

The condition that $A_{r s}=\underline{O}$ requires

$$
\left[\begin{array}{ll}
a_{13} & a_{14}  \tag{3.41}\\
a_{23} & a_{24}
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
$$

The off diagonal elements of $A_{\text {Arr }}$ must be skew symmetric, which requires

$$
\begin{equation*}
a_{12}=-a_{21} \tag{3.42}
\end{equation*}
$$

The diagonal elements of $A_{\text {rr }}$ must equal $\phi(p)$, which requires

$$
\begin{equation*}
a_{11}=a_{22}=\phi(\rho) \tag{3.43}
\end{equation*}
$$

The general fourth order linear system is $\alpha$-controllable for a system error of

$$
p=x_{1}^{2}+x_{2}^{2}
$$

If the system is of the form

$$
\text { d/dt }\left[\begin{array}{l}
x_{1} \\
x_{2} \\
\hdashline x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{cc:cc}
a_{11} & -a_{21} & 0 & 0 \\
a_{21} & a_{11} & 0 & 0 \\
\hdashline a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\hdashline x_{3} \\
x_{4}
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
0 & 0 \\
\frac{b_{31}}{} & b_{32}- \\
b_{41} & b_{42}
\end{array}\right]\left[\begin{array}{c}
u_{1} \\
u_{2}
\end{array}\right]
$$

where

$$
a_{11}=\phi(\rho) .
$$

If $a_{11}$ and $a_{22}$ are constants, then the system is $\alpha$-controllable only if the error penalty function is of the form

$$
h(\rho)=4 k^{2} \rho^{2}
$$

and

$$
a_{11}=k
$$

If $a_{11}$ and $a_{22}$ are time-varying, then the system is $\alpha$-controllable only if the fundamental inner-product law can be solved for $\rho(t)$ as a time function. For example, if $h(\rho)=\rho(t)^{2 k}$ with $k>1$, then the
fundamental inner-product law can be solved for $\rho(t)$, and the function $\phi(\rho)$ can then be expressed in the form

$$
\phi(t)=-\frac{1}{2} a^{k-1} /\left[\left(t-t_{0}\right)+\left(a / \rho\left(t_{0}\right)\right)^{k-1}\right],
$$

where

$$
a=1 /(k-1)^{1 /(k-1)} .
$$

The develapment of this result follows from the results of Rhoten and Mulholland (8).

$$
p \text {-Controllable Systems }
$$

If a system is $p$-controllable it satisfies the $x$ algebraic equations

$$
\underline{B}_{r} \underline{U}(t)=\phi(\rho) \underline{X}_{r}+\underline{S} \underline{X}_{r}-\mathbb{E}_{r}(\underline{X}(t), t)
$$

for all $X(t)$. If the rank of $B_{r}$ is denoted by $b$ then there exists $a$ nonsingular transformation matrix $I$ such that the above equations can be transformed and partitioned into the form

$$
\left[\begin{array}{c}
\underline{U}^{\prime \prime}(t) \\
\underline{0}
\end{array}\right]=\left[\begin{array}{l}
\underline{T}_{1} \\
\underline{T}_{2}
\end{array}\right]\left([\phi(p) I+\underline{s}] \quad \underline{X}_{x}-\underline{F}_{r}(\underline{X}(t), t)\right)
$$

where

$$
I=\left[\begin{array}{l}
\underline{I}_{1} \\
\frac{I_{2}}{-}
\end{array}\right]
$$

and

$$
\underline{U}^{\prime}(t)=\underline{I}_{1} \underline{B}_{r} \underline{U}(t) .
$$

The transformation matrix $\mathrm{I}_{1}$ is $\mathrm{b} x \mathrm{r}$ and the transformation matrix $\mathrm{I}_{2}$ is $(\mathrm{x}-\mathrm{b}) \mathrm{xr}$. The transformation decbmposes the r algebraic equa-
tions into two sets of equations. The flirst $I$ algebraic equations constitute a directly $p$-controllable subsystem where $\underline{U}^{*}(t)$ is specified in feedback form as dictated by the first $r$ equations

$$
\begin{equation*}
\underline{U}^{\prime}(t)=\underline{\underline{I}}_{1}\left(\phi(\rho) \underline{X}_{r}+\underline{s} \underline{X}_{r}-\underline{F}_{r}(\underline{X}(t), t)\right. \tag{3.44}
\end{equation*}
$$

for any $\mathrm{r} \times \mathrm{r}$ skew symetric matrix S . If the remaining ( $\mathrm{r}-\mathrm{b}$ ) alge braic equations, given by

$$
\begin{equation*}
\underline{I}_{2} \underline{S} X_{r}=T_{2}\left(E_{r}(\underline{X}(t), t)-\phi(\rho) \underline{X}_{r}\right), \tag{3.45}
\end{equation*}
$$

are satisfied by specification of the $\mathbb{S}$ matrix components, then the system is $\rho$-controllable. Likewise, if the system is $\rho$-controllable then the algebraic equations of (3.44) and (3.45) must be satisfied. Since the equations of (3.44) are satisfled by specifying the controls as indicated, the general requirement for a system to be $p$ controllable is that the equations of (3.45) be satisfied.

## Theorem 3.5

Let $b$ denote the rank of $\underline{B}_{r}$. A system is $p$-controllable if and only if

$$
\underline{I}_{2} s X_{r}=I_{2}\left(E_{r}(\underline{X}(t), t)-\phi(p) \underline{X}_{r}\right)
$$

 of rank $(r-b)$ and

$$
\mathrm{I}_{2} \mathrm{~B}_{\mathrm{r}}=\underline{0} .
$$

Theorem 3.5 simply expresses the requirement of equation (3.45) in a formal theorem. The proof is a direct result of the development.

As in the section on $\alpha$-controllable systems, the import of the general theorem is best illustrated when applied to linear systems. An n-dimensional linear system can be partitioned in the form

$$
\mathrm{d} / \mathrm{dt}\left[\begin{array}{c}
\underline{X}_{x}  \tag{3.46}\\
-\underline{X}_{s}
\end{array}\right]=\left[\begin{array}{lll}
\underline{A}_{r} & 1 & \underline{A}_{s}
\end{array}\right]\left[\begin{array}{c}
\underline{X}_{x} \\
\hline \underline{X}_{s}
\end{array}\right]+\left[\begin{array}{c}
\underline{B}_{r} \\
-\underline{B}_{s}
\end{array}\right] \underline{U}
$$

where (3.46) is equivalent to the partitioned linear system of (3.29) and $A_{r}$ and $A_{S}$ are given by

$$
A_{r}=\left[\begin{array}{l}
A_{r r} \\
\frac{A_{s r}}{-}
\end{array}\right] \quad A_{s}=\left[\begin{array}{l}
A_{r s} \\
\hdashline \frac{A_{S s}}{}
\end{array}\right]
$$

Theorem 3.6
A linear system in the form of equation (3.46) is $p$-controllable if and only if

1) $\underline{I}_{2} A_{\mathrm{s}}=\underline{0}$, and
ii) $\underline{I}_{2} A_{r}=\underline{I}_{2} s+\phi(p) I_{2}$
for some $r \times r$ skew symmetric matrix S . The matrix $\mathrm{I}_{2}$ is an $(r-b) x$ $r$ matrix of rank ( $r-b$ ) for which
iii) $\mathrm{T}_{2}{\underset{\mathrm{~B}}{r}}=\underline{0}$ 。

Proof: The sufficiency of the conditions is verified by substitution into the algebraic equations of (3.45). From Theorem 3.5, the linear system is $p$-controllable if

$$
\begin{equation*}
\left[\underline{I}_{2} \Lambda_{\mathrm{I}}-\phi(\rho) \underline{I}_{2}-I_{2} \underline{\underline{s}}\right] \underline{\mathrm{x}}_{\mathrm{x}}+\left(\underline{I}_{2} \underline{\Lambda}_{\mathrm{g}}\right) \underline{\mathrm{x}}_{\mathrm{G}}=\underline{0} \tag{3.47}
\end{equation*}
$$

where $\mathrm{I}_{2}$ is an $(\mathrm{r}-\mathrm{b}) \times \mathrm{x}$ matrix of $\mathrm{rank}(\mathrm{r}-\mathrm{b})$ and

$$
\underline{I}_{2} \underline{B}_{r}=\underline{o}_{0}
$$

Since equation (3.47) must be valid for all $X(t)$, the necessity of condition 1 is verified from equation (3.47) if $X_{r}(t)=\underline{0}$ and the components of $X_{s}$ are 1. Condition ii is verified from equation (3.47) if $X_{S}=\underline{0}$ and the components of $X_{x}$ are 1 , completing the proof.

The use of Theorem 3.6 is illustrated by the following example.

## Example 3.5

Consider the Iinear system

$$
\mathrm{d} / \mathrm{dt}\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{rrrr}
0 & 1 & -1 & -1 \\
1 & 1 & 0 & -2 \\
-1 & 0 & 1 & 2 \\
-2 & -1 & 1 & -1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]+\left[\begin{array}{rr}
1 & 0 \\
1 & 1 \\
-1 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

with a system error signal of

$$
\rho=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}
$$

and a performance measure of

$$
J=\int_{t_{0}}^{\infty}\left[4 \rho^{2}+(d \rho / d t)^{2}\right] d t
$$

The algebraic equations which minimize the performance measure are

$$
\left[\begin{array}{cc}
1 & 0 \\
1 & 1 \\
-1 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{cccc}
-1 & a_{12} & a_{13} & a_{14} \\
-a_{12} & -1 & a_{23} & a_{24} \\
-a_{13} & -a_{23} & -1 & a_{34} \\
-a_{14} & -a_{24} & -a_{34} & -1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{44}
\end{array}\right]-\left[\begin{array}{cccc}
0 & 1 & -4 & -1 \\
1 & 1 & 0 & -2 \\
-1 & 0 & 1 & 2 \\
-2 & -1 & 1 & -1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right] .
$$

For this example, $r=n$, so condition 1 of Theorem 3.6 is trivially satisfied,

The rank of $\underline{B}_{r}$ is 2, so a suitable transformation matrix is given by

$$
T=\left[\begin{array}{l}
\underline{I}_{1} \\
--\underline{I}_{2}
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
\frac{-1}{2} & -1 & - \\
0 & 0 & 0 & 1
\end{array}\right]
$$

and the transformed algebraic equations are given by

$$
\left[\begin{array}{l}
u_{1} \\
u_{2} \\
\hdashline 0 \\
0
\end{array}\right]=\left[\begin{array}{cccc}
-1 & a_{12} & a_{13} & a_{14} \\
\left(-a_{13}+1\right) & \left(-a_{23}-a_{12}\right) & \left(-1-a_{13}\right) & \left(a_{34}-a_{14}\right) \\
\left(a_{12}^{-}-a_{13}-2\right) & \left(2 a_{12}-1-a_{23}\right) & -\left(2 a_{13}-a_{23}-1\right) & \left(2 a_{14}-a_{24}-a_{34}\right) \\
-a_{14} & -a_{24} & -a_{34} & -1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]
$$

$$
-\left[\begin{array}{rrrr}
0 & 1 & -1 & -1 \\
-1 & -1 & 2 & 3 \\
-2 & 1 & -1 & 2 \\
-2 & -1 & 1 & -1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]
$$

The first two algebraic equations correspond to equation (3.44) and are satisfied by specifying $u_{1}$ and $u_{2}$ as dictated by the equations. The last two equations correspond to equation (3.45) and are satisfied by specification of the $a$ coefficients. Equating the coefficients in the last two equations to zero yields the necessary conditions:

$$
\begin{array}{ll}
\left(-2+a_{12}-a_{13}\right)+2=0, & a_{14}-2=0, \\
\left(2 a_{12}+1-a_{23}\right)-1=0, & a_{24}+1=0, \\
\left(2 a_{13}-a_{23}+1\right)+1=0, & a_{34}-1=0, \\
\left(2 a_{14}-a_{24}+a_{34}\right)=2=0 . &
\end{array}
$$

The necessary conditions therefore reduce to

$$
\begin{array}{cc}
a_{14}=2, & a_{24}=1,
\end{array} a_{34}=-1,
$$

The control solution of the example is then given by

$$
\begin{aligned}
& \underline{U}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{cccc}
-1 & \left(a_{12}-1\right) & \left(a_{12}+1\right) & 3 \\
\left(2-a_{12}\right) & \left(1-3 a_{12}\right) & \left(-1-a_{12}\right) & -6
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right] \\
& \underline{S}=\left[\begin{array}{cccc}
0 & a_{12} & a_{12} & 2 \\
-a_{12} & 0 & 2 a_{12} & 1 \\
-a_{12}-2 a_{12} & 0 & -1 \\
-2 & -1 & 1 & 0
\end{array}\right]
\end{aligned}
$$

where $\alpha_{12}$ is selected from secondary considerations.
The results of Corollary 3.2 and Corollary 3.3 can be extended to general $\rho$-controllable systems.

## Corollaxy 3.4

A Iinear system with constant coefficients is $p$-controllable if and only if

1) $\underline{I}_{2} A_{3}=\underline{0}$,
2) $h(\rho)=4 k^{2} \rho^{2}$ where $k$ is a real number,

1i1) $T_{2} A_{x}=T_{2} S+k \underline{T}_{2}$ for some skew symmetric matrix $\underline{S}$.
The matrix $\underline{I}_{2}$ is an $(r-b) \times r$ matrix of rank $(x-b)$ and

$$
\text { iv) } \underline{T}_{2} \underline{B}_{x}=\underline{O}_{0}
$$

Corollaxy 3.4 follows directily from Theorem 3.4, Theorem 3.6 and their proofs.

## Corollary 3.5

If the fundamental inner-product law can be solved for $\rho(t)$ as a time function, then a linear system with time-varying coefficients is p-controllable if and only if
i) $\underline{T}_{2} A_{6}=\underline{0}$, and
i1) $\underline{T}_{2} A_{r}=I_{2} \underline{S}+\phi(t) \mathrm{I}_{2}$ for some $r \times$ skew symmetric matrix S. The matrix $\mathrm{I}_{2}$ is an $(r-b) \times r$ matrix of rank $(r-b)$ and iii) $\underline{T}_{2} \underline{B}_{r}=\underline{0}$.

In Corrollary 3.3 the fundamental inner-product law had to be salved as a time function if the diagonal elements of Arr were time varying. In Corollary 3.5 this requirement is stated as an assumption since the $I_{2}$ matrix has destroyed the properties of $A_{r}$. Therefore, if a Ilnear system has both constant and time-varying coefficients, then the conditions of Corollery 3.4 and Corollary 3.5 present possible necessary and suffidient conditions.

## Fixed Configuration Control

The fixed configuration control structure considered is the system introduced by Mulholland and Rhoten (10). The system is described by the equations

$$
\begin{aligned}
\dot{X} & =A \underline{X}+\xi \underline{B} \underline{X} \\
\xi & =f(p) \\
\rho & =\underline{X}_{r}^{T} X_{r}
\end{aligned}
$$

whore $\mathcal{F}$ is a scalar feedback control signal. The system is equivalent to a linear system in which the control vector is given by

$$
\underline{\mathrm{U}}=\xi \mathrm{x} .
$$

The procedure presented in the previous section reflects the philosophy of satisfying the scalar fundamental inner-product law indirectly through the equivalent algebraic equations. By fixing the control structure as indicated, the scalar fundamental inner-product law can be satisfied by specifying the scelar controller $f(\rho)$ in some problems.

Substituting the system equation into the fundamental inner-product law yields

$$
\underline{X}_{r}^{T} A \underline{X}+\xi \underline{X}_{r}^{\mathrm{T}} \underline{E} \underline{X}=-\frac{1}{2} \sqrt{h(\rho)} .
$$

Solving directily for the control signal $\xi$ gives

$$
\xi=-\left(\frac{1}{2} \sqrt{h(\rho)}+\underline{X}_{r}^{T} A \underline{X}\right) /\left(\underline{x}_{r}^{T} \underline{B} \underline{X}\right)
$$

where

$$
\underline{X}_{r}^{\mathrm{T}} \underline{B} \underline{X}=\underline{X}^{\mathrm{T}} \mathrm{I}_{\mathrm{r}}^{\mathrm{T}} \underline{\underline{X}} \underline{\underline{X}} .
$$

If $I^{T} \underline{B}$ is semidefinite or indefinite, then there exist regions of the state space for which the control signal is unbounded. Since anbounded countrols are physically unrealizable, the above controller is applicable only if the denominator is nonzero for all $\underline{X}(t) \notin 0$. In order to insure this requirement for all $\underline{X}(t) \neq 0$, the symmetric portion of $I_{r} \underline{B}$ must be positive definite or negative definite. This requires $I_{r}$ to be the $\mathrm{n} \times \mathrm{n}$ identity matrix and the symmetric portion of $\underline{B}$ to be a definite matrix. If these conditions are satisfied, then the above contral signal prescribes the optimal feedback control signal for the fixed conflguration. This restriction of the applicability of the fixed configuration was a principal factor in selecting a general control structure and a general error signal for this research.

Under the condition that $I_{r}=I$ the control signal reduces to

$$
\xi=-\left(\frac{1}{2} \sqrt{h(\rho)}+x^{T} A X\right) /\left(X^{T} \underline{B} X\right)
$$

If the plant matrix A is skew symmetric and the system is directly controllable with $\underline{B}=I$, then the feedback control signal becomes a true inner-product controller,

$$
f(\rho)=-\sqrt{h(\rho)} / 2 \rho
$$

The control structure in this case consists of a single nonlinear transducer whose input is the system error signal. A complete summary of the results for fixed configuration controllers with $\underline{B}$ nonsingular axe presented by Mulholland and Rhoten (10).

Summary

The theorems presented in Chapter III provide the necessary and sufficient conditions for systems to be $p$-controllable. Theorem 3.1, Theorem 3.2 and Corollary 3.1 apply to directly controllable systems and directly $\rho$-controllable systems. Theorem 3.3 gives the general necessary and sufficient conditions for $a$-controllable systems, and Theorem 3.4 and Corollaries 3.2 and 3.3 extend the results to linear systems. Theorem 3.5 considers the necessary and sufficient conditions for systems to be $\rho$-controllahle, and Theorem 3.6, and Corollaries 3.4 and 3.5 extend the result to linear systems.

Together these theorems provide a firm foundation for determining the applicability of the inner-product approach to any given system, if a globally optimal feedback control is desired. Chapter IV considers non-globally optimal feedback controls.

## CHAPTER IV

OPEN LOOP INNER-PRODUGT FEEDBBACK CONTROL

## Introduction

A control system is usually considered to be a closed loop system If it is a feedback system, and an open loop system if it is not a feedback system. In most modern control literature the terms closed loop and feedback are used interchangeably, as are the terms open loop and nonfeedback. However, in the inner-product formulation, the resultant control system can exhibit properties of an open loop control system and a closed loop control system. From the conventional point of view such controls are neither open loop nor closed loop, since the classification is nomally a mutually exclusive one. The term open loop innermproduct feedback control has therefore been adopted to indicate this particular class of control solutions. The following example and preparatory remarks 111 ustrate the open $100 p$ and feedback characteristics of such solutions.

The open loop inner-product feedback controls are besed upon satisfying the algebraic equations equivalent to the fundamental innerproduct law by use of the following theorem. The theorem is a direct consequence of elementaxy calculus, and although it is quite simple in concept it results in a signiflcant extension in the applicability of the inner-product control theory.

## Theorem 4.1

Let $g(t)$ be a continuous real-valued function. The function $g(t)=$ a where $a$ is a constant for all $t \geq t_{0}$ if

$$
\begin{equation*}
\text { i) } g\left(t_{0}\right)=a \text {, and } \tag{4.1}
\end{equation*}
$$

11) $\mathrm{dg}(\mathrm{t}) / \mathrm{dt}=0$ for all $t \geq t_{0}$.

Proof: The theorem follows from the mean value theorem. For any time $t_{1} \geq t_{0}$, the mean value theorem states that there exists a time $t_{2}$ such that

$$
t_{1} \geq t_{2} \geq t_{0}
$$

and

$$
\begin{equation*}
g\left(t_{1}\right)-g\left(t_{0}\right)=d g\left(t_{2}\right) / d t \quad\left(t_{1}-t_{0}\right) \tag{4.3}
\end{equation*}
$$

If $g\left(t_{0}\right)=a$ and $d g(t) / d t=0$ for all $t \geq t_{0}$, then equation (4.3)
reduces to

$$
g\left(t_{1}\right)=a
$$

which proves the theorem.
The idea expressed in the theorem is that a time-varying function is equal to a constant value for all time if is is set at the desired value and not allowed to vary. If $\mathrm{dg}(\mathrm{t}) / \mathrm{dt}=0$ then the function will stay in place and $g(t)=a$ for $t \geq t_{0}$ as desired.

In some control problems the initial conditions of some of the state variables are unspecified. In the inner-product formulation the added degree of freedom may provide the flexibility needed to solve an optimal control problem. Theorem 4.1 can also be used to obtain control solutions which require no adjustment of the initial conditions, but specify constraints on the initial conditions such as $x_{3}\left(t_{0}\right) \neq 0$.

The algebraic equations equivalent to the fundamental inner-product Iaw are time-varying functions analogous to the $g(t)$ function in Theorem 4.1. If the control vector and skew symmetric matrix components can not satisfy the equations, then Theorem 4.1 provides an alternate approach. The control vector and skew symmetric matilx components may be able to satisfy the dexivative of the equation. If this is the case, and the equation can be satisfied at the initial time $t_{0}$, then the algebraic equation is satisfied. The following example illustrates the use of Theorem 4.1, as well as the open loop and feedback characteristics of the controls resulting from the use of Themem 4.1.

## Example 4.1

Consider the problem of a moving unit mass which is to be controlIed through the acceleration component of the state vector. It is assumed that the initial position of the mass is given at time $t_{o}$ and the control is to be selected to drive the position of the mass to the origin, and maintain this position. The system equations are

$$
\begin{aligned}
& d x_{1} / d t=x_{2} \\
& d x_{2} / d t=u
\end{aligned}
$$

where $x_{1}$ represents the distance and $x_{2}$ denotes the velocity.
To place the problem in an inner-product formulation, a system error signal is given by

$$
\rho=x_{1}^{2}
$$

and the perfomance measure is selected as

$$
\begin{equation*}
J=\int_{t_{0}}^{\infty}\left[4 \rho^{2}+(d \rho / d t)^{2}\right] d t . \tag{4.4}
\end{equation*}
$$

The algebraic equation minimizing the performance measure is

$$
x_{2}=-\frac{1}{2} x_{1} .
$$

From Theorem 4.1, the minimizing equation is satisfied if

$$
\begin{equation*}
x_{2}\left(t_{0}\right)=-\frac{1}{2} x_{1}\left(t_{0}\right) \tag{4.5}
\end{equation*}
$$

and

$$
d x_{2}(t) / d t=-\frac{1}{2} d x_{1}(t) / d t
$$

The state equations reduce the latter condition to the form

$$
\begin{equation*}
u=-\frac{1}{2} x_{2} \tag{4.6}
\end{equation*}
$$

The performance measure is therefore minimized if the initial ve locity of the moving mass is selected according to equation (4.5) and the acceleration control is selected in feedback form as indicated by equation (4.6). The specification of the initial velocity places the system trajectory on the minimizing trajectory of the performance measure, and the feedback control maintains the system on the trajectory.

In contrasting the control solution of equation (4.5) and (4.6) with conventional open loop and closed loop controls, the feedback nature of the solution is readily apparent. The control of equation (4.6) is in feedback form for it specifiesh the control input as a function of the observed system output. However, the control of equation (4.6) specifles only one half of the total control solution. The remaining one half of the solution given by (4.5) is not a feedback control, but characterizes the open loop portion of the control.

Since an open loop control does not utilize the system output to determine the control, the deviation of the system from the assumed trajectory is not accounted for in the control. The control must therefore be carefuliy calibrated and must maintain that calibration in order to be useful. If external or internal disturbances are present in the system, an open loop control will not perform the task for which it was designed. Instead, it will continue to apply the precomputed control designed for the assumed trajectory. This results in the system following a trajectory which is no longer necessarily optimal.

If equation (4.5) is satisfied then the system will begin inftially on the optimal trajectory and the feedback control will maintain this trajectory. However, if the initial conditions are inaccurately adjusted or if the system is disturbed at some later time, then the feedback contral will not sense the error but will continue to apply the feedback control on the assumption that the system is following the original optimal trajectory. If a trie feedback control is disturbed from the assumed trajectory, it essentially assumes a new optimal trajectory originating at the present observed state of the system. In a sense then, the feedback control of (4.6) is modeling the open loop solution of the problem.

The necessity of tracking precisely the minimizing trajectory of the performance measure is easily illustrated if the system is solved assuming the control of equation (4.6) without satisfying equation (4.5). The solution for the state variable $x_{1}(t)$ is given by

$$
x_{1}(t)=-2 x_{2}\left(t_{0}\right) e^{-\left(t-t_{0}\right) / 2}+x_{1}\left(t_{0}\right)+2 x_{2}\left(t_{0}\right)
$$

If the initial velocity is adjusted to comply with equation (4.5),
then the equation for $x_{1}(t)$ reduces to an exponential which decays to zero. If the initial velocity is inaccurately specified or if the syster is perturbed at some later time, then the steady-state value of $x_{1}$ will not be zero and the performance measure will become infinite,

To illustrate the insensitive nature of the control to system variations, assume that at some time $t_{1}$ the moving mass encounters unexpected friction. If the friction ceases at time $t_{2}$, then the state equation for the velocity component is given by

$$
d x_{2} / d t= \begin{cases}-\frac{1}{2} x_{2} & t<t_{1}, t \geq t_{2}  \tag{4.7}\\ -\frac{1}{2} x_{2}-K^{2} & t_{2}>t \geq t_{1}\end{cases}
$$

where $K^{2}$ denotes the effect of the friction. During the time interval from $t_{1}$ to $t_{2}$ the acceleration provided by the control will be insufficient to maintain the required velocity relationship with the system position. As a result the relationship between $x_{1}$ and $x_{2}$ will be altered from the desired form of

$$
\begin{equation*}
\frac{1}{2} x_{1} \pm x_{2}=0 \tag{4.8}
\end{equation*}
$$

to

$$
\frac{1}{2} x_{1}+x_{2}=k
$$

where $k>0$. The control will maintain the latter relationship for all time $t>t_{2}$ in the absence of any further disturbances. The resultant behavior of the system position component under these assumptions is illustrated in Figure 5, where the steady-state value of $x_{1}$ is now $k$. The feedback control of equation (4.6) is therefore not a globally optimal feedback control. Since the control measures and uses only the velocity component of the state vector, it does not sense the deviation of the system from the desired trajectory of equation (4.8). This

failure to sense the deviation of the system from the desired performance is characteristic of open loop control systems. The total control solution is therefore a feedback control which exhibits the properties of an open loop control; hence the control is designated an open loop inner-product feedback control.

The form of the control solution of Example 4.1 differs from the control solutions of Chapter III in that it specifies a required relation for the initial conditions of the components of the state vector. Since $x_{1}\left(t_{0}\right)$ is fixed, the control solution of Example 4.1 is applicable only if $x_{2}\left(t_{0}\right)$ can satisfy equation (4.5). In order to distinguish the globally optimal controls of Chapter III from the control solutions of Chapter IV, the following definition is restated from Chapter II.

## Definition 4.2

A systen is $\delta$-controllable if and only if it is inner-product
controllable for some $\underline{X}\left(t_{0}\right)$ but not all $\underline{X}\left(t_{0}\right)$.

The use of the term $\delta$-controllable stems from the fact that the initial condition requirement of equation (4.5) can be inciuded in the feedback control of equation (4.6) if an impluse function is added. The resultant control is given by

$$
\begin{equation*}
u=-\frac{1}{2} x_{2}-\left[x_{2}\left(t_{0}\right)+\frac{1}{2} x_{1}\left(t_{0}\right)\right] \delta\left(t-t_{0}\right) \tag{4.9}
\end{equation*}
$$

where $\delta\left(t-t_{0}\right)$ is a unit impulse at time $t_{0}$. The combination of the conditions of equation (4.5) and equation (4.6) in the form of equation (4.9) is a compact notation of the total control solution.

A distinct disadvantage of the use of singularity functions is that the performance measure of equation (4.4) no Ionger includes an indirect measure of the control input energyichoweveri once the system reaches the trajectory of equation (4.8), for $t>t_{0}$, the control of (4.9) reduces to the control of equation ( 4.6 ) and $(\alpha \rho / d t)^{2}$ again provides a measure of the control input. In order to avid the difficulty of the singularity functions, the controls will remain in the form of equations (4.5) and (4.6), and the general performance measure considered for the $\delta$-controllable systems will be

$$
\begin{equation*}
J=\int_{t_{0}^{+}}^{\infty}\left[h(\rho)+(d \rho / d t)^{2}\right] d t . \tag{4.10}
\end{equation*}
$$

The performance measure of equation (4.10) is equivalent to the previous general performance measure, except the control effect of the initial condition constraints is not included in the performance measure.

A recentiy published result by Leeper and Mulholland (20) for the $\delta$-controllable systems has been for a class of single input systems.

Example 4.1 illustrates the class of single input systems, and the following section generalizes the results of the paper.

## Single Input Systems

The nth order single input process

$$
d^{n} x / d t^{n}-f\left(x, d x / d t, \ldots, d^{n-1} x / d t^{n-1}\right)=u
$$

can be expressed in the equivalent state formulation given by the $n$ state equations

$$
\begin{align*}
& d x_{1} / d t=x_{1+1} \quad 1=1,2, \ldots, n-1  \tag{4.11}\\
& d x_{n} / d t=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)+u .
\end{align*}
$$

If the control objective is to drive the $x_{j}$ component of the state vector to the origin and maintain that state, then a reasonable error signal is given by

$$
\begin{equation*}
p=x_{j}^{2} \tag{4.12}
\end{equation*}
$$

If $\mathrm{j}=\mathrm{n}$, then the above formulation is a directiy $P$-controllable system from Corollary 3.1, and the system is no longer a $\delta$-controllable system. It is therefore assumed that $1 \geq j>n$.

From Chapter II the algebraic equation minimizing the performance measure is given by

$$
\begin{equation*}
d x_{j} / d t=\phi(\rho) x_{j} \tag{4.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(p)=-\sqrt{h(p)} / 2 p \tag{4.14}
\end{equation*}
$$

If the error penalty function is of the form

$$
\begin{equation*}
h(p)=4 k^{2} p^{2} \tag{4.15}
\end{equation*}
$$

then the minimizing trajectory of equation (4.13) reduces to

$$
\begin{equation*}
x_{j+1}=-k x_{j} \tag{4.16}
\end{equation*}
$$

Differentiating equation (4.16) $n-j$ times, and substituting for the derivatives from the state equations gives

$$
x_{n}=-k\left[f\left(x_{1}, x_{2}, \ldots, x_{n}\right)+u\right]
$$

Solving for the control $u$, the feedback control is given by

$$
\begin{equation*}
u=-(1 / k) x_{n}-f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{4.17}
\end{equation*}
$$

Equation (4.16) is the equation describing the optimal trajectory of the performance measure. The development of equation (4.17) from (4.16) produces $n-1-j$ similar equations from the first $n-1-j$ differentiations. The optimal trajectory is therefore defined by

$$
x_{1+1}=-k x_{1} \quad i=j, j+1, \ldots, n-1
$$

For $j=1$ this denotes a line in the n-dimensional state space, and for $j=2$ it denotes a plane.

Since the control objective is to drive the $x_{j}$ state to the origin, $x_{j}\left(t_{0}\right)$ is assumed given and not open to selection as part of the control solution. From Theorem 4.1 the control of equation (4.17) is applicable only if the $n-j$ initial conditions $x_{j+1}\left(t_{0}\right)_{0} x_{j+2}\left(t_{0}\right), \ldots, x_{n}\left(t_{0}\right)$ can be specified to satisfy the equations

$$
\begin{equation*}
x_{1}\left(t_{0}\right)=(-1 / k)^{i-j} x_{j}\left(t_{0}\right) \quad i=j+1, j+2, \ldots, n_{0} \tag{4.18}
\end{equation*}
$$

The complete control solution is therefore given by equation (4.17) and (4.18). The above development is summarized by the following theorem.

## Theoren 4.2

The single input system of equation (4.11) is $\delta$-controllable for a system error of $\rho=x_{j}{ }^{2}$ if

1) $h(\rho)=4 k^{2} \rho^{2}$ where $k$ is a real number
and

$$
\text { 11) } x_{1}\left(t_{0}\right)=(-1 / k)^{1-j} x_{j}\left(t_{0}\right) \quad i=j+1, j+2, \ldots, n_{0}
$$

The resultant feedback control is given by

$$
u=-(1 / k) x_{n}-f\left(x_{1}, x_{2}, \ldots, x_{n}\right) .
$$

Since the state equations of $x_{1}, x_{2}, \ldots, x_{j-1}$ are not used in the development of Theorem 4.2, the first $j-1$ equations in the single input system do not need to be in the form of equation (4.11). This allows the extension of Theorem 4.2 to multiple input systems if only one control term appears in the state equations of $x_{j}, \ldots, x_{n}$. The single input system of equation (4.11) can therefore be generalized to

$$
d x_{1} / d t= \begin{cases}g_{1}\left(x_{1}, x_{2}, \ldots, x_{n}, u_{1}, \ldots, u_{n}\right) & 1 \leq 1 \leq j-1  \tag{4.19}\\ x_{1+1} & j \leq 1 \leq n-1 \\ f\left(x_{1}, x_{2}, \ldots, x_{n}\right)+u_{0} . & 1=n\end{cases}
$$

where $1 \leq \boldsymbol{\sigma} \leq m$.

## Corollary 4.1

The system of equation (4.19) is $\delta$-controllable for a system error of $\rho=x_{j}{ }^{2}$ if

1) $h(p)=4 k^{2} p^{2}$ where $k$ is a real number, and

1i) $x_{1}\left(t_{0}\right)=(-1 / k)^{i-j} x_{j}\left(t_{0}\right) \quad 1=j+1, j+2, \ldots, n$.
The resultant feedback control is given by

$$
\begin{equation*}
u_{0}=-(1 / k) x_{n}-f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{4.20}
\end{equation*}
$$

Although systems in the form of equations (4.11) or (4.19) may be §-controllable for

$$
h(p) \neq 4 k^{2} p^{2}
$$

the general formulation of the solution for such systems is difficult to express. If $h(\boldsymbol{\rho})$ is not in the assumed form of equation (4.15), the solution proceeds as follows.

Since $h(\rho)$ is a function of $\rho$, and $\rho=x_{j}{ }^{2}$, the error penalty function can be expressed as a function of $x_{j}$ and

$$
\begin{equation*}
\phi(\rho)=\phi\left(x_{j}\right) \tag{4.21}
\end{equation*}
$$

Equation (4.13) becomes

$$
\begin{equation*}
x_{j+1}=g\left(x_{j}\right) \tag{4.22}
\end{equation*}
$$

where

$$
\begin{equation*}
g\left(x_{j}\right)=\phi\left(x_{j}\right) x_{j} \tag{4.23}
\end{equation*}
$$

While equation (4.16) can be differentiated $n-j$ times directly, equation (4.22) is not Iinear and therefore does not lend itself to such a direct approach. Define

$$
g^{(n)}=d^{n} g\left(x_{j}\right) / d x_{j}^{n}
$$

If $j>n-4$, then at least four differentiations of equation (4.22) are necessary. The first four differentiations are given below.

$$
\begin{gather*}
x_{j+2}=g^{(1)} x_{j+1}  \tag{4.24}\\
x_{j+3}=g^{(1)} \dot{x}_{j+2}+g^{(2)} x_{j+1}^{2}  \tag{4.25}\\
x_{j+4}=g^{(1)} x_{j+3}+3 g^{(2)} x_{j+1} x_{j+2}+g^{(3)} x_{j+1}^{3} \tag{4.26}
\end{gather*}
$$

$$
\begin{align*}
x_{j+5}=g^{(1)} & x_{j+4}+g^{(2)}\left[4 x_{j+1} x_{j+3}+3 x_{j+2}^{2}\right] \\
& +6 g^{(3)} x_{j+1}^{2} x_{j+2}+g^{(4)} x_{j+1}^{4} \tag{4.27}
\end{align*}
$$

It is readily apparent that as $n-j$ becomes larger, the equations corresponding to ( 4.24 ) - ( 4.27 ) become more and more complex. These equations, together with the oxiginal equation (4.22) define the opeimal trajectory in state space upon which the system must lie at time $t_{0}$. The initial condition requirements of the system therefore come from these equations, and the feedback control comes from the ( $n-j$ ) th diff ferentiation of equation (4.22). To illustrate the extension of Theorem 4.2 to systems with other error penalty functions, the following example is given.

## Example 4.2

Consider the linear system

$$
\begin{aligned}
& d x_{1} / d t=x_{2} \\
& d x_{2} / d t=x_{3} \\
& d x_{3} / d t=x_{4} \\
& d x_{4} / d t=x_{1}+2 x_{2}+3 x_{3}+4 x_{4}+u
\end{aligned}
$$

with a system error signal of

$$
p=x_{1}{ }^{2}
$$

and an error penalty function of

$$
h(\rho)=4 \rho^{4}
$$

Defining the error penalty function defines the performance measure.

For the error penalty function specified,

$$
\phi(p)=-p=-x_{1}^{2}
$$

and the minimizing trajectory of the system from equation (4.13) is

$$
d x_{1} / d t=\left(-x_{1}^{2}\right) x_{1}
$$

or

$$
\begin{equation*}
x_{2}=-x_{1}^{3} \tag{4.28}
\end{equation*}
$$

Equation (4.28) deacribes the optimal trajectory for the performance measure specified. In contrast to the optimal trajectory when $h(\rho)=4 k^{2} \rho^{2}$, this equation is nonlinear while the corresponding equation (4.16) is Iinear. Differentiating equation (4.28) three times and substituting for the derivative from the state equations gives

$$
\begin{gather*}
x_{3}=-3 x_{1}^{2} x_{2}  \tag{4.29}\\
x_{4}=-6 x_{1} x_{2}^{2}-3 x_{1}^{2} x_{3}  \tag{4.30}\\
x_{1}+2 x_{2}+3 x_{3}+4 x_{4}+u=-6 x_{2}^{3}-18 x_{1} x_{2} x_{3}-3 x_{1}^{2} x_{4} \tag{4.31}
\end{gather*}
$$

The feedback control is obtained from equation (4.31) by solving for $u$, and the initial condition requirements are given by equations (4.28), (4.29) and (4.30) at time $t_{0}$. The initial condition require ments reduce to

$$
\begin{aligned}
& x_{2}\left(t_{0}\right)=-x_{1}^{3}\left(t_{0}\right), \\
& x_{3}\left(t_{0}\right)=3 x_{1}^{5}\left(t_{0}\right),
\end{aligned}
$$

and

$$
x_{5}\left(t_{0}\right)=-15 x_{1}^{7}\left(t_{0}\right)
$$

Therefore the singete input systems are $\delta$-controllable for error penalty functions gther than the function of equation (4.15) Thegrem
4.2 and Corollary 4.1 are intended to indicate the sufficient conditions for a class of error functions. While the general case is solvable, the continuous application of the chain rule to nonlinear equations results in an optimal trajectory which is difficult to express.

## Multiple Single Input Systems

A natural extension of the single input systems are systems which can be formulated as multiple single input systems. The dynamics of a multiple single input system are assumed to be described by kingle input processes in the form of equation (4.19). The state formulation of such systems is given by

$$
\begin{array}{ll}
d x_{1} / d t=x_{1+1} & 1 \leq 1<n_{k} ; \\
d \neq n_{1}, n_{2}, 0,0, n \\
n_{1} & d t=f_{1}\left(x_{1}, \ldots, x_{n}\right)+u_{1} \quad \text { (4.32) }  \tag{4.34}\\
d x_{1} / d t=g_{i}\left(x_{1}, x_{2}, \ldots, x_{n}, u_{1}, \ldots, u_{n}\right) & n_{k}<1 \leq n_{1},
\end{array}
$$

and the system error signal is given by

$$
\begin{equation*}
\rho=x_{1}^{2}+x_{n_{1}+1}^{2}+x_{n_{2}+1}^{2}+\ldots+x_{n_{k-1}+1}^{2} \tag{4.35}
\end{equation*}
$$

The following system 111 ustrates a multiple single imput system

$$
\begin{aligned}
d x_{1} / d t & =x_{2} \\
d x_{2} / d t & =x_{3} \\
d x_{3} / d t & =x_{1}+x_{4}+u_{1} \\
-\frac{d x_{4}}{} / d t & =-\frac{x_{5}}{} \\
d x_{5} / d t & =x_{2}+x_{3}+u_{2} \\
-\frac{-}{d x_{6} / d t} & =\frac{x_{1}}{}+\frac{x_{5}}{x_{5}}+u_{3}
\end{aligned}
$$

If the system error signal is given by

$$
p=x_{1}^{2}+x_{4}^{2}
$$

then the state equations for $x_{1}, x_{2}$ and $x_{3}$ constitute a single input system; as do the equations for $x_{4}$ and $x_{5}{ }^{\circ}$

The state equations for $x_{1}, x_{2}$ and $\dot{x}_{4}$ correspond to equation (4.32) while the state equations for $x_{3}$ and $x_{5}$ correspond to equation (4.33). The single state equation for $x_{6}$ corresponds to (4.34) and illustrates that additional equations can be included in the formulation, as long as the error signal and first $n_{k}$ state equations are in the form indicated.

The exsmple systen fits the formulation for a multiple single input system for many system error signals. If the system error signal is given by

$$
p=x_{2}^{2}+x_{4}^{2}+x_{6}^{2}
$$

the state equation for $x_{6}$ becomes a degenerate single input system which is a directiy p-controllable subsystem. Although directily p-controllable systems were omitted from consideration in the previous section, they are acceptable in the multiple single input system formulation if at least one of the $k$ single input systems is not directly p-controlIable.

Since $P$ is of rank $k$, the aigebraic equations mindmizing the performance measure are specified by the following $k$ equations

$$
\begin{equation*}
\underline{\underline{x}}=\phi(p) \underline{x}+\underline{s} \underline{x} \tag{4.36}
\end{equation*}
$$

where

$$
\underline{x}^{T}=\left(\begin{array}{lllll}
x_{1} & x_{n_{1}}+1 & x_{n_{2}+1} & \cdots & x_{n_{k-1}}+1
\end{array}\right)
$$

and $\mathbf{S}$ is any $\mathrm{r} \times \mathrm{r}$ skew symetric matrix.

The $k$ algebraic equations of (4.36) are considered separately as k single input systems. The significant difference between the multiple single input systems and the single input systems is that in satisfying the initial condition constraints, the components of the $\underline{S}$ matrix are available in the former. This can reduce the apparent number of initial conditions which are to be adjusted, and in some cases eliminate the need for adjusting any initial conditions.

The solution procedure for multiple single input systems is illustrated by the following example by Leeper and Mulholland (19).

## Example 4.3

Consider the problem of a body spinning in free space. The state equations for the system are given by

$$
\begin{aligned}
& d x_{1} / d t=x_{2}, \quad d x_{3} / d t=x_{4}, \quad d x_{5} / d t=x_{6} \\
& d x_{2} / d t=\beta_{1} x_{4} x_{6}+u_{1} \\
& d x_{4} / d t=\beta_{2} x_{2} x_{6}+u_{2} \\
& d x_{6} / d t=\beta_{3} x_{2} x_{4}+u_{3}
\end{aligned}
$$

For the problem of attitude control, the control objective is to fix the position of the spinning body. It is assumed that the state equations have been defined so that the desired attitude is achileved if the angular displacement components are driven to zero. Since $x_{1}, x_{3}$ and $x_{5}$ correspond to the angular displacements of the body, a natural error signal is

$$
p=x_{1}^{2}+x_{3}^{2}+x_{5}^{4}
$$

Using the general performance measure of equation ( 4.10 ), the minjaizing trajectory is given by the fundamental inner-product law

$$
x_{1} x_{2}+x_{3} x_{4}+x_{5} x_{6}=-\frac{1}{2} \sqrt{h(\rho)}
$$

The algebraic equations corresponding to the fundamental innerproduct law are given by

$$
\left[\begin{array}{l}
x_{2}  \tag{4.37}\\
x_{4} \\
x_{6}
\end{array}\right]=\phi(\rho)\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{ccc}
0 & \alpha_{12} & \alpha_{13} \\
-a_{12} & 0 & \alpha_{23} \\
-a_{13} & -\alpha_{23} & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{3} \\
x_{5}
\end{array}\right]
$$

where $\phi(p)$ is defined in equation (4.14).
In general the components of the $S$ matrix may be timevarying, but in this example they are restricted to constants.

Differentiating the above equations with respect to time and substituting for the derivatives from the state equations gives the feedback controls

$$
\begin{aligned}
& u_{1}=-\beta_{1} x_{4} x_{6}+\phi(\rho) x_{2}+a_{12} x_{4}+a_{13} x_{6}+\psi(\rho) x_{1} \\
& u_{2}=-\beta_{2} x_{2} x_{6}+\phi(\rho) x_{4}-a_{12} x_{2}+a_{23} x_{6}+\psi(\rho) x_{3} \\
& u_{3}=-\beta_{3} x_{2} x_{4}+\phi(\rho) x_{6}-a_{13} x_{2}-a_{23} x_{4}+\psi(\rho) x_{5}
\end{aligned}
$$

where

$$
\psi(\rho)=\alpha \phi(\rho) / \alpha \rho[d \rho / d t] .
$$

The control solution is given by the feedback controls defined above and by the initial condition constraints of (4.37) which must be satisfled at time $t_{0}$. For the nth order single input process, $n-1$ initial conditions had to be satisfied, however only one initial condition of ( 4.37 ) need be altered to satisfy the equations. This is due to the fact that the skew symmetric components of $\underline{\underline{S}}$ can be utilized to
satisfy two of the three equations. Therefore the feedback controls are valid and the system is $\delta$-controllable if $x_{2}\left(t_{0}\right), x_{4}\left(t_{0}\right)$ or $x_{6}\left(t_{0}\right)$ can be adjusted.

In Example 4.3 each of the three single input systems is of order two, so the system is solved simultaneously. When the order of the single input systems differs, the systems must be solved separately, and the results combined for the total control solution. In such situations the lower order single input subsystems must be solved first, for these results are required in the higher order single input systens. The foliowing example illustrates the solution for a multiple single Input system with different orders.

## Example 4.4

Consider the Iinear system

$$
\begin{aligned}
& d x_{1} / d t=x_{2} \\
& d x_{2} / d t=x_{1}+x_{4}+u_{1} \\
& d x_{3} / d t=x_{4} \\
& d x_{4} / d t=x_{5} \\
& d x_{5} / d t=x_{3}+x_{4}+u_{2}
\end{aligned}
$$

with a system error signal of

$$
p=x_{1}^{2}+x_{3}^{2}
$$

The $x_{1}$ and $x_{2}$ states form a second oxder single input system, while the $x_{3}, x_{4}$ and $x_{5}$ states constitute a thind order single input subsystem. If the error penalty function is selected as

$$
h(p)=4 p^{2}
$$

then the algebraic equations minimizing the performance measure are

$$
\begin{aligned}
& x_{2}=-x_{1}+\alpha_{12} x_{3} \\
& x_{4}=-x_{3}-a_{12} x_{1} .
\end{aligned}
$$

The first equation is solved as a single input system by differentiating it once. The resultant equation for $\alpha_{12}$ constant is

$$
\begin{equation*}
u_{1}=-x_{1}-x_{2}+\left(a_{12}-1\right) x_{4} \tag{4.38}
\end{equation*}
$$

The second equation is differentiated twice and the resultant equations are

$$
x_{5}=-x_{4}-\alpha_{12} x_{2}
$$

and

$$
\left(x_{3}+x_{4}+u_{2}\right)-x_{5}-a_{12}\left(x_{1}+x_{4}+u_{1}\right)
$$

Using the solution for $u_{1}$ in equation (4.38), the above equation reduces to

$$
\begin{equation*}
u_{2}=-a_{12} x_{2}-x_{3}-\left(1-\alpha_{12}^{2}\right) x_{4}-x_{5} \tag{4.39}
\end{equation*}
$$

The feedback controls are defined by equations (4.38) and (4.39), and the initial condition constraints are

$$
\begin{aligned}
& x_{2}\left(t_{0}\right)=-x_{1}\left(t_{0}\right)+\alpha_{12} x_{3}\left(t_{0}\right) \\
& x_{4}\left(t_{0}\right)=-x_{3}\left(t_{0}\right)-\alpha_{12} x_{1}\left(t_{0}\right) \\
& x_{5}\left(t_{0}\right)=-x_{4}\left(t_{0}\right)-a_{12} x_{2}\left(t_{0}\right)
\end{aligned}
$$

If a system can be represented in the multiple single input formulation of equations ( 4.32 )-(4.34), with a system exror signal in the form of equation ( 4.35 ), then the system is $\delta$-controllable if the initial condition constraints can be satisfied.

## $\delta$-Controllable Systems

For a general dynamic system described by $n$ differential equations

$$
\underline{\dot{X}}(t)=\underline{\underline{I}}(\underline{X}(t), t)+\underline{B}(t) \underline{U}(t)
$$

the techniques of Chapter IV can often be combined with the techniques of Chapter III to yield open loop inner-product feedback controls.

The necessary conditions of inner-product controllability are given by the $I$ algebraic equations

$$
\underline{B}_{r} \underline{U}=\phi(\rho) \underline{X}_{r}+\underline{S} \underline{X}_{r}-\underline{F}_{r}(\underline{X}(t), t)
$$

where $\underline{X}_{r}, \underline{B}_{r}$ and $E_{r}(X(t), t)$ are defined by equations (3.3), (3.4) and (3.5), and $\underline{S}$ is any I X skew symmetric matrix. The above system can be transformed into two subsystems by a nonsingular transformation ${ }_{5}$ as in Chapter III. The first $b$ algebraic equations constitute a directly P-controllable subsystem which defines $b$ components of the control vector. The remaining $x-b$ algebraic equations are given by

$$
\underline{I}_{2} \underline{S} X_{r}=I_{2} F_{r}(\underline{X}(t), t)-\phi(\rho) \underline{X}_{x}
$$

where $I_{2}$ is an ( $\mathrm{r}-\mathrm{b}$ ) $\times \mathrm{rmatrix}$ of rank $(\mathrm{r}-\mathrm{b})$ and

$$
\underline{T}_{2} \underline{B}_{r}=\underline{0} .
$$

If $k$ of the ( $r-b$ ) equations can be solved by specification of the S matrix components, the remaining ( $r-b-k$ ) equations can be considered as possible $\delta$-controllable systems. In such cases, the open loop nature of the $\delta$-controllable subsystem will render the total system $\delta$-controllable.

The previous examples in this chapter have required the adjustment of initial conditions of the state vector in the control solution. Although the adjustment of initial conditions is meaningful in some physical systems, the majority of control solutions do not allow this added freedom. The control solution for $\delta$-controllable systems can lead to open loop feedback controls which do not require the adjustment of the initial conditions of the state variables. The initial condition requirements of such systems are satisfied by specification of the skew symmetric matrix components. The following example illustrates the procedure for $\delta$-controllable systems, and yields a control solution that requires no adjustment of the initial conditions.

## Example 4.5

Consider the linear system

$$
\begin{aligned}
& d x_{1} / d t=x_{2}+x_{4}+u_{1} \\
& d x_{2} / d t=x_{1}-x_{2} \\
& d x_{3} / d t=x_{3}+x_{4} \\
& d x_{4} / d t=x_{1}-x_{3}+u_{2}
\end{aligned}
$$

with a system error signal of

$$
p=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}
$$

If the error penalty function is selected as

$$
h(\rho)=4 \rho^{2}
$$

then the algebraic equations minimizing the performance measure can be expressed in the form

$$
\begin{aligned}
x_{2}+x_{4}+u_{1} & =-x_{1}+a_{12} x_{2}+a_{13} x_{3} \\
x_{1}-x_{2} & =-x_{2}-a_{12} x_{1}+a_{23} x_{3} \\
x_{3}+x_{4} & =-x_{3}-a_{13} x_{1}-a_{23} x_{2}
\end{aligned}
$$

The first equation is directiy solvable for the control $u_{1}$. The second equation is satisfied if $a_{12}=-1$ and $a_{23}=0$. The third equation must be satisfied by Theoren 4.1. If the equation can be satisfied by Theorem 4.1, then the algebraic equations of Example 4.5 can be decomposed into a directiy $\rho$-controllable system, an $a$-controllable system and a $\delta$-controllable system.

Differentiating the third algebraic equation with $\alpha_{13}$ assumed constant, and simplefying the result yields the control $u_{2}$

$$
u_{2}=\left(3 a_{13}-1\right) x_{1}+a_{13} x_{2}+\left(3-a_{13}^{2}\right) x_{3}+2 x_{4}
$$

The complete control solution is then given by

$$
\begin{aligned}
& u_{1}=-x_{1}-2 x_{2}+a_{13} x_{3}-x_{4} \\
& u_{2}=\left(3 a_{13}-1\right) x_{1}+a_{13} x_{2}+\left(3-a_{13}^{2}\right) x_{3}+2 x_{4} \\
& \alpha_{13} x_{1}\left(t_{0}\right)+2 x_{3}\left(t_{0}\right)+x_{4}\left(t_{0}\right)=0
\end{aligned}
$$

If $x_{1}\left(t_{0}\right) \neq 0$, then the initial condition constraint can be satisfied by specification of $\alpha_{13}$, and hence no initial conditions need be adjusted in order to satisfy the equations. The solution is still an open loop type of inner-product control and the system is therefore a $\delta$-controllable systen.

## Summary

The extension of the inner-product approach to $\delta$-controllable systems leads to feedback controls which possess open loop characteristics. Although few theorems are given, the procedures have been outIined and 111 ustrated by examples. The formulation of necessary and sufficient conditions for $\delta$-controllable systems is deemed to be not mathematically tractable although the procedures are well defined.

CHAPTER V

SUMMARY AND CONGUSIONS

## Summaxy

This dissertation summarizes the results of the development of a theory of asymptotic inner-product control for general nonlinear sysi tems. The problem is limited to those systems in which the control is Iinearly separable, and seeks to determine the optimal control in feedback form.

The inner-product formulation of optimal control is based upon the use of an inner-product performance criteria. The performance criteria selected is an integral function of an inner-product error signal and its derivative. The specification of a performance measure of this form allows a direct solution to the problem which avoids the conventional two-point boundary value problem. The philosophy of the approach is to select the control such that the system trajectory follows a minimizing trajectory of the performance measure. The minimizing trajectory of the performance measure is called the fundamental inner-product 1 aw and is developed in Chapter II.

The inner-product approach is aimed entirely at obtaining closed form feedback control laws for optimal control problems. The control solutions are of two types: true closed loop feedback controls, and feedback controls with open loop response characteristics. The former
represent globally optimal feedback control laws. The feedback controls in Chapter IV are closed form feedback controls, but also possess open loop characteristics relative to the error correction ability of the controls.

Chapter III presents the necessary and sufficient conditions for a system to yield closed loop inner-product feedback controls. The theorems provide a firm mathematical foundation for determining the applicability of the inner-product approach to a given system, if a closed loop globally optimal control is desired. The solution procedures and solution feasibility are illustrated by several examples.

The extension of the inner-product approach to feedback controls with open loop characteristics is considered in Chapter IV. The controls of Chapter IV are non-globally optimal. Sufficient conditions are given for special system configurations and the general procedures are illustrated by examples.

The results of Chapter III and Chapter IV depend upon the equivaIence of the fundamental inner-product law and a set of algebraic equations. This equivalence is based on the results of Appendix A, and represents a major step in the general development.

Two sets of algebrific equations are indicated by the results of Appendix A. The two forms are quite different in structure but are proven equivalent. Appendix B presents a summary of results for the alternate form which are analogous to those of Chapters III and IV.

Conclusions

This thesis has accomplished the objectives set forth in Chapter I. For the closed loop inner-product control systems, the underlying struc-
ture of systems for which the inner-product approach is suitable are well defined in the theorems of Chapter III. For the open loop controls the general necessary conditions are discussed, although an explicit formulation as in Chapter III is deemed to be not mathematically tractable. Within the frameworis specified, the procedures for determining the optimal inner-product control are well defined and are illusticated by several examples.

The principal limiting feature of the original work in the innerproduct control theory is the inability to obtain optimal bounded controls for problems in which the control input matrix is singular. A major emphasis of this dissertation is the extension of the innerproduct approach to systems in which the control input matrix is singuzax.

Original efforts in this direction assumed the fixed configuration 111ustrated in Flgure 1, and attempted to extend the results for a nonsinguiar $B$ matrix to a corresponding singular $\underline{B}$ matrix. The suboptimal approximations were based on the use of generalized matrix inverses (21). The resultant solutions were necessarily suboptimal, and proved to be unstable for several problems. The unstable nature of the solutions made this approach impractical.

The removal of the constraint of a fixed configuration controller is essential to the extension of the original work to singular control input matrices. The use of a general feedback control structire also allows the system error signal to be generalized in the resulting innerproduct theory.

In retrospect, it is noted that the inner-product theory development is based upon the use of two simple mathematical properties and the
use of Inear algebra. The equivalence of the fundamental inner-product law and the $r$ algebraic equations of (2.27) is basic to the development of Chapter III and Chapter IV. This equivalence evolved from the incorporation of a general skew symmetric matrix in the solution of the vector equation. It is well known that

$$
\underline{A}^{T} \underline{S} \underline{A}=0
$$

for any vector $A$ if $\underline{S}$ is a skew symmetric matrix, but the realization that this equality was the key to decomposing the fundamental innerproduct law was a major step in the development.

The second mathematical property used was the initial condition theorem of Chapter IV. Theorem 4.1 is also quite simple in concept, but it results in a significant extension of the inner-product approach. The realization that this theorem could be used on the algebraic equations of (2.27) provided the key to the open loop type of feedback controls in Chapter IV.

## Suggestions for Further Study

The inner-product approach to optimal control offers an unlimited number of areas in which further research would be useful and fruitful. The areas indicated in this section are considered to be reasonable extensions of the results of this thesis.

Within the framework of this study, further study of the necessary and sufficient conditions of the controls of Chapter IV is desirable. As noted in the conclusions, the general conditions are not considered mathematically tractable; however, for special system configurations it is probable that some closed form definite results are possible.

It would also be desirable to conduct a sensitivity study into the control solutions of Chapter IV. It is possible that a sensitivity analysis of special system configurations would provide a key to the general conditions of Chapter IV.

On a more general scale, it is noted that the inner-product approach is dependent upon the fundamental inner-product law. While this dissertation was restricted to the asymptotic control of systems using the performance measure of equations (1.5), similar results could be obtained from similar fundamental inner-product laws. The results of this study covld therefore be extended to finite time control problems and to other general inner-product performance measures, as long as an expression similar to the fundamental inner-product law is obtained from the Eriler-Lagrange equation.

In investigating more general inner-product performance measures, it would be desirable if a better measure of the controi input energy could be incorporated in the performance measure, without destroying the fundamental inner-product law results. Some effort has been focused in this direction, but no significant results were obtained.

Finally, it is obvious that some effort is necessary in considering the inner-product formulation in the presence of system constraints. In most modern control problems there are constraints on the range of values which the system components and control components can assume. Consideration of systems with constraints will be necessary before the inner-product approach becomes a realistie engineering tool.
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## APPENDIX A

SOLUTION OF THE VECTOR EQUATION $K_{1} A^{T} \underline{B}=K_{2} A^{T} A$

Let $\underline{A}$ and $\underline{B}$ be n-dimensional vectors in the Euclidean space $E^{n}$. The inner-product of $A$ and $B$ is the real number

$$
\begin{equation*}
\underline{A}^{T} \underline{B}=a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n} \tag{A,1}
\end{equation*}
$$

where

$$
\begin{aligned}
& A^{T}=\left(\begin{array}{llll}
a_{1} & a_{2} & \cdots & a_{n}
\end{array}\right) \\
& \underline{B}^{T}=\left(\begin{array}{llll}
b_{1} & b_{2} & \cdots & b_{n}
\end{array}\right)
\end{aligned}
$$

## Lemma A. 1

Let $A$ be a given nonzero vector in $E^{n}$. Any vector $B$ satisfying the equation

$$
\begin{equation*}
\underline{A}^{T} \underline{B}=0 \tag{A.2}
\end{equation*}
$$

can be expressed in the form

$$
\begin{equation*}
\underline{B}=\underline{s} \dot{A} \tag{A.3}
\end{equation*}
$$

where $\underline{S}$ is an $\mathrm{n} \times \mathrm{n}$ skew symmetric matrix.

Proof: The theorem is proven by constructing a skew symmetric matrix S which satisfies equation (A.3) for a given solution vector B.

Let $B$ be a solution vector of (A.2). Since $A$ is a nonzero vector it contains at least one nonzero component, $a_{r}$. The $\underline{s}$ matrix is constructed in the following manner:

$$
\begin{align*}
& s_{i r}=b_{1} / a_{r} \\
& s_{r i}=-s_{i r}  \tag{A.4}\\
& s_{j k}=0 \text { otherwise }
\end{align*}
$$

where $s_{j k}$ denotes the element in the $j$ th row and $k$ th column of the $\underline{s}$ matrix.

The vector equation of (A.3) is satisfied if the $n$ equations equiv alent to it are satisfied. Using the skew symmetric matrix of equation (A.4), the $n$ equations are given by

$$
\begin{align*}
& b_{1}=s_{1 r} a_{r} \quad 1=1,2, \ldots, n ; 1 \neq r  \tag{A,5}\\
& b_{r}=s_{r 1} a_{1}+s_{r 2} a_{2}+\ldots+s_{r n} a_{n} . \tag{A.6}
\end{align*}
$$

The $n-1$ equations of ( $A, 5$ ) are automatically valid due to the definition of the $s_{1 r}$. Substituting the $s_{r 1}$ in equation ( $A .6$ ) and multiplying by $a_{r}$ gives

$$
\begin{equation*}
a_{1} b_{1}+a_{2} b_{2}+\ldots+a_{n} b_{n}=0 \tag{A,7}
\end{equation*}
$$

which is an expansion of the vector equation of (A.2).
Since the equations of (A.5) and (A.6) are satisfied, the equivaIent vector equation (A.3) is satisfied. Therefore any vector $\underline{B}$ which satisfles equation (A.2) can be expressed in the form of equation (A.3) If the skew symmetric matrix $S$ is defined as in equation (A.4). Although the matrix $\mathbb{S}$ is not unique, equation (A.4) verifies that there exists at least one matrix $\boldsymbol{S}$ satisfying equation (A.3), thius proving the lemma.

## Theorem A. 1

Let $A$ be a given nonzero vector in $\mathbb{E}^{n}$. The solution of the scalar equation

$$
\begin{equation*}
A^{T} \underline{B}=\underline{A}^{T} A \tag{A,8}
\end{equation*}
$$

is

$$
\begin{equation*}
\underline{B}=A+\underline{S} A \tag{A,9}
\end{equation*}
$$

where $\mathbf{S}_{\text {is }}$ any $\mathrm{n} \times \mathrm{n}$ skew symmetric matrix.

Proof: Equation (A.9) is a solution of (A.8) since

$$
\begin{equation*}
A^{T} \underline{S} A=0 \tag{A.10}
\end{equation*}
$$

for any vector A if $\underline{S}$ is skew symmetric. Therefore it is necessary and sufficient to prove that any solution of (A.8) can be expressed in the form of equation (A.9).

Let $B$ be a solution vector of (A. B) and define

$$
\begin{equation*}
\underline{G}=\underline{B}-\underline{A} \cdot \tag{A.11}
\end{equation*}
$$

Multiplying equation ( $A, 11$ ) on the left by $A^{T}$ reduces the equation to

$$
\begin{equation*}
\underline{A}^{T} \underline{Q}=0 \tag{A.12}
\end{equation*}
$$

From Lemma A.1, any vector $\underline{C}$ satisfying equation (A.12) can be expressed in the form

$$
\begin{equation*}
\underline{\underline{q}}=\underline{s} \underline{A} \tag{A,13}
\end{equation*}
$$

where $\underline{S}$ is an $n \times n$ skew symmetric matrix.
Solving equation (A.11) for $\underline{B}$ and using the result of equation (A.13), any vector B satisfying equation (A.8) can readily be expressed
in the form of equation (A.9). Therefore all solutions of equation (A.8) are contained in the class of solutions characterized by equation (A.9), thus proving the theorem.

The dot product of $A$ and $B$ is equivalent to the inner product of $A$ and $B$ and offers insight into the results of Theorem A. 1. Considering equation (A.8) as a dot product gives

$$
\begin{equation*}
|A||\underline{B}| \cos \theta=|\underline{A}||A| \tag{A,14}
\end{equation*}
$$

where $\theta$ is the angle between $\underline{A}$ and $\underline{B}$, and $|\underline{A}|$ is the norm of the vector A.

$$
\begin{equation*}
|\underline{A}|=\left(a_{1}^{2}+a_{2}^{2}+\ldots+a_{n}^{2}\right)^{\frac{1}{2}} \tag{A.15}
\end{equation*}
$$

Since $A$ is assumed to be a nonzero vector, equation (A.14) reduces to

$$
\begin{equation*}
|\underline{B}| \cos \theta=|\underline{A}| \text {. } \tag{A.16}
\end{equation*}
$$

For a vector to satisfy equation (A.9) its norm must therefore equal the norm of $A$ when prejected along the vector A. In the Euclidean space $E^{2}$ this requires the end point of the vector $B$ to lie on the line perpendicular to $A$ and passing through the endpoint of the vector $A_{0}$. In E3 the end point of the solution vectors must lie in the plane normal to A and passing through the end point of A. In general, the end point of B must lie in the hyperplane in $\mathbb{E}^{n}$ which is normal to tA and pasises throughathe endpoint of the vector A.

Flgure 6 illustrates the solution for the two-dimensional case. Any vector $B$ whose end point lies on the line $I$ will satisfy the equation (A.8). The skew symmetric matrix $\underline{s}$ is simply a method of describing the vector G. For this two-dimensional case, the $\underline{S}$ matrix


Flgure 6. $E^{2}$ Inlustration of $A^{T} B=A^{T} A$
describes the $\&$ vector indirectly by describing the length and direction of $\underline{C}$ relative to $A$. In particular,

$$
\mathbf{s}-\left[\begin{array}{cc}
0 & -(|\underline{q}| /|\mathrm{A}|)  \tag{A.17}\\
(|\underline{q}| /|\mathrm{A}|) & 0
\end{array}\right] .
$$

The absolute value of $s_{12}$ corresponds to the normalized length of $G$, and the sign of $s_{12}$ determines if the $\underline{B}$ vector is above or below A.

Corollayy A. 1
Let $A$ be a given nonzero vector in $\mathbb{E}^{n}$, and $K_{1}$ and $K_{2}$ be real numbers with $K_{1} \neq 0$. The solution of the vector equation

$$
\begin{equation*}
K_{1} \underline{A}^{T} \underline{B}=K_{2} \underline{A}^{T} \underline{A} \tag{A.18}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\underline{B}=\left(K_{2} / K_{1}\right) \underline{A}+\underline{S} A \tag{A.19}
\end{equation*}
$$

where $\underline{\text { S }}$ is any $\mathrm{n} \times \mathrm{n}$ skew symmetric matrix.

The proof of Corollary A. 1 is identical in structure to that of Theorem A. 1.

Another general form of solution for equation (A.18), proposed by Sridhar (22), is given by

$$
\begin{equation*}
\underline{B}=\left(K_{2} / K_{1}\right)\left(A^{T} A / A^{T} M A\right) M A+S A \tag{A,20}
\end{equation*}
$$

where $\underline{M}$ is an $n \times n$ matrix. In order to guarantee that the coefficient ( $\underline{A}^{T} A / \underline{A}^{T} \underline{M} A$ ) is bounded, $M$ is assumed to be a positive definite or negative definite matrix. Substitution of ( $\mathrm{A}, 20$ ) into equation ( $\mathrm{A}, 18$ ) readily verifles that it is a solution, and although (A.19) and (A.20) are quite different in structure, the two solutions are equivalent.

## Theorem A. 2

Equations (A.19) and (A.20) are equivalent solutions for any vector $A$, if $K_{1} \notin 0$ and $\underline{M}$ is a definite matrix.

Proof: The two vectors are equivalent if and only one can be derived from the other. Equation (A.19) can be derived directily from (A.20) by selecting the $M$ matrix to be the identity matrix. The remaining problem is to show that any solution in the form of equation (A. 20) can be expressed in the form of equation (A.19). Let

$$
\underline{R}=\underline{S}+\left(A^{T} A / A^{T} \underline{M} A\right) \underline{M}-\left(K_{1} / K_{2}\right) \underline{I}
$$

and express equation ( $\mathrm{A}, 20$ ) in the form

$$
\begin{equation*}
\underline{B}=\left(K_{2} / K_{1}\right) A+\underline{R} A \tag{A,22}
\end{equation*}
$$

If the R matrix is skew symmetric, then equation (A.20) is in the form of equation (A.19) and the theorem proof iscomplete.

A square matrix can be expressed as the sum of a symmetric matrix and a skew symmetric matrix. Assume that the matrix R has a symmetric part, and let

$$
\begin{equation*}
R=R_{s}+R_{S s} \tag{A.23}
\end{equation*}
$$

where $\mathbb{R}_{\mathrm{S}}$ is an $\mathrm{n} \times \mathrm{n}$ symmetric matrix and $\underline{R}_{\mathrm{ss}}$ is an $\mathrm{n} \times \mathrm{n}$ skew symmetric matrix. Equation (A.22) then reduces to

$$
\begin{equation*}
\underline{B}=\left(K_{2} / K_{1}\right) A+\underline{R}_{s} A+R_{\text {ss }} A \text {, } \tag{A.24}
\end{equation*}
$$

Since equation (A.24) is equivalent to equation (A.20), it must satisfy equation (A.18). Substituting (A.24) into (A.18) reduces to

$$
\begin{equation*}
\underline{A}^{T} \underline{R}_{S} \underline{A}=0 \tag{A.25}
\end{equation*}
$$

which is true for a symmetric matrix $R_{R_{S}}$ only if 焆 is a zero matrix. Therefore, equation (A.20) can be expressed in the form of (A.19) and. the theorem is proven.

Although a solution in the form of ( $\mathrm{A}, 20$ ) can be expressed in the form of (A.19) for any given $A$, the representation may require the use of awitching functions if $A$ is time-varying. An illustration of the correspondence between (A.19) and (A.20) is given by the following example.

## Example Ao 1

Consider the solution of (A.18) with $K_{1}=K_{2}=1$ and $n=2$.

$$
a_{1} b_{1}+a_{2} b_{2}=a_{1}^{2}+a_{2}^{2}
$$

The solution corresponding to (A.19) is

$$
\left[\begin{array}{l}
b_{1}  \tag{A.26}\\
b_{2}
\end{array}\right]=\left[\begin{array}{l}
a_{1}+a_{12} a_{2} \\
a_{2}-a_{12} a_{1}
\end{array}\right]
$$

where $a_{12}$ is the arbitrary entry of the $2 \times 2$ skew symmetric matrix s. The solution corresponding to ( $\mathrm{A}_{\mathrm{o}} 20$ ) depends upon the M matrix specified. For this example, if

$$
M=\left[\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right]
$$

then the solution is given by

$$
\left[\begin{array}{l}
b_{1}  \tag{A.27}\\
b_{2}
\end{array}\right]=\left[\begin{array}{l}
\Gamma a_{1}+(\Gamma+\gamma) a_{2} \\
(\Gamma-\gamma) a_{1}+2 \Gamma a_{2}
\end{array}\right]
$$

where $Y$ is the arbitrary entry of the skew symmetric matrix, and

$$
\Gamma=\left(a_{1}^{2}+a_{2}^{2}\right) /\left(a_{1}^{2}+2 a_{1} a_{2}+2 a_{2}^{2}\right)
$$

If the two solutions are equivalent, then there exists an $\alpha_{12}$ such that the first formulation corresponding to (A.19) can represent the solution corresponding to (A.20). Equating the two solutions ylelds the equations

$$
\begin{aligned}
& a_{1}+a_{12} a_{2}=\Gamma a_{1}+(\Gamma+\gamma) a_{2} \\
& a_{2}-a_{12} a_{1}=(\Gamma-\gamma) a_{1}+2 \Gamma a_{2}
\end{aligned}
$$

If $a_{1} \neq 0$, the equations are satisfied if $a_{12}$ is selected as

$$
a_{12}=\gamma-\Gamma-(2 \Gamma-1)\left(a_{2} / a_{1}\right)
$$

If $a_{2} \neq 0$, the equations are satisfied if $a_{12}$ is selected as

$$
a_{12}=\gamma+\Gamma+(\Gamma-1)\left(a_{1} / a_{2}\right)
$$

If both $a_{1}=a_{2}=0$, the two formulations are both 0 and are then equivalent.

If the vector $A$ is time-varying as illustrated in Figure 7, then $a_{1}$ and $a_{2}$ may periodically be zero. In order to represent the solution of (A.27) in the form of (A.26), $a_{12}$ must be a switching function. An example of such a function is given by

$$
a_{12}=\left\{\begin{array}{lll}
y+\Gamma+(\Gamma-1)\left(a_{1} / a_{2}\right) & \text { if } & \left|a_{1}\right| \leq\left|a_{2}\right| \\
y-\Gamma-(2 \Gamma-1)\left(a_{2} / a_{1}\right) & \text { if } & \left|a_{2}\right|>\left|a_{1}\right| \\
0 & \text { if } & a_{1}=a_{2}=0
\end{array}\right.
$$

The solution formulation of equation (A.19) is utilized in this thesis whenever the vector equation (A.18) is encountered. The corresponding results for the solution formulation of (A.20) are presented in Appendix B.


Figure 7. Example State Trajectory of A

## APPENDIX B

## ALTERNATE REPRESENTATION RESUUTS

The solution of the fundamental inner-product law can be represented in the form

$$
\begin{equation*}
\dot{X}_{r}(t)=\left[\phi(p) I+\underline{s}^{\prime}\right] \quad \underline{X}_{r}(t) \tag{B.1}
\end{equation*}
$$

where $X_{r}=I_{r} \underline{X}, S^{\prime \prime}$ is any $x$ x skew symmetric matrix and

$$
\begin{equation*}
\phi(\rho)=-\sqrt{h(\rho)} / 2 \rho \tag{B.2}
\end{equation*}
$$

An equivalent representation is given by

$$
\begin{equation*}
\dot{X}_{r}(t)=[\zeta(\underline{X}) \underline{M}+\underline{\underline{S}}] \underline{X}_{r}(t) \tag{B.3}
\end{equation*}
$$

 matrix and

$$
\begin{equation*}
\zeta(X)=-\sqrt{h(\rho)} /\left(2 X_{r}^{T} M X_{x}\right) \tag{B.4}
\end{equation*}
$$

The representation of equation (B.1) is utilized in the development of Chapter III and Chapter IV of the dissertation. This appendix notes those results which change if the representation of equation (B.3) were used in Chaptera III and IV. The actual results of the dissertation do not change, but the representation of those results differs for the representation of (B.3).

The $s^{\prime}$ matrix of (B.1) incorporates the effects of the $\underline{s}$ matrix and M matrix of (B.3) by the use of switching functions. Therefore when Chapter III considers the use of the $\mathbf{S}^{\prime}$ matrix in the control solution, the use of the $\underline{S}$ and $\underline{M}$ matrix of (B.3) are implied. This observation requires a revision of Definition 3.2 for the representation of (B.3).

## Definition B. 1

A system is called an $\alpha$-controllable system if it is $p$ controllable and utilizes only the $S$ matrix and $M$ matrix in the control solution.

The revision of Deflnition 3.2 necessitates a revision of the statement of Theorem 3.3.

## Theorem B. 1

A system is $a$-controllable if and only if

$$
\begin{equation*}
\text { 1) } B_{x}=0 \text {, } \tag{B.5}
\end{equation*}
$$

and i1) ${\underset{F}{r}}(\underline{X}(t), t)=[\zeta(\underline{X}) \underline{M}+\underline{s}] X_{r}(t)$
for some $\mathrm{r} \times \mathrm{r}$ skew symmetric matrix S and some $\mathrm{x} \times \mathrm{r}$ definite matrix M .

The application of Theorem 3.3 to linear systems is not changed by the representation of (B.3). For the linear system of equation (3.29), (B.6) reduces to

$$
\begin{equation*}
\left[A_{r x}-\zeta(\underline{X}) \underline{M}-\underline{s}\right] \underline{X}_{r}+A_{r s} \underline{X}_{s}=\underline{0} \tag{B,7}
\end{equation*}
$$

This equation must be valid for all $X(t)$. If $X_{B}=\underline{0}$ and the components of $X_{r}$ are 1 , then equation ( $B .7$ ) reduces to

$$
\begin{equation*}
\Lambda_{1 r T}=\zeta(\underline{X}) \underline{M}+\underline{s} \tag{B.8}
\end{equation*}
$$

Since the components of $A_{\text {rr }}$ are the coefficients of a Innear system they must be constant or timevarying terms. Since $\underline{X}(t)$ is not known explicitiy as a function of time, $\zeta(X)$ can not be constant or timevarying explicitly unless $M=K$ I for some real number $k$. If $M=k I$ the representation of (B.3) reduces to the representation of (B.1), so the results of Chapter III for Innear systems are directly applicable to the representation of (B.3).

The only remaining theorem of Chapter III which is revised by the representation of (B.3) is Theorem 3.5 .

## Theorem $\mathrm{B}_{\mathrm{o}} 2$

Let $b$ denote the rank of $\underline{B}_{r}$. A system is $\rho$-controllable if and only if

$$
\begin{equation*}
\underline{I}_{2} \underline{E}_{r}(\underline{X}(t), t)=I_{2} S X_{r}+\zeta(X) \underline{I}_{2} M X_{r} \tag{B.9}
\end{equation*}
$$

 where $\mathrm{I}_{2}$ is an ( $\mathrm{r}-\mathrm{b}$ ) $\times \mathrm{rmatrix}$ of rank $(\mathrm{r}-\mathrm{b})$ and

$$
\begin{equation*}
\underline{I}_{2} \underline{B}_{x}=\underline{O}_{0} \tag{B.10}
\end{equation*}
$$

The results of Chapter IV for single input systems are identical for the representation of (B.3) since the two representations are the same if the rank of the system error signal is one.

For $\delta$-controllable systems, the equations of (B.9) are applicable. If $k$ of the ( $r-b$ ) equations can be satisfled by specification of the $\underline{s}$ and $M$ matrix components, the remaining ( $r-b-k$ ) equations are considered as possible $\delta$-controllable systems. The ( $x-b-k$ ) equations are differentiated until the equation can be satisfied by specification of the

S and $M$ matrix components, or by a controll vector component. The initial condition requirements are then satisfied by $\mathbf{S}$ and $\underline{M}$ matrix components or by adjusting the free initial conditions of the state variables.

Since $\zeta(\underline{X})$ is an explicit function of the state variables, but Is dependent upon the $M$ matrix specified, the use of the representation of (B.3) is quite complex for the simpliest of problems. The following example illustrates the complexity which is encountered with the use of (B. 3 ).

## Example Bo 1

Consider the linear system

$$
\begin{aligned}
& d x_{1} / d t=x_{3} \\
& d x_{2} / d t=u_{1} \\
& d x_{3} / d t=u_{2}
\end{aligned}
$$

with a system error signal of

$$
p=x_{1}^{2}+x_{2}^{2}
$$

and an error penalty function of

$$
h(\rho)=4 \rho^{2}
$$

The algebraic equations minimizing the performance measure are

$$
\begin{aligned}
& x_{3}=\zeta(x)\left(m_{11} x_{1}+m_{12} x_{2}\right)+a_{12} x_{2} \\
& u_{1}=\zeta(x)\left(m_{21} x_{1}+m_{22} x_{2}\right)-a_{12} x_{1}
\end{aligned}
$$

where

$$
\zeta(x)=-\left(x_{1}^{2}+x_{2}^{2}\right) /\left(m_{11} x_{1}^{2}+\left(m_{12}+m_{21}\right) x_{1} x_{2}+m_{22} x_{2}^{2}\right)
$$

The second equation is satisfled if $u_{1}$ is specified in feedback form as indicated by the equation. The first equation must be satisfied by use of Theorem 4.1. In addition, the solution must insure that $M$ is positive definite or negative definite.

If the components of the $S$ and $\underline{M}$ matrix are assumed constant and the first equation is differentiated and solved for $u_{2}$, the control vector is complete.

$$
\begin{aligned}
& u_{1}=\zeta(\underline{x})\left(m_{21} x_{1}+m_{22} x_{2}\right)-a_{12} x_{1} \\
& u_{2}=\eta(\underline{x})\left(m_{11} x_{1}+m_{12} x_{2}\right)+\zeta(\underline{x}) m_{11} x_{3} \\
& \\
& +\left(a_{12}+m_{12} \zeta(\underline{x})\right)\left(\zeta(\underline{x})\left(m_{21} x_{1}+m_{22} x_{2}\right)-a_{12} x_{1}\right) \\
& \underline{s}=\begin{array}{ll}
0 \quad-a_{12} \quad \underline{M}=\begin{array}{l}
m_{11} m_{12} \\
a_{12} \quad 0 \quad m_{21} m_{22}
\end{array} \\
x_{3}\left(t_{0}\right)=\zeta\left(\underline{x}\left(t_{0}\right)\right)\left(m_{11} x_{1}\left(t_{0}\right)+m_{12} x_{2}\left(t_{0}\right)\right)+{ }_{12} x_{2}\left(t_{0}\right)
\end{array}
\end{aligned}
$$

where

$$
\eta(\underline{x})=d / d t \quad \zeta(\underline{x}) .
$$

The generality of the solution is obvious, but equally obvious is the fact that for complex system the calculations become quite cumbersome. The characterization of the general necessary conditions becomes more remote with the representation of (B.3). For this reason, the representation of (B.1) was adopted for the main body of the thesis.
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