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PREFACE 

Nowadays, wireless communication engineers are being challenged by the request 

of high speed data services anywhere anytime but still constrained by limited power and 

frequency bandwidth requirements. Several promising technologies have been given 

much attention. In this thesis, three of those are introduced and optimized, which are 

multiple input multiple output (MIMO) antennas systems, macroscopic diversity schemes 

and adaptive modulation technologies. The objective of this thesis is to investigate 

methods that can increase the data rate or spectral efficiency and optimize the system 

performance through combined techniques. 

In Chapter 2, some basic concepts related to the research are introduced, such as 

Rayleigh fading, log-normal shadowing, receiver diversity combining schemes, and 

outage probability. Then the literature review of the above mentioned three techniques 

follows. 

Chapter 3 introduces the Mll\10 system in detail. It begins with the channel 

capacity equation of MIMO systems. Two kinds of channel models, one ring model and 

correlation matrix model, are represented and analyzed. The correlation matrix model is a 

generic one that includes several fading situations. It also includes the one ring model. 

Besides that, channel decomposition is introduced to represent the channel capacity of the 

MIMO system as the capacity summation of several single antenna systems. The water­

filling power allocation strategy can increase the channel capacity further if the channel 

Ill 



varying information is known at the transmitter side. After that, the macroscopic MIMO 

system is proposed. The performance improvement obtained compared to applying the 

single base station MIMO system is shown. 

Adaptive modulation has been studied intensively in Chapter 4. By applying the 

probability density function (PDF) of the signal to noise ratio (SNR) of the macroscopic 

selection diversity system under a composite fading environment, the spectral efficiency 

of adaptive macroscopic selection diversity systems under different constraints are 

investigated. The adaptive macroscopic maximum ratio combining system is also 

proposed which results in the best spectral efficiency performance. 

The conclusion and references are given in Chapter 5 and Chapter 6, respectively. 
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1.1 Overview 

Chapter 1 

Introduction 

Wireless communication systems are extensively used in peoples' lives. With the 

request of high data rates and wireless multimedia services, engineers are being 

challenged by limited power and bandwidth constraints. In order to provide high-speed 

and robust wireless multimedia communication services on the scarce frequency 

spectrum, technologies that can guarantee a certain level of Quality of Service (QoS) and 

spectrum efficient transmission becomes extremely important. 

In the recent past years, numerous investigations have been conducted on several 

promising techniques, such as multiple input multiple output (MIMO) antennas systems, 

adaptive modulation technologies, and macroscopic diversity schemes. In this thesis, 

these three technologies are intensively studied and improved combined system models 

are developed and analyzed. The objective of the research is to combine these 

technologies and to further increase the data rate by efficient usage of the time, frequency, 

and space domain. Two kinds of systems are introduced in this thesis, which are the 

macroscopic diversity MIMO system and adaptive macroscopic diversity system. In the 

second part of this thesis, the performance of the adaptive macroscopic selection diversity 

scheme and the adaptive macroscopic maximum ratio combining scheme are investigated. 
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The performance analysis is conducted in terms of spectral efficiency, whose unit is 

bps/Hz. The results of the study show that the spectral efficiency can be increased 

significantly by effectively combining these technologies together. 

1.2 Basic Introduction 

1.2.1 MIMO Technology 

Nowadays, MIMO wireless systems, which deploy multiple antennas at the 

transmitter and receiver, are being studied extensively. Multiple receive antennas provide 

diversity gain, while multiple transmit antennas offer multiplexing gain. Thus, it becomes 

a highly promising technique to support new wireless applications. Pioneering work by 

Winter [ 1 ], Foschini [2], and Telatar [3] showed that, for single-user systems, the 

maximum achieved capacity can be increased almost linearly when the number of 

transmit antennas and receive antennas are increased. Especially, when the channels 

experience independent fading, i.e., the channel matrix has full rank, the MIMO channels 

can be decomposed into several independent single-input single-output (SISO) channels. 

The capacity is obtained from the summation of the capacity of those SISO channels. 

1.2.2 Macroscopic Diversity Scheme 

Macroscopic diversity is a technique to increase the channel information capacity in 

a rich scattering fading environment. The rich scattering environment means that the 

communication channels experience fast fading (i.e., Rayleigh fading) and slow fading 

(i.e., log-normal shadowing). This phenomenon is referred to as composite fading. In 

other words, slower changing terms which are due to the shadowing effects from 

obstacles are superimposed on the rapid fluctuations that are from multipath effects. By 
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deploying several base stations to support a single cell, we can combat the variations of 

the mean signal level introduced by the log-normal shadowing effect. This is due to the 

fact that we can utilize the wireless channel links which are in the best condition to 

decode the signal. The signals from different base stations that are located at quite a 

distance from each other are independent, therefore the macroscopic diversity scheme can 

mitigate the slow fading component. As a result, the bit error rate (BER) and the stability 

of the link connection of the system can be improved. 

1.2.3 Adaptive Modulation 

Adaptive modulation is a promising technique to maxumze the data rate and 

provide reliable QoS support over fading channels. It allocates all possible resources 

dynamically based on the channel information fed back to the transmitter. The basic idea 

is to assign more data on the channel that is in a good condition and less data on the 

channel that experiences a degraded quality, and in some cases the transmitter will not 

send at all when an extremely distorted channel is experienced. This decision is based on 

the transmit power, constellation size, BER, or any combination of these criteria [ 4], [ 5]. 

This means that the adaptive modulated systems can allocate the resources dynamically 

based on the channel state information (CSI) such that the channels can be utilized 

optimally. 

1.3 Significance of the Research 

This thesis focuses on three promising techniques which can improve the spectral 

efficiency of wireless communication systems. As mentioned in the next chapter, the 
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combination of those technologies to further optimize the spectral efficiency further has 

not been conducted yet in the existing literature. After an intensive background study, 

two kinds of systems are proposed. One is the macroscopic diversity MilvIO system, 

which deploys several base stations to support one cell and has several antermas at each 

base station. In this system, multiple antennas of one base station can mitigate the fast 

fading, while several base stations can be used to combat the slow fading ( details are 

given in Chapter 3). As shown in Chapter 3, such a system can significantly increase 

capacity compared to the non-macroscopic MTh10 system configuration. It is worthwhile 

to notice that applying the macroscopic diversity technique in MTh10 systems does not 

increase the complexity of hardware implementation, because it just changes the way that 

the systems process the additional channels. In other words, the macroscopic scheme can 

provide an increase in the capacity without increasing the complexity of implementation. 

Another system introduced is the adaptive macroscopic diversity system. In this category, 

two subsystems are investigated. One is the adaptive macroscopic selection diversity 

system, the other one is the adaptive macroscopic maximum ratio combining system. By 

combining the adaptive modulation and macroscopic diversity scheme together, 

significant improvements in spectral efficiency can be obtained compared to the adaptive 

modulation on a single base station system. These results have a great significance when 

it comes to the design of future broadband wireless mobile communication systems. 

1.4 Methodologies Used in This Research 

Monte Carlo simulation is a common applied method in complex system 

performance analysis. In MIMO systems, it can be used to generate one realization of a 
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channel matrix, and then repeat this procedure numerous times to provide the accurate 

channel statistics. By assuming the fading channel is an ergodic stochastic process, 

calculating the capacity based on each realization and averaging the results can produce 

the ergodic mean channel capacity. This approach can also be used in evaluating the 

performance of the macroscopic diversity combining system. 

Another mathematical tool that has been investigated 1s the two-dimensional 

bisection method studied in [5]. In order to find the proper Lagrange parameters ( A, and 

..1.2 ), a two-dimensional bisection method is used to do the balance job. The details are 

given in Chapter 4. 
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Chapter 2 

Basic Concepts and Literature Review 

In this Chapter, some basic concepts related to the research are introduced in the 

first section. These are the channel fading models, receiver diversity schemes and outage 

definitions. After that, the literature reviews for MIMO technology, macroscopic 

diversity, and adaptive modulation are presented. 

2.1 Basic Concepts of the Research 

2.1.1 Fading Models 

A. Rayleigh Rading 

In a typical wireless communication environment, the transmitted signal 

experiences scattering, reflecting, and diffraction. Therefore, at the receiver side, the 

same reflected signal will arrive from multiple different paths with different delays. The 

corresponding time-variant channel impulse response can be expressed as [ 6] 

(2.1) 
n 

where n is the number of multipath, a; is the attenuated amplitude of the i th path, and 

T;(t) is the time delay compared to the first arriving signal component of the i th path, 

and fc is the carrier frequency. 
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When there are a large number of paths existing in the channel, c( 1:, t) can be 

modeled as a zero-mean complex-valued Gaussian process [6]. That means the envelope 

will be jc(r,t)I = ~c.'C + c)' , where ex and cY are zero-mean Gaussian random variables. 

Then the envelope !c(r,t)I is Rayleigh distributed. Such a fading channel is called a 

Rayleigh fading channel. The probability density function (PDF) of a Rayleigh 

distribution is 

( ) r -r2 l2u2 

p r =-e 
C 0'2 

(2.2) 

where u 2 is the variance of the envelope. Usually the variances of ex and cY are set to 

0.5, such that u 2 is normalized to 1. 

B. Log-normal Shadowing 

In wireless communication systems, especially in the outdoor wireless environment, 

the communication links are blocked or scattered by some big obstacles, such as 

mountains, skyscrapers, etc. This makes the mean signal level fluctuate slowly when 

compared to the Rayleigh fading (i.e., fast fading). This is called shadowing effect or 

slow fading. It can be expressed as a log-normal distributed variable. 

Let L be a log-normal random variable and 

X = 10Iog10 L 

where X is normally distributed with PDF 
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(2.4) 



\ 

I 
\ 

where m :r: and u x are the mean and the standard deviation of X , respectively. Thus, the 

PDF of L can be obtained as [7] 

( ) 1 [-ln2(ulmL)] 
p L u = r;::;-:: exp 2 

v27!UL 2uL 
(2.5) 

C. Composite Fading 

A real wireless communication channel consists of the above two kinds of fading. 

This is particularly true for the case of slow moving or stationary mobile users [ 8]. The 

instantaneous channel amplitude varies very quickly as a Rayleigh-distributed random 

variable, while the mean value of the amplitude fluctuates slowly and follows a log­

normal distribution. The received composite signal can be expressed as the product of the 

Rayleigh fading component and the log-normal shadowing component [9]. 

(2.6) 

where a R (t) is the Rayleigh fading component and a L (t) is the log-normal shadowing 

component. 

2.1.2 Diversity Schemes 

In order to compensate for the channel fading, diversity schemes have been proved 

to be a very effective method. It provides the receiver with multiple replicas of the same 

information signal such that the error probability is minimized dramatically and the data 

rate can be increased. There are different diversity methods, and those techniques can fall 
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into seven categories: 1) space diversity, 2) angle diversity, 3) polarization diversity, 4) 

field diversity, 5) frequency diversity, 6) multipath diversity, 7) time diversity [8]. 

In this thesis, only space diversity is investigated. It is achieved by using multiple 

transmit antennas or receive antennas, like the MIMO system. This section discusses a 

diversity combining scheme for a system with a single transmit antenna and multiple 

receive antennas. Diversity combining can take place at the passband, called predetection 

combining; combining that takes place at the baseband is called postdetection combining. 

The postdetection combining implementation is considered in this thesis. The illustration 

of the receiver diversity combining is shown in Fig. 2.1. 

Z1(t) 

r1 (t) ;:; 
Channel 1 

detector 
a. 

Z2 (t) 

r2{t) r2 
Channel 2 

detector 
a2 Diversity r 

Combiner 

ZL(t) 

Channel L 
rL (I) rL 

detector 
al 

Fig. 2.1 Receiver combining architecture. 

In Fig. 2.1, there are L diversity branches, a Lis the channel fading of the L th path. 

Here the phase delays of the channel are assumed to have been cancelled by each other. 

Z k (t) is the additive white Gaussian noise (A WGN) and rk (t) is the complex envelope 

of the received signal, where k = 1, · ·, L . The term ~ is the corresponding received signal 
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vector, and r is the final signal vector corresponding to different diversity schemes. rk (t) 

can be expressed as 

k =1,··,L (2.7) 

where S(t) is the transmitted signal at the time index t. As we know, the branch 

correlation will reduce the achievable diversity gain. To simplify the analysis, the 

diversity branches are assumed to be uncorrelated. 

Now, three existing receiver diversity combining schemes are introduced, which are 

selection diversity, maximum ratio combining (MRC), and equal gain combining. 

A. Selection Diversity 

The selection diversity scheme chooses the wireless link yielding the highest 

signal-to-noise ratio (SNR). In this case, the diversity combiner performs the following 

operation 

k = 1, · ·,L (2.8) 

The SNR of the ideal selection diversity system is given as 

[ak,maxS(t)]2 2 Eg 
y SC = [Z(t)]2 = (ak.max) • (j'! = Yt,max (2.9) 

where E 8 is the received signal power for the ideal channel and O' ! is the variance of the 

E 
A WGN. Therefore, ~ is the average SNR. The selection diversity is the simplest 

O'N 

macroscopic receiver scheme. 
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B. Maximum Ratio Combining 

In the maximum ratio combining scheme, all wireless links are weighted by their 

respective complex channel gains and then are combined. Referring to Fig. 2.1, the 

output of the combiner is expressed as 

(2.10) 

where a; is the conjugate of the respective complex channel fading gain. Then the SNR 

of the MRC scheme is 

(2.11) 

As an observation, the SNR of the MRC scheme is equal to the summation of the SNR of 

each branch. 

C. Equal Gain Combining 

The equal gain combining scheme is easier to implement compared to the MRC 

scheme, but does not provide an optimal performance. This scheme does not weight the 

wireless link channel gain, but just combines all the link signals together and conducts 

the detection. The SNR of equal gain combining scheme results in 

[ S(t)t,ak J 
YEGC = L = 

~)Z(t)]2 

k=l 

11 

L·u 2 
N 

(2.12) 



D. Performance Comparison of Diversity Combining Schemes 

In order to compare the performance of the above three different diversity 

combining schemes, the BER probabilities of different diversity combining schemes for 

Binary Phase Shift Keying (BPSK) system with A WGN channels are shown in Fig. 2.2. 

It is observed that adding one additional branch gives a significant improvement of 

system performance compared to the single receive antenna system, no matter which 

diversity scheme is chosen. Comparing the three diversity schemes, MRC gives the best 

performance. This is because each branch is weighted by its channel gain which would 

proportionally strengthen the good signals, while weakening the poor signals. Since the 

selection diversity scheme just selects one branch which has the highest SNR and 

discards the rest of them, it has the worst system performance. The performance of the 

equal gain combining is between the MRC and selection diversity schemes. 
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- - · Selection diversity combining when L=2 
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--- Maximum ratio combining when L=2 
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... , . ' 
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5 10 15 20 25 30 35 40 

Average SNR (dB) 

Fig. 2.2 BER probabilities of different diversity schemes for the BPSK system with 

A WGN channels. 

2.1.3 Outage Definitions 

A. Definition of Outage 

The outage defined in telecommunication systems is the probability that the system 

service condition in which a user is completely deprived of service by the system or the 

probability that the system condition is below a defined system threshold [ 1 O]. 

This threshold could be noise power, data rate or even BER constraint. Here, the 

outage applications are categorized into two main groups. One is based on the constraint 
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of the signal-to-noise ratio, signal-to-interference-noise ratio, or noise power; the other 

one is based on the data rate threshold. 

B. Outage Based on SNR 

As mentioned in [8), the outage is defined as the probability that the carrier-to-noise 

ratio or carrier-to-interference ratio or both is less than the thresholds. In [11) and [12), 

the outage is the probability that the ratio of desired signal power to all interference 

power is less than a constant value, which is a protection parameter required for reliable 

communication. It can be expressed as: 

p(~o <a) 
~n 

(2.13) 

where P(-) means probability, ~ 0 is the signal power, ~n is the all interference power 

and a is the protection threshold. 

C. Outage Based on the Given Data Rate 

The most common definition of outage is based on the data rate. The outage 

capacity can be achieved with the error probability 

(2.14) 

where C; is the instantaneous data rate and C P is the outage capacity or spectral 

efficiency with P outage probability [13]. The papers [14]-[18] use a similar definition. 

In [ 19], the outage probability should also satisfy the power constraint as well as the data 

rate. It is given as: 

P(R,p)= inf P(logdet(/n+HQH+)<R) 
{Q~O.trace(Q)Spl 

(2.15) 
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where Q is the correlation matrix of the input information, p is the power 

constraint, H is the channel matrix, and / n is the identity matrix with the dimension n . 

R is the given data rate as threshold. 

The BER constraint can also be included in the outage probability definition, which 

means that under a total power constraint and given BER constraint, outage is the 

probability that the data rate is less than C P. 

2.2 Literature Review for This Research 

2.2.1 Literature Review on MIMO Technology 

As mentioned in the introduction, Mll\10 systems have a much higher data rate 

because multiple antennas provide multiplexing gain besides the diversity gain. Therefore, 

the MIMO capacity can be the summation of capacities of each single channel if those 

channels are uncorrelated to each other. Unfortunately, it is not a practical model in a real 

communication environment. Much work has been done to analyze the performance of 

MIMO channels under more realistic conditions, like the fading and the channel 

correlated environment. 

From (20], we Imow that the Mll\10 channel capacity highly depends on the 

statistical properties and antenna element correlations of the channel. When the 

instantaneous channel gains, called the channel state information (CSI), are known at 

both the transmitter and the receiver, the transmitter can adjust its transmission strategy 

adaptively based on the instantaneous CSL When only the channel distribution is known 

at the transmitter, called the channel distribution information (CDI), the transmitter must 

maintain a fixed-rate transmission with respect to the CDI. This fixed-rate depends on the 
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eigenvectors and eigenvalues of the channel covariance matrix. In [21 ], the authors 

showed the advantages of ideal MIMO channels by assuming independent Rayleigh 

fading channels with known shadowing components. [22] provides a comprehensive 

introduction of MIMO communication systems, such as the one ring model, power 

allocation strategy, and space-time code architecture. The MIMO study of this research 

refers to this reference. An important covariance matrix representation of the MIMO 

channel is given in [23]. The correlation is characterized by the angle spread, antenna 

space, and scattering environment. This general model is applicable to models that vary 

from an independent identically distributed (i.i.d.) Gaussian model to the totally 

correlated case depending on the scattering radius, antenna beamwidths and spacing, 

which has been validated by measurements in actual cellular systems in [24]. The space­

time coding scheme is another promising technology to approach the theoretical capacity 

limits. It transmits redundant information on parallel antennas to obtain the diversity gain 

[25]. More details and corresponding assumptions will be introduced later. 

2.2.2 Literature Review on Macroscopic Diversity Technique 

The original ideas of the macroscopic diversity technique are organized in [26] by 

Jakes. As introduced earlier, three different receiver diversity combining schemes can be 

used to combine the macroscopic branches. As developed in [27], all received signals are 

detected, and a maximum-likelihood decision algorithm is employed to maximize the 

probability of correct decision. The performance improvement is also shown compared to 

that of a macroscopic selection diversity scheme. In [28], a composite microscopic plus 

macroscopic diversity system is introduced. For the uplink, i.e., from the mobile user to 
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the base station, at each base station multiple antennas are deployed to deal with the fast 

fading components; and then the macroscopic selection diversity scheme will be 

performed to select the strongest signal from several base stations. After that, the BER 

performance of the proposed system is shown. The deviation of the PDF of an M-branch 

macroscopic selection diversity system under Rayleigh fading plus log-normal 

shadowing is demonstrated in [29]. Since there is no closed-form for that, the author used 

a log-normally distributed function to approximate the composite fading distribution. 

This is a very important result and has been used in this thesis as shown later. 

2.2.3 Literature Review on Adaptive Modulation Technology 

At the present time, the request for the advanced wireless systems is to provide 

higher QoS heterogeneous applications. High QoS means higher levels of link stability, 

higher data rate, lower error rate, lower jitter probability, lower outage probability, 

improved better handover, etc. As a result, adaptive modulation can be one solution to 

reach those criteria by allocating resources, such as transmit power, constellation size, 

and so on. In [4], the authors propose a variable-rate variable-power M-Quadrature 

Amplitude Modulation (QAM) system using the adaptive transmission technique. They 

claim that the gap between the capacity of their system and the Shannon capacity is a 

function of the required BER. In addition, unrestricted constellation sets achieve 1-2 dB 

of the spectral efficiency larger than the practical limited constellation sets. Considering 

transmission power, constellation size, and BER in transmission, [ 5] investigates adaptive 

modulation based on four cases in Rayleigh fading environment only: continuous rate 

with an average BER constraint (C-Rate A-BER), continuous rate with an instantaneous 
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BER constraint (C-Rate I-BER), discrete rate with an average BER constraint (D-Rate A­

BER) and discrete rate with an instantaneous BER constraint (D-Rate I-BER). They also 

consider the constant power or constant rate case. As a conclusion, using one or two 

degrees of freedom in adaptive modulation yields close to the maximum spectral 

efficiency obtained by utilizing all the degrees of freedom. Therefore, the parameters 

used in adaptive transmission can be chosen based on the system implementation 

considerations. [30] analyzes the adaptive transmission with diversity combining 

techniques under Rayleigh fading channels, which is similar to this thesis' work. This 

thesis extends what they did to composite fading and provides other considerations. 

To the best knowledge of the author, there is no paper that applies macroscopic 

diversity scheme into MIMO systems or combines it with adaptive modulation 

technology. This becomes the contribution of this thesis. It is believed that since 

macroscopic diversity scheme can provide additional independent channel resources, 

combining it with some advanced communication system or scheme will increase the 

spectral efficiency further. 
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Chapter 3 

MIMO Models and the Macroscopic MIMO System 

This Chapter introduces the details of the MIMO system, such as system models, 

the channel capacity equation, decomposition of MIMO channels and so on in section 3 .1. 

It begins with the channel capacity equation of MIMO systems under independent fading 

environment. Then two kinds of channel models for MIMO systems, the one ring model 

and the correlation matrix model, are presented and analyzed. Besides that, channel 

decomposition is introduced to represent the channel capacity of a MIMO system as the 

capacity summation of several single antenna systems. The water-filling power allocation 

strategy is also shown to increase the channel capacity further if the channel varying 

information is known at the transmitter. In section 3.2, the macroscopic MIMO system is 

proposed for a given model. The performance improvement compared to the single base 

station MIMO system is discussed. 

3.1 MIMO Models 

This section presents some mathematical representations of MIMO frequency­

nonselective Rayleigh fading or composite fading channels. Two useful models, one ring 

model and correlation matrix model, are given in detail. These two models will be used in 

the proposed macroscopic MIMO system. 
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3.1.1 Channel Model 

The system considered here is a transmitter with M transmit antennas and a 

receiver with N receive antennas. Then the channel can be represented by a 

N x M matrix H . The N x 1 received signal vector V equals 

V=H·S+W (3.1) 

where S is the M x 1 transmitted signal vector and W is the N x I additive white complex 

Gaussian noise vector, whose covariance matrix is normalized to the identity matrix. 

The capacity equation for point-to-point MilvIO channel is 

(3.2) 

where Q is the input covariance matrix E[ss·] = Q, * is complex conjugate operation 

and a- 2 is the variance of the additive Gaussian noise with the normalized variance of 1. 

The superscript+ represents complex conjugate transpose. The trace of matrix Q equals 

the total transmit power P7 • The capacity in (3.2) is the capacity for one frequency unit, 

thus it is also called spectral efficiency. In this paper, we use these two terminologies 

interchangeably, whose unit is bit/s/Hz. If it is assumed that the instantaneous channel 

gains are independent, i.e., the elements in channel matrix Hare i.i.d. complex Gaussian 

random variable N (0, 1 ). If the transmitter does not know the instantaneous channel gain, 

it will distribute the total power to all the transmit antennas equally. The equation (3.2) 

can be changed to 

(3.3) 

where P7 is the total transmit power. 
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3.1.2 Spectral Efficiency Comparison Between MIMO Systems and the Other Two 

Systems 

The mean capacities per unit bandwidth of the MIMO system, transmitter diversity 

and receiver diversity under the ideal composite fading environment are compared to 

observe the advantages of the MIMO system. The ideal composite fading environment 

means transmitted signals experience Rayleigh fading plus log-normal fading, but the 

signals from different antennas are independent. The standard deviation of the log-normal 

shadowing is 8 dB and the variance of the complex Rayleigh fading is 1. 

The single-user spectral efficiency of transmitter diversity can be expressed as [21] 

(3.4) 

where M is the number of transmit antennas, and hm is the m th fading channel gain. 

For the receiver diversity case, assuming the antenna array is directive, the single-user 

spectral efficiency is 

MP 
11

2 
C = log 2 {1 +-f- h ) 

a 

where M is the number of receiver antennas. 

(3.5) 

Using Monte Carlo simulation, the mean spectral efficiencies of the transmitter 

diversity system, receiver diversity system, and that of the MIMO system under 

composite fading environment are shown in Fig. 3.1, Fig. 3.2, and Fig. 3.3, separately. 
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Fig. 3.1 Mean spectral efficiency of transmitter diversity system under composite fading 

environment versus the range between the transmitter and receiver. 

22 



102
-----------.-----------------....------------

I ~=-~~I -M=8 

......... 
.... ..... 

'"""' ........ ,_,.~ .......... . .... .. _ 
.... ~.t.~~-·· 

: ...................... 
·....... : , ..... ·····-~·,··+::··· .............. (,~<< ,L 

'-~··"·· : ............ . "' .... ·"' · ... ;,: ~,_~. ~- .... 
:·,. ' 

' ' ·, '-), 
~ ....... , 

10°-----------------------------------'---'-,_·...._. ____ ~~~ .... _,___. __ 
10° 101 

Range (km) 

Fig. 3 .2 Mean spectral efficiency of receiver diversity system under composite fading 

environment versus the range between the transmitter and receiver. 
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Fig. 3.3 Mean spectral efficiency of MIMO system under composite fading environment 

versus the range between the transmitter and receiver. 

In the simulations, the total transmit power is 10 watts. M is the number of 

transmit antennas, receive antennas or transmit and receive antennas for each scenario 

respectively. From the figures, we can see that the capacity of transmitter diversity 

system will saturate when the number of transmit antennas is very large; the capacity of 

receiver diversity system increases logarithmically, while the capacity of MIMO system 

increases linearly. 
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3.1.3 One Ring Model 

The discussion in the previous section is an ideal case, which gives an insight of 

advantages of MIMO channels. However, in a wireless propagation environment, the 

fading channels from different pairs are not independent, but correlated to each other. 

Since the mobile users (MUs) are not high enough compared to the height of base station 

(BS), usually a lot of buildings, cars, or even people scatter RF waves. A good model to 

appropriate this scattering environment is the one ring model first employed by Jakes 

[26]. As mentioned in [22], this model is usually used in the fixed wireless 

communication context, where the BS is elevated at a height such that it is unobstructed 

but the MU is surrounded by a local scatter ring. Based on this one ring model, the spatial 

fading correlation of narrowband flat fading channels can be determined from the 

physical parameters of the model, which include antenna spacing, antenna arrangement, 

angle spread, and angle of arrival. The illustration of this model is shown in Fig. 3.4 [22], 

where TAP is the p th transmitting antenna, RA, is the /th receiving antenna. S(0) is the 

scatterer at angle 0 .The distance between the BS and MU is D, the radius of local scatter 

ring is R . The angle of the incoming wave is defined within [ 0 - d, 0 + d] , where 0 1s 

the angle of arrival and /l is the angle spread. 
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Fig. 3.4 Illustration of one ring model. 

We need the following assumptions for this model: 

• Actual scatterers or effective scatterers are assumed to be distributed uniformly in 0 . 

The effective scatterer located at 0 is denoted by S(0). A phase ¢(0) is associated 

with S(0); ¢(0) represents the dielectric properties and radical displacement from 

the scatterer ring of the actual scatterer that S(0) represents. Then ¢(0) is modeled 

as uniformly distributed in [ -1t, 1t) and i.i .d. in 0 . 

• Only rays that are reflected by the effective scatterers exactly once are considered. 

• All rays that reach the receiving antennas are equal in power. 

• D is the distance between transmit antenna array and receiver array and R is the 

radius of the receiver scatterers. 

After assumptions, we can get the normalized complex path gain H~ [22] 

/ 1 J 2tr • 21t . 
HP = r,:;-: exp{-1-(DrAp-+sc0> + Dsce>-+RAt) + J¢(0)}d0 

v21t O J 
(3.6) 
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where Dx-+Y is the distance from object X to object Y and ;t is the wavelength. 

By the central limit theorem, H~ constructed from (3.6) is N (0,1), its covariance 

is equal to correlation. 

To study the spatial fading correlation, we use the following notation. Vec(H) is 

used to denote the MN x l vector. Thus if H = (h1, h2 , •••••• hM ), where h; is a N x 1 vector 

for i=l , ... , M, then 

Vec(H) = (h; ,h;, ... ,h~ )' (3.7) 

The covariance matrix of H is defined as the covariance matrix of the vectorVec(H): 

Cov(Vec(H)) = E[Vec(H) · Vec(Hf]. Therefore, the covariance between H~ and H: is 

1 1c • 1 J 21r {- 2'Jif r E[H PH q ] = - exp --[DTAp-+SCO> - DTAq-+SCD> + Dsco>-+RAI - Dsco>-+RAk] 0 (3.8) 27l O ;t 

The parameters used to derive the approximations for (3.8) are illustrated in Fig. 3.5. 

X 

~-~ 
d; (p.q) 

Fig. 3.5 Illustration of parameters for derivation of E[H~Ht] in the one ring model. 

From Fig. 3.5, when Ct. is small, which is often the case in fixed wireless communication 

applications, we can obtain 
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sin'28 ~ (RI D)sin0 ~ Asin0, 

1 R 2 • 2 I R 2 1 R 2 cosQ ~t--(-) sm 0=1--(-) +-(-) cos20. 8 2D 4D 4D 

where 0 0 is denoted as the angle at which S(0) is situated. 

Substituting these approximations into (3.8), it becomes [22] 

(3.9) 

(3.10) 

(3.11) 

1 f 21r { 2n A
2 

A
2 

cos20 T • ~- exp -j-[dT(p,q)(l--+---)+A·dy (p,q)sm0 
2,r O A. X 4 4 (3.12) 

+ d: (l,k)sin0 + d: (l,k) cos0]}d0 

If the minimum MU antenna spacing is sufficiently greater than half wavelength, the 

correlation introduced by a finite MU antenna element spacing is low enough such that 

the fades associated with two different MU elements can be considered independent. 

Mathematically, the N rows of H can be regarded as i.i.d. complex Gaussian row 

vectors with covariance matrix q,, where 'P = E[Hk Hk•]. The channel covariance 
p,q p q 

matrix of the downlink is Cov(Vec(H)) = 'P ®Im, where ® is the Kronecker product and 

defined as [3 1] 

(3.13) 

Similarly, in the uplink Cov(Vec(H)) =Im ® 'P. 
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3.1.4 MIMO Channels Decomposition 

A. Mathematical Expression 

The singular value decomposition (SVD) can be used to convert the Mll\10 channel 

into min(M, N) parallel, independent SISO channels. To prove this, we first decompose 

matrix es, additionally DH and D s are diagonal matrix es, whose elements are singular 

values of the corresponding matrix. The unitary matrix has property u·u =I. The 

equation (3.4) becomes 

C = log2IIN +U HDHv;usDsU;(u HDHv; >*I 
= log2IIN +UHDHv;usDsu;vHDHU~I 

We can choose Us = V H to maximize (3 .14 ), the capacity is changed to 

C = logzllN +IDHl2 Dsl = n=mir i~~2(1 + Ds(i)IDH (i)l2> 
l=l 

(3.14) 

(3.15) 

where D5 (i) is the transmit power for the ith SISO channel, IDH (i)l
2 

is the ith ordered 

eigenvalue of channel matrix HH+. If the total transmit power is distributed equally to 

these subchannels, equation (3.15) becomes 

n==min(M ,N) ( p,, 2 J 
C = f.t log2 1 +-;-ID" (i)I (3.16) 

which corresponds to the equal power allocation strategy. 

B. Properties of Channel Matrix's Eigenvalues 

As shown in (3.16), if the equal power strategy is applied at the transmitter, the 

capacity of MIMO system is limited by the number of antennas and the eigenvalues of 
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the channel matrix. The eigenvalues of the channel matrix reflect the channel variation, 

correlation and attenuation, therefore further properties of those eigenvalues need to be 

investigated. Since ID H (i)I is the singular value of channel matrix H , JD H (i)f 2 is the 

eigenvalue of HH+. The magnitude of IDH 0)1 2 
is better displayed in decibel (dB) units 

[22], thus it is given as 

(3.17) 

The PDF of µ1c, noted as P1c(µ1c), is used to show the properties. Monte Carlo simulation 

is used to generate the channel statistics, and then the ordered eigenvalues are calculated 

and plotted. The hexagon antenna arrays are deployed at transmitter and receiver, and the 

number of antennas is 7 for both sides. Since the angle spread affects the channel matrix, 

the PDF of the ordered eigenvalues for three different angle spread settings, (a) i.i.d. case, 

(b) angle spread is 60 degrees, and ( c) angle spread is 6 degrees, are plotted respectively. 
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Fig. 3.6 The PDF of the ordered eigenvalues of HH+ under Rayleigh fading environment 

for hexagon antenna array deployed 7 by 7 Mll\.10 system. The PDFs are normalized to 

have the same height for display purpose. 

In Fig. 3.6, µ 1 is the largest eigenvalue and µ 7 is the smallest. As the angle spread 

decreases, the multiple channels become correlated to each other; the median of µ 1 

increases slightly, but the median of µk, k ~ 2, decreases. Another observation is that the 

disparity among those subchannels increases, which means that when the channels are 

deeply correlated, the subchannel with the largest eigenvalue becomes dominant. 
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C. The Optimal Power Allocation Strategy 

If the receiver knows the instantaneous channel gain, i.e., the CSI, and feedbacks to 

the transmitter, the classical water-filling algorithm can be used to allocate the transmit 

power efficiently. This algorithm is regarded as the optimal power allocation strategy 

(22]. The basic idea of this algorithm is to allocate more transmit power on the channel 

corrupted by less noise and spend less power on bad channels. The equation for this can 

be given as (32] 

(3.18) 

min(M,N) 

where µ is the water-fill level and satisfies L Ds (i) = P7 , and x+ is defined as the 

max(x,0). Then the channel capacity for a single-user becomes 

C = L(Iog 2 (µID"(i)j2) + (3.19) 
i 

The performance comparison between equal power allocation and. the optimal power 

allocation schemes is shown later. 

3.1.5 Correlation Matrix Model 

A. The Model Introduction 

This model proposed by Gesbert (23] provides a more general equation to represent 

channel matrix H including several scenarios. It is supposed that there are S scatterers 

(typically S > 10 is sufficient) around the transmitter and receiver. The transmitter 

scatterers will relay the RF signals to the receiver scatterers, which can be regarded as an 
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array of virtual antennas or relay with large antenna spacing. The model is visualized in 

Fig. 3.7 (23]. 
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Fig. 3.7 Correlation matrix model with scatterers. 

In Fig. 3.7, 0, is the angle spread between the transmitter and its scatterers; 0r is the 

angle spread between the receiver and its scatterers; 0s is the angle spread from the 

transmitter scatterers to the receiver scatterers, while R is the distance between the 

transmitter scatterers and the receiver scatterers; and D, and Dr are the radii of scatterers. 

We also assume the radius of scatterers is equal to the distance between the scatterers and 

antenna arrays. The terms dr , d, are the antenna spacing at the receiver and the 

transmitter, respectively. If scatterers are uniformly distributed, we can calculate the 

correlation between the two signal rays. The correlation between two receiver antennas 

m , and k can be given as [33] 

1 t -21Tj(k-m)d,cos(!!..+e,.,) 
R =- e i 

m,k S 
S-1 

(3.20) 
l=--

2 
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where S is the total number of receiver scatterers, Br,; is the angle spread of the i th 

scatterer. N receiver antennas can produce an Nx N correlation matrix. From (3.20), we 

can verify that the correlation matrix is controlled by the antenna spacing dr and angle 

spread 0r. For large values of dr and/or Br, correlation matrix will converge to the 

identity matrix, which gives uncorrelated fading; while small values of d r and/or 0r , 

make the correlation matrix fully correlated. This observation matches the conclusion in 

the one ring model. 

Similarly, we can express the correlation matrix between the transmitter scatterers 

and receiver scatterers, and that between transmitters and their scatterers. Finally, the 

channel matrix can be written as the product of the square roots of several correlation 

matrixes and some Rayleigh fading factors [23] 

(3.21) 

where R 112 is the N x N matrix controlling the receiver antenna correlation; Gr is the 0r,dr 

N x S i.i.d. Rayleigh fading matrix; R!;~wr,s is the S x S matrix representing the 

characteristics of correlation between two sides of scatterers; G, is the S x M i.i.d. 

Rayleigh fading matrix, and R!:.!, is the M x M matrix controlling the transmit antenna 

correlation. The term Js is multiplied in front of the product such that the channel 

matrix is independent of the number of scatterers. 
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B. More Discussions 

• The rank of R~;~20,, s depends on the radius of scattering and distance between the 

transmitter scatterers and the receiver scatterers, not the transmitter or receiver 

antenna spacing. 

• In the high rank region, R~;~iv,, s becomes a unitary matrix, the product Gr G, can 

converge to a single Rayleigh distributed matrix by using the central limit 

theorem. Thus, the channel matrix becomes Rt~, H wR!:.~, where H w represents a 

single Rayleigh matrix. If the fading is uncorrelated on both sides (i.e. Rr~, = IN 

and R~:.~, = IM ), the MIMO channels become independent Rayleigh channels. 

• In the low rank region, R!;~w,,s becomes the all ones matrix, the channel matrix 

changes to Rt~, GrG,R~:.!, . The channel capacity will drop down due to loss of 

multiplexing gain. 

• The channel situation will vary between the above two cases depending on the 

angle spread and the antenna spacing. 

From above discussions, we can see that equation (3.21) gives a simple but general 

expression of MIMO channels including several different situations. The simulation 

result of this model is shown in the Fig. 3.8. 

In the simulation, there are 20 scatterers at the transmitter and receiver, respectively. 

Scatterers are perpendicular to the horizontal line. The distance R between transmitter 

and receiver scatterers is 10 km. We use M = N = 3 antennas on both sides and the 

wavelength is 0.15 m. The received SNR is 10 dB. Since we assume the radius of 

scatterers is equal to the distance between the scatterers and antenna arrays, the large 
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angle spread makes low correlation for R~:.~, and Rt~, . The channel average (mean) 

capacity is mainly determined by the radius of scatterers. 
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Fig. 3.8 Average capacity versus the radius of scatterers under only Rayleigh fading. 

3.2 Macroscopic MIMO System 

As introduced in the literature review, microdiversity and macrodiversity 

combining methods can be used to explore signal selection and signal combining, but 

none of the available papers give the capacity expression of the base station diversity 

MIMO scheme. And most MIMO papers just consider the Rayleigh fading, not the log­

normal shadowing effect. 
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In this section, a macroscopic diversity combining (MDC) MIMO system is 

proposed, called the MIMO-MDC system. By deploying several base stations 

geographically separated to support one cell, the log-normal shadowing component can 

be mitigated and signals from different base stations can be combined to provide high 

data rate. The three base stations deployed macroscopic MIMO system architecture is 

shown in Fig. 3. 9. 

Fig. 3.9 An illustration of a MIMO-MDC system architecture with M = 3. 

3.2.1 System Model and Capacity Equation 

A. i.i.d. Fading Channel Case 

In this thesis, different base stations are considered with the same number of 

antennas M. Antennas at one base station are far enough such that the signals from the 

same base stations are uncorrelated. Therefore the Rayleigh fading components from 

those signals are independent. Since the log-normal shadowing component is a large-
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scale fading, it is assumed to be the same for the signals from the same base station. The 

one ring model is still used as a propagation model. For a non-macroscopic one base 

station MIMO system, equation (3.2) is rewritten for convenience 

C = EH[log2 1IN + HQH+I] (3.22) 

where H = H Rm
112

• HR is the Rayleigh fading channel matrix and 01
112 is the common 

log-normal shadowing factor. For the macroscopic MTh10 system, the channel 

matrix ii = ii R0.
112

, where ii R = [H1 H 2 ••• H L], L is the number of macroscopic 

base stations participating in the communication, and H; is a N x M matrix whose 

elements are i.i.d. complex Rayleigh distributed random variables. The log-normal 

shadowing component is changed to 

n112 = (3.23) 

where 01J 12 is the log-normal random variable of the i th base station to the mobile user 

and IM is the M x M unit matrix. Since the total transmit power of the macroscopic 

MTh10 system is the same as the non-macroscopic MIMO system and if the power is 

allocated equally to all base stations, the equation (3.22) becomes 

(3.24) 
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B. Correlation Case 

In a typical cellular mobile communication system, the fading channels usually are 

not independent, and then the model in [23] can be used. Since the antennas at the base 

station are much higher than that at the mobile site, the scatterers at the transmitter side 

are not considered, and the one ring model is employed. In many cases, since there are 

ample local scatterers at the mobile site, the correlation at the receiver side is very small 

if we consider the downlink. For the sake of simplicity, we assume R!:!, = I in (3.21), 

i.e., there is no correlation at the receiver side. Finally, the channel matrix from the i th 

base station to the receiver is reduced to 

H. = _I_H R112 
I Fs W fJ1 ,d1 

(3.25) 

where H w is the complex i.i.d. Rayleigh random matrix and R!:.~, is the correlation 

matrix between the transmitter and the scatterers around receiver. The capacity of the 

whole macroscopic system still follows (3.24). 

3.2.2 Performance Simulation of MIMO-MDC System 

In the simulation, there are three antennas at the mobile user and each base station. 

One to four combining base stations is considered respectively. Since there is enough 

space to deploy antennas away from each other, the distance between adjacent antennas is 

3 times the wavelength. This means that the transmitted signals are independent. The 

wavelength is 0.15 m. There are 20 scatterers and the radius of the scatterer circle is 30 m. 

The average SNR is 17 dB, the standard deviation of the log-normal shadowing part is 8 

dB and that of Rayleigh fading is 0.5 dB. 
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In real wireless communication systems, sometimes the duration of the transmitted 

signal is much less than the channel variability. This is true for burst data communication 

systems. In this case, the average capacity can not be applied. Instead of using average 

capacity, we use the outage capacity to evaluate the system performance. It also can give 

an insight of minimum data rate provided to a majority of people or a covered region. 

10% outage capacity is used in this section to evaluate the system performance as given 

in (2.14 ). The capacities of MIMO-MDC system with different number of combining 

base stations at 10% outage are plotted versus different angle spread in Fig. 3.10. The 

equal power allocation strategy and the optimal power strategy are used separately to 

show the difference. 
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Fig. 3. IO Capacities of MIMO-MDC system with I, 2, 3 and 4 combining base stations 

respectively at I 0% outage under composite fading environment. 
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The cumulative distribution functions (CDF) of three different topologies of MIMO 

systems with 10 degree angle spread are simulated. The first scheme is the non­

macroscopic 3 by 3 MIMO systems; the second one is the non-macroscopic 9 by 9 

MIMO systems and the last one is the proposed 3 base stations MIMO-MDC system with 

9 antennas at the receiver site. Therefore, in the MIMO-MDC system, the total number of 

transmit antennas is 9 and equal to that of 9 by 9 MIMO system. The simulation results 

for the i.i.d. fading case, equal power strategy and the optimal power strategy are plotted 

in Fig. 3 .11 respectively. 
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(c) 10 degree angle spread with the optimal power strategy 

Fig. 3.11 The CDF of three MIMO systems under composite fading environment. 
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3.2.3 Observations and Discussions 

In Fig. 3.10, the solid lines are capacity curves of equal power strategy, while the 

dashed lines are capacity curves of the optimal power strategy (i.e., water-filling solution). 

From the figure, it is shown that the capacity of four combining base stations is almost 

double the capacity for a single base station MIMO system with the equal power strategy. 

The capacity of the optimal power strategy is much larger than that of the equal power 

strategy, especially when the macroscopic base station combining scheme is used. The 

capacity of four combining base stations with the optimal power strategy is almost three 

times the capacity for a single base station MIMO system. 

Fig. 3.11 compares three MIMO system topologies under i.i.d. fading case, 10 

degree angle spread with equal power strategy and IO degree angle spread with the 

optimal power strategy. The most important observation is that although the MIMO­

MDC system has the same number of transmit antennas as the 9 by 9 non-macroscopic 

MIMO system, it has almost 10 bps/Hz improvement above that of 9 by 9 MIMO system 

when the 10% outage capacity is considered. Comparing the performance between (b) 

and ( c ), the optimal power strategy provides better outage capacity than that of the equal 

power strategy, which means the capacity of the optimal strategy is closer to that of the 

i.i.d. case. 

As verified by the simulations, the MIMO-MDC system can maximize the spatial 

multiplexing gain while combating the Rayleigh fading by deploying multiple antennas at 

the receiver and mitigating the log-normal shadowing effect by combining independent 

signals from different base stations. The optimal power strategy can give extra 

performance improvement compared to the equal power strategy. But the disadvantage of 
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the optimal power strategy is that it needs the instantaneous CSI feedback to the 

transmitter. This is not easily obtainable when the channel fluctuates very fast or the 

mobile user moves fast. Considering this reason, the equal power strategy is easier to 

implement and more practical. 
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Chapter 4 

Adaptive Modulation in Macroscopic Diversity System 

In this Chapter, Adaptive modulation technology applications based on four 

different constraints under Rayleigh fading and composite fading environments are 

illustrated. The adaptive modulation scheme combined with macroscopic diversity 

technique is proposed in section 4.2. The spectral efficiency performance of the adaptive 

macroscopic selection diversity scheme and the adaptive macroscopic MRC scheme is 

then compared. 

4.1 Adaptive Modulation Technology 

As explained in Chapter 3, the nature of the wireless channel varies with time. 

Sometimes the channel condition is good, which means there is not much influence of 

attenuation or fading factors, but sometimes the channel experiences deep fading. Such a 

variation in the channel condition also affects the SNR. When the instantaneous SNR is 

small, fixing of the transmission data rate or modulation constellation will deteriorate the 

system performance. Thus, if a system can transmit data adaptively based on the channel 

variation, it will work very efficiently or optimally. Such a system can maximize the data 

rate and satisfy the QoS at the same time. 
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4.1.1 Adaptive Modulation Study 

As mentioned in [5], several parameters such as the transmit power, constellation 

size, BER, coding scheme or any combination of those parameters can be varied to 

optimize the system. Considering transmission power, constellation size and BER in 

transmission, [5] investigates adaptive modulation based on four cases only in the 

Rayleigh fading environment: continuous rate with an average BER constraint (C-Rate 

A-BER), continuous rate with an instantaneous BER constraint (C-Rate I-BER), discrete 

rate with an average BER constraint (D-Rate A-BER), and discrete rate with an 

instantaneous BER constraint (D-Rate I-BER). In modem wireless applications, 

especially in multimedia transmissions, the instantaneous BER constraint is more crucial. 

Since C-Rate A-BER gives the optimal output, only three of those schemes are 

demonstrated in this study namely C-Rate A-BER, C-Rate I-BER and D-Rate I-BER. 

Different QAM constellations used on the different channels are 4QAM, 16QAM, 

64QAM, 256QAM, 1024QAM, and 4096QAM for the discrete rate case. The effect of 

channel coding is not considered. 

A. System Model and Constraint Expression 

The system model and notation follows that of [5]. The model illustration is shown 

in Fig. 4.1. 
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Fig. 4.1 Adaptive modulation system model. 
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In Fig. 4.1, g[ i] is the channel power gain, n[i] is the additive white noise and i is 

the time index. The most important issue in this model is that the feedback channel from 

the receiver to the transmitter should be fast and accurate. Therefore, another assumption 

made is the feedback channel exhibits no error and delay. In other words, g[ i] = g[ i], 

where g[i] is the channel power gain and g[i] is the estimated channel gain at the 

receiver. Since the transmit power can be adjusted based on the instantaneous S~ it is 

denoted as S(y[i]). When the channel condition deteriorates severely, the transmit power 

is being saved and the saved power is used when the channel is in good condition. 

Like in [ 5], the spectral efficiency equals the average data rate per unit bandwidth. 

For the continuous rate case, it can be expressed as 

cc = Leo k<r>P<r>dr bps/Hz (4.1) 

p(y) is the PDF of instantaneous SNR y and k(y)represents how many bits per symbol 

can be transmitted with the corresponding y. The rate adaptation k(y) is limited by the 

average transmit power S and the BER constraint (average BER or instantaneous BER). 

The average transmit power constraint is 
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foa) S(y)p(y)dy ~ S (4.2) 

When BER is considered, instantaneous BER constraint means the system must satisfy a 

constant BER all the time, i.e., BER= BER(y). It is a more strict condition than the 

average BER constraint. The latter one can be expressed as 

_ Jco BER(y)k(y)p(y)dy 
BER =-0------­

foco k(y)p(y)dy 

For discrete rate adaptation, the spectral efficiency is given by 

where N is the number of available constellations. And the average BER becomes 

N-1 L k; Jr,., BER (y)p(y)dy 
BER = i=O r, 

N-1 L k, fr,., P<r>dr 
i=O r, 

For M-QAM system, the BER(y) in (4.3) and (4.5) can be approximated as [5] 

[ 

S(y)l -c r--
BER(r) ~ Ci exp 

2 

S 
f(k(y)) 

where 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

and c,, c 2 , c 3 , c4 are positive fixed constants used to give a good approximation for BER. 

They are given as c1 = 0.2,c2 = l.6,c3 = c4 = I [5]. The equations for different constraint 

cases are given as the following. The derivations of those equations are presented in 

Appendix A. 
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B. Equations for C-Rate A-BER 

From [5], it is known that the Lagrange method can be used to solve this 

optimization problem. The Lagrange equation constrained by ( 4.2) and ( 4.3) is 

J(k(y), S(y)) = f~) k(y)p(y)dy + 2.[J~ BER(y)k(y)p(y)dy-BER f ~ k(y)p(y)dy] 
0 0 0 (4.8) 

+ Ai[fo~ S(y)p(y)dy-S] 

The optimal rate and power adaptation should satisfy 

~=0 and BJ =0 
Bk(y) BS(y) 

(4.9) 

By using the BER expression in (4.6) and solving (4.9), the power and BER adaptation 

that maximize the spectral efficiency satisfy 

S~) = max [ f (k(y)) (l BER - 1) 
s af (k(r)) ..i s 1 

Bk(y) 
2 (4.10) 

- f(k(r))2 o] 
c r af (k(r)) k(r), 

2 
Bk(y) 

for nonnegative k(y), and 

(4.11) 

h S(y) . h . b . . d th w ere --=- ts t e ratio etween mstantaneous transmit power an e average power. 
s 

The rate adaptation k(y) is either zero or the nonnegative solution of 

A1 BER - I f(k(y)) I I [ ....t 1c 1c 2 yk(y)] 
8/(k(y)) A s C r 8/(k(y)) k(y) = rc2 n Ai Sf(k(y)) 

8k(y) 2 2 Bk(y) 

(4.12) 
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C. Equations for C-Rate I-BER 

The instantaneous BER constraint isBER(y) =BER, and then by inverting (4.6), 

k(y) can be expressed as a function of adaptive power S(y) and the fixed bit error rate 

k() l-1 log2[C4- c 2 y S(r>], S(y);:?:0,k(y)~O 
r = C In( BER > s 3 c, 

0 else 

The Lagrange equation for this case is [ 5] 

J(S(y)) = foci) k(y)p(y)dy + l[ foci) S(y)p(y)dy- S] 

The optimal power adaptation must satisfy 

~y) = 0, S(y);;: 0, k(y) 2: 0 

Replacing k(y) with (4.13) and solving (4.15), the optimal power ratio is given by 

{ 

1 1 
S(y) ---, 

S = y 0 K yK 
0 

S(y) ~ 0 

else 

(4.13) 

(4.14) 

(4.15) 

(4.16) 

where r O ~ o is the cutoff fade depth that can be obtained by substituting ( 4.16) in ( 4.2) 

and solving the following equation 

Jex) I [ 1 1} - --- (y)dr = 1 
Yo K Yo r 

(4.17) 

in which K is given as 

(4.18) 

When the channel is extremely distorted and the instantaneous SNR is less than the cutoff 

fade y O , increase in transmit power is of no use. Rather, in applications that permit, we 
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can save the same power and allocate it to the channel when it is in good condition so that 

we can apply a larger QAM constellation size and increase the data rate still satisfying 

the fixed BER. 

D. Equations for D-Rate I-BER 

In reference to [5], the transmission rate is assumed to be selected from the set 

{k, }:~· = {O 2 4 6 8 10 12}, which means N=7. The same rate k; is assigned when the 

instantaneous SNR is in the region [r;, Y;+i) . The Lagrange method is still applied to find 

the optimal region boundaries that maximize spectral efficiency. The equation is 

where h(k;) = -(1/c2 )In(BER/c1)f(k;), andf(k;) = 2k1 -1. By solving 

a, 
- = 0, 0 5: i 5: N -1 
ari 

the optimal rate region boundaries are given as 

! 
h(k0 ) 

-k-p, 

r, = h k -h k 
0 

( ,) ( 1-1) 1< ·<N-1 
k. -k. p, _, -

' ,-1 

i = 0 

In ( 4.21 ), p is determined by the average power constraint ( 4.2). 
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L 

E. Numerical Search and Results 

To find the optimal parameter in the Lagrange equation, the bisection method is 

used. Bisection search method is a fast convergent algorithm to find the value for the 

parameter to make the equation equal to zero [34]. The basic one-dimensional bisection 

method is used in C-Rate I-BER and D-Rate I-BER case, while for the C-Rate A-BER 

case a two-dimensional bisection is applied. Since the C-Rate A-BER case is more 

complex, only the two-dimensional bisection method is explained in more detail. 

1) Two-dimensional bisection numerical search 

In order to make (4.10) and (4.11) satisfy constraints (4.2) and (4.3) at the same 

time, for any fixed A, and Ai S , we can find k(r) over all r that satisfies ( 4.12). The 

function of k(y) will be zero if k(y) 2!: O and S(r) 2!: O are not satisfied. Taking the value 

of k(y) back to (4.10) and (4.11), we obtain S(r) and BER(r) in terms of k(y) . A two-
s 

dimensional search method 1s applied to find A, and A2 S that make 

S{y) . . 
S and BER(y) satisfy the average power constrrunt (4.2) and the average BER 

constraint ( 4.3 ). The real power constraint and the BER constraint that would be tested 

are: 

Jco S~) p(y)dy-1 = O 
0 s (4.22) 

fo
00 

BER(y)k(y)p(y)dy-BER Io® k(y)p(y)dy = 0 (4.23) 

Initially, we consider )l, and Ai S to represent two orthogonal axes in a plane named as 

A plane. If we want to find a fixed )l, and l 2 S that satisfies (4.22) and (4.23), 
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,l 

mathematically we need to perform a two-dimensional search to find a crossing point of 

two curves. Those two curves are in l plane to satisfy the power constraint and the 

average BER constraint separately. 

In the algorithm, it is defined that the curves satisfy the power constraint as Fl, F2 

for BER constraint. It is also assumed that Fl and F2 are monotonically increasing or 

decreasing with reference to Ai and Ai S. The bisection method is an efficient algorithm 

to find the root of a monotonic function, therefore in this research we perform a two­

dimensional bisection search based on the sign change of Fl and F2. 

As known, a plane could be divided into four parts if two monotonic curves in this 

plane cross each other. These two functions have different signs in these four parts, such 

as ( +, + ), ( +, -), (-, + ), and (-, -). Firstly, we choose four points on .l plane. Each point is 

located in one of these four regions. Such four points consist of a quadrilateral and 

guarantee that the desired point, which makes Fl and F2 zeros, is in this area. Two 

monotonic curves divide the l plane and have different signs as shown in Fig 4.2. 
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X 

(+.-) 

y 

Fig. 4.2 Four regions on the it plane divided by two monotonic curves from the two­

dimensional bisection method. 

In this case, x axis represents A, and y axis represents JLi S . As shown in the figure, 

the part below the F 1 curve makes the power constraint have negative value; the upper 

part makes the power constraint have positive value. Likewise, the part below F2 curve 

makes the average BER constraint have a negative value; the upper part makes the 

average BER constraint have a positive value. The sign changes are also shown in the 

figure. The first sign in every bracket represents the sign for FI, and the second one 

represents the sign for F2. Finally, four points (xl, yl), (x2, y2), (x3, y3), and (x4, y4) are 

chosen, each one is chosen from a different region. Such a quadrilateral can guarantee 

that the desired point is in this rectangle. Then the bisection method is used to reduce the 

region and approach the desired point. The flow chart is as follows: 
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Yes 

Take corresponding 
(x, y} into eq. 1 to 
calculate Spectral 

Efficiency 

End 

Choosing four points (x1, y1 ), (x2, y2), (x3, y3), (x4, y4) to 
be located in ,iplane just like in fig. 4.2 

Take above four pair of values into two constraints 

Newx1 =(x1 +x2)/2; Newy1 =(y1 +y2)/2. 
Assign (Newx1, Newy1) to (x1, y1) if they are in the same 

region; otheiwise, assign it to (x2, y2} 

Newx2=(x2+x4 )/2; Newy2=(y2+y4 )/2. 
Assign (Newx2, Newy2) to (x2, y2) if they are in the same 

region; otheiwise, assign it to (x4, y4) 

Newx3=(x3+x4)/2; Newy3=(y3+y4 )/2. 
Assign (Newx3, Newy3} to (x4, y4} if they are in the same 

region; otheiwise, assign it to (x3, y3} 

Newx4=(x1 +x3}/2; Newy4=(y1 +y3}/2. 
Assign (Newx4, Newy4} to (x3, y3} if they are in the same 

region; otheiwise, assign it to (x1, y1) 

Fig. 4.3 Flow chart of the two-dimensional bisection method. 

2) Numerical result 

Based on the above two-dimensional bisection method and an easter one­

dimensional bisection method, the mean spectral efficiency of the three different 

constraint cases with BER at 10-3 under Rayleigh fading environment are shown in the 

following figure. 
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Fig. 4.4 Mean spectral efficiency of the three different constraint cases with BER at 10-3 

under the Rayleigh fading environment. 

4.1.2 Adaptive Modulation under Composite Fading Environment 

In (28], the PDF of the log-normal component expressed in dB is 

([ ) = 10 ex [- (10log10 r0 -m)
2

] 

p O of'
0 

ln(lO).J2; p 20' 2 
(4.24) 

where m and O' are the respective mean and standard deviation in dB of the log-normal 

component. r0 is the local mean of fading. As introduced in Chapter 2, for the composite 

fading case, the Rayleigh component fluctuates fast on the log-normal variable. Then the 

PDF of composite fading can be represented as 
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raJ 10 ( y) [ (lOI0g10 r 0 -m)
2 l..1r 

p(y) = Jo or; ln(IO)~ exp - ro • exp - 2a2 I.L 0 
(4.25) 

Unfortunately, there is no closed-form solution for the above equation. As in [29], a new 

log-normal distributed variable is used to approximate the composite fading variable. The 

PDF of the composite fading signal is 

p(y) ~ IO · exp[ (10log10 Y ~ Y • .)2] 
aanrln(IO)~ 2a0 n 

(4.26) 

where ran and aan are the approximated mean and the standard deviation of the 

logarithm of the log-normal component of this channel , i.e. IO log10 r, respectively. The 

approximated r and a are equal to an an 

- -
Yan = Y - 2.5 dB (4.27) 

a an = ~a: + 5.57 2 dB (4.28) 

where r and a: are the exact mean and standard deviation of the log-normal component 

of that channel. This approximation is accurate if a; is greater than 6 dB [29]. In the 

simulation, a r is set to 9 dB, y is chosen from 5 dB to 30 dB. 

Using the approximated PDF in the section 4.1.1, the mean spectral efficiency of 

adaptive modulation system under composite fading environment for the three constraint 

cases can be obtained as shown in Fig. 4.5 
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Fig. 4.5 Mean spectral efficiency of the three different constraint cases with BER at 10-3 

under the composite fading environment. 

4.2 Adaptive Macroscopic Diversity Schemes 

In this section, the proposed adaptive macroscopic diversity systems are introduced. 

In the analysis model three base stations are deployed to support one single cell and each 

base station has only one antenna. The assumption results in mobile users in this cell to 

receive three uncorrelated Rayleigh plus log-normal signals. The transmission power is 

assumed to be adjusted based on the user location such that its local mean power remains 

the same regardless of the physical user location. In order to simplify the system, the 

BER of each independent channel is the same. Two adaptive macroscopic diversity 
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schemes are introduced. To start with, the spectral efficiency of the macroscopic selection 

diversity system under composite fading environment with C-Rate I-BER constraint is 

analyzed. The performance improvement is compared with that of a single base station 

system. Then in order to show the spectral efficiency of a macroscopic MRC system, a 

suboptimal case, which fixes the transmit power for each transmission, is introduced and 

compared to the optimal case. Finally, the spectral efficiencies of two adaptive 

macroscopic diversity systems are produced. 

4.2.1 Adaptive Macroscopic Selection Diversity Scheme 

In a rich fading environment consisting of Rayleigh fading plus log-normal fading, 

based on the feedback channel information, we select the base station whose channel has 

the highest SNR compared to other base stations. In order to simplify the model, as in 

[29], the mean and the standard deviation of signals from all base stations are assumed to 

be the same. Then the PDF of M-branch macroscopic selective diversity system is [28] 

( ) - 10 M [ (10 log 10 r - ran ) 2 
] F[ 10 log 10 r - ran ] M -I p r - . exp - ....;._-~~___.;_.;;;.:...;.._ . 

a 0 nyln(IO).Jfi 2a
0
n 2 a 0 n 

(4.29) 

where F[·] is the cumulative normal distribution function, M is the number of base 

stations to support a single cell. Once the PDF of SNR is known, we can adaptively 

allocate the transmit power based on the channel condition and the fixed target BER. 

Taking the above PDF back to the equation for the C-Rate I-BER constraint, the spectral 

efficiency of adaptively modulated macroscopic selection diversity scheme can be 

obtained. The mean spectral efficiency comparison between the macroscopic selection 

diversity and a single base station for C-Rate I-BER case at the target BER of 10-3 is 
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presented in Fig. 4.6. 
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Fig. 4.6 Mean spectral efficiency comparison between the macroscopic selection 

diversity and a single base station for C-Rate I-BER case at target BER of I 0-3 
• 

In the above figure, M is the number of branches for the selection diversity. It has 

been shown that the spectral efficiency increases significantly when we deploy more base 

stations to support one cell. At the same time, if we fix the spectral efficiency to 5 bps/Hz, 

involving more base stations, the minimum SNR required to support the average BER as 

I 0-3 is much smaller than the case of a single base station topology. This means that by 

applying the macroscopic selection diversity, we support BER constraint-based wireless 

services at a certain SNR level that is much less than the required SNR for a single base 
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station [35]. Such a system can provide robust and reliable wireless data link even under 

low SNR. For example, in Fig. 4.6, to support 5 bps/Hz data rate, the single base station 

system needs the average SNR at around 22 dB; but the required SNR of a macroscopic 

selection diversity system needs only 13 dB. 

4.2.2 Adaptive Macroscopic MRC Scheme 

As we know, the selection diversity is the simplest diversity scheme, but it also 

provides the worst capacity performance as we discard other base station resources. It has 

been shown in Chapter 2, that the MRC diversity scheme gives the best performance 

among those three receiver diversity schemes. Therefore, the spectral efficiency 

performance of the adaptive macroscopic MRC scheme is analyzed in this section. 

Similar to last section, the PDF of joint instantaneous SNR y of several base 

stations needs to be taken into the Lagrange equations for different constraints. 

Unfortunately, the close form PDF representation of joint composite Rayleigh plus log­

normal distributed SNR is not known. In order to solve this problem, the Monte Carlo 

simulation is used to evaluate a suboptimal adaptation for C-Rate I-BER case. In the 

optimal case, if the channel is distorted seriously, the system would allocate less power or 

zero power if the SNR is below the cutoff fade. The power thus saved will be distributed 

to the channel when it is in good condition. In the suboptimal case, the total power for 

each transmission is fixed. In each transmission, the total power is equally allocated to all 

available base stations. Since the transmit power is fixed, the equation (4.13) can be 

changed to 
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k( ) -l_!_log2 [c4 - c~ ], k(y) ~ 0 y - C ln(BER) 
3 c, 

0 else 

(4.30) 

In the suboptimal case, for the selection diversity scheme, the instantaneous SNR r in 

(4.30) is the largest instantaneous SNR from all base stations; for the MRC scheme, the r 

in ( 4.30) is the summation of instantaneous SNR of all base stations. To calculate the 

mean spectral efficiency of the suboptimal case for C-Rate I-BER constraint, the statistics 

of the instantaneous SNR under composite fading is generated. Using ( 4.30), the statistics 

and mean value of instantaneous spectral efficiency can be obtained. 

The mean spectral efficiencies of the suboptimal case for a composite fading 

channel versus the average SNR for two different constraints with the macroscopic three­

branch MRC diversity combining and the three-branch selection diversity when 

instantaneous BER is 10-3 are shown in Fig. 4.8. Before that, the comparison between the 

optimal case and the suboptimal case for the macroscopic selection diversity scheme 

under composite fading with C-Rate I-BER constraint is demonstrated in Fig. 4.7. 
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Fig. 4. 7 Comparison between the optimal case and the suboptimal case for the 

macroscopic selection diversity scheme under the composite fading with C-Rate I-BER 

constraint. 
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Fig. 4. 8 Mean spectral efficiency of the suboptimal scheme for a composite fading 

channel versus the average SNR for two different constraints with the macroscopic three­

branch MRC diversity combining and the selection diversity when the instantaneous BER 

is I 0-3
• 

As shown in Fig. 4.7, the curve of the suboptimal case for the adaptive 

macroscopic selection diversity scheme derived from Monte Carlo simulation is very 

close to the curve of the optimal case, which means that there is not much penalty 

between our assumption and ideal adaptive scheme. This conforms to the discussion in 

[5], which states that using just one or two degrees of freedom in adaptive modulation 

yields close to the maximum possible spectral efficiency obtained by utilizing all degrees 
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of freedom. 

Fig. 4.8 shows that the macroscopic MRC scheme has better spectral efficiency 

performance compared to that of the selection diversity scheme for both constraints at 

any average SNR. Another observation is that the performance of diversity schemes 

under C-Rate I-BER case has about I bps/Hz larger than that of diversity schemes under 

D-Rate I-BER. Since in the real adaptive transmission system the signal constellation size 

can only be an integer, the D-Rate I-BER constraint is more practical. 
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Chapter 5 

Conclusions 

This thesis proposes two kinds of optimized wireless mobile communication 

systems: the macroscopic MIMO system and the adaptive macroscopic diversity system. 

In Chapter 3, it is shown that the Milvf O system capacity increases linearly 

compared to the SISO system when the channel characteristics are i.i.d. fading. When the 

fading channels are correlated, the capacity of the MIMO system will be reduced 

dramatically. The channel correlation can result from the small angle spread, close 

surrounding scatterers, or the lack of antenna spacing. In the correlated fading case, the 

MIMO system can be decomposed into min(M, N) number of single channel subsystems, 

where Mand N are the number of antennas at the transmitter and receiver, respectively. 

If the CSI is known at the transmitter, the water-filling power allocation strategy can be 

applied to optimize the system capacity. In the MilvlO-MDC system, some independent 

fading channels can be obtained due to the sparsely distributed base stations. The 

simulation results show that the capacity of the MIMO-MDC system is increased 

significantly compared to the single base station MIMO system. The results also indicate 

that the deployment of the transmit antennas at several geographically distributed base 

stations can provide more capacity than deploying all the antennas at one base station. 

This is because the MIMO-MDC system can maximize the spatial multiplexing gain 
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while combating the Rayleigh fading by deploying multiple antennas at the receiver and 

mitigating the log-normal shadowing effect by combining independent signals from 

different base stations. 

Chapter 4 applies the adaptive transmission technology to the macroscopic diversity 

system to optimize the spectral efficiency under the BER constraint. By taking the PDF 

of the macroscopic selected SNR of the composite fading channel to the Lagrange 

equations for different constraints, the spectral efficiencies can be obtained. It has been 

shown that the spectral efficiency increases significantly when we deploy more base 

stations to support one cell for all constraints. Meanwhile, by applying the macroscopic 

selection diversity, the topology can support BER constraint-based wireless services at 

SNR levels that are much less than the required SNR levels when using a single base 

station. Thus we can conclude that the macroscopic topology improves the QoS of 

wireless network especially when the channel condition significantly varies (i.e., the SNR 

may fluctuate). In the following section, applications of the adaptive transmission with 

the macroscopic MRC system is presented, where a suboptimal case is proposed because 

the joint PDF of the composite Rayleigh plus log-normal distributed SNR is not known. 

Although the transmit power is fixed for each transmission, the performance of the 

suboptimal case is very close to that of the optimal case. This means that there is no 

significant penalty when using the suboptimal scheme instead of the optimal one. The 

following section investigated the mean spectral efficiencies of the suboptimal 

optimization scheme for a composite fading channel versus the average SNR for two the 

different constraints, with the macroscopic three-branch MRC diversity combining and 

the selection diversity, for an instantaneous BER requirement of 10-3 
• The macroscopic 
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MRC scheme has a better spectral efficiency performance compared to that of the 

selection diversity scheme for both the C-Rate I-BER and the D-Rate I-BER constraints 

at any average SNR level. As a conclusion, the adaptive macroscopic MRC scheme 

seems to be the best choice to provide high spectral efficiency. Although, this 

performance gain is obtained with a higher complexity cost of the combining system 

compared to a selection diversity based topology. 
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Appendix A 

Derivations of Adaptive Modulation Optimization Equations for 

Different Constraints 

The proof of the equations given in section 4.1.1 for three different constraints, C­

Rate A-BER, C-Rate I-BER, and D-Rate I-BER, is provided below. 

Al. Derivation for C-Rate A-BER case 

The Lagrange equation for C-Rate A-BER case that is constrained by the average 

power constraint and average BER constraint is 

J(k(r),S(r)) = J~ k(r)p(r)dr + Ai[J~ BER(r)k(r)p(y)dy-BER J~ k(y)p(r)dr] o o o (A.l) 

+ A2[J; S(y)p(y)dy-S] 

The optimal rate and power adaptation should satisfy 

aJ oJ --=Oand-=0 
ak(r) as<r> 

(A.2) 

where 

(A.3) 
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aJ = 1 + ..-l, [sER(y) + k(y) B(BER(y)) - BER] 
ak( r ) Bk(r) 

= I +,,{, {BER( )+k( ) c1c2rS(y ) I S &f(k(r))exp[ - c2 rS(r ) I S] - BER} (A.4) 
r r [f(k(r))]2 ak(r) f (k( r )) 

=I + Ai ( sER(r )[I + k(r )c2rSCr ) I S of(k(r ))] -BERJ = o 
[J(k(y ))]2 8k(y) 

8J = A, 8BER(r ) k( ) + A, = A,C2J1C(r ) BER(y) + A,2 = 0 (A.5) 
8S(y) oS(y ) r 2 Sf(k(y)) 

From (A.5 ), the optimized BER equation can be obtained 

(A.6) 

Substituting (A.6) into (A.4), the power adaptation that maximizes the spectral efficiency 

sho uld satisfy 

S~ ) = max[ f( k(y)) (J BER - 1)- f(k(y))2 ,OJ (A.7) 
S 8/ (k( y )) A S I C 8/(k(y)) k(y) 

ak(r ) 2 21 
ok(r) 

where S ~ ) is the ratio between the instantaneous transmit power and the average power. s 

From (A.3), (A.6), and (A.7), the rate adaptation k(y) can be obtained as either zero or 

the nonnegative solution of 

~ BER-1 f(k(y)) =-1 ln[ A,C1C2J1C(r) ] 

of(k(r )) Ai s c r of(k(r )) k(r ) ~2 Ai Sf(k(r) ) 
8k(y) 2 8k(y) 

(A.8) 

A2. Derivations for C-Rate I-BER case 
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The instantaneous BER constraint is BER(y) =BER, so by inverting (A.3), k(y) 

can be expressed as a function of the adaptive power S(y) and the fixed bit error rate 

k( ) -1-1 log2[c4 - c2r S(r)j, S(r) ~ O,k(r) ~ o 
y - C }n( BER) S 

3 ~ 

0 else 

To maximize spectral efficiency, the Lagrange equation becomes 

J(S(y)) = Lee k(y)p(y)dy + A[ Ii, S(y)p(y)dy-S] 

The optimal power should satisfy 

aJ =O 
oS(y) ' 

S(y) ~ 0, k(y) ~ 0 

B BJ ok(y) . . 
Y solving BS(y) = oS(y) + ;t = 0, the optimal power adaptation 1s 

where K is given as 

C 

S(y)~O 

else 

K = - 2 

c4 In( B~R J 

(A. 12) can be simplified as 

S(y) ---, 

{ 

1 1 

S = YoK rK 
0 

S(y) ~ 0 

else 

(A.9) 

(A.10) 

(A.11) 

(A.12) 

(A.13) 

(A.14) 

where r O ~ o is the cutoff fade depth that can be obtained by substituting (A.14) into 

average power constraint and solving the following equation 
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Jaol[l l] - --- p(y)dr = 1 
ro K Yo y 

(A.IS) 

A3. Derivations for D-Rate I-BER case 

In reference to [5], the transmission rate is assumed to be selected from the set 

{k, t~1 = { 0 2 4 6 8 IO I 2}, which means N =1. The same rate k; is assigned when the 

instantaneous SNR is in the region [Y;, Y;+i) . Since BER(r) = BER, by modifying (A.3), 

the power adaptation can be written as 

S(y) h(k;) 
---=--=-- (A.16) 

s r 

(-J 1 BER 
where h(k;)=--ln -- f(k;). 

C2 C1 

The Lagrange method is still applied to find the optimal region boundaries that maximize 

spectral efficiency. The equation is 

J(y;) = L k; J'/+I p(y)dy+A[ L f r1+1 h(k;) p(y)dr-1] 
OS.iSN-1 r, 0SiSN-I r, Y 

Then differentiating (A.17), it becomes 

So the optimal rate region boundaries can be obtained from (A.18) as 

h(k0 ) 

-k-p, 
0 

; = 0 

h(k;) - h(ki-1) l . N l -----p, ~ l ~ -
k; -ki-1 

In (A.19), p = -A is determined by the average power constraint. 
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(A.17) 

(A.18) 

(A.19) 
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