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## PREFACE

The next generation of wired and wireless network architectures will support a variety of applications with very high speed communication. At the network layer, scheduling algorithms play a critical role in provisioning quality-of-service ( QoS ) guarantees for different traffic classes. Therefore, performance evaluation of the proposed scheduling schemes have became a critical issue in the network design and control.

In this thesis, we first consider the problem of provisioning statistical QoS guarantees for real-time traffic in a wireless network node with selective-repeat automatic repeat request (ARQ) error control. We present a novel approach for evaluating the packet loss probabilities in the network and physical layers [1,2]. The results provide a new perspective for the network control and optimization using cross-layer design techniques.

Secondly, we study a high-speed switch deploying the preemptive priority scheduling policy. An analytical approach has been developed to estimate the per-class buffer overflow probabilities [3]. From the results, we find that when considering a certain traffic class, all the traffic with a higher priority can be lumped together and all the lower priority traffic can be ignored.

Finally, we investigate a high-speed network node scheduled by the earliest-deadlinefirst (EDF) policy. We propose a statistical framework $[5,6]$ to analyze the per-class deadline violation probabilities of an EDF scheduler. Based on the theoretical foundation, we derive the admission conditions and call admission control algorithm [7, 8]. In addition, we show that the statistical QoS guarantees that an EDF scheduler actually assures have an asymptotical ordering property [8]. As shown by the numerical evaluation, the theoretical results derived in this thesis provide fairly good approximations to the real metrics.

## ACKNOWLEDGMENTS

I would like to express my sincere appreciation and acknowledgment to my advisor Dr. Jong-Moon Chung for his contribution in the development of my research and his guidance in my professional growth. I genuinely thank him for everything I achieved in my research so far. Without his broad vision and deep insight, his valuable advices and strong encouragement, and his willingness to provide funding, this work would not have been possible. Also, I gratefully acknowledge the support of the Advanced Networking Research Program of the Oklahoma State University and NSF DMI-0339471 project.

I would like to thank Dr. Gary Yen and Dr. Guoliang Fan for their involvement on my thesis committee. Thanks are also due to Dr. Wun-Cheol Jeong, who has greatly enriched my knowledge in probability theory and wireless communications.

I would also like to extend my acknowledgment to my friends at the Oklahoma State University, Hooi Miin Soo, Mauricio A. Subieta Benito, Sang-Chul Kim, Dongfang Liu, Kannan Srinivasan, and Moses Lynn George, for their collaboration, enthusiasm, and help in difficult times.

To my parents for believing in me, and to my sister for pushing me to excel. Finally, and most importantly, I would like to express my gratitude to my loving girlfriend, Dongxia (Ann) Qu , whose love and support made this possible.

## TABLE OF CONTENTS

Chapter Page
1 INTRODUCTION ..... 1
1.1 Motivation ..... 1
1.2 Contributions of the Thesis ..... 2
1.3 Structure of the Thesis ..... 4
2 STATISTICAL QUALITY-OF-SERVICE GUARANTEES IN HIGH-SPEED NETWORKS: AN OVERVIEW ..... 5
2.1 Introduction ..... 5
2.2 Traftic Models ..... 6
2.2.1 Self-Similarity ..... 6
2.2.2 Self-Similar Traffic Modeling ..... 8
2.3 Performance Evaluation ..... 9
2.3.1 Large Deviation Theory ..... 9
2.3.2 Maximum Variance Asymptotic ..... 11
2.4 Scheduling and Call Admission Control ..... 13
3 ANALYSIS OF PACKET LOSS FOR REAL-TIME TRAFFIC IN WIRELESS MOBILE NETWORKS WITH ARQ FEEDBACK ..... 14
3.1 Introduction ..... 14
3.2 System Model Description ..... 16
3.3 Packet Loss Probabilities ..... 17
3.3.1 Queueing Loss ..... 17
3.3.2 Transmission Loss ..... 20
3.4 ARQ Error Control in Time-Varying Rayleigh Fading Channels ..... 23
3.5 Numerical Validation ..... 25
3.5.1 Constant Channel Condition without Packet Combing ..... 26
3.5.2 Time-Varying Rayleigh Fading Channel ..... 26
3.6 Conclusion ..... 29
4 ANALYSIS OF STATIC PRIORITY QUEUEING SYSTEMS ..... 31
4.1 Introduction ..... 31
4.2 Related Work ..... 32
4.3 Queueing Analysis ..... 33
4.3.1 A General Multiplexer ..... 33
4.3.2 A Two-Class Priority Queue ..... 34
4.3.3 A Multi-Class Queueing System ..... 36
4.4 Numerical Examples And Simulations ..... 38
4.5 Conclusion ..... 40
5 ADMISSION CONTROL FOR STATISTICAL SERVICES WITH EARLI- EST DEADLINE FIRST SCHEDULING ..... 42
5.1 Introduction ..... 42
5.2 Background and Problem Formulation ..... 45
5.2.1 EDF Scheduling ..... 45
5.2.2 Problem Formulation for Admission Control ..... 46
5.3 Evaluating Deadline Violation Probabilities ..... 47
5.4 Call Admission Control: Conditions and Algorithms ..... 52
5.4.1 Admission Conditions ..... 52
5.4.2 Admission Control Algorithms under EDF Scheduling ..... 55
5.5 Statistical Properties of QoS Guarantees under EDF Scheduling ..... 61
5.5.1 Trade-Off Property of QoS Constraints ..... 61
5.5.2 Asymptotic Ordering Property ..... 63
5.6 Numerical Evaluation ..... 64
5.6.1 Example 1 ..... 65
5.6.2 Example 2 ..... 67
5.6.3 Example 3 ..... 67
5.7 Conclusion ..... 71
6 SUMMARY AND FUTURE WORK ..... 73
6.1 Summary ..... 73
6.2 Future Research ..... 74
BIBLIOGRAPHY ..... 75

## LIST OF TABLES

Table Page
5.1 The traffic parameters for numerical example 2 of section 5.6. ..... 70
5.2 The violation probabilities in a three-class EDF system with $\mu_{1}=0.36 C$, $\mu_{2}=0.35 C$, and $\mu_{3}=0.20 C$. ..... 71

## LIST OF FIGURES

Figure Page
3.1 Block diagram of a wireless mobile system. ..... 21
3.2 The effective capacity $C_{E}(t)$ and ARQ capacity $C_{A}(t)$ versus time in a time-varying Rayleigh fading channel, where the memory ARQ is deployed and $P_{1}=0.3229, P_{2}=0.0589, P_{3}=0.0074, P_{4}=0.0007, P_{5}=0.0001, D=$ 25 ms , and $T_{r}=5 \mathrm{~ms}$. ..... 21
3.3 The loss probabilities in reference to the delay bound, where $\mu=0.8310 \mathrm{C}$ and $P_{1}=\ldots=P_{\hat{n}+1}=0.1$. ..... 27
3.4 The loss probabilities in reference to the delay bound, where $\mu=0.8814 C$ and $P_{1}=\ldots=P_{\hat{n}+1}=0.01$. ..... 27
3.5 The loss probabilities in reference to the delay bound, where $\mu=0.8814 C$ and $P_{1}=\ldots=P_{\hat{n}+1}=0.001$. ..... 28
3.6 The loss probabilities in reference to the delay bound, where the memory ARQ is delpoyed and $\mu=0.8555 C$. ..... 28
3.7 The loss probabilities in reference to the delay bound, where memoryless ARQ is deployed and $\mu=0.8555 C$. ..... 30
4.1 The buffer overflow probability in a general multiplexer. ..... 39
4.2 The buffer overflow probabilities in a two-class priority queueing system, with $\mu_{1}=0.6 C$ and $\mu_{2}=0.2 C$. ..... 39
4.3 The buffer overflow probability of the lower priority queue (LPQ). ..... 41
4.4 The buffer overflow probabilities of the first, second, and third class queues in a three-class priority queueing system, with $\mu_{1}=0.34 C, \mu_{2}=0.32 C$ and $\mu_{3}=0.19 C$. ..... 41
5.1 The architecture of an EDF scheduling system. The delay bound and loss bound of class $i$ sources are denoted by $d_{i}$ and $P_{i}$, respectively. ..... 58
5.2 The evolutions of $A_{i}(t), A_{i}\left(t-d_{i}\right), S_{i}(t)$ and $D_{i}(t)$ over the time scale. Note $A_{i}(t)$ is $\{\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}, \mathrm{e}, \mathrm{f}\}$, and $D_{i}(t)$ is $\{\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{f}\}$. ..... 58
5.3 A trace composed of 40 multiplexed MPEG-4 video sources. ..... 66
5.4 A trace composed of 80 multiplexed H. 263 video sources. ..... 66
5.5 The admissible region vs. delay bound in a 45 Mbps EDF link accessed by MPEG-4 video traffic. ..... 68
5.6 The admissible region vs. delay bound in a 45 Mbps EDF link accessed by H. 263 video traffic. ..... 68
5.7 The amount of traffic arriving during a time interval of 0.01 second. ..... 69
5.8 The deadline violation probabilities vs. delay bounds in a two-class EDF scheduler, where $\mu_{1}=0.2861 C$ and $\mu_{2}=0.5639 C$. ..... 69
5.9 The admissible region for heterogeneous traffic in a two-class EDF sched- uler. The link rate of the EDF system is fixed at 45 Mbps . ..... 70

## CHAPTER 1

## INTRODUCTION

### 1.1 Motivation

Future high speed packet-switching networks are expected to provide quality of service (QoS) differentiation for a variety of traffic classes. Statistical multiplexing of the traffic generated from sources with different characteristics on a switch may introduce considerable flexibility and potential savings in network resource allocation. Due to the diverse traffic characteristics, different classes of traffic should be treated separately according to their respective QoS requirements. Effective and practical packet scheduling schemes, therefore, are required to provide different QoS guarantees in an integrated network. To achieve this goal, three important scheduling mechanisms, strict priority (SP), generalized processor sharing (GPS), also known as weighted fair queueing (WFQ), and earliest deadline first (EDF) have been proposed for CAC frameworks. They offer considerable flexibility in providing high degrees of service differentiation and extracting statistical multiplexing gains. In particular, two variants of GPS (i.e., class-based WFQ and self-clocked fair queuing) have been implemented into switches and routers, respectively by the Cisco System and IBM.

Motivated by these observations, we investigate the issues of statistical QoS guarantees in communication networks deploying different scheduling algorithms. In particular, we wish to address the following problems in this thesis.

1. Consider a wireless network with automatic repeat request (ARQ) error control and first-in-first-out (FIFO) scheduling. Is it possible to provide statistical QoS guaran-
tees for real-time traffic under various channel conditions?
2. For a high-speed multiplexer deploying SP scheduling, how to obtain the per-class QoS metrics?
3. In a network node with EDF scheduling, how can one analyze the deadline violation probabilities of individual traffic classes? How to design an efficient and effective CAC algorithm for EDF networks? What kind of information can be derived so that the network protocols and applications can adaptively adjust their behaviors (e.g., QoS requirements and flow rates) for resource efficiency?

In order to solve the above problems, we need an appropriate traffic model to characterize the traffic processes. Given the traffic model, we can derive the solutions for the above problems by extending some of the important results on stochastic performance analysis from the literature. The traffic model and stochastic performance analysis will be introduced in chapter 2. The next section summarizes the contributions of this thesis.

### 1.2 Contributions of the Thesis

The contributions of this thesis are summarized as follows.

1. In the context of wireless communications, we study the provisioning of QoS for real-time traffic over a wireless channel with ARQ error control. We derive an analytical model to evaluate the queueing related loss and the wireless channel related loss. In contrast to the previous work, this model quantifies the interaction between the network and physical layers, and then it enables the admission controllers of the wireless network to improve the utilization while satisfying the traffic QoS constraints through cross-layer design techniques. This piece of research has resulted in [1] and [2].
2. Differentiated services (DiffServ) networking technologies are under development
with the objective to support diverse traffic classes that require different QoS guarantees. Recent studies have shown that real network traffic exhibits self-similarity or long-range dependence (LRD) in high-speed communication networks, which has a deteriorating impact on the network performance. To assist the development of admission control mechanisms which can accommodate heterogeneous traffic, including short-range independence and long-range dependence, this thesis proposes a measurement-based approach to estimate the buffer overflow probabilities of each priority queue in a multiplexer deploying a static priority (SP) scheduling discipline. The accuracy and effectiveness of this model have been verified by simulations. The results of this thesis will provide a practical insight into the buffer dimensioning and admission control design of a multiplexer with SP scheduling. Relevant publications regarding this work are [3] and [4].
3. The design of call admission control (CAC) mechanisms has been a critical issue in providing QoS guarantees for heterogeneous traffic flows over integrated service (IntServ) and/or differentiated service (DiffServ) networks. Earliest deadline first (EDF) is an ideal scheduler for real-time services because of its optimal admissible region and delay bound properties. The major difficulty in developing an effective and efficient CAC algorithm for statistical services is the analysis of per-class deadline violation (loss) probabilities with respect to the delay bounds. In this thesis, we provide an analytical approach to evaluate the aggregate and per-class deadline violation probabilities of an EDF scheduler. Based on these theoretical foundations, we derive the admission control conditions and then propose a CAC algorithm for statistical services under EDF scheduling. In addition, we show that the QoS metrics that an EDF scheduler actually guarantees have an asymptotic ordering property, which provides important insights into the design and control of EDF networks. The effectiveness and performance of our proposed algorithm have been validated by trace-driven simulation experiments using MPEG and H. 263 encoded video sources.

These results have been presented in [5], [6], [7], and [8].

### 1.3 Structure of the Thesis

We have introduced the context and motivation of the issues to be addressed. The remainder of this thesis is constructed as follows. In chapter 2, we provide an overview for the issues and challenges in high-speed networks supporting statistical QoS guarantees. In particular, we will review the issues regarding traffic characterization, performance analysis, scheduling algorithms, and admission control. In chapter 3, we present an analytical model to evaluate the packet loss probability in a wireless network with ARQ error control. In chapter 4, we give an approach to estimate per-class QoS metrics in a multiplexer deploying SP scheduling. In chapter 5, an analytical framework is developed to study the per-class deadline violation probabilities of an EDF scheduler. Based on this theoretical foundation, we further derive the admission control conditions and algorithm for networks with EDF scheduling. Chapter 6 summaries this thesis with a discussion on some future research issues.

## CHAPTER 2

# STATISTICAL QUALITY-OF-SERVICE GUARANTEES IN HIGH-SPEED NETWORKS: AN OVERVIEW 

### 2.1 Introduction

In this chapter, we overview the issues and challenges in high-speed networks supporting statistical QoS guarantees.

The issues regarding scheduling and admission control were originally studied in the context of a deterministic setting (see [9], [10], [11], [12], [14], and [15]). These deterministic frameworks are intrinsically conservative, since they have to consider the worst cases that might occur in the schedulers with very low probabilities. As a result, the network utilization achievable will be very low for bursty traffic. Therefore, they are limited to only applications requiring deterministic services (without packet loss), and are not appropriate for adaptive statistical services that can both tolerate and adapt to certain amounts of loss and end-to-end delay. Due to this, the scheduler behaviors under the context of statistical multiplexing have received a lot of attention in various aspects.

Traffic characterization is an very important issue in understanding QoS guarantees. To analyze the statistical behaviors of different traffic schedulers, we first need an elegant and promising traffic model to accurately characterize the traffic arrival processes. In particular, the traffic model is expected to be amenable for queueing analysis and capable of capturing the self-similar feature of real network traffic. This issue is addressed in section 2.2.

In section 2.3, we introduce some important statistical performance bounds developed in the literature. These theoretical foundations serve as the building blocks for the developments of our analytical frameworks presented in this thesis.

The scheduler is an indispensable part in the design of call admission control mechanisms. In section 2.4, we briefly review some representative scheduling disciplines for QoS guarantees and various important aspects regarding call admission control.

### 2.2 Traffic Models

Traffic specification and modeling are very important for network performance evaluation. Without the knowledge of traffic characteristics, it is impossible for networks to provide QoS guarantees. Recent studies [16] [17] of high-quality, high-resolution traffic measurements have convincingly shown that real network traffic exhibits self-similar (or long-range dependent) characteristics in existing packet-switching networks. These studies present a fundamentally different set of problems for the analysis and design of networks, and many of the previous analytical models based on short-range dependent processes (e.g., Poission and Markovian processes) are no longer valid in the presence of self-similarity. In this section, we first review the definitions and properties of self-similarity and then introduce some representative self-similar traffic models that are amenable for queueing analysis.

### 2.2.1 Self-Similarity

Intuitively, an object is said to be self-similar if it looks roughly the same in any scale. Selfsimilarity has important consequences [16] for the design of computer networks, since typical network traffic has self-similar properties. This implies that traditional short-range dependent traffic models are inaccurate and networks designed without taking self-similarity into account are likely to function in unexpected ways. In the following, we introduce the mathematical definition and properties of self-similarity [16].

Consider a stationary stochastic process $X=\left\{X_{t}: t=0,1, \ldots\right\}$ with mean $\mu$, variance $\sigma^{2}$, and autocorrelation function $r(k), k \geq 0$. It is assumed that

$$
\begin{equation*}
r(k) \sim k^{-\beta} L(t), \quad \text { as } k \rightarrow \infty, \tag{2.1}
\end{equation*}
$$

where $0<\beta<1$ and $L$ is slowly varying at infinity, i.e., $\lim _{t \rightarrow \infty} L(t x) / L(t)=1$, for all $x>0$. For ease of presentation, $L$ is assumed to be asymptotically constant.

For each $m=1,2, \ldots$, we let

$$
\begin{equation*}
X_{k}^{(m)}=\frac{1}{m}\left(X_{k m-m+1}+\cdots+X_{k m}\right), \quad k \geq 1 \tag{2.2}
\end{equation*}
$$

Definition 2.2.1 (exactly second-order self-similar) The process is called exactly secondorder self-similar with Hurst parameter $H=1-\beta / 2$, iffor all $m=1,2, \ldots, \operatorname{var}\left(X^{(m)}\right)=$ $\sigma^{2} m^{-\beta}$ and $r^{(m)}(k)=r(k)$.

Definition 2.2.2 (asymptotically second-order self-similar) The process is called asymptotically second-order self-similar with Hurst parameter $H=1-\beta / 2$, if for all $k$ large enough, $r^{(m)}(k) \sim r(k)$, as $m \rightarrow \infty$.

In other words, $X$ is exactly or asymptotically second-order self-similar if the corresponding aggregated processes $X^{(m)}$ are the same as $X$ or become indistinguishable from $X$, at least with respect to their autocorrelation functions.

Mathematically, self-similarity manifests itself in a number of equivalent ways:

1. Slowly Decaying Variance: the variance of the sample mean decreases more slowly than the reciprocal of the sample size, i.e., $\operatorname{var}\left(X^{(m)}\right) \sim \mathrm{cm}^{-\beta}$, as $m \rightarrow \infty$ with $0<\beta<1$. Notice that $c$ is a certain positive constant here and below.
2. Long Range Dependence (LRD): the autocorrelations decay hyperbolically rather than exponentially fast, which implies a non-summable autocorrelation function, i.e., $\sum_{k} r(k)=\infty$.
3. $1 / f$-Noise: the spectral density function $f(\cdot)$ obeys a power-law near the origin, i.e., $f(\lambda) \sim c \lambda^{-\gamma}$, as $\lambda \rightarrow 0$, with $0<\gamma<1$ and $\gamma=1-\beta$.

Intuitively, the most striking feature of second-order self-similar processes is that their aggregated processes $X^{(m)}$ possess a non-degenerate correlation structure as $m \rightarrow \infty$.

### 2.2.2 Self-Similar Traffic Modeling

Traffic modeling is critical in simulating and evaluating communications networks. Regarding self-similar traffic, two formal mathematical models that yield elegant representations of the self-similarity are introduced in [16], i.e., fractional Gaussian noise (FGN) and fractional autoregressive integrated moving-averaging (ARIMA) processes.

In this thesis, we model the cumulative traffic during time interval $[0, t)$ as a fluid Gaussian process $A(t)$ with stationary increments. Generally, $A(t)$ can be rewritten as

$$
\begin{equation*}
A(t)=\mu t+Z(t) \tag{2.3}
\end{equation*}
$$

where $\mu$ is the mean arrival rate and $Z(t)$ is a centered continuous Gaussian process with variance $\sigma^{2}(t)$. In particular, if $A(t)$ is modeled as a fractional Brownian motion (fBm) process, we then have

$$
\begin{equation*}
\sigma^{2}(t)=V t^{2 H} \quad \text { for } t>0 \tag{2.4}
\end{equation*}
$$

where $V$ is a constant.
The advantages for choosing the Gaussian process as the traffic model are as follows. First, the high-speed packet-switching networks are expected to support a large number of heterogeneous applications. According to the central limit theorem, the aggregated traffic can be effectively characterized by a Gaussian process, even when each individual flow is not Gaussian. Second, a Gaussian process can be completely characterized by its mean and covariance, which makes it more appealing for analysis under large aggregation when compared with Markov modulated fluid (MMF) processes. In spite of these appealing features, the assumption of Gaussian input has not been fully accepted in queueing theory because of the positive probability of negative input, which is nonsense in practice. However, the application of the Gaussian process has been justified in [18], [19], [20], and references therein, where significantly accurate results have been obtained proving its effectiveness as a stochastic traffic model.

### 2.3 Performance Evaluation

Before proceeding, we first describe the system of interest in this thesis. We consider a high-speed multiplexing system with a large number of independent traffic sources. Let $b$ and $c$ respectively represent the buffer size and link capacity of each source. This highspeed link then has a shared buffer of size $B=N b$ and link capacity $C=N c$, where $N$ is the scaling size of the system. For source $i(1 \leq i \leq N)$, we denote the amount of arrival traffic during time interval $[\tau, t)$ by $A_{i}(\tau, t)$. The aggregate arrival process during interval $[\tau, t)$ is given by $A(\tau, t)=\sum_{i=1}^{N} A_{i}(\tau, t)$. To ensure the system stability, it should have $\lim _{t \rightarrow \infty} \mathbb{E}[A(-t, 0)] / t<C$.

To evaluate the performance of this system, we can use the large deviation theory and maximum variance asymptotic, which provide us with the most important time and space scales of the queue length distribution. These two approaches are presented as follows.

### 2.3.1 Large Deviation Theory

The large deviation theory has been extensively studied for queueing analysis, either with the large buffer asymptotic or with the many sources asymptotic. The large buffer case considers a single server and a single arrival stream with finite arrival rate, while the many sources asymptotic deals with a queueing system multiplexing a large number of arrival processes. For an actual high-speed multiplexor (usually up to $10^{4}$ streams), the many sources asymptotic works better than the large buffer method. Moreover, most high-speed networks have small or moderate buffer sizes where the large buffer approximation can not be applied.

Using the results from the many sources asymptotic approach based on large deviation techniques, we can estimate the buffer overflow probability for large $N$. The stochastic behavior of a traffic source can be characterized by its effective bandwidth. For source
$A_{i}(0, t)$, its effective bandwidth is defined as [47]

$$
\begin{equation*}
\alpha_{i}(s, t)=\frac{1}{s t} \log \mathbb{E}\left[e^{s A_{i}(0, t)}\right] \quad 0<s, t<\infty, \tag{2.5}
\end{equation*}
$$

where $s$ and $t$ are the system parameters defined by the context of the source, i.e., the characteristics of the multiplexed traffic, their QoS requirements, and the link resources (capacity and buffer). Specifically, the time parameter $t$ (measured in, e.g., msec) corresponds to the most probable duration of the busy period of the buffer prior to a buffer overflow [44] (i.e., the time-to-fill the buffer). The space parameter $s$ (measured in, e.g., kilobits ${ }^{-1}$ ) corresponds to the degree of multiplexing and depends, among others, on the size of the peak rate of the multiplexed sources relative to the link capacity. Effective bandwidths are increasing with respect to $s$ [46]. In particular, for link capacities much larger than the peak rate of the multiplexed sources, $s$ tends to zero and $\alpha_{i}(s, t)$ approaches the mean rate of the source; for link capacity not much larger than the peak rate of the sources, $s$ is large and $\alpha_{i}(s, t)$ approaches the maximum value that the random variable $A_{i}(0, t) / t$ can achieve.

Denote by $Q_{t}$ the queue length at time $t$, which can be expressed as

$$
\begin{equation*}
Q_{t}:=\sup _{\tau \leq t}[A(\tau, t)-C(t-\tau)] . \tag{2.6}
\end{equation*}
$$

For ease of exploration, $A_{i}(\tau, t)(i=1,2, \ldots, N)$ are assumed to be independent and identically distributed (i.i.d.) processes with stationary increments. The asymptotic tail distribution of $Q_{t}$ is given by

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \log \operatorname{Pr}\left\{Q_{t}>B\right\}=I(b) \tag{2.7}
\end{equation*}
$$

where

$$
\begin{align*}
I(b) & =\inf _{t} \sup _{s}\left[s(c t+b)-s t \alpha_{1}(s, t)\right]  \tag{2.8}\\
& =\inf _{t} \sup _{s}\left\{s(c t+b)-\log \mathbb{E}\left[e^{s A_{1}(0, t)}\right]\right\}
\end{align*}
$$

is defined as the asymptotic rate function. The queue length distribution can be written as $\operatorname{Pr}\left\{Q_{t}>B\right\}=e^{-N I(b)+o(N)}$ for large $N$, which leads to the following approximation
using the Bahadur-Rao improvement [47]

$$
\begin{align*}
\operatorname{Pr}\left\{Q_{t}>B\right\} & =\frac{1}{\sigma s^{*} \sqrt{2 \pi N}} e^{-N I(b)}\left(1+O\left(\frac{1}{N}\right)\right)  \tag{2.9}\\
& \approx e^{-N I(b)-\frac{1}{2} \log \left(2 \pi N \sigma^{2} s^{2}\right)}
\end{align*}
$$

The authors of [45] have shown that $\frac{1}{2} \log \left(2 \pi N \sigma^{2} s^{* 2}\right)$ can be approximated by $\frac{1}{2} \log (4 \pi N I)$. Thus, it does not require any more computations with respect to (2.8).

If the arrival processes are not i.i.d., we can use the effective bandwidth of the aggregate traffic for queueing analysis. Let $N I=\inf _{t} \sup _{s}[s(B+C t)-s t \alpha(s, t)]$, where $\alpha(s, t)=$ $\sum_{j=1}^{N} \alpha_{j}(s, t)$ is the aggregate effective bandwidth. Therefore, we have

$$
\begin{equation*}
\operatorname{Pr}\left\{Q_{t}>B\right\} \approx \exp \left[-N I-\frac{1}{2} \log (4 \pi N I)\right] \tag{2.10}
\end{equation*}
$$

The many sources asymptotic is very generally applicable because it applies for periodic sources, fractional Brownian motion, Markovian sources, and policed and shaped sources [46]. Moreover, it is not necessary to assume a particular traffic model.

### 2.3.2 Maximum Variance Asymptotic

Maximum variance asymptotic (MVA) was developed by the authors of [18] for Gaussian traffic. According to the central limit theorem, using a Gaussian process as the traffic model is practical because we consider a high-speed network where a large number of independent sources are multiplexed together.

The MVA approach works as follows. Consider a general multiplexing system with a constant service rate $C$. The amount of input traffic arriving during time interval [ $s, t$ ) is denoted by $A(s, t)$, and thus $X(t)=A(-t, 0)-C t$ is the net amount of fluid input during time interval $[-t, 0)$. The buffer overflow probability in steady-state is given as [20]

$$
\begin{equation*}
\operatorname{Pr}\{Q>x\}=\operatorname{Pr}\left\{\sup _{t \geq 0} X(t)>x\right\} . \tag{2.11}
\end{equation*}
$$

In particular, the overflow probability can be approximated as

$$
\begin{equation*}
\operatorname{Pr}\left\{\sup _{t \geq 0} X(t)>x\right\} \approx \sup _{t \geq 0} \operatorname{Pr}\{X(t)>x\} \tag{2.12}
\end{equation*}
$$

where " $\approx$ " denotes the asymptotic equivalence. This approximation has been proven by the large deviation theory in at least two distinct regimes: large buffer asymptotic (i.e., the buffer level $x \rightarrow \infty$ ) [28] and many source asymptotic (i.e., the number of sources $n \rightarrow \infty$ ) [43]. Under either limiting regime, (2.12) is justified by the fact that the probability of the union of many rare events is dominated by the probability of the most probable of those events, which is generally stated as rare events take place only in the most probable way. Also, this approximation has been shown to be quite accurate using extreme value theories in [18], [19], and [20]. Therefore, provided that the system is stable (i.e., $\mu=$ $E\{A(-t, 0)\} / t<C)$, there must exist a finite value of $t=\hat{t}$, called the dominant time scale (DTS), at which the function $\operatorname{Pr}\{X(t)>x\}$ attains its maximum. It is easy to see that $[-\hat{t}, 0)$ is the most probable duration of a busy period prior to a buffer overflow at time zero [20]. For simplicity, we use $A(t)$ to represent $A(-t, 0)$ throughout the rest of this thesis, and $A_{i}(t)=0$ for $t<0$.

In [18], the authors developed lower and upper bounds for the steady-state buffer overflow probability through the DTS, i.e.,

$$
e^{-\alpha^{2} / 2} \geq \operatorname{Pr}\{Q>x\} \geq \frac{e^{-\alpha^{2} / 2}}{\sqrt{2 \pi} \alpha}
$$

where

$$
\begin{equation*}
\alpha:=\inf _{t \geq 0}\left[\frac{(C-\mu) t+x}{\sigma(t)}\right] . \tag{2.14}
\end{equation*}
$$

It has been shown that if $\sigma^{2}(t)$ is differentiable at $\hat{t}$, the value of $\alpha$ can be found by solving the following equation [31],

$$
\begin{equation*}
\frac{\sigma(\hat{t})}{\sigma^{\prime}(\hat{t})}-\hat{t}=\frac{x}{C-\mu} . \tag{2.15}
\end{equation*}
$$

To ensure that the Gaussian processes with stationary increments are smooth, it is assumed that there exists $\varepsilon<2$ such that $\lim _{t \rightarrow \infty} \sigma^{2}(t) / t^{\epsilon}=0$.

For more details of the MVA analysis, the interested reader is referred to [18], [19], [20], and the references therein.

### 2.4 Scheduling and Call Admission Control

The packet scheduler is a critical network component to provide QoS guarantees. Due to the diverse traffic characteristics and different QoS constraints of service classes, the major function of a packet scheduler is to classify traffic and control bandwidth sharing among different service classes. In recent years, many packet scheduling algorithms have been proposed to support QoS requirements. The most basic scheduling is the first-in-first-out (FIFO) policy, by which packets are processed in order of their arrivals. Some of the most important scheduling algorithms include static priority (SP), generalized processor sharing (GPS), and earliest deadline first (EDF). In this thesis, we will focus on three of the most representative scheduling policies, i.e., FIFO, SP, and EDF. The interested reader is referred to [21] for a detailed survey of other network scheduling algorithms.

Call admission control (CAC) mainly deals with whether or not to accept a connection for a new call request in order to prevent network congestion. A variety of CAC algorithms have been proposed in the literature. According to the admission decision making mechanisms used, CAC algorithms can be categorized into two classes, i.e., parameterbased and measurement-based. The parameter-based CAC mechanisms require the explicit knowledge of traffic parameters while the measurement-based algorithms use on-line measurements to extract the traffic characteristics. Generally, the parameter-based algorithms are not accurate nor effective due to the difficulty of obtaining the explicit traffic characterization, especially for self-similar traffic which exhibits high burstiness over short time scales, e.g., the variable-bit-rate (VBR) compressed video. This drawback greatly limits the use of parameter-based CAC algorithms in high-speed networks with integrated service (IntServ) and/or differentiated service (DiffServ) architectures. In this thesis, we adopt the maximum variance asymptotic (MVA) as a building block for performance analysis, thus the frameworks developed can be easily used for the measurement-based CAC design.

## CHAPTER 3

## ANALYSIS OF PACKET LOSS FOR REAL-TIME TRAFFIC IN WIRELESS MOBILE NETWORKS WITH ARQ FEEDBACK

### 3.1 Introduction

Real-time traffic is expected to account for a large portion of the traffic in future wireless networks. In general, transporting real-time traffic over wireless networks is a very challenging problem. This is due to the time-varying characteristics of wireless channels and the stringent delay constraints of real-time applications (i.e., voice, video, and real-time control signals). Because of stringent time requirements, real-time services need to be received before a certain deadline, or else are useless. Feedback strategies [25], such as ARQ, are very effective in providing reliable communications for real-time services in wireless environments, given that the round-trip time (RTT) is relatively small compared to the allowed delay. In a high capacity wireless channel, the packet duration is usually small such that there might be enough time for several round-trip feedbacks before its deadline.

QoS has been extensively studied in wired networks in terms of delay and loss. The major existing approaches for evaluating the QoS metrics are large deviation technique [27], [28], bufferless fluid flow model [29], and maximum variance asymptotic (MVA) approximation [18] [20]. However, these approaches are not directly applicable for wireless networks due to the time-varying channel characteristics. Hence, to find an efficient and effective method to study the performance of wireless networks in terms of QoS has become an important open issue.

Generally, the actual delay experienced by a packet consists of two components. The first is the queueing delay that happens in the arrival buffer, i.e., the time between the
packet arrival and the instant of its first transmission over the wireless link. The second part is the time between the first transmission and the successful transmission, referred to as transmission delay. Nevertheless, the issue of reliable communications over a fading channel falls mainly within the context of information theory, where the delay is typically ignored completely or only the transmission delay is considered. The queueing delay is usually considered as a network layer problem and separated from physical layer considerations. Thus, it is very difficult to apply physical layer channel models to QoS provisioning mechanisms (e.g., packet scheduling, call admission control, and resource reservation).

Our work is motivated by the fact that next generation wireless communication technologies and services, such as, wireless asynchronous transmission mode (ATM), wireless integrated services digital network (ISDN), IMT-2000, and the future 4th generation wireless systems, are required to support various QoS requirements and traffic characteristics. In this chapter, we focus on networking conditions when the utilization is relatively high (i.e., close to the link capacity). The reason for this is based on the fact that packet loss and delay become most critical under these conditions, but are much less of a concern when the network utilization is low. In addition, newly developed wireless network applications strongly demand high data rate services with improved QoS constraints, thereby requiring the network devices to support services at much higher utilization than before.

This work differs from previous results in the following aspects. First, the MVA approach is used as the building block for performance analysis by assuming that the input traffic can be modeled as a stationary Gaussian process. In queueing theory, the Gaussian process has not been fully accepted as a traffic model due to the positive probability of negative input, nevertheless its effectiveness and significant accuracy as a stochastic traffic model has been justified by extensive studies in [18], [20], and [19]. In particular, the Gaussian traffic model has been extended to analyze the stochastic scheduling systems, such as priority queueing [3], generalized processor sharing (GPS) [31], and earliest deadline first (EDF) [5], and shown to offer fairly good approximations to the real metrics. Second, we
focus on the selective repeat ARQ feedback strategy because of its efficiency ${ }^{1}$. It has been shown in [26] that this ARQ technique obtains a significant gain in energy efficiency for reliable communications under various channel conditions.

This chapter is constructed as follows. Section 3.2 provides a detailed description of the system model. In section 3.3, we present the approaches for evaluating the loss probabilities in the network and physical layers. Section 3.4 investigates the ARQ error control in the time-varying Rayleigh fading channel. In section 3.5, we numerically validate the effectiveness and accuracy of our framework. Section 3.6 concludes this chapter.

### 3.2 System Model Description

Consider a wireless channel model with a service capacity $C(t)$, shown in Fig. 3.1. We characterize the accumulative arrival traffic as a fluid process $A(t)$ with stationary increments and the size of a packet is infinitesimal. The arrival traffic is queued into the arrival buffer before receiving services. Generally, the wireless channel capacity $C(t)$ is variable. For simplicity, we assume that the channel capacity is slowly time-varying or constant, then we have $C(t)=C$ in the following exploration. Let $R(t)$ represent the accumulative process of the retransmitted traffic. To guarantee the stability condition, the arrival process should satisfy $\lim _{t \rightarrow \infty}[A(t)+R(t)] / t<C$.

Suppose the selective-repeat ARQ protocol is deployed in the physical layer, and only the damaged or lost packets are retransmitted. Specifically, if a packet is corrupted, a negative acknowledgement (SREJ) packet is returned and this packet is retransmitted immediately; otherwise a positive acknowledgement packet is sent back and new packets are continuously transmitted. To facilitate the analysis, we create an ARQ buffer to store the retransmitted packets, and let the packets requesting retransmission have strict priority over the packets in the arrival buffer. Therefore, the arrival buffer can only receive service when

[^0]the ARQ buffer is empty. Without loss of generality, we assume that the feedback channel is perfect and each positive or negative acknowledging packet is always received successfully. Denote by $T_{r}$ the measured moving average of the round-trip time, i.e., the time between a transmission/retransmission and the receival of its positive/negative acknowledging message.

For real-time traffic, each packet has a stringent delay constraint and has to be successfully transmitted before a specific deadline; otherwise, it will be dropped. Let $D$ represent the maximum delay that a packet can tolerate, then the packet arriving at time $t$ should be considered lost if it cannot be successfully transmitted before its deadline $t+D$. In this chapter, the loss probability is defined as the fraction of time that a deadline violation occurs. We also assume that the arrival buffer is large enough, thus there is no packet loss due to insufficient buffer capacity.

### 3.3 Packet Loss Probabilities

The actual delay experienced by a packet consists of queueing delay and transmission delay. Accordingly, the losses (deadline violations) caused by queueing delay and transmission delay are referred to as queueing loss and transmission loss, respectively. In the following, we will present the approaches to evaluate these two quantities.

### 3.3.1 Queueing Loss

For the error free channel, the packet loss is caused only by the queueing delay, which can be evaluated by

$$
\begin{equation*}
\operatorname{Pr}\{d>D\} \approx \sup _{\boldsymbol{t}} \operatorname{Pr}\{A(t)>C(t+D)\} \tag{3.1}
\end{equation*}
$$

The time instant $t=\hat{t}$ at which $\operatorname{Pr}\{A(t)>C(t+D)\}$ attains its maximum is referred to as the dominant time scale (DTS) in [18] and [20]. Suppose a packet loss occurs at time zero. It is easy to see that $[-\hat{t}, 0)$ is the most probable duration of a busy period prior to this packet loss, which is consistent with a well-known statement that rare events take place only in the
most probable way. This approximation has been shown to be quite accurate using large deviation techniques in [27] and [28], and extreme value theories in [18] and [20].

In wireless networks, due to the shadowing, fading, and user mobility, some of the packets transmitted will be corrupted and will require retransmission. Thus, the overall system capacity has to be divided into two parts. We define the fraction of capacity dedicated for retransmission as the $A R Q$ capacity, denoted by $C_{A}(t)$, and the fraction of capacity dedicated to the first transmission as the effective capacity, denoted by $C_{E}(t)$. Thus, at each time $t$, we have

$$
\begin{equation*}
C=C_{E}(t)+C_{A}(t) \tag{3.2}
\end{equation*}
$$

Consequently, the queueing loss probability can be approximated by

$$
\begin{equation*}
P_{q} \approx \sup _{t} \operatorname{Pr}\left\{A(t)>\int_{0}^{t+D} C_{E}(\tau) d \tau\right\} \tag{3.3}
\end{equation*}
$$

Here we give the formulae to calculate the ARQ capacity $C_{A}(t)$ and the effective capacity $C_{E}(t)$. Let $\hat{n}$ be the maximum number of retransmissions that the delay bound $D$ allows, i.e.,

$$
\begin{equation*}
\hat{n}=\left\lfloor\frac{D}{T_{r}}\right\rfloor \tag{3.4}
\end{equation*}
$$

where $\lfloor x\rfloor$ denotes the largest integer that is less than or equal to $x$. For an arbitrary packet, we denote the probability of its failure exactly on the $i$ th transmission by $P_{i}(1 \leq i \leq \hat{n}+1)$. During the busy period (i.e., the link is fully loaded), we can obtain the ARQ capacity as follows. Since there is no ARQ traffic in the transmitter during time interval $\left[0, T_{r}\right.$ ), we have $C_{A}(t)=0$. For interval $\left[T_{r}, 2 T_{r}\right)$, we have $C_{A}(t)=C P_{1}$ because the ARQ traffic will be given a strict priority when competing with the new arrival traffic for resource. By induction, we then have the following recursion formula for the ARQ capacity.

Proposition 3.3.1 The amount of $A R Q$ capacity at time $t$ is given by

$$
\begin{equation*}
C_{A}(t)=C_{A, k}, \quad \text { if } k T_{r} \leq t<(k+1) T_{r} \tag{3.5}
\end{equation*}
$$

where

$$
C_{A, k}= \begin{cases}\sum_{i=0}^{k-1}\left(C-C_{A, i}\right) \prod_{j=1}^{k-i} P_{j} & 0 \leq k<\hat{n}  \tag{3.6}\\ \sum_{i=k-\hat{n}}^{k-1}\left(C-C_{A, i}\right) \prod_{j=1}^{k-i} P_{j} & k \geq \hat{n}\end{cases}
$$

and $C_{A, 0}=0$.

Based on Proposition 3.3.1, the effective capacity can be easily derived, i.e.,

$$
\begin{equation*}
C_{E}(t)=C-C_{A}(t), \quad \text { for all } t>0 \tag{3.7}
\end{equation*}
$$

It is easy to show that under constant channel conditions without packet combining (i.e., memoryless ARQ), where $P_{i}=p(1 \leq i \leq \hat{n}+1)$, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} C_{A}(t)=\frac{C\left(1-p^{\hat{n}}\right) p}{1-p^{\hat{n}+1}}, \quad \text { and } \lim _{t \rightarrow \infty} C_{E}(t)=\frac{C(1-p)}{1-p^{\hat{n}+1}} \tag{3.8}
\end{equation*}
$$

For the case of memory ARQ deployed in a time-varying fading Rayleigh channel, Fig. 3.2 shows the evolutions of $C_{A}(t)$ and $C_{E}(t)$ over the time scale. Note that the values of $P_{i}(1 \leq i \leq \hat{n}+1)$ are given to ensure that the probability of failure is less than 0.0001 provided that the maximum number of transmissions $\hat{n}+1=5$.

Consider a continuous Gaussian process $A(t)$ with stationary increments. Let $\mu$ and $\sigma^{2}(t)$ respectively represent the mean arrival rate and variance of $A(t)$. Then, the quantity of equation (3.3) can be evaluated by the following proposition ${ }^{2}$.

Proposition 3.3.2 The queueing loss probability in steady-state can be approximated by the following formula

$$
\begin{equation*}
P_{q} \approx L e^{-\alpha^{2} / 2} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\inf _{t>0}\left(\frac{\int_{0}^{t+D} C_{E}(\tau) d \tau-\mu t}{\sigma(t)}\right) \tag{3.10}
\end{equation*}
$$

and $L$ is the asymptotic constant, which tends to a constant as goes to infinity.

[^1]Proof. The arrival process can be written as $A(t)=\mu t+Z(t)$, where $Z(t)$ is a centered continuous Gaussian process with variance $\sigma^{2}(t)$. Substituting $A(t)$ into (3.3), we get

$$
\begin{aligned}
P_{q} & \approx \sup _{t} \operatorname{Pr}\left\{Z(t)>\int_{0}^{t+D} C_{E}(\tau) d \tau-\mu t\right\} \\
& =\sup _{t} \Psi\left(\frac{\int_{0}^{t+D} C_{E}(\tau) d \tau-\mu t}{\sigma(t)}\right)
\end{aligned}
$$

where $\Psi(z)=1 / \sqrt{2 \pi} \int_{z}^{\infty} e^{-x^{2} / 2} d x$. Using the MVA bounds developed in [18], i.e., $e^{-\alpha^{2} / 2} \geq \Psi(\alpha) \approx \frac{e^{-\alpha^{2} / 2}}{\sqrt{2 \pi} \alpha}$, and $L$ as an approximation [5] [3], the proposition follows.

Remark: In the previous work for wired networks [3] [5] [6], extensive experimental results have shown that setting $L=\sqrt[-1 / 4]{2 \pi \alpha^{2}}$ does provide fairly good approximations to the real probabilities, although there is no exact solution for it. One may also choose an alternate value for special cases. For example, when using the theory of effective bandwidth [30], the asymptotic constant is given by $L=\operatorname{Pr}\{Q>0\}$, which is the probability that the buffer is nonempty at a randomly chosen time instant. As shown by the numerical examples below, the approximation (3.9) is also fairly accurate in wireless networks with selective repeat ARQ.

### 3.3.2 Transmission Loss

Now, we present the approach to evaluate the transmission loss probability. Before proceeding, we first claim an important statement.

Claim 3.3.1 The delay experienced by the retransmitted packet in the ARQ buffer is zero.

Proof. As defined before, the ARQ traffic has strict priority over the new arrival traffic. Consider the worst case, where $P_{i}=1(1 \leq i \leq \hat{n}+1)$, we have $C_{A}(t)=C$ as $t \rightarrow \infty$. Thus, $C$ is the upper bound of the ARQ capacity $C_{A}(t)$, and $C_{A}(t)$ can never be greater than $C$. We can conclude that the ARQ buffer is always empty and the ARQ traffic does not experience any queueing delay.


Figure 3.1: Block diagram of a wireless mobile system.


Figure 3.2: The effective capacity $C_{E}(t)$ and ARQ capacity $C_{A}(t)$ versus time in a time-varying Rayleigh fading channel, where the memory ARQ is deployed and $P_{1}=$ $0.3229, P_{2}=0.0589, P_{3}=0.0074, P_{4}=0.0007, P_{5}=0.0001, D=25 \mathrm{~ms}$, and $T_{r}=$ 5 ms .

To derive the transmission loss, we need to obtain the steady-state probability density function (PDF) of the queueing delay. Denote the queueing delay of a packet in the arrival buffer by $d$, which has tail probability distribution as

$$
\begin{align*}
\operatorname{Pr}\{d>t\} & \approx \sup _{\tau>0} \operatorname{Pr}\left\{A(\tau)>\int_{0}^{\tau+t} C_{E}(\gamma) d \gamma\right\} \\
& \approx L \exp \left(-\frac{\left[\int_{0}^{\hat{t}+t} C_{E}(\gamma) d \gamma-\mu \hat{t}\right]^{2}}{2 \sigma^{2}(\hat{t})}\right), \tag{3.11}
\end{align*}
$$

where $\hat{t}$ is the dominant time scale. Note that the quantities of $\hat{t}, \mu$, and $\sigma^{2}(t)$ can be estimated from the measurement of real network traffic. Thus, the probability density function (PDF) in steady-state is given by

$$
\begin{equation*}
f_{d}(t)=-\frac{d \operatorname{Pr}\{d>t\}}{d t} . \tag{3.12}
\end{equation*}
$$

For a head-of-line (HOL) packet at a randomly chosen time $t$, the delay available for transmission is $D-d$. If a packet can not be transmitted successfully before its deadline, then it is considered lost. Thus, the maximum number of retransmissions allowed is given by

$$
\begin{equation*}
n=\left\lfloor\frac{D-d}{T_{r}}\right\rfloor . \tag{3.13}
\end{equation*}
$$

Denote the allowable maximum number of retransmissions by $M$, which is a random number determined by the queueing delay $d$. Then, the probability distribution function of $M$ is discrete and can be derived as

$$
\begin{align*}
& \operatorname{Pr}\{M=n\} \\
& =\int_{D-(n+1) T_{r}}^{D-n T_{r}} f_{d}(\tau) d \tau  \tag{3.14}\\
& =\operatorname{Pr}\left\{d>D-(n+1) T_{r}\right\}-\operatorname{Pr}\left\{d>D-n T_{r}\right\},
\end{align*}
$$

when $0 \leq n<\hat{n}$, and

$$
\begin{equation*}
\operatorname{Pr}\{M=n\}=\operatorname{Pr}\{d>0\}-\operatorname{Pr}\left\{d>D-\hat{n} T_{r}\right\}, \tag{3.15}
\end{equation*}
$$

when $n=\hat{n}$.

Let $P_{c}(i)$ denote the probability of failure within the first $i(1 \leq i \leq \hat{n}+1)$ transmissions, i.e.,

$$
\begin{equation*}
P_{c}(i)=1-\operatorname{Pr}\{\text { success within } i \text { transmissions }\} . \tag{3.16}
\end{equation*}
$$

Combining equations (3.14) through (3.16), the following proposition gives the approximation to the transmission loss probability.

Proposition 3.3.3 The steady-state loss probability caused by the channel corruption can be estimated by

$$
\begin{equation*}
\mathbb{E}\left(P_{c}\right)=\sum_{i=0}^{\hat{n}} P_{c}(i+1) \operatorname{Pr}\{M=i\} . \tag{3.17}
\end{equation*}
$$

So far, we have present the general approaches to evaluate the queueing loss probability and the transmission loss probability by assuming that $P_{i}(1 \leq i \leq \hat{n}+1)$ are given. In practice, the metrics of $P_{i}$ are determined by the channel characteristics, ARQ error control mechanisms, and energy utilization. In the section below, we will show how to extract the values of $P_{i}$ from the time-varying Rayleigh fading channels when memory and memoryless ARQ protocols are deployed.

### 3.4 ARQ Error Control in Time-Varying Rayleigh Fading Channels

In this section, we consider the model of [25] and [26], where it is assumed that packet combining is carried out on a per symbol basis of a packet for the ARQ samples. The overall packet is presumed to have near perfect error detection and possibly also error correction. This assumption is valid when considering the current existing space-time coding and turbo coding techniques combined with the memory ARQ topologies. With ideal combining [25], assuming a perfect receiver estimate of the signal-to-noise ratio (SNR), fixed noise power but possibly varying received signal power, there is a rather sharp threshold of success probability relative to the total received energy per symbol [32]. If the total received energy over $n$ transmissions of a symbol is denoted by $E_{n}$ and the noise power by
$N$, we can define an equivalent signal-to-noise ratio denoted by $S_{n}$, as

$$
\begin{equation*}
S_{n}=\frac{E_{n}}{N} \tag{3.18}
\end{equation*}
$$

The assumption here is that the success probability will be zero if $S_{n}<S_{t}$, where $S_{t}$ is the threshold, and 1 if $S_{n} \geq S_{t}$. As an example, suppose the channel received signal power is varying. For simplicity, assume the received power remains fixed during a specific packet copy transmission. In the following, a fast-varying fading mobile communication channel where each packet retransmission experiences an independent channel gain is considered. For numerical illustration, a Rayleigh distribution is selected to describe the received power variation [25] [26] [32] of the fast fading channel characteristics. From the Rayleigh amplitude probability density function of $f_{D}(d)=\frac{d}{\sigma^{2}} e^{-d^{2} / 2 \sigma^{2}}$ (for $d \geq 0$ ), the variables are changed into power signal to noise ratios. Let $S$ be the random variable representing the power SNR and $R$ the mean power signal to noise ratio, by setting $S=d^{2} / 2$ and $R=\sigma^{2}$, we then obtain

$$
\begin{equation*}
f_{s}(s)=\frac{1}{R} e^{-s / R} \tag{3.19}
\end{equation*}
$$

In the $i$ th transmission, let the cumulative distribution function (CDF) and the probability density function (PDF) of the cumulating received signal energy be $F_{i}(s)$ and $f_{i}(s)$, respectively. The probability of success within $i$ transmissions is

$$
\begin{equation*}
\operatorname{Pr}\{\text { success within } i \text { transmissions }\}=1-F_{i}\left(S_{t}\right) . \tag{3.20}
\end{equation*}
$$

From this, the probability of succeeding exactly on the $i$ th transmission becomes

$$
\begin{equation*}
\operatorname{Pr}\{\text { success in exactly } i \text { transmissions }\}=F_{i-1}\left(S_{t}\right)-F_{i}\left(S_{t}\right) . \tag{3.21}
\end{equation*}
$$

As a result, the average number of transmissions per success is given by

$$
\begin{equation*}
\mathbb{E}\{\text { number of transmissions per success }\}=1+\sum_{i=1}^{n} F_{i}\left(S_{t}\right) \tag{3.22}
\end{equation*}
$$

The Rayleigh density and distribution for a single transmission are $f_{1}(s)=\frac{1}{R} e^{-s / R}$ and $F_{1}(s)=1-e^{-s / R}$. For $n$ receptions, the CDF of the sum of the independent random
variables is required. The corresponding density function of the sum of the independent random variables will be

$$
\begin{equation*}
f_{n}(s)=\frac{s^{n-1}}{(n-1)!R^{n}} e^{-s / R} \tag{3.23}
\end{equation*}
$$

For a fixed number of transmissions, the threshold $S_{t}$ was set to be $F_{n}\left(S_{t}\right)=P$. Using the integral relationships of transcendental functions, the probability of failure on the $n$th transmission for memory ARQ can be given as follows,

$$
\begin{equation*}
P_{n}=F_{n}\left(S_{t}\right)=e^{-S_{t} / n} \sum_{i=n}^{\infty} \frac{\left(S_{t} / R\right)^{i}}{i!} . \tag{3.24}
\end{equation*}
$$

In addition, for the ARQ strategy with $n=\infty$, the average number of transmissions per success ( $\bar{n}_{A R Q, \infty}$ ) can be represented by [13],

$$
\begin{align*}
\bar{n}_{A R Q, \infty} & =\mathbb{E}\{\text { number of transmissions per success }\} \\
& =1+\frac{S_{t}}{R} \tag{3.25}
\end{align*}
$$

This gives an upper bound on the expected number of transmissions per success. Note that the upper bound (3.22) is rather tight, since more than $n$ copies should rarely be needed.

For a simple memoryless ARQ protocol, $P_{i}$ can be given as

$$
\begin{equation*}
P_{i}=F_{1}^{i}\left(S_{t}\right)=\left[F_{n}\left(S_{t}\right)\right]^{i / n}, \tag{3.26}
\end{equation*}
$$

in which $F_{n}\left(S_{t}\right)$ presents the failure probability bound for a maximum of $n-1$ retransmissions.

### 3.5 Numerical Validation

The appropriateness of a model is ultimately determined by its ability to accurately predict the actual behavior. In this section, we present numerical results from computer simulations to evaluate the performance of our analytical framework. Various channel conditions and ARQ error control mechanisms will be investigated.

We simulate the system depicted in Fig. 3.1 using MPEG-4 video traces from [33]. The input traffic trace is composed of 40 multiplexed video traces. Thus, it has Gaussian
characteristics and a $1 m s$ frame interval. The sample interval $T_{s}$ is set to $100 \mu \mathrm{~s}$ and each simulation runs 360 seconds in all scenarios. Note that the round-trip time $T_{r}$ is fixed at $3 m s$ in the following simulation scenarios.

### 3.5.1 Constant Channel Condition without Packet Combing

In this simulation scenario, we assume that the channel conditions are constant and a memoryless ARQ scheme is deployed. Then, the packet error probabilities of each transmission are the same and independent with each other (i.e., $P_{i}=p, 1 \leq i \leq \hat{n}+1$ ). We compare the numerical results from proposition 3.3.2 and proposition 3.3.3 with the simulations for the cases of $p=0.1, p=0.01$, and $p=0.001$, as shown in Fig. 3.3, Fig. 3.4, and Fig. 3.5 respectively. The curves of queueing loss probabilities and transmission loss probabilities are plotted against the delay bounds. It is easy to see that the metrics predicted by the proposed model are very close to the real probabilities.

### 3.5.2 Time-Varying Rayleigh Fading Channel

We now consider the time-varying Rayleigh fading channels with memory ARQ and memoryless ARQ, respectively. Fig. 3.6 and Fig. 3.7 show the curves of loss probabilities against the delay bounds. We can see that our analysis can still capture the loss behavior in the time-varying fading channel with different ARQ strategies.

From the above simulation results, we observe that the probabilities decrease subexponentially with regard to the delay bounds. This is most likely due to the long-range dependence (the autocorrelation function is not summable) or self-similarity of the variable bit rate (VBR) traffic. Intuitively, long-range dependent traffic is bursty (highly variable) over a wide range of time scales, and the cumulative effect of the correlations for large lags has serious implication for the packet loss. As a result, increasing the delay bound does not help reduce the loss probabilities significantly.


Figure 3.3: The loss probabilities in reference to the delay bound, where $\mu=0.8310 \mathrm{C}$ and $P_{1}=\ldots=P_{\hat{n}+1}=0.1$.


Figure 3.4: The loss probabilities in reference to the delay bound, where $\mu=0.8814 C$ and $P_{1}=\ldots=P_{\hat{n}+1}=0.01$.


Figure 3.5: The loss probabilities in reference to the delay bound, where $\mu=0.8814 C$ and $P_{1}=\ldots=P_{\hat{n}+1}=0.001$.


Figure 3.6: The loss probabilities in reference to the delay bound, where the memory ARQ is delpoyed and $\mu=0.8555 C$.

### 3.6 Conclusion

In this chapter, we present an analytical model to evaluate the packet loss probabilities in wireless networks deploying ARQ error control mechanisms. The basic strategy is to quantify the queueing delay distributions in the network and physical layers individually, via introducing the concepts of $A R Q$ capacity and effective capacity. The equations and results obtained in this chapter can be used as a guideline in developing wireless mobile network systems, as it provides a unique connection of evaluating packet error control and QoS control together. The proposed framework can be used in admission control for wireless networking devices that are controlling and optimizing the network QoS of the traffic streams using the instantaneous channel status information. In particular, we adopt MVA approximations as the building block for performance analysis, and thus the results of this chapter are applicable for on-line measurements directly. It should be emphasized that using the MVA approach does not preclude the choice of other performance evaluation techniques. In heavy-loaded traffic environments, the proposed model has been shown to be able to accurately capture the real packet loss behavior by extensive simulations under a wide range of conditions.


Figure 3.7: The loss probabilities in reference to the delay bound, where memoryless ARQ is deployed and $\mu=0.8555 C$.

## CHAPTER 4

## ANALYSIS OF STATIC PRIORITY QUEUEING SYSTEMS

### 4.1 Introduction

Static priority is commonly used for traffic scheduling because it is less costly than other scheduling policies. A work-conserving SP scheduler works as follows. The packets queued in the buffer are ordered with respect to the priority assignments. within a priority class, the packets are placed in order of arrival. At any time, the scheduler always selects the packet with the highest priority to serve. In other words, a lower priority packet can only be processed if and only if the queues with higher priority assignments are empty.

DiffServ networking technologies are being standardized as the transport mechanism to integrate and support diverse classes of network traffic, such as data, voice, and video in a single integrated network. DiffServ based scheduling and multiplexing of the traffic generated from diverse sources with different characteristics on a high speed link may introduce considerable flexibility and potential savings in the allocation of network resources. The success of the forthcoming network will depend upon being able to provide guaranteed QoS levels to diverse classes of network traffic. In order to meet the different QoS requirements of individual service classes in an integrated network, several service disciplines, such as the head-of-line (HOL) priority and the generalized processor sharing (GPS) [11], also called weighted fair queueing (WFG), have been proposed. Although GPS is considered as an ideal scheduling algorithm in terms of its combined delay and fairness properties, its asymptotic computation complexity increases linearly with the number of sessions serviced by the scheduler, thus making its implementation prohibitively expensive in high-speed networks. In this chapter, we consider a HOL priority queueing system,
which is served according to a strict priority discipline.
This work was motivated by the maximum variance asymptotic (MVA) approach developed in [18], [19], and [20], which is able to accurately estimate the buffer overflow probability in a general multiplexer. This approach, unlike the large deviation principle which is for general traffic and thus would suffer from a loss of accuracy, is specified for Gaussian random processes, hence leading to tighter boundary conditions. A similar model called the most probable path (MPP) has been developed independently in [31]. This work is an extension of the above mentioned work. The objective is to develop a measurementanalytical model to evaluate the buffer overflow probability for each priority queue in HOL priority queueing systems, given that the network is accessed by stationary Gaussian traffic. Simulations and numerical studies have validated the accuracy of this model, and the comparison with other existing models in the literature has also been investigated in this chapter.

### 4.2 Related Work

Priority queueing systems have been studied extensively in recent years. In [37], Berger and Whitt have proposed the empty buffer approximation (EBA) for a two-class priority queue. The idea behind the EBA is that the total queue actually consists almost exclusively of lower class traffic, and thus the total queue length distribution is a good approximation to that of the lower class queue. Its applicability for the Gaussian traffic model has been checked by the examples in [31], and has shown to be a very good principle in most practically interesting priority scenarios. However, this approximation may become worse if the traffic load of the higher class is much larger than that of the lower class. Also, it is not scalable for the case of multiple service classes.

Another model relevant to this chapter is [38]. The authors in [38] have shown that $\operatorname{Pr}\left\{A_{1}(t)+A_{2}(t)>C t+x, A_{1}(t) \leq C t\right\}$ can asymptotically approximate $\operatorname{Pr}\left\{Q_{2}(t)>x\right\}$. Nevertheless, one can easily see that $\left\{A_{1}(t)+A_{2}(t)>C t+x\right\} \cap\left\{A_{1}(t) \leq C t\right\}$ is only
a subset of the event $\left\{Q_{2}(t)>x\right\}$. Therefore, using this approach to evaluate the buffer overflow probabilities of lower class queues may result in overly optimistic results.

Furthermore, one common issue in these existing approaches is that the analysis is too complicated, and somewhat depends too much on a specific type of traffic, thus not applicable for on-line QoS measurements. This chapter is in fact an extension of these previous works, and a performance comparison will be presented in section 4.4.

### 4.3 Queueing Analysis

In this section, we first introduce an asymptotic result for a general multiplexer, and we then show how to extend this result to a two-class priority queue as well as a multi-class case. It is assumed in this chapter that the arrival processes $A_{i}(t)(i=1, \ldots, N)$ are independent continuous Gaussian processes with stationary increments. We denote $\mu_{i}$ as the mean arrival rate of the class $i$ traffic. To guarantee the existence of the DTS, the aggregated input traffic should satisfy the stability condition, i.e., $\sum_{i=1}^{N} \mu_{i}<C$.

### 4.3.1 A General Multiplexer

As mentioned above, the lower and upper bounds for the buffer overflow probability can be obtained using MVA approximations. From our experience, we find that the geometric average of the lower bound and the upper bound given in [18] can provide a fairly good approximation to the exact buffer overflow probability. Thus, it is reasonable to come to the following result.

Proposition 4.3.1 In a general multiplexing system, the buffer overflow probability can be asymptotically approximated by the following formula

$$
\begin{equation*}
\operatorname{Pr}\{Q>x\} \approx L e^{-\frac{a^{2}}{2}} . \tag{4.1}
\end{equation*}
$$

where $L=\sqrt[-1 / 4]{2 \pi \alpha^{2}}$ is the asymptotic constant, $\hat{t}$ is the dominant time scale, and $\alpha$ is
given by (2.14).

Proof. This result can be easily obtained by calculating the geometric average of the lower and upper bounds in (2.13).

As seen from example 1 in section 4.4, this approximation can provide a very accurate estimation to the buffer overflow probability over a large buffer scale.

### 4.3.2 A Two-Class Priority Queue

In this section, we consider a two-class HOL priority queueing discipline, in which the higher priority class has strict priority over the lower. Let class 1 have higher priority over class 2. Accordingly, the backlog in buffer 2 can receive service only when buffer 1 is empty. Thus, the buffer overflow probability of the high priority queue (HPQ) can be accurately estimated using (4.1).

For the lower priority queue (LPQ), the queue length at time zero can be written as follows

$$
\begin{equation*}
\operatorname{Pr}\left\{Q_{2}>x\right\}=\operatorname{Pr}\left\{Q_{2}>x, Q_{1}=0\right\}+\operatorname{Pr}\left\{Q_{2}>x, Q_{1}>0\right\} . \tag{4.2}
\end{equation*}
$$

Let $-\hat{t} \leq 0$ denote the last time before zero when the system is empty, (i.e., both queues are empty). $\hat{t}$ is indeed the DTS of this system when considering that the two classes of traffic are combined together. We now show how to evaluate the two terms in the right hand side of the above equation.

Lemma 4.1 For a two-class priority queue, the probability that the queue length of buffer 2 exceeds $x$ when buffer 1 is empty can be expressed as

$$
\begin{equation*}
\operatorname{Pr}\left\{Q_{2}>x, Q_{1}=0\right\}=\int_{0}^{C \hat{t}} \Phi\left[\beta_{2}(u, \hat{t})\right] f_{A_{1}}(u) d u \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{2}(u, \hat{t}):=\frac{\left(C-\mu_{2}\right) \hat{t}+x-u}{\sigma_{2}(\hat{t})}, \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{A_{1}}(x)=\frac{1}{\sqrt{2 \pi} \sigma_{1}(\hat{t})} \exp \left[-\frac{\left(x-\mu_{1} \hat{t}\right)^{2}}{2 \sigma_{1}^{2}(\hat{t})}\right] \tag{4.5}
\end{equation*}
$$

is the probability density function (PDF) of the random variable $A_{1}(\hat{t})$.

Proof. First notice that,

$$
\begin{align*}
& \operatorname{Pr}\left\{Q_{2}>x, Q_{1}=0\right\} \\
& =\operatorname{Pr}\left\{Q_{2}>x \mid Q_{1}=0\right\} \times \operatorname{Pr}\left\{Q_{1}=0\right\}  \tag{4.6}\\
& =\operatorname{Pr}\left\{A_{1}(\hat{t})+A_{2}(\hat{t})>C \hat{t}+x \mid A_{1}(\hat{t}) \leq C \hat{t}\right\} \times \operatorname{Pr}\left\{A_{1}(\hat{t}) \leq C \hat{t}\right\}
\end{align*}
$$

By the assumption that $A_{1}(\hat{t})$ and $A_{2}(\hat{t})$ are independent of each other, thus

$$
\begin{equation*}
\operatorname{Pr}\left\{Q_{2}>x, Q_{1}=0\right\}=\int_{0}^{C \hat{t}} \operatorname{Pr}\left\{A_{2}(\hat{t})>C \hat{t}+x-u\right\} f_{A_{1}}(u) d u \tag{4.7}
\end{equation*}
$$

Since $\operatorname{Pr}\left\{A_{2}(\hat{t})>C \hat{t}+x-u\right\}$ can be written in terms of a standard Gaussian tail distribution, i.e., $\Phi\left[\beta_{2}(u, t)\right]^{1}$, we obtain (4.3).

Lemma 4.2 For a two-class priority queue, the probability that the queue length of buffer 2 exceeds $x$ when buffer 1 is backlogged can be estimated as follows

$$
\begin{equation*}
\operatorname{Pr}\left\{Q_{2}>x, Q_{1}>0\right\} \approx \Phi\left[\alpha_{2}(\hat{t})\right] \Phi\left[\alpha_{1}(\hat{t})\right], \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{1}(\hat{t})=\frac{\left(C-\mu_{1}\right) \hat{t}}{\sigma_{1}(\hat{t})}, \quad \text { and } \quad \alpha_{2}(\hat{t})=\frac{x-\mu_{2} \hat{t}}{\sigma_{2}(\hat{t})} . \tag{4.9}
\end{equation*}
$$

Proof. Using conditional probability, we can have the following relationship,

$$
\begin{align*}
& \operatorname{Pr}\left\{Q_{2}>x, Q_{1}>0\right\} \\
& =\operatorname{Pr}\left\{A_{2}(\hat{t})>x+\varepsilon \mid A_{1}(\hat{t})>C \hat{t}\right\} \operatorname{Pr}\left\{A_{1}(\hat{t})>C \hat{t}\right\}  \tag{4.10}\\
& =\operatorname{Pr}\left\{A_{2}(\hat{t})>x+\varepsilon\right\} \operatorname{Pr}\left\{A_{1}(\hat{t})>C \hat{t}\right\},
\end{align*}
$$

where $\varepsilon \geq 0$ is the possible service that the class 2 traffic might receive during time interval $[-\hat{t}, 0)$. In practical observations $\varepsilon$ is usually negligible when compared with $x$. Therefore,

$$
{ }^{\prime} \Phi(z)=1 / \sqrt{2 \pi} \int_{z}^{\infty} e^{-x^{2} / 2} d x
$$

we can have $\operatorname{Pr}\left\{A_{2}(t)>x+\varepsilon\right\} \approx \operatorname{Pr}\left\{A_{2}(t)>x\right\}$. By the assumption that $A_{1}(t)$ and $A_{2}(t)$ are independent, (4.8) can be obtained using the standard Gaussian tail distribution.

Now combining the results in lemma 4.1 and lemma 4.2, we can easily reach the following asymptotic approximation to the overflow probability for buffer 2 .

Proposition 4.3.2 In a two-class priority queue, the queue length distribution (buffer overflow probability) of the lower priority queue can be asymptotically approximated by

$$
\begin{equation*}
\operatorname{Pr}\left\{Q_{2}>x\right\} \approx \int_{0}^{C \hat{t}} \Phi\left[\beta_{2}(u, \hat{t})\right] f_{A_{1}}(u) d u+\Phi\left[\alpha_{2}(\hat{t})\right] \Phi\left[\alpha_{1}(\hat{t})\right] . \tag{4.11}
\end{equation*}
$$

By identifying the mean and covariance of the input traffic through an on-line measurement, we will be able to employ this result to estimate the buffer overflow probability, and evaluate the performance of the multiplexer deploying strict priority. Its accuracy and comparison with existing results are validated by simulations in section 4.4.

### 4.3.3 A Multi-Class Queueing System

We now consider a multi-class queueing system with strict priorities, and show that the above results can be easily extended to obtain the asymptotic buffer overflow probabilities of lower class queues.

To estimate the buffer overflow probability of the $n$-th queue in this system, we let $M_{n}=\sum_{i=1}^{n-1} \mu_{i}$ and $v_{n}(t)=\sum_{i=1}^{n-1} \sigma_{i}^{2}(t)$ denote the mean and variance of the aggregated traffic, which has a higher priority assignment than class $n$. Note $\hat{t}$ is the DTS of this system when considering $n$ classes combined together. Therefore, we can come to the following result.

Proposition 4.3.3 For a multi-class queueing system deploying strict priority, the buffer overflow probability of the $n$-th queue can be estimated by

$$
\begin{equation*}
\operatorname{Pr}\left\{Q_{n}>x\right\} \approx \int_{0}^{C \hat{t}} \Phi\left[\beta_{n}(u, \hat{t})\right] f_{A_{n-1}}(u) d u+\Phi\left[\alpha_{n}(\hat{t})\right] \Phi\left[\gamma_{n}(\hat{t})\right] \tag{4.12}
\end{equation*}
$$

where

$$
\begin{gather*}
\beta_{n}(u, t):=\frac{\left(C-\mu_{n}\right) t+x-u}{\sigma_{n}(t)},  \tag{4.13}\\
f_{A_{n-1}}(x)=\frac{1}{\sqrt{2 \pi v_{n}(t)}} \exp \left[-\frac{\left(x-M_{n} \hat{t}\right)^{2}}{2 \cdot v_{n}(\hat{t})}\right],  \tag{4.14}\\
\alpha_{n}(\hat{t})=\frac{x-\mu_{n} \hat{t}}{\sigma_{n}(\hat{t})}, \tag{4.15}
\end{gather*}
$$

and

$$
\begin{equation*}
\gamma_{n}(\hat{t})=\frac{\left(C-M_{n}\right) \hat{t}}{\sqrt{v_{n}(\hat{t})}} \tag{4.16}
\end{equation*}
$$

Proof. The result above can be easily proved if we consider all the classes with higher priority assignment than class $n$ as an aggregated one.

Since fractional Brownian motion (FBM) has been considered one of the well accepted models for self-similar traffic [34], we now show how to apply the results above to such a case. A general FBM traffic can be given by the following stochastic process

$$
\begin{equation*}
A_{i}(t)=\mu_{i} t+Z_{i}^{H_{i}}(t),(i=1, \ldots, N) \tag{4.17}
\end{equation*}
$$

where $\mu_{i}$ and $H_{i} \in\left[\frac{1}{2}, 1\right)$ are the mean arrival rate and the Hurst parameter of the input traffic $A_{i}(t)$, respectively. $Z_{i}^{H_{i}}(t)$ is a centered continuous Gaussian process with variance $\sigma_{i}^{2}(t)=V_{i} t^{2 H_{i}}$. The procedure of obtaining the buffer overflow probability of the class $n(1 \leq n \leq N)$ queue is as follows.

Suppose $\sigma_{i}^{2}(t)(i=1, \ldots, N)$ are differentiable at $\hat{t}$. We then can obtain the value of $\hat{t}$ by solving the following equation

$$
\begin{equation*}
\frac{\sum_{i=1}^{n} \sigma_{i}(t)}{\sum_{i=1}^{n} \sigma_{i}^{\prime}(t)}-\hat{t}=\frac{x}{C-\sum_{i=1}^{n} \mu_{i}} \tag{4.18}
\end{equation*}
$$

Substitute $v_{n}(t)$ with $\sum_{i=1}^{n-1} V_{i} i^{2 H_{i}}$. Then $\operatorname{Pr}\left\{Q_{n}>x\right\}$ can be obtained by using equations (4.12) through (4.16).

Nevertheless, one has to be very careful when using the above results for performance evaluation, since they may not hold if the input traffic has an unbounded instantaneous rate, or the input traffic does not have Gaussian characteristics.

### 4.4 Numerical Examples And Simulations

In this section, we evaluate the accuracy of the analytical method presented above, and report the comparative studies of the existing results. In our experiments, we use the classical method of batch mean [39] to calculate $95 \%$ confidence intervals for each probability estimated through simulations.

Example 1: This example investigates the accuracy of formula (4.1) as well as the MVA analysis. We use real MPEG-4 video traffic from [33], which has been shown to exhibit self-similarity, to generate a single trace with 40 multiplexed sources. Therefore, this traffic trace has a Gaussian characterization and 1 ms frame interval. Fig. 4.1 shows the buffer overflow probability in a general multiplexer. As one can see, the boundary conditions obtained using MVA analysis encapsulate the real value within an order of magnitude, and the approximation given by (4.1) can provide a fairly good estimation.

Example 2: In this example, we examine the buffer overflow probability obtained in a two-class queue deploying HOL discipline. Consider a class 1 traffic trace composed of 40 multiplexed sources and a class 2 trace composed of 8 Ethernet sources obtained from [16]. From observations of our experiments, multiplexing a small number of independent sources can still obtain a fairly good Gaussian traffic trace. As shown in Fig. 4.2, the approximations using the formulae in (4.1) and (4.11) are very close to the exact probabilities. Based on the same simulation scenario, Fig. 4.3 gives the comparative results of the existing models. The results from [37] and [38] are labelled as EBA and Delas respectively.

Example 3: In this experiment, we investigate a three-class queueing system deploying HOL priority. In this system, class 1 traffic consists of 20 multiplexed MPEG-4 movies and 4 multiplexed Ethernet sources. Class 2 traffic is also composed of 20 multiplexed MPEG-


Figure 4.1: The buffer overflow probability in a general multiplexer.


Figure 4.2: The buffer overflow probabilities in a two-class priority queueing system, with $\mu_{1}=0.6 C$ and $\mu_{2}=0.2 C$.

4 traffic and 4 multiplexed Ethernet sources, where class 3 is composed of 10 multiplexed MPEG-4 video traffic and 4 multiplexed Ethernet sources. Fig. 4.4 gives the buffer overflow probabilities of the second and third queues, including simulation and analysis. Class 1 is not plotted in this figure since its metric is extremely small.

### 4.5 Conclusion

In this chapter, a HOL priority queueing system has been studied and a measurementanalytical approach has been proposed to estimate the buffer overflow probability for each priority queue. The simulation studies using real traffic have shown the effectiveness and accuracy of the proposed model with comparisons of existing results. Given that the selfsimilar traffic is commonly experienced in high-speed networks, this analytical model will provide a practical insight into the call admission control (CAC) design which is supposed to accommodate heterogeneous QoS requirements. More experiments to validate this approach will be presented in future work.


Figure 4.3: The buffer overflow probability of the lower priority queue (LPQ).


Figure 4.4: The buffer overflow probabilities of the first, second, and third class queues in a three-class priority queueing system, with $\mu_{1}=0.34 C, \mu_{2}=0.32 C$ and $\mu_{3}=0.19 C$.

## CHAPTER 5

# ADMISSION CONTROL FOR STATISTICAL SERVICES WITH EARLIEST DEADLINE FIRST SCHEDULING 

### 5.1 Introduction

Future high speed packet-switching networks are expected to provide heterogenous QoS guarantees for a variety of applications. Call admission control plays a critical role in achieving this purpose, which is an integration of the traffic models, scheduling disciplines, and QoS specifications. Its major task is to decide whether a new connection can be granted while the QoS requirements of this new connection and all the existing connections can still be guaranteed. This becomes much more complicated and challenging for the networks supporting various applications with heterogenous QoS requirements.

The scheduler is an indispensable part in the design of call admission control mechanisms. Among the existing scheduling disciplines in the literature, static priority (SP), generalized processor sharing (GPS) [11], also known as weighted fair queueing (WFQ), and EDF [50] are probably the most promising to provide heterogeneous QoS guarantees. Although GPS has been considered an ideal scheduling discipline in terms of its combined delay and fairness properties, it has been shown to be sub-optimal by the studies in [13]. On the other hand, EDF has been shown in [22], [23], [56], [54], and [60] to be able to offer a substantial performance gain over GPS in terms of the schedulable ${ }^{1}$ region under both deterministic and statistic contexts. In particular, the authors of [60] have proved that GPS inherently requires dynamic weight re-synchronization in order to realize the maximum schedulable region. In this chapter, we will focus on the CAC issues for a network

[^2]node deploying the EDF scheduling discipline.
The scheduler behaviors under the context of statistical multiplexing have been received a lot of attentions in various aspects. In [51], Elwalid et al. analyzed the first-in-first-out (FIFO) scheduling using the effective bandwidth with Chernoff bounds, where the traffic patterns studied were independent and periodic ON-OFF sources. The results were then extended for GPS scheduling by the authors of [52] and [53], and for the EDF discipline in [54]. On the other hand, some researchers have dedicated to extend the deterministic models to the statistical setting. The authors of [55] introduced the concept of effective envelopes and devised the admission control tests for a set of scheduling algorithms (i.e., FIFO, SP, and EDF). Qiu and Knightly [57] proposed using adaptive and measurementbased maximal rate envelopes to characterize the traffic processes for multi-class networks with link sharing. Other results on statistical multiplexing include [37] [3] for SP, [58] [31] for GPS, and [59] for EDF.

Rigorous investigation of statistical performance metrics for EDF scheduling dates back to [60] and [59]. By assuming that all delay bounds are close together (i.e., about the same order of magnitude) and considering traffic models with Markovian sources, the authors of [59] derived the aggregate deadline violation probabilities. However, the assumptions in [60] and [59] limit the extension to various delay requirements of different flows. Also, the long-range dependent or self-similar characteristic [16] of the real network traffic has made the previous analysis of EDF scheduling face a fundamentally different set of problems. To develop an efficient statistical CAC scheme for the EDF scheduler, the analysis of per-flow loss probabilities with respect to the delay bounds becomes necessary. It is well known that the analysis of a stochastic system such as an EDF (or GPS) scheduler, where several flows with different QoS requirements share a server and a queue, is generally very difficult. The reason behind this is that the amount of service received by a flow at any moment depends not only on its arrival process and content in the queue at that moment, but also on the arrival processes of other flows and their contents in the queue [61]. To circumvent
this difficulty, the authors of [60] developed a mechanism to obtain per-flow metrics by exploiting a fair packet discard scheme, which makes the implementation more costly.

Recently, the studies on the statistical analysis of EDF scheduling [5] have present an efficient and accurate framework, within which the asymptotic solutions for the aggregate and per-class metrics have been derived via defining the virtual queueing system and extending the notation of the dominant time scale (DTS) [18] [49] [19] [20]. These theoretical results will enable us to derive the explicit admission condition and to develop the CAC algorithm for the network supporting diverse statistical QoS guarantees under EDF scheduling.

This work differs from the previous results on EDF scheduling in the following aspects. First, in contrary to [54] and [55], the admission conditions are derived from the per-class analysis of EDF scheduling [5]. Second, comparing our work with [59] and [60], one can see that: i) this chapter relaxes the stringent assumptions on delay bound assignments and thus can handle more diverse delay requirements; ii) it will be able to work under a more heterogeneous traffic environment because of the Gaussian traffic models adopted; iii) the analysis does not use any packet discard policy in order to obtain the per-class deadline violation probabilities. Therefore, this chapter extends and/or complements the existing results on the EDF scheduling.

The rest of this chapter is constructed as follows. In section 5.2, we introduce the necessary background for the proposed algorithm and the issues we wish to address in this chapter. Section 5.3 theoretically analyzes the deadline violation probabilities of the EDF scheduler. In section 5.4, we derive the admission control conditions and present our statistical algorithm. In section 5.5, we investigate some interesting properties of the EDF scheduler and their implications for the network design and control. Section 5.6 numerically evaluates the proposed algorithm via trace-driven simulations. Section 5.7 concludes this chapter.

### 5.2 Background and Problem Formulation

In this section, we briefly review the EDF scheduling discipline and state the main issues to be addressed in this chapter.

Before proceeding, we need to introduce the notation of deadline violation probability. In this chapter, the delay bound and deadline violation probability are the two QoS metrics considered for the admission criterion. By violation probability, we mean the fraction of time that a flow experiences deadline violation over the entire time scale, which corresponds to the buffer overflow probability in [18]. It is calculated by the following formula

$$
\begin{equation*}
P_{L}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} I(\text { Deadline is violated at time slot } i .), \tag{5.1}
\end{equation*}
$$

where $I(A)$ is an indicator function, i.e.,

$$
I(A)= \begin{cases}1 & \text { if } A \text { is true }  \tag{5.2}\\ 0 & \text { otherwise }\end{cases}
$$

### 5.2.1 EDF Scheduling

We now briefly introduce the EDF scheduling discipline. EDF has long been known as a processor scheduling algorithm, and has been applied to high speed packet-switching networks recently. Former results in [22] and [23] have shown that EDF has the largest schedulable region among all existing scheduling disciplines.

A work-conserving EDF scheduler (see Fig. 5.1) operates as follows: each traffic class $i$ at the scheduler is associated with a local delay bound $d_{i}$; then, a class $i$ packet arriving at the scheduler at time $t$ is stamped with a deadline $t+d_{i}$, and packets in the scheduler are served according to the increasing order of their deadlines. Given $N$ traffic classes, each of which has an arrival process $A_{i}(t)$ and a worst-case delay requirement $d_{i}(i=1,2, \ldots, N)$, the schedulability check is given by

$$
\begin{equation*}
\sum_{i=1}^{N} A_{i}\left(t-d_{i}\right) \leq C t, \forall t>0 \tag{5.3}
\end{equation*}
$$

where the traffic is assumed to be fluid, $C$ denotes the constant link capacity, and $A_{i}(t)=0$ for $t<0$. It is assumed that $d_{1} \leq d_{2} \leq \cdots \leq d_{N}$. Therefore, the aggregate deadline violation probability can be given as

$$
\begin{equation*}
P_{L}=\operatorname{Pr}\left\{\sup _{t \geq 0}\left[\sum_{i=1}^{N} A_{i}\left(t-d_{i}\right)-C t\right]>0\right\} . \tag{5.4}
\end{equation*}
$$

From [24], we know that under some mild assumptions (for example, $A_{i}(t)$ is stationary and ergodic, and the mean of all the inputs is not greater than the link rate $C$ ), the fraction of traffic that does not meet its deadline at the scheduler has a steady-state value; equivalently, the loss probability exists and has a stationary value. Here, we assume that the queue length is large enough so that there is no packet loss due to insufficient buffer capacity.

### 5.2.2 Problem Formulation for Admission Control

We aggregate the application connections with similar QoS requirements into a class. Let $A_{i, j}(t)$ denote the arrival process of the $j$-th connection in class $i$, and $n_{i}$ be the number of connections in class $i$. Then the class $i$ arrival process is given by

$$
\begin{equation*}
A_{i}(t)=\sum_{j=1}^{n_{i}} A_{i, j}(t) . \tag{5.5}
\end{equation*}
$$

The QoS requirements of the class $i$ sources can be characterized by the parameter duplet ( $d_{i}, P_{i}$ ), where $d_{i}$ and $P_{i}$ are the maximum delay and violation probability that the class $i$ traffic can tolerate.

In this chapter, we wish to address the following two problems for the admission control under EDF scheduling, where a set of different traffic classes are scheduled according to their QoS requirements.

1. Given a new connection $A_{i, n_{i}+1}(t)$ with QoS requirements ( $d_{i}, P_{i}$ ), should the network admit this connection, such that all the admitted connections will still be schedulable with respect to their QoS requirements?
2. What kind of information can be derived from the network deploying EDF scheduling disciplines, so that the network protocols and applications can adaptively adjust their behaviors (e.g., QoS requirements and flow rates) for resource efficiency?

The connections admitted can be described by the admissible region, in terms of which the optimality of the CAC schemes is defined. The notation of the admissible region is given below.

Definition 5.1 The admission region is a vector $\mathcal{R} \in \mathbb{R}^{N}$, defined as

$$
\begin{align*}
& \mathcal{R}=\left\{\left(u_{1}, u_{2}, \ldots, u_{N}\right)\right. \mid \text { The QoS requirements of }  \tag{5.6}\\
&\text { all classes are guaranteed }\}
\end{align*}
$$

where $u_{i}\left(0 \leq u_{i} \leq 1\right.$ and $\left.1 \leq i \leq N\right)$ is the utilization ${ }^{2}$ of the class $i$ connections that are admissible.

In an EDF scheduler, to ensure the stability condition, the aggregate load for admissible region $\mathcal{R}$ should satisfy

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\sum_{i=1}^{N} A_{i}(t)}{t}<C, \quad \text { or } \sum_{i=1}^{N} u_{i}<1 . \tag{5.7}
\end{equation*}
$$

It is clear that the stability is a necessary condition for all admission criteria.

### 5.3 Evaluating Deadline Violation Probabilities

In this section, we asymptotically evaluate the deadline violation probabilities and analyze the resource allocation behavior of the EDF scheduler. Throughout the following presentation, it is assumed that the individual connections are independent of each other. Now we give the approaches to evaluate the aggregate and per-class violation probabilities of an EDF scheduler, which will constitute the theoretical foundation for the development of the admission criterion under EDF scheduling.

[^3]The rest of this section is exploited as follows. Definitions 5.2 and 5.3 define the virtual queueing system and extend the notation of the dominant time scale, which will be used as the tools for analyzing the deadline violation probabilities. Proposition 5.3.1 serves as a starting point by considering a FIFO scheduling link that deals with all the arrival traffic indiscriminatingly. Proposition 5.3 .2 gives the result of the aggregate violation probability of an EDF scheduler, which accommodates a set of different traffic classes. In proposition 5.3.3, we present the approach to evaluate the per-class violation probabilities of an EDF scheduling link with different traffic classes. This result will be used as the foundation for the admission control conditions derived in the next section.

To evaluate the aggregate and individual deadline violation probabilities, we first introduce the virtual queueing system, which has been shown to be able to asymptotically capture the characteristics of the real EDF scheduler. Its notation is given in the following definition.

Definition 5.2 We define a virtual queueing system $A_{V}: \mathbb{R} \rightarrow \mathbb{R}$, which accommodates all the aggregated class traffic that is supposed to receive service before t. Thus, its cumulative arrival process $A_{V}(t)$ is given by

$$
\begin{equation*}
A_{V}(t)=\sum_{i=1}^{N} A_{i}\left(t-d_{i}\right) \tag{5.8}
\end{equation*}
$$

We rewrite $A_{i}(t)$ as follows

$$
\begin{equation*}
A_{i}(t)=\mu_{i} t+Z_{i}(t) \tag{5.9}
\end{equation*}
$$

where $\mu_{i}$ is the mean arrival rate of $A_{i}(t)$, and $Z_{i}(t)$ is a centered continuous Gaussian process. Substituting (5.9) into (5.8) yields

$$
\begin{align*}
A_{V}(t) & =\sum_{i=1}^{N}\left[\mu_{i}\left(t-d_{i}\right)+Z_{i}\left(t-d_{i}\right)\right] \\
& =\sum_{i=1}^{N} \mu_{i} t+\sum_{i=1}^{N} Z_{i}\left(t-d_{i}\right)-\sum_{i=1}^{N} \mu_{i} d_{i}  \tag{5.10}\\
& =\mu_{V} t+Z_{V}(t)-l_{V},
\end{align*}
$$

where $\mu_{V}=\sum_{i=1}^{N} \mu_{i}$ is the mean of the aggregated arrival rate and $l_{V}=\sum_{i=1}^{N} \mu_{i} d_{i}$ is referred to as the equivalent queue length. It is easy to show that $A_{V}(t)$ is also a continuous Gaussian process with stationary increments [5]. Its variance can be computed as $\sigma_{V}^{2}(t)=$ $\sum_{i=1}^{N} \sigma_{i}^{2}\left(t-d_{i}\right)$.

To exploit the MVA approach for the analysis of this virtual system, we need to extend the notation of the dominant time scale [20] as follows.

Definition 5.3 By [20], we know that the function $\operatorname{Pr}\left\{\sum_{i=1}^{N} A_{i}\left(t-d_{i}\right)-C t>0\right\}$ obtains its maximum at $t=\hat{t}, \forall t \in(0, \infty)$. We refer to $\hat{t}$ as the first order DTS of the EDF system, also denoted by $\hat{t}_{1}$. Then one can find an integer $n(1 \leq n \leq N)$, such that the dominant time scale $\hat{t}$ falls into interval $\left(d_{n}, d_{n+1}\right]^{3}$. If $n<N$, one can also find another integer $m(n<m \leq N)$, such that $\operatorname{Pr}\left\{\sum_{i=1}^{N} A_{i}\left(t-d_{i}\right)-C t>0\right\}$ obtains its maximum at $t=\hat{t}_{2}$, $\forall t \in\left(d_{n+1}, \infty\right)$, where $\hat{t}_{2} \in\left(d_{m}, d_{m+1}\right]$. We define $\hat{t}_{2}$ as the second order DTS, or sub-DTS (SDTS). Similarly, if $m<N$ we will have the third order DTS $\hat{t}_{3}$, etc.

For simplicity, we first consider the asymptotic violation probability of an EDF system accessed by homogeneous traffic, where all the connections have the same QoS requirements (i.e., a FIFO scheduler). The following result is a restatement of proposition 4.3.1.

Proposition 5.3.1 Consider an EDF system with homogenous traffic input. If the traffic has delay bound d, then its deadline violation probability can be asymptotically approximated by the following formula

$$
\begin{equation*}
P_{L} \approx L e^{-\frac{\beta^{2}}{2}} \tag{5.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta:=\inf _{t \geq 0}\left[\frac{(C-\mu) t+\mu d}{\sigma(t-d)}\right], \tag{5.12}
\end{equation*}
$$

and $L=\sqrt[-1 / 4]{2 \pi \beta^{2}}$ is the asymptotic constant.

[^4]Proof. The proof of this proposition is similar to that of proposition 4.3.1 and thus omitted.

Remark Extensive experimental results have shown that $L$ does provide a fairly good asymptotic approximation to the exact probability, but there is no exact solution for it [3]. One may also choose an alternate value for special cases. For example, when using the large buffer asymptotic the asymptotic constant can be give by $L=\operatorname{Pr}\{Q>0\}$ [61], which is the probability that the buffer is nonempty at a randomly chosen time instant. For the case of the many source asymptotic [40], the Bahadur-Rao improvement is adopted.

In real applications, Internet services can be categorized into two broad classes, rigid and tolerant, according to the stringency of their respective properties and QoS requirements. For the rigid services, the QoS requirements must be strictly fulfilled, regardless of the deterministic or statistical settings. On the other hand, the tolerant applications do not have such stringent QoS requirements as long as the performance runs within a tolerable range. The applications will be able to adapt to minor fluctuations with regard to their own QoS requirements. Consequently, $L$ becomes a useful tunable parameter, which can be configured during the setup stage of the network according to the characteristics of the services.

Denote by $\hat{t}$ the first-order DTS of an EDF scheduler with $N$ different classes of traffic flows. The following proposition gives the asymptotic violation probability of the aggregated traffic.

Proposition 5.3.2 The deadline violation probability $P_{L}$ of an EDF scheduler asymptotically equals the probability that a virtual queueing system with the first $k$ classes experiences buffer overflow in the steady state, where $k$ is given by

$$
\begin{equation*}
k=\max \left\{i: 1 \leq i \leq N, d_{i}<\hat{t}\right\} . \tag{5.13}
\end{equation*}
$$

Thus, we have the following approximation

$$
\begin{equation*}
P_{L} \approx L_{V} e^{-\frac{\beta_{V}^{2}}{2}}, \tag{5.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{V}:=\frac{\left(C-\mu_{V}\right) \hat{t}+l_{V}}{\sigma_{V}(\hat{t})} \tag{5.15}
\end{equation*}
$$

and $L_{V}=\sqrt[-1 / 1]{2 \pi \beta_{V}^{2}}$, which is subject to adjusting with regard to the service requirement. Note that the subscript $V$ in the above formulae denotes a virtual queueing system with the first $k$ traffic classes.

Proof. Suppose the system encounters a deadline violation at time $0 .[-\hat{t}, 0)$ is the most probable duration of a busy period prior to the deadline violation before time zero. Since $A_{i}(t)=0$ for $t<0,(5.4)$ can be written as

$$
\begin{equation*}
P_{L}=\operatorname{Pr}\left\{\sum_{i=1}^{N} A_{i}\left(\hat{t}-d_{i}\right)>C \hat{t}\right\}=\operatorname{Pr}\left\{\sum_{i=1}^{k} A_{i}\left(\hat{t}-d_{i}\right)>C \hat{t}\right\} \tag{5.16}
\end{equation*}
$$

To evaluate the aggregate violation probability, one just needs to consider the first $k$ traffic classes. By using the first $k$ traffic classes to construct an aggregate flow like (5.10) and deploying the result obtained in proposition 5.3.1, one can obtain proposition 5.3.2.

To efficiently support heterogeneous applications with different QoS requirements, the admission controller needs to predict the performance metrics of each class, so as to make its decision. Fortunately, the following result provides the exact approach to evaluate the violation probabilities of each class with respect to their delay bounds in a general EDF scheduler.

Given an EDF system with a set of admitted traffic classes $\left\{A_{i}(t): 1 \leq i \leq N\right\}$, the dominant time scales $T:=\left\{\hat{t}_{1}, \ldots, \hat{t}_{m}\right\}$ partition the delay bounds associated with each class into $m$ disjoint delay sets, i.e.,

$$
\begin{aligned}
& D_{1}:=\left\{d_{1}, \ldots, d_{k_{1}}\right\}, \\
& D_{2}:=\left\{d_{k_{1}+1}, \ldots, d_{k_{2}}\right\}, \\
& \ldots \\
& D_{m}:=\left\{d_{k_{m-1}+1}, \ldots, d_{k_{m}}\right\},
\end{aligned}
$$

such that

$$
\begin{aligned}
& d_{k_{1}}<\hat{t}_{1}, \\
& \hat{t}_{1} \leq d_{k_{1}+1}, \text { and } d_{k_{2}}<\hat{t}_{2}, \\
& \ldots \\
& \hat{t}_{m-1} \leq d_{k_{m-1}+1}, \text { and } d_{k_{m}}<\hat{t}_{m} .
\end{aligned}
$$

Note that $k_{m}=N$ in the above formulae. The proposition below gives the asymptotic metrics of the individual traffic classes.

## Proposition 5.3.3 Consider an EDF scheduler with $N$ independent traffic classes and an

 $m$-th order DTS. If $d_{i} \in D_{j}(1 \leq i \leq N)$, then the violation probability of class $i$ can be evaluated by$$
\begin{equation*}
P_{L_{i}} \approx P_{D_{j}} \tag{5.17}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{D_{j}} \approx L_{V} \exp \left\{-\frac{\left[\left(C-\mu_{V}\right) \hat{t}_{j}+l_{V}\right]^{2}}{2 \sigma_{V}^{2}\left(\hat{t}_{j}\right)}\right\} \tag{5.18}
\end{equation*}
$$

Proof. The proof is similar to that of proposition 5.3.2 and thus omitted.
It should be noted that $L_{V}, \mu_{V}, l_{V}$, and $\sigma_{V}^{2}(t)$ are the corresponding parameters of a virtual queueing system with the first $k_{j}$ classes. From the results in [5], it can be shown that the traffic classes that fall into a delay set should have the same asymptotic violation probability. The results presented above have been numerically validated by extensive experiments in [5] and the simulation study in section 5.6.

### 5.4 Call Admission Control: Conditions and Algorithms

### 5.4.1 Admission Conditions

In this section, we analyze the resource allocation behavior of the EDF scheduler. From the analysis, we obtain the explicit admission conditions for the network deploying the EDF scheduling discipline. To proceed, we need the following two definitions.

Definition 5.4 In an EDF scheduler, the available service function of the $j$-th connection in class $i, W: \mathbb{R} \rightarrow \mathbb{R}$, over the interval $(0, t)$ is defined as

$$
\begin{equation*}
W_{i, j}(t) \stackrel{d e f}{=} C t-\sum_{k \neq i} A_{k}\left(t-d_{k}\right)-\sum_{k \neq j} A_{i, k}\left(t-d_{i}\right) . \tag{5.19}
\end{equation*}
$$

Suppose the connection $A_{i, j}(t)$ has QoS requirements ( $d_{i}, P_{i}$ ), its available service function should satisfy

$$
\begin{equation*}
\operatorname{Pr}\left\{\sup _{i>d_{i}}\left[A_{i, j}\left(t-d_{i}\right)-W_{i, j}(t)\right]>0\right\} \leq P_{i} \tag{5.20}
\end{equation*}
$$

This condition constitutes a connection-based admission test. The probability on the left can be evaluated using the Gaussian approximations if the arrival process of $A_{i, j}(t)$ is Gaussian. However, this may not be always the case, and thus the evaluation of the deadline violation probability will be very difficult.

Fortunately, it is reasonable to consider all the connections within a class as a whole because they have the same QoS requirements. According to the central limit theorem, when the number of independent connections is large enough ( $\sim 5$ or larger), the aggregate traffic exhibits Gaussian characteristics even though the individual connection is not Gaussian. Before presenting the class-based admission test, we introduce the following notation.

Definition 5.5 In an EDF scheduler, the available service for class i, denoted by $S_{i}: \mathbb{R} \rightarrow$ $\mathbb{R}$, over the time interval $(0, t)$ is defined as

$$
\begin{equation*}
S_{i}(t) \stackrel{\text { def }}{=} C t-\sum_{j \neq i} A_{j}\left(t-d_{j}\right) . \tag{5.21}
\end{equation*}
$$

Accordingly, the violation probability bound places a constraint on the available service of class $i$ traffic, i.e.,

$$
\begin{equation*}
\operatorname{Pr}\left\{\sup _{t>d_{i}}\left[A_{i}\left(t-d_{i}\right)-S_{i}(t)\right]>0\right\} \leq P_{i} \tag{5.22}
\end{equation*}
$$

where

$$
A_{i}(t)=\sum_{j=1}^{n_{i}} A_{i, j}(t)
$$

The following claim is straightforward to show the equivalence of the connection-based and class-based tests.

Claim 5.4.1 The admission test (5.20) is equivalent to (5.22).

Proof. Since we have

$$
\begin{aligned}
& A_{i, j}\left(t-d_{i}\right)-W_{i, j}(t) \\
& =A_{i, j}\left(t-d_{i}\right)-C t+\sum_{k \neq i} A_{k}\left(t-d_{k}\right)+\sum_{k \neq j} A_{i, k}\left(t-d_{i}\right) \\
& =A_{i}\left(t-d_{i}\right)-S_{i}(t)
\end{aligned}
$$

This establishes the equivalence of (5.20) and (5.22).

Remark In most cases, it is preferred to use (5.22) for admission tests because the class-based test has many advantages. First, it can be easily seen that $A_{i}(t)$ is Gaussian with a moderate $n_{i}$ (up to 5 or larger) even though $A_{i, j}(t), j \in\left\{1, \ldots, n_{i}\right\}$, does not have Gaussian characteristics. Therefore, it is more amenable for the analysis using Gaussian approximations. The second advantage of this approach is that the standard deviation of the aggregate process $A_{i}(t)$ parameter is in general significantly smaller than the sum of the standard deviations of the individual connection $A_{i, j}(t)$ parameters. This tells us an important fact that the measurement of the aggregate process is much more reliable than the sum of each connection process measurements, which can be explained by statistical multiplexing of the measurement errors. Third, by aggregating traffic with similar QoS requirements into a class, the network does not maintain any connection-based information across the network, thus eliminating the overhead of maintaining huge state information and the connection setup costs. The class-based admission test is compatible with the emerging DiffServ architecture for providing absolute QoS guarantees.

To evaluate the quantity on the left of (5.22), one can use the result from proposition 5.3.3.

### 5.4.2 Admission Control Algorithms under EDF Scheduling

In this section, we first study a deterministic CAC algorithm, and then present our statistical CAC algorithm using the theoretical results obtained in the previous section.

## The Deterministic CAC Algorithm

In [31], the authors present a criterion, which can be used for admission control in any work-conserving scheduling algorithms. By specifying their approach, we can obtain a criterion for the call admission control under EDF scheduling.

Let $s_{i}(t)$ denote the service rate of class $i$ traffic at time $t$, and $S_{i}(s, t)=\int_{s}^{t} s_{i}(\tau) d \tau$ be the service process of class $i$ during time interval $(s, t]$. Let $S_{i}(s, t)$ denote the available service process, and $D_{i}(s, t)$ be the departure processes respectively. Thus, a useful result follows.

Proposition 5.4.1 Consider an EDF scheduler with $N$ different traffic classes. If $A_{i}(s, t)(1 \leq$ $i \leq N)$ is differentiable, $d A_{i}\left(s, t-d_{i}\right) / d t \leq s_{i}(t)$ in time interval $\left(t_{1}, t_{2}+d_{i}\right.$ ], and no deadline violation occurs at time $t_{1}$, then class $i$ is schedulable for all $t \in\left(t_{1}, t_{2}+d_{i}\right)$.

Proof. By the assumption

$$
\sup _{s \leq t_{1}-d_{i}}\left[A_{i}\left(s, t_{1}-d_{i}\right)-S_{i}\left(s, t_{1}\right)\right] \leq 0,
$$

$\forall \tau \in\left(t_{1}, t_{2}+d_{i}\right]$, we have

$$
A_{i}\left(s, \tau-d_{i}\right)=A_{i}\left(s, t_{1}-d_{i}\right)+\int_{t_{1}}^{\tau} d A_{i}\left(s, u-d_{i}\right)
$$

and

$$
S_{i}(s, \tau)=S_{i}\left(s, t_{1}\right)+\int_{t_{1}}^{\tau} s_{i}(u) d u
$$

Since

$$
\frac{d A_{i}\left(s, u-d_{i}\right)}{d u} \leq s_{i}(u), \text { for all } u \in\left(t_{1}, \tau+d_{i}\right] \subset\left(t_{1}, t_{2}+d_{i}\right],
$$

we have

$$
\begin{aligned}
& \sup _{s \leq \tau-d_{i}}\left[A_{i}\left(s, \tau-d_{i}\right)-S_{i}(s, \tau)\right] \\
& =\sup _{s \leq \tau-d_{i}}\left\{A_{i}\left(s, t_{1}-d_{i}\right)-S_{i}\left(s, t_{1}\right)+\int_{t_{1}}^{\tau}\left[\frac{d A_{i}\left(s, u-d_{i}\right)}{d u}-s_{i}(u)\right] d u\right\} \\
& \leq \sup _{s \leq t_{1}-d_{i}}\left[A_{i}\left(s, t_{1}-d_{i}\right)-S_{i}\left(s, t_{1}\right)\right] \leq 0
\end{aligned}
$$

This completes the proof.

Suppose at time $t_{1}$, a new connection $A_{i, n_{i}+1}\left(t_{1}, t_{2}\right)$ tries to join into the overall class $A_{i}$ until time $t_{2}$. The scheduler then checks whether the new arrival rate of class $i$ will be still less than the available service rate for class $i, s_{i}(t)$, via allocating more bandwidth to $s_{i}(t)$ from the leftover server capacity, or decreasing the service rates of some other flows with lower QoS requirements. If this new connection is not schedulable, it should be rejected.

Nevertheless, this scheme is intrinsically conservative, thus resulting in sub-optimal network resource utilization.

Claim 5.4.2 This scheme is sub-optimal.
Proof. To prove this claim, we just need to show that the criterion rejects connections that may be otherwise admitted under an optimal admission criterion.

Suppose a new connection $A_{i, n_{i}+1}\left(t_{1}, t_{2}\right)$ requests to access the network from time $t_{1}$ until $t_{2}$. The evolutions of $A_{i}(t), A_{i}\left(t-d_{i}\right), S_{i}(t)$ and $D_{i}(t)$ are plotted in Fig. 5.2. $A_{i}(t)$ and $D_{i}(t)$ converge at point $f$, where all the class $i$ traffic has been serviced.

The backlog in the buffer at time $t$ is given by

$$
\begin{equation*}
B_{i}(t)=A_{i}(t)-D_{i}(t) \tag{5.23}
\end{equation*}
$$

and the delay experienced by the class $i$ traffic arriving at $t$ is given by

$$
\begin{equation*}
d_{i}(t)=D_{i}^{-1}\left[A_{i}(t)\right]-t \tag{5.24}
\end{equation*}
$$

Since $d A_{i}\left(t_{1}, t-d_{i}\right) / d t>s_{i}(t)$ for $t \in\left(t_{a}, t_{b}\right)$, this connection should be rejected. However, it can be easily seen that the maximum delay of $A_{i}(t)$ is $d_{i}(t)=t_{f}-t_{e}$, which is
less than $d_{i}$. Thus, this connection should be admitted under an optimal admission scheme.

Although the EDF schedulability condition in (5.3) is expressed simply, the algorithms to perform optimal admission control for deterministic services can be computationally very complex. One reason behind this is that CAC algorithms require an accurate deterministic model to characterize the arrival traffic. The traditional deterministic models, such as, the leaky bucket model and the (peak rate, burst length, average rate) model are not accurate to capture the burstiness of compressed video traces. This issue has been addressed by Knightly and Zhang in [14], where a novel traffic model called deterministic bounding interval-length dependent (D-BIND) was proposed to capture the important multiplexing properties of bursty sources. The accuracy and effectiveness of D-BIND models depend on the number of intervals used to characterize the traffic process. In [15], Firoiu et al. followed up the D-BIND traffic model and presented their CAC algorithms for EDF schedulers.

We would like to emphasize that the CAC algorithms discussed above are not limited to deterministic services, though they were originally developed for this purpose. Recently, Qiu and Knightly [57] have presented a framework to extend the results in [14] to a stochastic setting by using statistical aggregate traffic envelopes. The basic strategy is to quantify the uncertainty of predicted future traffic, and then examine how the extreme values of the aggregate traffic rate result in packet loss. For more details about this approach, the interested reader is referred to [14].

## The Statistical CAC Algorithm Proposed

Next we present the statistical call admission control algorithm based on the admission test given by (5.22). Let $A_{i, n_{i+1}}(t)$ be a new connection that requests to access the network. Suppose the stability condition holds after the new connection is admitted. The deadline violation probabilities of $A_{i}(t)(1 \leq i \leq N)$ with respect to their available service will be


Figure 5.1: The architecture of an EDF scheduling system. The delay bound and loss bound of class $i$ sources are denoted by $d_{i}$ and $P_{i}$, respectively.


Figure 5.2: The evolutions of $A_{i}(t), A_{i}\left(t-d_{i}\right), S_{i}(t)$ and $D_{i}(t)$ over the time scale. Note $A_{i}(t)$ is $\{\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}, \mathrm{e}, \mathrm{f}\}$, and $D_{i}(t)$ is $\{\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{f}\}$.
given by

$$
\begin{equation*}
P_{i}^{\prime}=\operatorname{Pr}\left\{\sup _{t>d_{i}}\left[A_{i}\left(t-d_{i}\right)-S_{i}(t)\right]>0\right\} . \tag{5.25}
\end{equation*}
$$

If the QoS requirement $P_{i}$ can place an upper bound on the value of $P_{i}^{\prime}$ after the new connection is admitted, i.e.,

$$
\begin{equation*}
P_{i}^{\prime} \leq P_{i}, \text { for all } i \in\{1, \ldots, N\}, \tag{5.26}
\end{equation*}
$$

then this connection is admissible, otherwise, it should be rejected. To calculate $P_{i}^{\prime}$, we first need to obtain the $j$-th order dominant time scale $\hat{t}_{j}$, and the delay set $D_{j}$ that includes $d_{i}$. Within $D_{j}$, we can find the largest delay bound $d_{k_{j}}$, which is associated with class $k_{j}$. From proposition 5.3.3, we can evaluate $P_{i}^{\prime}$ through a virtual queueing system with the first $k$ classes of traffic.

In the following, we give the detailed procedure to perform the admission condition using (5.25):

Step 1: Calculate the traffic statistics of each class (including the new connection), and obtain $\mu_{i}$ and $\sigma_{i}^{2}(t),(1 \leq i \leq N)$.

Step 2: Define a function $f(t)$ as

$$
\begin{equation*}
f(t)=\frac{\sum_{i=1}^{N} \sigma_{i}^{2}\left(t-d_{i}\right)}{\left[\left(C-\sum_{i=1}^{N} \mu_{i}\right) t+\sum_{i=1}^{N} \mu_{i} d_{i}\right]^{2}}, \tag{5.27}
\end{equation*}
$$

then we can obtain the dominant time scales corresponding to each class by

$$
\begin{equation*}
\hat{t}_{j}=\arg \max _{t>d_{i}}\{f(t)\}, i=1, \ldots, N . \tag{5.28}
\end{equation*}
$$

Suppose the EDF system has $m$ different dominant time scales. Accordingly, we partition the delay bounds into $m$ disjoint delay sets, through which we find the local largest delay bounds $d_{k_{j}}(1 \leq j \leq m)$.

Step 3: Perform the following test

$$
\begin{equation*}
\frac{\left[\left(C-M_{j}\right) \hat{t}_{j}+U_{j}\right]^{2}}{V_{j}\left(\hat{t}_{j}\right)} \geq-2 \log \frac{P_{i}}{L_{i}} \tag{5.29}
\end{equation*}
$$

for all $\left\{i: d_{i} \in D_{j}, j=1, \ldots, m\right\}$, where

$$
\begin{equation*}
M_{j}=\sum_{l=1}^{k_{j}} \mu_{l}, U_{j}=\sum_{l=1}^{k_{j}} \mu_{l} d_{l}, \text { and } V_{j}(t)=\sum_{l=1}^{k_{j}} \sigma_{l}^{2}\left(t-d_{l}\right) . \tag{5.30}
\end{equation*}
$$

If the above test can be guaranteed for all the traffic classes, then this new connection is admissible. Otherwise, it should be rejected.

In general, this algorithm enables the network to accept more connections than that of proposition 5.4.1, even though the CAC algorithm from proposition 5.4.1 is based on a stochastic setting. We believe that the reasons for this are as follows. First, the admission test in proposition 5.4.1 is actually a sufficient condition for all scheduling disciplines. As shown in claim 5.4.2, it rejects some connections that should have been accepted. Second, the EDF is optimized for meeting delay bounds, as has been shown in the context of deterministic setting [22] [23]. The statistical CAC algorithm proposed is derived directly from the EDF schedulability condition (5.3), and the admission test (5.29) is performed according to the violation probability bound with respect to the delay bound for each traffic class. Namely, a new connection can be accepted if and only if the QoS requirements of all traffic classes can be guaranteed after it is admitted. Therefore, (5.29) becomes a necessary and sufficient condition for the admission control. This implies that the proposed CAC algorithm is optimal in terms of its admissible region. Consequently, if a new connection cannot be admitted by this algorithm, neither can it be admitted by other algorithms.

Next, we examine the computational complexity of our admission control algorithm. Using the techniques from [20], the computational complexity for estimating each pair of $\mu_{i}$ and $\sigma_{i}^{2}(t)$ is $\mathcal{O}\left(n^{2}\right)$, given $t=1,2, \ldots, n$. Thus, estimating the traffic statistics in step 1 requires $\mathcal{O}\left(N n^{2}\right)$ computations. In step 2, we need to search through $t=1,2, \ldots, n$ to obtain all the dominant time scales, and this results in $\mathcal{O}(N n)$ complexity. In step 3, to perform the admission test for all the classes, the overall computations required is less than $\mathcal{O}\left(N^{2}\right)$. In general, we have $N \ll n$. Thus, the bottleneck in this procedure is the actual estimation of the traffic statistics, rather than the calculation of dominant time scales
and violation probabilities. In the real implementation, the traffic statistics of all traffic classes can be stored as the network state information in reference to a certain time period, then the network controller just needs to estimate traffic statistics of the class that the new connection belongs to when performing its admission test.

### 5.5 Statistical Properties of QoS Guarantees under EDF Scheduling

We now study the statistical properties of QoS assurances in an EDF scheduler. With standard EDF scheduling, the order of packets to be served is completely determined by their deadline (or delay bounds $d_{i}$ ). Therefore, the violation probability bounds, $P_{i}$, have no influence on the scheduling operation. In the following, we will provide the analysis of how the violation probabilities can be tuned by the delay bound assignments.

### 5.5.1 Trade-Off Property of QoS Constraints

In reality, some applications are more sensitive to one QoS constraint than to others. For example, real-time applications such as voice and video are delay sensitive, but they can tolerate some loss. In contrast, non-real-time data traffic can tolerate some delay, but is very sensitive to transmission error and loss. Therefore, when the network resource (i.e., capacity) is stringent, a reasonable option is to assure some QoS constraints by sacrificing others that are tolerable.

In the next proposition, we present an intuitive result, which is useful for adaptive and/or intelligent congestion control in high-speed networks deploying EDF scheduling.

Proposition 5.5.1 Consider an EDF scheduler with $N$ different classes of admitted connections, the violation probability function of class $i, P_{i}\left(d_{i}\right)$, decreases monotonically as its delay bound $d_{i}$ increases.

Proof. To prove this proposition, we just need to prove $P_{i}\left(d^{\prime}\right)>P_{i}(d)$ if and only if $d^{\prime}<d$. Since the arrival process $A_{i}(t)$ can be considered as a monotonically increasing function of
$t$ and the available service for class $i, S_{i}(t)$, is given, then we obtain

$$
\begin{aligned}
d^{\prime}<d & \Leftrightarrow A_{i}\left(t-d^{\prime}\right)>A_{i}(t-d) \quad \text { for all } t \\
& \Leftrightarrow A_{i}\left(t-d^{\prime}\right)-S_{i}(t)>A_{i}(t-d)-S_{i}(t) \\
& \Leftrightarrow P_{i}\left(d^{\prime}\right)>P_{i}(d)
\end{aligned}
$$

This completes the proof.

Consequently, if the stability condition can be satisfied after a new connection $A_{i, n_{i}+1}(t)$ is admitted (i.e., $\mathbb{E}\left[W_{i, n_{i}+1}(t)-A_{i, n_{i}+1}\left(t-d_{i}\right)\right]>0$, for all $t>0$ ), then an interesting result follows.

Corollary 5.1 Consider an EDF scheduler with a set of admitted connections. For any new connection $A^{\prime}(s, t)$ with a packet deadline violation probability bound $P$, there exists a unique delay $d^{*}$ such that $A^{\prime}(s, t)$ can be admitted if and only if $d \geq d^{*}$.

In an EDF system with $N$ heterogeneous traffic classes, the individual connections compete with each other for the network resource according to their packet deadlines. It is intuitively clear that the connections with tighter delay bounds will be able to receive relatively more resource (i.e., capacity) during a certain time period. Consequently, the possibility of a new connection with a short delay bound to be admitted is relatively small when the available network resources are tight. An interesting issue raised from corollary 5.1 is how to find the minimum $d^{*}$, which will be addressed in the future work.

Similarly, one might also draw a conclusion as follows.

Corollary 5.2 Consider an EDF scheduler with a set of admitted connections. For any new connection $A^{\prime}(s, t)$ with delay bound $d$, there exists a unique violation probability $P^{*}$ such that $A^{\prime}(s, t)$ can be admitted if and only if $P \geq P^{*}$.

However, this result holds only for homogeneous traffic (i.e., the admitted connections having the same QoS requirements or in a FIFO queueing system). The reason behind this
is that the EDF scheduler lacks isolation among different traffic classes. The new connection with a tight delay bound will squeeze much bandwidth from the on-going connections, thus degrading their QoS metrics. Nevertheless, if the EDF scheduler is combined with a fair packet discard policy (see [60] for example), corollary 5.2 is still valid for an EDF system with heterogeneous traffic. In contrast, the GPS schedulers provide isolation among different traffic classes, and then enable one to tune the violation probabilities by changing the weights.

From the discussion above, we know that given the available bandwidth, there is a trade-off between the delay bound $d$ and the violation probability $P$ for a new connection. If both its QoS requirements $(d, P)$ can not be guaranteed simultaneously, the application can adaptively negotiate with the network on its QoS constraints in order to be admitted.

### 5.5.2 Asymptotic Ordering Property

We know from proposition 5.5 .1 that for a certain traffic class, the violation probability is strictly coupled with its delay bound. From the system perspective, we find that the actual QoS guarantees of an EDF scheduler have an asymptotic ordering property.

Proposition 5.5.2 Consider an EDF scheduler with $N$ different classes of admitted connections, the violation probabilities that each class experiences decrease asymptotically with respect to their delay bounds.

Proof. From definition 5.3 and proposition 5.3.3, we know that $\operatorname{Pr}\left\{\sum_{i=1}^{N} A_{i}\left(t-d_{i}\right)-C t>\right.$ $0\}$ obtains its maximum at $t=\hat{t}_{1}$ for all $t \in(0,+\infty)$. For $t \in\left(d_{k_{1}+1},+\infty\right)$, it obtains the maximum at $t=\hat{t}_{2}$. So we have $t=\hat{t}_{3}$ for $t \in\left(d_{k_{2}+1},+\infty\right)$, etc. Consequently, the violation probabilities of each delay set have a strict ordering property, that is, $P_{D_{1}}>$ $P_{D_{2}}>\ldots>P_{D_{m}}$. Since the traffic classes in a delay set have the same asymptotic violation probabilities, the proposition is implied.

From a practical point of view, this ordering property provides serious implications for the design and control of networks deploying EDF scheduling. A simple example is given as follows. Suppose there are three classes of admitted connections accessing an EDF scheduling link and their QoS requirements are ( $10 \mathrm{~ms}, 10^{-3}$ ), ( $80 \mathrm{~ms}, 10^{-6}$ ), and ( $120 \mathrm{~ms}, 10^{-5}$ ), respectively. If all these three pairs of QoS requirements are satisfied, then the actual violation probability bound that the EDF scheduling link assures for class 3 traffic will be less than or equal to $10^{-6}$, instead of $10^{-5}$.

### 5.6 Numerical Evaluation

The appropriateness of a model is ultimately determined by its ability to accurately predict the actual behavior. To evaluate the performance of the call admission control algorithm, we conduct trace-driven simulation experiments using real network traffic (i.e., MPEG-4 and H. 263 encoded video traces from [33] and Ethernet sources from [16]). It is expected that MPEG-4 and H. 263 encoded video will account for a large portion of the traffic in future wired and wireless networks. The MPEG-4 video traces were encoded at the highquality level, having a constant frame rate of 25 frames $/ \mathrm{sec}$ and a variable bit rate (VBR). The H. 263 video traces were encoded at a constant bit rate (CBR) of $256 \mathrm{kbit} / \mathrm{sec}$, while having a variable frame rate. We refer the interested reader to [33] for a more detailed description of the encoding procedure.

In the simulation experiments, we select twenty independent MPEG-4 video traces and twenty independent H. 263 video traces (all from different movies in [33]), and then obtain two sets of traffic traces. By concatenating each set of traces together, we get two long traces. Each source (either MPEG-4 or H.263) can be produced by randomly selecting a starting point over the corresponding long trace. In doing this way, the dependence between the multiplexed sources is very weak ${ }^{4}$. Thus, we can assume that the individual sources are independent of each other. These are the same procedures that have been applied in [18].

[^5]In the following experiments, we first examine how accurate the proposed virtual queueing system can approximate the real EDF scheduler, and calculate the $95 \%$ confidence intervals for each probability estimated through simulations. We take the admissible region as a performance indication of the CAC algorithm, and compare its performance with the simulation results.

### 5.6.1 Example 1

We first consider a single-class EDF scheduler, where the traffic classes have the same QoS requirements. Fig. 5.3 and Fig. 5.4 show the deadline violation probabilities as a function of the delay bound in a single-class EDF system. It can be observed that the approximations can capture the actual deadline violation behavior in most of the range.

Fig. 5.5 and Fig. 5.6 give the admissible region in terms of utilization that a single-class EDF scheduler with a 45 Mbps link rate (a T 3 link) can achieve against the delay bound. From Fig. 5.5 we observe that after the delay bound of 10 ms , increasing the delay bound (or equivalently the buffer capacity) may not improve the network utilization significantly. This is most likely due to the long-range dependence (the autocorrelation function is not summable) or self-similarity of the VBR traffic. This fractional behavior will become more significant as the number of the aggregated VBR flows increases. Intuitively, long-range dependent traffic is bursty (highly variable) over a wide range of time scales. The cumulative effect of the correlation for large lags has a serious implication in the packet deadline violation. As a result, for VBR traffic, increasing the delay bound may not improve the statistical multiplexing gain significantly.

From Fig. 5.6, we can see that the achieved utilization increases significantly with respect to the delay bound, reaching almost $100 \%$ after a certain delay bound. The reason behind this is that for CBR traffic, as the number of the aggregated flows increases, the aggregate traffic is not so bursty. Thus, increasing the delay bound will result in a substantial statistical multiplexing gain. Fig. 5.7 shows the traffic traces of the aggregated MPEG-4


Figure 5.3: A trace composed of 40 multiplexed MPEG-4 video sources.


Figure 5.4: A trace composed of 80 multiplexed H. 263 video sources.
sources and aggregated H. 263 sources, respectively.

### 5.6.2 Example 2

Now we consider a two-class EDF scheduler, where two independent traffic classes with different QoS requirements are multiplexed into a link.

First, we investigate the deadline violation probabilities in the EDF scheduler. Class 1 traffic is a trace composed of 60 multiplexed H .263 video sources and class 2 traffic consists of 40 multiplexed MPEG-4 video sources. We fixed the delay bound of class 1 traffic at 2 $m s$, and change the delay bound of class 2 . Fig. 5.8 shows the aggregate and individual violation probabilities. From this figure, we can see that the analytical framework presented earlier can provide fairly good approximations to the real probabilities. In particular, after the delay bound of class 2 is greater than the first-order DTS, i.e., $d_{2}>\hat{t}_{1}$, the curves of class 1 flatten considerably. This indicates that increasing $d_{2}$ further will decrease the violation probability of class 2 traffic only, while has very little effect on the violation probability of the class 1 traffic.

Next we examine the admissible region that a 45 Mbps EDF link can achieve in the case of two different traffic classes. For class 1, we use H. 263 video traces as the traffic sources; for class 2, we use MPEG-4 video traces. Their detailed QoS requirements are given in table 5.1. We compare the simulated admissible region with the results obtained from the CAC algorithm. Fig. 5.9 shows the maximum amount of traffic that the EDF scheduling link can admit, expressed in terms of average utilization. It shows that our CAC algorithm can approximate the real admissible region quite closely.

### 5.6.3 Example 3

This example investigates an EDF system with 3 traffic classes. Class 1 and class 2 are respectively composed of 20 MPEG-4 traces and 4 Ethernet sources, where class 3 consists of 10 MPEG-4 traces and 4 Ethernet sources. Table 5.2 presents the simulation and


Figure 5.5: The admissible region vs. delay bound in a 45 Mbps EDF link accessed by MPEG-4 video traffic.


Figure 5.6: The admissible region vs. delay bound in a 45 Mbps EDF link accessed by H. 263 video traffic.


Figure 5.7: The amount of traffic arriving during a time interval of 0.01 second.


Figure 5.8: The deadline violation probabilities vs. delay bounds in a two-class EDF scheduler, where $\mu_{1}=0.2861 C$ and $\mu_{2}=0.5639 C$.


Figure 5.9: The admissible region for heterogeneous traffic in a two-class EDF scheduler. The link rate of the EDF system is fixed at 45 Mbps .

| Class |  |  |  |
| :---: | :---: | :---: | :---: |
| Assignment | Delay bound <br> $(\mathrm{msec})$ | Violation Prob. <br> $(\log P)$ | Sources |
| class 1 | 10 | -3 | $H .263$ |
| class 2 | 80 | -5 | $M P E G-4$ |

Table 5.1: The traffic parameters for numerical example 2 of section 5.6.

| Delay Bound | $d_{1}=3(m s), d_{2}=10(m s), d_{3}=30(m s)$ |  |
| :---: | :---: | :---: |
| Assignments | Simulations | Analysis |
| class 1 | $(0.119420 \pm 0.0199)$ | 0.109549 |
| class 2 | $(0.119919 \pm 0.0199)$ | 0.109549 |
| class 3 | $(0.118331 \pm 0.0198)$ | 0.109549 |
| Agg. | $(0.120964 \pm 0.0200)$ | 0.109549 |
| DTS | $\hat{t}_{1}=699(m s)$ | $\hat{t}_{2}=\infty$ |
| Delay Bound | $d_{1}=1(m s), d_{2}=2(m s), d_{3}=500(m s)$ |  |
| Assignments | Simulations | Analysis |
| class 1 | $(0.064734 \pm 0.006561)$ | 0.064097 |
| class 2 | $(0.063198 \pm 0.006544)$ | 0.064097 |
| class 3 | $(0.008311 \pm 0.005991)$ | 0.008415 |
| Agg. | $(0.073832 \pm 0.006674)$ | 0.064097 |
| DTS | $\hat{t}_{1}=5(m s) \hat{t}_{2}=4419(m s)$ | $\hat{t}_{3}=\infty$ |

Table 5.2: The violation probabilities in a three-class EDF system with $\mu_{1}=0.36 C, \mu_{2}=$ $0.35 C$, and $\mu_{3}=0.20 C$.
analytical results. Although our algorithm can be applied for many different traffic classes, it is in general very difficult to graphically present the admission region with more than 3 classes. Therefore, the admission region will not be given in this example.

### 5.7 Conclusion

This chapter has extensively analyzed the aggregate and individual violation probabilities. Based on these statistical results, novel admission control conditions and algorithm have been developed for the EDF scheduling discipline. The extended notation of the dominant time scale and the virtual queueing system developed play a critical role in the proposed framework, because they provide an accurate approach to evaluate the deadline violation
asymptotic of the individual traffic classes. In particular, we found that due to the strict coupling between the violation probability and the delay bound, the QoS metrics that an EDF scheduler actually guarantees have an asymptotic ordering property, which has serious implications in the design and control of EDF networks. The simulation experiments have illustrated the performance of the proposed CAC algorithm.

## CHAPTER 6

## SUMMARY AND FUTURE WORK

### 6.1 Summary

In this section, a summary of the research results of this thesis is presented.
In chapter 2, we investigated the self-similar characteristics of real network traffic, and reviewed some important techniques for performance evaluation, as well as some relevant issues regarding traffic scheduling and admission control.

In chapter 3, we studied the provision of quality-of-service ( QoS ) for real-time traffic over a wireless channel deploying automatic repeat request (ARQ) error control. By introducing the concepts of $A R Q$ capacity and effective capacity, an analytic model has been derived to evaluate the loss probabilities in both the network layer and the physical layer. In contrast to the previous results, this model quantifies the interaction between the network and physical layers. The results enable the call admission controller in wireless networks to control and optimize traffic QoS using instantaneous channel status information.

In chapter 4, we proposed a measurement-based approach to estimate the buffer overflow probability for each priority queue in a multiplexer deploying a static priority scheduling discipline. This approach is based on the maximum variance asymptotic and the notation of the dominant time scale. The result shows that when considering a particular priority queue, all the traffic with higher priority can be lumped together and all the traffic with lower priority can be ignored.

In chapter 5, we extended the notations of the dominant time scale and introduced the notation of the virtual queueing systems. With these tools, we were able to analyze the per-class QoS metric of each traffic class in an EDF scheduler. Based on this theoretical
foundation, we derived the explicit admission control conditions for a network node deploying EDF scheduling. In addition, we have shown that the QoS metrics that an EDF scheduler actually guarantees have an asymptotic ordering property, which provides important implications for the design and control of EDF networks.

### 6.2 Future Research

Overall, this thesis serves as a framework for a number of important extensions. Specifically, two interesting possibilities in this regard are as follows:

1. Because we use the MVA approach as the building block for the performance analysis, the frameworks proposed in this thesis can be readily applied to the measurementbased CAC design. Therefore, a robust control mechanism is necessary to determine the ideal setting of the measurement window. For example, the studies in [20] and [62] may complement this work.
2. From the perspective of real networks, only the end-to-end issue is of interest. The discussions in this thesis only consider a single node. The major difficulties in extending this work to the multiple hop case are: i) traffic from different sources will become correlated and then the assumption of statistical independence of the sources may not hold; ii) the traffic characteristics may be distorted when travelling through the network; iii) the methods to optimally assign the end-to-end delay to individual hops in order to minimize the violation probabilities will require further investigation. Recently, there are some recent works that addressed various aspects of this issue (see [54], [63], [64], and [65] for example). These studies provide a foundation for the continuing investigation of end-to-end statistical QoS guarantee methodologies.

Besides the theoretical issues, many practical issues still need to be resolved before these algorithms can be applied in practice.
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[^0]:    'An efficient retransmission scheme is defined as one that only retransmits packets that are erroneous and continuously transmits new packets as long as no error occurs.

[^1]:    ${ }^{2}$ This approximation is actually an upper bound of the steady-state queueing loss probability.

[^2]:    ${ }^{\prime}$ Throughout this chapter, we will use the notations of schedulable and admissible interchangeably.

[^3]:    ${ }^{2}$ The utilization here means the ratio of the average arrival rate against the overall server capacity, i.e, $u_{i}=\lim _{t \rightarrow \infty} \frac{A_{1}(t)}{C t}$.

[^4]:    ${ }^{3}$ We let $d_{N+1}=+\infty$ because class $N+1$ is not a realistic class in the scheduler. For the detailed proof, the reader is referred to lemma 2 in [5].

[^5]:    ${ }^{4}$ They are generally independent if the two sources are from different movie traces.

