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CHAPTER 1 

INTRODUCTION 

1.1: Sources of Noise 

In process control, various kinds of noise are introduced in analog transmission 

signals at various stages. A brief idea of the different types of noise are discussed this 

section. 

Process Noise: Noise can be intrinsic to the process itself. It can be caused due to 

turbulence, variations due to mixing or non-uniform multiphase flows [9]. Noise from 

such sources is usually successive, small and short lived but real transients in process 

outputs. For example, a noisy signal will be obtained if a float system is used to measure 

the level of the river. The source of noise will be the waves in the river [1]. 

Thermal Noise: Another source is the thermal noise which can be introduced in the input 

circuit of the measurement device. The main reason for thermal noise is the random 

movement of electrons in materials which cause small temperature dependent currents in 

the conductor. These noise levels are very low, in the order of micro-volts and are usually 

ignored [ 1]. 
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Thermal EMF Noise: If a conductor is made of different materials, then a temperature 

gradient in that conductor can induce small thermoelectric voltages called Thermal EMF. 

This noise can be reduced by making sure that temperature gradients don't exist within a 

measuring device [I]. 

Other Sources: Audio-phonic n01ses are induced due to physical vibration of the 

measurement system. External noises are introduced into a measuring device via sensor 

or communications wiring. Noise can be due to electric field coupling as well. Noise can 

also be introduced in the cable connecting the sensor and the measuring device. Further 

details about sources of noise can be obtained from Reference [I]. In general, the noise 

can be viewed as an independent random addition to the true signal. Since there are many 

independent sources, the noise distribution is nearly Gaussian. 

1.2: Effect of Process and Measurement Noise 

Process and instrument noise degrades process control. Ideally, it is desired that 

the controller responds to true process changes only, but due to noise, even when the 

process is in steady state, the controller keeps taking action. When noisy signals are given 

to the controller, a noisy controller output is obtained. This is undesirable for several 

reasons. The noisy controller output causes more wear and tear in the final control 

element. This reduces the life of the final control element which is usually a control 

valve. Also, since a noisy signal is given to the control valve, this noise is further 

propagated in the process; and hence, the noise in the process variable is further increased. 

In order to explain this concept, let's take the example of a simple level controller. The 
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diagram of the level control loop is shown in Figure 1.1. Let's consider a tank which has 

an inlet flow and an outlet flow. The outlet flow can be throttled using the flow control 

valve. The level of the tank is measured by the level transmitter and this signal is given to 

the level controller. The level controller compares the setpoint and the measured signal 

and accordingly gives a signal to the control valve. 

1 
/ isetpoint 

0---0 

Control Valve 

Figure 1.1: Effect of process noise on level control loop 

For instance, if a setpoint of 5 ft is given to the level controller and if the level of 

the tank was 5 ft, ideally, output of the level controller should be constant. Unfortunately 

that is not the case. Since the level transmitter has process noise in it, noisy data is given 

to the level controller. As a result, the level controller output is also noisy. Hence, the 

control valve position keeps changing. This would result in unwanted use of the control 
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valve even when the process is static, which would lead to more wear and tear. Also, 

control valve position keeps changing; the level of tank will also keep changing. In this 

way the variability of the whole process will increase because of the process noise. 

1.3: Ways to Reduce Process Noise 

Filters are used to reduce the process measurement noise. They seek to identify 

the true process signal in the presence of noise. The normal practice is to filter the noisy 

process measurement obtained from the sensor and this filtered process variable is given 

as an input to the controller. This configuration is shown in Figure 1.2 and is named as 

Configuration A in this study. A first-order filter is widely used for the above application; 

however, a first-order filter has an undesirable characteristic that it introduces lag in the 

control loop. This lag limits the aggressiveness of the controller, which is not desirable. 

Addition of such time lags introduces time delays which results in reduction of stability 

margin [2]. When controllers respond to such lagged signal, degradation of controller 

performance takes place. 
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l 
Filter 

Control Valve 

Figure 1.2: Configuration A - normal practice of using a filter 

1.4: Novel Methods to Filter 

A new filter based on a cumulative sum (CUSUM) of deviations [7 ,8], which has 

a working principle based on Statistical Process Control, can also be used in the same 

configuration to remove the process noise. Another configuration of the filter is also 

possible. The noisy process variable obtained from the sensor can be directly given to the 

controller. This will result in the controller output to be noisy as well. The noisy 

controller output can then be filtered and this filtered signal can be given to the control 

valve. This kind of setup is shown in Figure 1.3 and is named as Configuration B in this 

study. An analogy of this setup would be, "Don't lie to the manager., but provide original 

information to him. Temper the management decisions and then take action.~' 
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l 

Filter 

Control Valve 

Figure 1.3: Configuration B - novel method of using a filter 

This study compares the two filtering approaches for each configuration. Since 

credibility requires experimental demonstration, the combinations were tested on a 

cooling water flowrate loop of a distillation column in unit operations laboratory as well 

as with simulations performed using Simulink. 
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CHAPTER2 

LITERATURE SURVEY 

2.1: Types of Filtering 

Filters can be used for various purposes. A few applications are listed in this section. 

Removing Noise: In process control, the measurement signals usually contain noise 

which cause unwanted jitter in the control valve. It is desired to remove this noise and 

extract the true process variable. In such cases, filters are used to "see" the true signal 

within the noisy signal. Predominantly, a first-order filter is used for this application. 

Removing Outliers: In certain applications, it is required that the variability of the noisy 

data be preserved but removal of the extreme data points is required. Extreme data points 

can be caused due to a spark in the measurement system or a skip in the measurement 

sequence, resulting in a value of nearly infinity ( or nearly zero) in between the valid data 

points. These extreme data points are called the outliers. In such cases, filters are used 

for removing these outliers. Examples of such filters are Hampel and weighted median 

filters [ 6]. 

Removing Faults: Neural Networks are used to identify patterns in the data obtained 

from a process. Once the patterns are identified, they are used to test the internal 
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consistency of the data. If it is found that the data is not consistent with the identified 

pattern., then it can be declared that the process contains faults. The faulty data is then 

discarded. This is also considered as one type of filtering. 

Removing Aliasing: Special types of filters called Anti-Aliasing filters are used when an 

analog signal consisting of both, low frequency components and high frequency noise 

components have to be digitalized. If these analog signals were digitalized and ms were 

the sampling frequency, then, all signals with frequency greater than ms /2 would appear 

as signals with low frequencies. This principle is called aliasing and would cause the 

misrepresentation of high frequency signals and corruption of low frequency signals. To 

avoid aliasing, these anti-aliasing filters are used ahead of the sampler to attenuate the 

higher frequency components [3]. 

2.2: Filters for Noise Removal 

Different types of noise filters are available for removal of noise. A few of the 

filters are discussed in this section. 

Averaging Filter: As the name suggests, these filters find the average of the numbers in 

the past, to find the output of the filter for the current sample. Though this filter is very 

simple to understand, it is computationally taxing and requires large storage space [ 12]. 

Moving Average Filters: These filters are similar to the averaging filters, expect for the 

fact that they calculate the average more efficiently using recursive methods. The average 

is calculated using a moving window consisting of "n" data points. Compared to the 

averaging filter, the computational burden is less, but still, this method is not preferred 
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since the filtering cannot be initiated until "n" measurements have oeen made. Also this 

method gives equal weight to last "n" data points. In process control, where the 

measurements follow a trend, it is desired to give more weight to the most recent data 

since it is a better reflection of the state of the process [12]. 

Exponentially Weighted Moving Average filter: This filter, also known as the digital 

first-order filter, is the most commonly used noise reduction algorithm in process control. 

This filter places more weight on the most recent data and hence performs better than the 

moving average filter [12]. These filters attenuate the high frequency noise but they also 

introduce a lag in the system. The details of this filter and its implementation are 

discussed in later sections. 

Novel Statistical Filter: The working principle of this filter is based on the statistical 

process control. It is believed that for process control applications, this statistical filter 

will perform better than the other filters discussed in this section [7 ,8]. The details of this 

filter and its implementation are discussed in later sections. 

This study explores two filters, namely, the digital first-order filter and the 

statistical filter, for removing noise. 
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2.3: Analog First-Order Filter 

As discussed in the previous section, the first-order filters are most commonly 

used for removing noise in process control applications since they are conceptually and 

computationally simple. While implemented digitally, today, the first-order filter has its 

roots in electronic Resistor-Capacitor (RC) circuitry. 

The basic first-order differential equation represents the working of an analog 

first-order filter. 

dX1 (t) 
, 1 -----"-+ X 1 (t) = X(t) 

dt 
(2.1) 

where X(t) is the measurement variable which is given as in input to the filter and X I is 

filter output. r I represents the filter time-constant. It can be seen that the filter has a 

steady state gain of 1. The differential equation of Equation 2.1 represents an RC circuit. 

The above filter is also called as the exponential filter [9]. 

The selection of the filter time-constant, , 1 , predominantly depends on the 

desired noise reduction. It also depends on the type of process. The filter time-constant 

should be very small as compared to the dominant time-constant of the process. For 

instance, it is desired to have , 
1 

< 0.1 *, P where , P represents the dominant time-constant 

of the process [9]. 

2.4: Digital First-Order Filter 

With the increasing use of computers for process control, digital filters are widely 

used since it is easy to program the digital filters in the computer. Digital filters have one 

big advantage that extra hardware is not required for filtering. A digital filter can be 
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thought as a computational block which takes in a sequence of numbers (filter input) and 

produces a new modified sequence of numbers (filter output) [IO]. 

The most widely used digital filter is the digital first-order filter. The math 

involved in the first-order filter is described below [9]: 

The Laplace transform of a first-order filter is 

X 1 (s) = I 

X(s) '.rs+ I 

Where X I is filter output and X is filter input. 

The time domain equivalent of the above Laplace equation is 

dX 1 (t) 
r1 --+X1 (t)=X(t) 

dt 

(2.2) 

(2.3) 

The time series of samples of the filter input (measured variables) are denoted as X(i), 

X(i-1), X(i-2) ... and the corresponding filter outputs are denoted as Xt{i), Xt{i-1), 

Xt{i-2) ... where i represents the current sampling instant. 

Discretizing Equation 2.3 using the backward difference approximation 

X 1 ( i) - X 1 (i -1) 
, 1 ------+X1 (i)=X(i) 

M 

where /}.t represents the sampling time 

Rearranging Equation 2.4 to solve for X 1 (i) 

X
1

(i)= !}.t X(i)+ 't X 1 (i-I) 
't + ~t '! + ~t 

L t ., - r f th (1 - ., ) = !}.t e A - , en /l, 

T f + 8! r I + flt 
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Substituting the values of A in Equation 2.5 

X.r (i) = (1-A)X(i)+(A)X1 (i-1) 

Equation 2.6 represents the digital form of the first-order filter. 

The above equation can be also written as follows: 

X 1°1; = ;i,(x Jof ;-1 )+ (I-Jl,)X; 

(2.6) 

(2.7) 

The level of filtering can be changed by changing the filter time-constant, r 1 . If it 

is decided to keep the sampling time, ~t, as constant, then the level of filtering can be 

changed by changing A directly. Qualitatively, the digital first-order filter can be defined 

as a weighted sum of the previous filter output and the current unfiltered input. The 

flowchart of the digital filter is represented in Figure 2.1. The ":=" symbol in Figure 2.1 

represents the assignment operator. 

Obtain Current 

Reading X 

! 
X fof := .ii. * (X fof ) + (1- .ii.) * X 

Figure 2.1: Flowchart of digital first-order filter 
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2.5: Open Loop Response of a First-Order Filter 

Figure 2.2 shows a basic block diagram of finding the open loop response of a first-order 

filter. 

Noisy 
process 
variable 

I------,> Digital 
first-order 

filter 

Filter 

Figure 2.2: First-order filter open loop response block diagram 

From this point, the digital first-order filter will be referred as just a first-order 

filter. Figure 2.3 shows a graph depicting the open loop response of the first-order filter. 

The horizontal axis represents time and the vertical axis represents two variables namely, 

the noisy process variable and the filtered process variable i.e. the output of the first-order 

filter. 

3.5 

3 
> a. 
"C 2.5 Q) 
~ 

.! 

~ 2 
a. 

1.5 

1 

0 

Noisy process 
variable ~ 

5 10 
Time(sec) 

..______ First-order filter 
response 

15 20 

Figure 2.3: First-order filter open loop response 

25 

From Figure 2.3, it can be seen that the first-order filter reduces the noise present 

in the process variable. It can also be observed that during the steady state period (0 to 10 

sec), the first-order output keeps changing at every sample. A disadvantage of the first-
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order filter is that when there is a change in the steady state value, the first-order filter 

output lags behind; and hence, does not follow the process change immediately. This is 

evident from Figure 2.3, during the transient period (IO sec to 20 sec). 

If more noise reduction is required, the value of A has to be increased. However, if 

A value is increased, it will result in more lag, which is undesirable. 

2.6: Metric - Ways to Quantify Lag 

From Section 2.5, it is evident that when the steady state value of the process 

variable changes (10 to 20 sec, Figure 2.3), the filtered output introduces a lag. One of the 

ways to quantify this lag is to measure the cumulative sum of the differences between the 

noisy process variable (PV) and the filter output during the transient phase. This 

summation can be used as a direct measure of the lag introduced by the filter. If the filter 

output introduced a larger lag, the cumulative sum of the differences between tne P-V- and 

the filter output will be higher and vice versa. 

2. 7: Concept of the CU SUM Filter [7,8) 

The working principle of the CUSUM filter is based on Statistical Process Control 

concepts. The CUSUM filter has a tuning parameter called "trigger" indicating "sigma" 

level of significance. If a trigger value of 2 is selected (meaning 2-sigma level of 

significance), the CUSUM filter keeps the filtered value constant until it is 95% sure that 

a change has occurred. If a trigger value of 3 is selected, then the CUSUM filter does not 

change the filtered value until it is 99. 7% sure that a change has occurred. The idea being, 

the previous filtered output is retained until there is statistically sufficient evidence that a 
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tme change in filter input has occurred. This idea of accepting the inherent process 

variability and reporting changes only when there is high statistical confidence that a 

change is justified is one of the fundamental perspectives of statistical process control. 

2.8: Working of the CUSUM Filter 

The flowchart for the working of CUSUM filter is shown in Figure 2.4. 

8 
+ 

Obtain Current Reading (X) 

I N:=N+l I 
+ 

Calculate Variance of X. a-% 
1 

CUS'UM::=CUSUM + (X-Xspc:) 

Xspc::= X°spc: +CUSUJ:Y.I/N 
ResetN (=O) 

Reset CUSUM (=O. 0) 

No 

Figure 2.4: Flow chart of the CUSUM filter 
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The algorithm of the CU SUM filter is shown below 

Step 1: 

Step 2: 

Step 3: 

Step 4a: 

Step 4b: 

Step 5: 

The current reading of the unfiltered value is given as an input to the 

CUSUM filter. 

The value of N is incremented by I and the new variance is calculated. 

There are various methods to calculate variance. The method described in 

references [7,8] is used here. N represents the number of samples the 

CUSUM filter output value has been held constant. 

The value of CUSUM is updated. CUSUM refers to the cumulative 

algebraic sum of the difference between the filtered and· tfie nnfiltered 

values. 

If the absolute value of CUSUM is greater than Trigger*( a)* .JN value, 

then the filter assumes that a true change in process has occurred; and 

hence, it updates the filtered value as Xspc = Xspc + CUSUM/N and the 

variable N and CUSUM is reset. This rule assumes that the offset has been 

constant for the past N samples. 

If the CUSUM is less than the Trigger*( a)* .JN value, then the filter 

assumes that the change in input is due to normal variability of the process 

and is not because of a true change in process. Hence, it does not change 

the filtered output. 

Repeat Step I. 
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Figure 2.5 illustrates the working of the CUSUM filter algorithm. The graph in 

the top portion of Figure 2.5 represents a plot of the CUSUM filter input (actual variable) 

and CUSUM filter output (filtered variable) with respect to time. The noisy signal used as 

an input to the CUSUM filter is generated by a Gaussian random number generator. The 

graph in the bottom half of Figure 2.5 represents the values of ICUSUMI and 2a-.JN with 

respect to time. 

35 

30 

25 

20 

15 

10 
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15 

35 
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35 

N 
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1cu:slJM{ > triggtar* affe 
/ and the filtered value changes 

65 

ICUSUMI 
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Figure 2.5: Working of the CUSUM filter 
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From Figure 2.5 it is obvious that as long as ICUSUMI <(trigger)* a.fiv, the 

filter output is kept constant. Whenever ICUSUMI >(trigger)* a.fiv, the filtered value 

changes and the value of CUSUM is reset to 0.0. 

Figure 2.6 illustrates the Fortran embodiment of the executable instructions. 

IF (first call) THEN 

N = 0 

XOLD = 0.0 

XSPC = 0.0 

V = 0.0 

CUSUM = 0.0 

M=ll 

FF2 = 1.0/(M-1)/2.0 

FF 1 = REAL ( ( M - 2 ) / ( M -1 ) ) 

END IF 

Obtain X 

N = N + 1 

V = FFl* V + FF2*(X - XOLD)**2 

XOLD = X 

CUSUM = CUSUM + X - XSPC 

IF (ABS (CUSUM) .GT.TRIGGER*SQR (V*N)) THEN 

XSPC = XSPC + CUSUM/N 

N = 0 

CUSUM = 0.0 

END IF 

Figure 2.6: The code of implementing the CUSUM filter [8] 

18 



2.9: Open Loop Response of a CUSUM Filter 

Figure 2.7 shows a basic block diagram of the open loop response of a CUSUM filter. 

Noisy 
process 
variable 

--> 
CUSUM 

filter '---> 

Figure 2.7: CUSUM filter open loop response block diagram 

Figure 2.8 shows a graph depicting the open loop response of the CUSUM filter. 

The horizontal axis represents time and the vertical axis represents two variables namely, 

the noisy process variable and the filtered process variable i.e. the output of the CUSUM 

filter. The noisy process variable used as an input to the CUSUM filter is the same that 

was used as an input to the first-order filter in Section 2.5. Hence, Figure 2.3 and Figure 

2.8 display the output of the filters for the same input. 

3.5 .,.-------------------------------

3 

1.5 

0 5 

Noisy Process 
Variable 

10 15 
Time (sec) 

Figure 2.8: CUSUM filter open loop response 
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From Figure 2.8, it can be observed that during the steady state period (0 to 10 

seconds), the CUSUM filter output is help constant for a major amount of time and hence 
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it successfully results in reduction of noise. Also during a transient ( 10 to 20 seconds), 

the CUSUM filter output does not lag behind but instead, it follows the change nearly 

immediately. 

2.10: Different Ways to Place a Filter - Mathematical Analysis 

In Section 1.3 and 1.4, different configurations of placing a filter were discussed. 

Mathematical analysis of these configurations is done in this section. 

Configuration A - Servo Mode Analysis: 

Figure 2.9 shows the block diagram of a control system having the filter on the 

input side of the controller. It is chosen to place the filter on the process variable in this 

configuration. 

" _ysp 
... 

" e ~1 C 

,.. 

..rYJ 

... 

" 

F 
_\ .. 

p 

C = Controller 
P = Process 
F = Filter 

Figure 2.9: Block diagram for filter on PV - servo mode 

Finding the relation between actual process variable and setpoint ... 

" 
X=PCe 

e = x -x = x - FX sp f sp 
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Substituting Equation 2.9 in Equation 2.8 gives 

X = PC(Xsp -FX) (2.10) 

Solving for X from Equation 2.10 gives 

X- --- X " ( PC J" 
l+PCF sp 

(2.1 I) 

Hence, the transfer function for the PV response to a setpoint change is given by 

X ( PC ) 
Xsp = l+PCF 

The actuating error is given by the equation 

error= X -X sp 

(2.12) 

(2.13) 

Substituting the value of X from Equation 2.12 and simplifying yields 

error= (1 + PC(F - l)Jx" 
1 + PCF sp 

(2.14) 

Finding the relation between manipulated variable and setpoint. .. 

(2.15) 

u = c(x - FX) = c(x - FXPu) sp sp 
(2.16) 

Simplifying Equation 2.16 and solving for u gives 

u- --- X ,... ( C J ,... 
l+CFP sp 

(2.17) 
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Configuration B - Servo Mode Analysis: 

Figure 2.10 shows the block diagram of a control system having the filter on the 

output side of the controller. It is chosen to place the filter on the manipulated variable in 

this configuration. 

" 
_\ ... sp C 

" ll F 

,.. 

.. :r 

p 

C = Controller 
P = Process 
F = Filter 

Figure 2.10: Block diagram for filter on MV - servo mode 

X=PFCe 

e=X -x sp 

Substituting Equation 2.19 in Equation 2.18 gives 

X = PFc(xsp -x) 

Solving for X from Equation 2.20 gives 

x-( PFC )x 
1 + PCF sp 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

Hence, the transfer function for the PY response to a setpoint change is given by 

X ( PFC ) 
Xsp = 1 +PCF 

(2.22) 
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The actuating error is given by the equation 

error= X -X 
S/1 (2.23) 

Substituting the value of X from Equation 2.22 and simplifying yields 

error= ( 
1 )x 

l+PCF sp 
(2.24) 

Since the filtered controller output is used as the manipulated variable, it is desired to find 

the relation between the filtered controller output, ii 
1 

(not the actual controller output) , 

and the setpoint , X . 
Sp 

''r =FCe=FC(X -X) . sp (2.25) 

(2.26) 

Simplifying Equation 2.26 and solving for u gives 

,.. ( FC ) ,.. u- --- X 
I+FCP sp 

(2.27) 

Conclusion: 

From Equation 2.12 and Equation 2.22, it can be noted that the transfer function 

for Configuration A is different from that of Configuration B. Hence, placing the filter on 

the PV will give a difference response to a change in setpoint as compared to placing the 

filter on the MV. 
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Configuration A - Regulatory Mode Analysis: 

Figure 2.11 shows the block diagram of a control system having the filter on the 

input side of the controller. It is chosen to place the filter on the process variable in this 

configuration. 

" 
C ll 

F 

p 

" X 

C = Controller 
P = Process 
F = Filter 

Figure 2.11: Block diagram for filter on PV - regulatory mode 

(2.28) 

x.=PcFX (2.29) 

Substituting Equation 2.29 in Equation 2.28 gives 

X=PCFX+d (2.30) 

Rearranging Equation 2.30 gives 

X ( 1 )" -- --d J - 1-PCF 
(2.31) 
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Configuration B - Regulatory Mode Analysis: 

Figure 2.12 shows the block diagram of a control system having the filter on the 

output side of the controller. It is chosen to place the filter on the manipulated variable in 

this configuration. 

p 

" 
X 

d 

C = Controller 
P = Process 
F = Filter 

' 

X 

Figure 2.12: Block diagram for filter on MV - regulatory mode 

" " " 
X = X1 +d (2.32) 

" " X 1 =PFCX (2.33) 

Substituting Equation 2.33 in Equation 2.32 gives 

X=PFCX+d (2.34) 

Rearranging Equation 2.34 

x ( I J" J = I-PFC d 
(2.35) 
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Since all the blocks are linear, Equation 2.35 can be written as 

x ( I )" d = 1-PCF d 
(2.36) 

Conclusion: 

From Equation 2.31 and Equation 2.36, it can be noted that for regulatory mode, 

the transfer function for Configuration A is same as that of Configuration B. Hence, for 

regulatory mode, placing the filter on the PY will give the same response for disturbance 

rejection as compared to placing the filter on the MY. It should be noted that this 

conclusion is valid only for linear filters. 

2.11: Metrics - Ways to Quantify the Goodness of a Filter in Closed Loop 

There are two filters i.e. the first-order filter and the CUSUM filter, which can be 

used on the PY (Configuration A) or on the MY (Configuration B). Certain quantitative 

and qualitative criteria of comparison are required for understanding the relative 

advantages and disadvantages of these configurations. 

The variability in both the process variable (PY) and manipulated variable (MV) 

is important. It is chosen to quantify PY variability by the Integral of the Square of Error 

(ISE), where error is the actuating error, the difference between the actual process 

variable (not the filtered PV) and the setpoint. 

It is chosen to quantify MY variability by measuring valve travel. Valve travel is 

defined as the cumulative absolute value of the difference between consecutive controller 
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outputs. Low values of ISE portray better controller performance while low values of 

valve travel portray less wear and tear of the control valve. The general trend being, if the 

filtering is increased to obtain lower valve travel, there is a simultaneous increase in ISE 

value because disturbances are not quickly fixed. Hence, a balance between the ISE and 

valve travel is desired. 

2.12: Filtering in Regulatory Mode- Mathematical Analysis 

Case 1 - Process Noise and Zero Disturbance: 

As discussed in Section 1.2, if noisy process data is given to an aggressive 

controller, the controller output will amplify the noise and hence will result in 

unnecessary tampering with the control valve. This will cause an increase in ISE value. 

Hence, at zero filtering, noise induces additional variability in both PV (ISE) and MV 

(travel). Qualitatively, the trend for Case 1 is shown in Figure 2.13. In Figure 2.13, the 

horizontal axis is represented by the valve travel and the vertical axis is represented by 

ISE. 

ISE 

·------~------------------------------

Valve travel 

Variability due to 
Inherent noise in 

process 

Figure 2.13: Trend for Case 1 - process noise and zero disturbance 
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If the process has no disturbance then, at the limit of zero valve travel i.e. infinite 

filtering't ISE will reflect process variance. 

N 2 N 2 

ISE = L(xi -x.J tit= titL(x; -x.p) 
i=l i=l 

If the noisy process data is averaging at X then X = X sp' sp 

N 2 

ISE = 8t L (xi - x) 
i=l 

If Tis the entire window then Equation 2.38 can be written as 

Where a 2 represents process variance 

!SE 2 Hence --=u 
T 

Case 2: Disturbance and Zero Noise 

(2.37) 

(2.38) 

(2.39) 

(2.40) 

If the process has no noise but frequent disturbances, then zero filtering will result 

in lowest ISE. Increasing the filtering will result in slower valve response. Hence, the 

valve will take more time to counter the effect of the disturbances in the process, causing 

an increase in ISE value qualitatively. The trend for Case 2 is shown in Figure 2.14. 
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ISE 

Conclusion: 

~ lnF~:,:~rd 
~ng 

Variability due to 
~ Inherent noise in 

--------------------------------------- process 

Valve travel 

Figure 2.14: Trend for Case 2 -disturbance and zero noise 

When the process is influenced by noise and disturbance effects, a summed 

response should be obtained. The plot of the summed response is shown in Figure 2.15. 

As the filtering is increased to a certain extent, there is a reduction in ISE value and valve 

travel value as well. Further increase in filtering causes an increase in ISE value while 

reducing the valve travel further. If the noise contains autocorrelation, then the noisy data 

will include persistence and simulate the effect of a disturbance. 
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ISE 

Increased 
Filtering 

Summed 
response 

Variability due to 
-----~ Inherent noise in 

--------------------------------- process 

Valve travel 

Figure 2.15: Summed response due to disturbances and noise in process 
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CHAPTER3 

COOLING WATERFLOWRATE SYSTEM-EXPERIMENTAL SETUP 

The experimental analysis of the filters is carried out on the cooling water flow 

loop of the fractional distillation column installed in the Unit Operations Lab of school of 

chemical engineering at Oklahoma State University. 

3.1: Description of the Process 

Figure 3.1 shows the distillation column setup. The pilot scale distillation column 

is a Technovate Model 9079 fractional distillation column system. The cooling water 

flow rate process is a part of this distillation column setup. The vapors from the top tray 

escape out of the distillation column. These vapors are condensed in the condenser and 

then collected in a condensate tank. In order to condense the vapors, cooling water is 

used as the cooling medium. The fluid used for the cooling water flow loop is the water 

from the municipal water supply pipeline. 
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Distillation 
column 

Condenser Camile TG, Data 
Acquisition Box 

Figure 3.1: Distillation column setup 

for flow 
control valve 

Condensate 
tank 

Figure 3.2 shows the cooling water flow control valve and the orifice meter. The 

calibration of the orifice meter is discussed in Appendix A. The controlled variable is the 

cooling water flowrate and the manipulated variable is the controller output signal given 

to the control valve. The water lines are ¼ inch tubing; and the control valve has a 

diaphragm air actuator and a Cv of 2.5. 
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Flow Control Valve Orifice Meter Flow Transmitter 

Figure 3.2: Cooling water flow control valve and orifice meter 

The block diagram of the control system is shown in Figure 3.3. The cooling 

water flowrate is measured by the flow transmitter which gives a 4-20 mA signal. This 

signal is digitalized using an AID converter. The digitalized signal is given to the 

computer. The digital value of cmTent, i, is converted to flowrate value inside the 

computer and this value is given as an input to the controller. The controller accordingly 

gives an output in percentage. The percentage value is converted to 4-20 mA using a D/ A 

converted. This 4-20 mA signal is further converted into 3-15 psi with the help of an l/P 

converter. The 3-15 psi signal is finally given to the control valve diaphragm, which 

changes the valve stem position, which changed the flowrate. 
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U Computer 

----n Process 

Digital value for F 

Calculate F from i 

? Digital value for i 

® --·--1 
I 
1 4-20 mA 
I 
I 
I 
I 

s? 

--

Controller 

-- -

Figure 3.3: Cooling water flow rate system 

Digital% 

-.---
: 4-20 mA 

B 

3.2: Description of Data Acquisition and Control System 

Originally the Technovate distillation column unit was built for manual control. 

The manual control panel is marked as "master switch panel" in Figure 3.1. To automate 

the control systems, the manual controls are bypassed. Camile TG 2200 DAC (Data 

Acquisition and Control) installed on a Pentium II PC (333 MHz - CPU clock frequency) 

is used as the data acquisition and control system. Camile performs all data acquisition 

and control calculations. The data from the process is acquired by PC via RS-232 port. 

Graphical user interface screens can be built using Camile TG 2200 which can be used 

for monitoring and controller the cooling water flow loop. In this way, Camile helps the 

operator interact with the process. 
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3.3: Development of Process Model 

For testing the filters in closed loop, the controller has to be tuned first. Controller 

tuning is done by the process reaction curve method [5] which requires a first-order plus 

time delay (FOPTD) model of the process. The development of the process model ts 

described in this section. 

A step change in controller output (manipulated variable) was performed and the 

change in cooling water flow rate was recorded. The sampling time was set to 0.2 

seconds. This process reaction curve data was given to the Control Station software and 

the FOPTD model was calculated using the software. Snapshots of the FOPTD fit 

obtained from the Control Station software (http://www.controlstation.com ) is shown in 

Figure 3.4. 

Control Station: Design Tools 
Model. Fust Order Plus Oaod Time (FOPOl) File Noma. PRC~ for Report smcll.W 

• • t • • • • . . . . ' . ' 

1 :: -+:!:::'.J~'.~i:I::!:::~:1~::=:;::::::::::r::::.:-::~:;::::~:1:.;,lj::~ .... :: .... ·::-~ .... : !-:::-:~-::~.-::::~: :-~-:::--·:-::.-::.~-:i:-~-::~~:: 

£ 1 
a ---r---·--r----r--.; ············ 1 ............ j ............ i ............ i ..... -:--r--

00.. . . . . . ._.,., ___ . --4 
42 

········{·············{····· ·······:··· .......... : ............. r .... ········r············7 .. ········ .. r·· .. ········:·········· .. r··········· 
41 i 36 ------r-·--r .----r-··--r ............ : ....... -r-r ............ : ............ i ............ i .......... . 
-g 30 · : : : : ! : : : : : 

1 .. :=::::~:~::::::r.::::~:::::1:=~::r::::::::::r::::::::+ ::::::::::1 ::::::::::::r:::::::]::::::::::::r::::::::::: 
~ --t--·-- 1 1 i ! 1 1 1 l 

18 , , . . 

26 27 28 
Time 

Model Param:eters 

29 

Procass:Gain~~~lt'£lf:[+\lJ\:;;r __ .9_.20_15 
:ove'"ra.Tj[mtfo~1®s~tarlt~~I1/::' o. 4220 

0.6748 
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Figure 3.4: Snapshots of Control Station FOPTD fitting 
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The following process model was obtained: 

K=0.29 (kg/min)/% 

r =0.43 sec 

0=0.68 sec 

Process Transfer Function: 

Y(s) 0.29e-0.68s 
------

U(s) (0.43s + 1) 
(3.1) 

It is understood that the sampling time should be 115th of the smallest time 

constant of the process. In spite of that, the sampling time was set to 0.2 seconds because 

values lower than that were found to result in excessive computational load on the 

computer of this equipment and hence, resulted in slower response of the graphical user 

interface. 

3.4: Design of the PI Controller 

IT AE (Servo) Tuning Rules [ 5] were used to find controller tuning parameters for 

a PI controller. 

Process Characteristics: 

K=0.29 (kg/min)/%, , =0.43 sec, 0=0.68 sec, dt=0.2 sec 

PI controller design equations [5]: 

- 0.586 ( '( )0.916 
K --- -

'" K 0 

T 
T;=------

J.03-0. 165( ;) 
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Kc= 1.33 % / {kg/min) '; = 0.57 sec 

Since Camile uses the parallel form, not the standard form, of the PI control 

algorithm., Kc and '; must be converted to the independent multipliers for the 

proportional and integral functions 

Kc= 1.33 % I (kg/min) 

K;= (1.33/0.57) = 2.33 % I (kg-sec/min) 

3.5: Design of Digital PI Controller 

Simulations of the closed loop configuration of filters were performed using 

Simulink. In order to replicate the PI controller of Camile in Simulink, the digital 

controller form is required. The design of digital PI controller is discussed in this section. 

The method used to design the digital PI Controller is extracted from CHE 5853, 

Lecture 16, spring 2004 notes [13]. 

The velocity form of the control equation [13] is: 

u ( k) - u ( k - I) = K, [ ( e( k) - e( k - l)) + :: ( e( k))] (3.4) 

Rearranging the above equations and taking the z-transform [ 13] 

(3.5) 

Where 

00 = K,(I+ :: J (3.6) 

01 = -Kc 
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Substituting the values of Kc and r I into Equations 3.6: 

00 = 1.33(1 + 
0

·
2 

) = 1.80 
0.57 

0, = -1.33 

u(z) = (z) = l.80-l.33z-
1 

( ) gc I -I e z -z 
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CHAPTER4 

EXPERIMENT AL PROCEDURE, RES UL TS AND ANALYSIS 

4.1: Experimentation Description 

The first-order filter and CUSUM filter were each used in two configurations, as 

described below. 

Configuration A: In Configuration A, the filter is used on the input side of the 

controller. This configuration is the conventional approach in the process industry. Here, 

the noisy process variable is filtered and this filtered variable is given as an input to the 

controller. The controller signal is given directly to the control valve. This configuration 

is explored with both filters. 

Configuration Al - First-Order Filter on PV: Figure 4.1, shows the general block 

diagram of Configuration A I. 
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PV 

Input Side of Controller 

First-Order 
Filter Controller 

Output Side of Controller : 

MV 

: ----+ 
Filtered ~-----~ • 

• PV • ........................••••........•................................ 

PV 

MV = Manipulated Vanable 

PV = Process Variable 

Figure 4.1: Block diagram for Configuration Al 

A Graphical user interface (GUI) is developed using the Camile software. The 

GUI for running Configuration Al is shown in Figure 4.2. The GUI is developed in such 

a manner that the configurations of the filters can be changed easily. The first-order filter 

can be used on the PY by pressing the "Select S2" and "Select F2" buttons on the GUI. 

~~ C<inuloTG • Retearch (Running! S8E! 

Cooling Water Flow Rate Controller 

SPC B,sed 
Filter--

First Or.d:..;e;;.r _-ll!llall-=::--' 
Filter f2 ~ 

t:::;:::====.!T ConcroNcr 0U(put Signal 
0.1 % 

10 

Cooll,.y Water flow Ra1o: ... 

Controller 

"CWController" 

e 
Click Ahove to 

Vio1,.v Gr.~phs 

Controller Mode Settings 

~~ 
~ I U l,,,_I _l_L__l::J 

SetPolnt 
SetPolnt Ronge: 0 to 12 Kg/sec 

Unfiltered 
Output 

S3 

·~ S4 --&----l Control 
Valve 

SPC Based f ilter 
Output 

FOF Based Filter 
Output 

Actual Con1'ofte< Output : o.o 

Con1roler_OP _Fllt3 r_SPC 
• 

Conliii1e,_OP_FlltwJOF 
• 

Figure 4.2: Camile GUI for Configuration Al 
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Configuration A2: CUSUM Filter on the PV 

Figure 4.3, shows the general block diagram of Configuration A2. 

PV 

~··················· ········· ······································· . 
Input Side of Controller ..------~ Output Side of Controller : 

CUSUM Filter 
Controller 

MV 

:-.. . 
Filtered ~-----~ : 

: PV : ...................................................................... 
MV = Manipulated Variable 

PV = Process Variable being Controlled 

PV 

1------~r----

Figure 4.3: Block diagram for Configuration A2 

The CUSUM filter can be used on the PV by pressing the "Select S2" and "Select 

F 1" buttons on the GUI. The GUI for running Configuration A2 is shown in Figure 4.4. 

E1e (di Y- l o..i-~ Qbj,ct, t,j:,aoa Wo~= f!u, IA<><' °"""" 
~01ca:1 1.11s 1~ ~lrl>'!f\lfl~~~ 

Cooling Water Flow Rate Controller 

,~l) 
FlowR:ite --

s , 

Clid: Above tn 
Viw .. ·, G,aphs 

''";:=::::::;=::;::::!.1'1~ 1 SPC_J/!, ..... !, Elli•Jy ~ . _ rv..rm~ / Controller Mode Settings 

ControDer ~~ Slonal fi rst Order FIiter ~ ~ 
to I PV_F

0
110!r1 / 0 s.a 12 r.====::::::;,1 ( . 11..1-.Jl'--'--' .._. ... . ...... ..,__. ~, _,.,_,..,~,.1 

Cooling W1tcr flo.,., ~tc : ... /'or-,s.""" / Se!Point 
SctPolnt Rimgo: 0 to 12 Kg/sec 

FOF B::1sed Filte r 
Output 

Conuoller Uodo 

#~IANUAL . 

Actual Conlroler Ou11,M,: 0.0 

Comriillo,::ol' _rn,u,_SPC 
0 

Co~OUOI_OP Jlll<tr_FOf 
• 

~I )( t,. I (I 

Figure 4.4: Camile GUI for Configuration A2 
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Configuration B: In Configuration B, the true noisy signal is given to the controller. 

Rather than filtering the noisy signal, the output of the controller is filtered. Both filters 

are also explored on the Manipulated Variable (MV). 

Configuration Bl - First-Order Filter on MV: Figure 4.5, shows the general block 

diagram of Configuration B 1 . 

...................................................................... 

Input Side of Controller 

PV 

Controller 

Output Side of Controller 

MV 

First-Order 
Filter 

Filtered 
MV 

....................................................................... 
MV = Manipulated Variable 

PV = Process Variable being Controlled 

PV 

Figure 4.5: Block diagram for Configuration Bl 

The first-order filter can be used on the MV by pressing the "Select S 1" and 

"Select SS" buttons on the GUI. The GUI for running Configuration B 1 is shown in 

Figure 4.6. 
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Figure 4.6: Camile GUI for Configuration Bl 

Configuration B2: CUSUM on MV: Figure 4.7 shows the general block diagram of 

Configuration B2. 

··················· ········ ···········································~ • Input Side of Controller Output Side of Controller • 

PV 

Controller 

MV 

CUSUM Filter 
Filtered 

MV 

: _. . 
. . ........................................................................ 

MV = Manipulated Variable 

PV = Process Variable being Controlled 

PV 

Figure 4.7 : Experimental setup for Configuration 82 
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The CUSUM fi lter can be used on the MV by pressing the "Select SI " and 

"Select S4" buttons on the GUI. The GUI for running Configuration B2 1s shown m 

Figure 4.8. 

:!~ CuuloTG • Rnaaarch (Running) li!l~EJ 
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Figure 4.8: Camile GUI for Configuration B2 

4.2: Description of Test: Procedure 

Control 
Valve 

j OulpuUo
0

Controller 7 

The controller is tuned without usmg any filter by the LSU IT AE Tuning 

procedure [5] . The resultant controller obtained is an aggressive controller with minimum 

JSE values. The sampling time was set to 200 milliseconds. 

One of the above two configmations and one of the two filters are selected . The 

control ler is set to Automatic. The cooling water flowrate setpoint is changed from 
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0 kg/min to 5 kg/min. The transient response data is logged for 60 seconds after the 

setpoint change has occurred. 

During the experimentation it was found that for almost all the configurations, 

during a setpoint change, the process variable reached the steady state within the first 30 

seconds of the response. Hence, the first 30 seconds of the response is termed as the 

·Transient Period" and the second 30 seconds of the response is termed as the "Steady 

State Period". 

As discussed in Section 2.11, ISE and valve travel are used as a metrics for 

quantifying the goodness of the filters. The ISE value for the Transient Period (first 30 

seconds) and the ISE value for the Steady State Period (second 30 seconds) are calculated 

from the experimental data, using the rectangular rule of integration. The ISE of the 

Transient Period contains the properties of the both the transient response and steady 

state response. In order to isolate the properties of transient response, the difference 

between these ISE's is termed as "Servo ISE". The ISE value for the Steady State Period 

is termed as the "Regulatory ISE". ISE can be thought as a measure of controller 

performance. The lower the ISE value, the better the controller performance in both the 

Setpoint tracking (Servo ISE) and noise attenuation (Regulatory ISE). 

The valve travel is calculated for the Transient Period and Steady State Period. 

Similar to the ISE, the Transient Period valve travel contains the properties of both the 

transient and steady state. Hence, in order to isolate the properties of transient phase only, 

the difference between the transient and steady state valve travel is found and termed as 

the "Servo Valve Travel'\ The valve travel calculated for the steady state period is 

termed as the "Regulatory Valve Travel". Valve travel can be thought as a measure of 
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wear and tear of a control valve. Therefore, it is desired to have lower valve travel since 

lower valve travel can be interpreted as lower wear and tear of the control valve. 

The filtering parameters, i.e. the '1, value for the first-order filter and the trigger 

value for CUSUM filter, are varied and the same tests are repeated. The logged data 

obtained from Camile is saved to a text file. This text file is then exported to Excel. 

Corresponding to each test, the following values are calculated using Excel. 

a) Servo Valve Travel 

b) Regulatory Valve Travel 

c) Servo ISE 

d) Regulatory ISE 

Because of normal experimental variability, each test was replicated 3 times for 

each configuration and filter tuning value. For instance; Figures 4.9 and 4.10 show an 

experimental run with the CUSUM filter on the MV (Configuration B2), with a Trigger 

value of 1.5. The first graph in Figure 4.9 is a plot of the noisy process variable and 

setpoint with respect to time. The second graph in Figure 4.9 is a plot of the controller 

output with respect to time. Figure 4.9 captures the first 30 seconds of the response while 

Figure 4.10 captures the second 30 seconds of the response. 
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Figure 4.9: Transient period of controller with CUSUM filter on MV (trigger 1.5) 
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Figure 4.10: Steady state period of controller with CUSUM filter on MV (trigger 1.5) 
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4.3: Servo Mode 

The experimental results of the tests conducted for servo mode for all 

configurations are shown as a graphical plot in Figure 4.11. The horizontal axis 

represents the servo valve travel value. Low valve travel reduces the wear and tear of the 

control valve. Hence, lower valve travel is labeled as "Better" and higher valve travel is 

marked as "Worse". The vertical axis represents the Servo ISE value. Lower ISE can be 

interpreted as better controller performance. Hence, a lower ISE value is labeled as 

"Better", and vice versa. 

Various experiments were performed. For instance, a filter tuning parameter value 

and a filter configuration was selected, the setpoint change implemented, data obtained, 

and the corresponding ISE and valve travel were calculated. The result of one 

experimental run is shown as one single point in Figure 4.11. Appendix 2 contains the 

tabulation of all the data points. 

• The squares represent the data corresponding to first-order filter on the PV 

(Configuration Al). 

• The diamonds represent the data corresponding to CUSUM filter on the PV 

(Configuration A2). 

• The "X" symbols represent the data corresponding the first-order filter on MV 

(Configuration B 1 ). 

• The triangular points represent the data corresponding to CUSUM filter on the MV 

( Configuration B2). 
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Comments: When there was a setpoint change, the best ISE valve travel characteristics 

were obtained when no filtering was done (since no filtering has the smallest valve travel 

and ISE). Recall that the controller was tuned for aggressive behavior. Adding a filter 

either in the input side or in the output side of the controller resulted in degradation of 

controller performance. As a result the controlled system response became more 

oscillatory, resulting in a simultaneous increase in both the ISE and the valve travel. The 

scatter in the data indicates replicate variability. The normal replicate range on ISE is 

about 3 (Kg/min}2 sec and that on valve travel is about 5%. However, the separate 

configurations are visually distinct within the variability. 
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Figure 4.12: Servo - Configuration Al highlighted 
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In Configuration Al a first-order filter is used on the process variable (illustrated 

by solid squares). When the filtering was increased by increasing the X. value, both the 

ISE and valve travel worsened. Figure 4.13 and Figure 4.14 show that by increasing A, 

the controller performance degraded as evidenced by more oscillations. 

The upper graph in either figure is a plot of the noisy process variable and 

setpoint with respect to time. The lower graph is a plot of the controller output with 

respect to time. 
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Set Point and Process Variable. FOF on PV. L:lmbda=0.775 
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Points in Figure 4.15 represented by solid diamonds represent a CUSUM Filter on 

the input side of the controller (Configuration A2). It can be noticed from the graph that, 

when we increase the filtering by increasing the trigger value, the ISEN alve travel 

characteristics worsen, but the average ISE values are better than the rest of the filters. 

Accordingly, this configuration showed the best ISENalve travel characteristics. If we 

wanted to use a filter during a servo response, then CUSUM filter on the input side will 

be a good option. 

Figure 4.16 and Figure 4.17 show the effect of increasing trigger on controller 

perfotmance. From the graphs it can be noticed that changing the trigger from 1.0 to 3 .0 

degrades the controller performance and results in more oscillations in the process 

variable. Therefore, it increases valve travel and ISE. 
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The data corresponding to first-order filter on the output side of the controller 

( Configuration BI), are represented by "X" points. It is evident from Figure 4.18 that the 

average value of the ISE for the different tuning parameters. for this configuration is very 

high as compared to other configurations. For a small rise in the A value (0.4 to 0.8), there 

is large rise in both ISE (80 to 117(Kg/min}2 sec) and valve travel (52 to 82%). The 

controller performance deteriorates, and hence, produces more oscillations resulting in 

increase in both ISE and valve travel. 

Figure 4.19 and Figure 4.20 show the effect of increasing A on controller 

performance. From the graphs it can be noticed that changing the A from 0.60 to 0.825, 

makes the controller performance deteriorate; and hence, it increases valve travel and ISE. 

The process variable in Figure 4.20 is more oscillatory than in Figure 4. }9. 
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Adding a CUSUM Filter in the output side of the controller (Configuration B2, 

Figure 4.21) shows higher values of ISE compared to Configuration Al and A2 for a 

given value of valve travel. The data points of this configuration are shown as solid 

triangles in Figure 4.21. As the filtering is increased by increasing the Trigger value ( 1 to 

3 ), there is a not much of a rise in the valve travel (50 to 59%) but there is a big rise in the 

ISE valve (75 to 86 (Kg/min)2 sec). This is due to the fact that, the higher the trigger 

value, the greater the deadtime in the filtered controller output. It can be generalized that 

having a filter on the MV (Configuration BI and B2) results in higher average values of 

ISE during a Servo response for an aggressively tuned controller. 

Figure 4.22 and Figure 4.23 show the effect of increasing trigger on controller 

performance. From the graphs it can be noticed that changing the trigger ftom 1.0 to 3.0, 

deteriorates the controller performance, and hence, it increases valve travel and ISE. Also 

there is an increased deadtime in filtered controller output (filtered MV). 

57 



8 

6 

2 

0 

0 

50 
t: a 40 
t: 

~ 30 
~ 
0 20 
E 
0 10 
u 

0 

8 

6 
0:-
cn 
> 4 
0.. 

2 

0 

50 

I 40 
s 
0 30 
m e 20 

= 10 0 u 

0 

0 

Set Point and Process Variable, CUSUM on MV. Trigger=1 

,--,.._ 

I '" I -

I 
I . . 

5 10 15 20 25 
Time (Seconds) 

Controller Output (in Percentage). CUSUM on MV, Trigger=1 

-

/ '-. 

I 
I 
I . 

5 10 15 20 25 

lime (Seconds) 

Figure 4.22: Configuration B2 - servo, trigger =1.0 

Set Point and Process Variable, CUSUM on MV, Trigger=3 

r'\.._ 
I \.. 

1 """ ----

I 
I . 

5 10 15 20 25 
Time {Seconds) 

Controller output (in Percentage), CUSUM on MV, Trigger=3 

r--,, 

J' ~ 

I 
r' 
1 

0 

0"' 5 10 15 20 25 

Time (Seconds~ 

Figure 4.23: Configuration B2 - servo, trigger =3.0 

58 

30 

30 

30 

I 
I 
I 

I 
! 

30 



Comments: It is suspected that the balance ofISE and valve travel which results from 

disturbances would be similar to this servo mode results. Unfortunately, the experimental 

setup was unable to provide reproducible disturbance events for testing. 

4.4: Regulatory Mode 

The experimental results of the tests conducted for regulatory mode for all 

configurations are shown as a graphical plot in Figure 4.24. The horizontal axis and the 

ve11ical axis and the data points represent the same parameters as for servo mode plot 

(Figure 4.11 ). The regulatory mode experiments did not represent an ideal noisy steady 

state since there were continual line pressure disturbances affecting the flow rate and 

autocorrelation in the noise was present. 
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Figure 4.24 shows that when no filters are used in the input side or the output side 

of the controller, higher valve travel (a value of 16%) is obtained than when filters were 

added. 

Configuration Al: In Configuration Al, first-order filter on the PY, represented by solid 

squares, increasing the value of A from O to 0.65 resulted in a reduction of valve travel 

from about 16% to 4% with no apparent change in ISE. If the A value is further increased, 

there is an increase in ISE value from about 0.08 to 0.2 (Kg/min)2 sec but the valve 

travel does not reduce any further. The valve travel is around 3% for high filtering values. 

Configuration A2: In Configuration A2, i.e. CUSUM filter on the PY, representect by 

solid diamonds, as the trigger value is increased from Oto 3, there is a reduction in valve 

travel (14% to 2%) and the ISE stays almost constant (about 0.14 (Kg/min)2 sec). The 

valve travel reaches very low values of about 2%. If the trigger value is further increased, 

the ISE value increases and the valve travel also starts to increase. 

Configuration Bl: In Configuration Bl, i.e. first-order filter on the MV, represented by 

"X" points, as the value of A is increased from Oto 0.75, there is reduction in valve travel 

and the ISE stays almost constant. The valve travel goes as low as 3.75% and stays there 

for even higher A values. 

Configuration B2: In Configuration B2, i.e. CUSUM filter on the MV, represented by 

solid triangles, as trigger value is increased from O to 3.5, there is a great reduction in 

valve travel, while ISE stays almost constant. The valve travel is about 1.5% for most of 
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the trigger parameters. Further increasing the trigger keeps the valve travel and ISE in the 

same range. This configuration has the least valve travel values. 

Comments: It is noteworthy that experimental variability masks any differences between 

filters or configurations expect for those with lowest valve travel values. 

4.5: Comparison of Results with Paper - "A CUSUM type on-line filter" [7] 

Similar work has been done by Dr R. Russell Rhinehart in his paper titled "A 

CUSUM type on-line filter" [7]. In that paper, the author had simulated Configuration Al 

and B2 and had compared the performances of the filters. 

In the simulation used in the paper, the base process model was a first-order 

system which was slightly nonlinear. The process was subjected to a second-order 

autoregressive moving average input disturbance and the measured value included an 

additive Gaussian distributed noise. The manipulated variable was constrained and the 

measurement noise level was changed in between the simulation run. The way the 

controller was tuned (aggressive/conservative/tuned with filter/tuned without filter) was 

not mentioned in the paper. The simulation run consisted of a setpoint change followed 

by a change in level of noise and the manipulated variable hitting a constraint. The valve 

travel and ISE was measured for the sequence of events and the performance of 

Configuration Al and B2 were compared. It was noticed that, in Configuration Al (first

order on PV) used in the paper, as the filtering was increased there was continuous 

decrease in valve travel while, the ISE value decreased a bit and then started to rise. In 
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case of Configuration B2 (CUSUM on MV), as the filtering was increased, there was 

continuous reduction in valve travel and slight increase in ISE value. 

The performance of Configuration Al and B2 are clearly different from that 

obtained from the experimental tests conducted in this study. In the experimental setup of 

this work, the controller was tuned (with no filter on PV or MV) to be aggressive, and the 

valve travel and ISE values were characterized separately for servo and regulatory 

response (unlike the paper, where they were combined). For a step change in setpoint the 

valve travel and ISE always increased for increase in filtering which clearly contradicts 

the results shown in the paper. This is expected, as the paper had a different setup of 

testing the filters. 
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CHAPTERS 

SIMULATION SETUP 

The coo ling water flow loop was simulated using Simulink. This chapter contains 

the discussion of the creation of Simulink models representing the flow loop. 

5.1: Flow Loop Process Model in Simulink 

The process model is stored as a masked subsystem as shown in Figure 5. l. 

Coo ling Water Flow 
Model 

Process Subsystem 

Figure 5.1: Process model subsystem 

Figure 5.2 shows the infom1ation that is displayed, when the user clicks on the 

"Cooling Water Flow Model" subsystem . 

. . ~ 

~

Cooing Wa/.es Flow Model (mask) 

he Block rep,i,senh thef'rst Ordes Pin Tine Oe~(FOPTOJ f'loce<> 
todel ol the Coofr,gWater Flow Syotetn 

OK Cancel I Help l Ap;:r I 

Figure 5.2: Information window for "process model subsystem" 

The actual model stored inside the masked subsystem (Figure 5. 1) is shown in 

Figure 5.3. This model is obtained from the Process Reaction Curve analys is discussed in 

Section 3.3. 
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Cooling Water Flow System 
Process Model 

.._ .... ~~i------~•G:) 
~ Out1 

Process Model 
without Delay 

Delay= 0.68 sec 

Figure 5.3: Simulink block for the process model 

5.2: Simulink Model for a Digital PI Controller 

From Section 3 .4 

u(z) = (z) = l.8-l.33z-
1 

( ) gc I -I e z -z 

The Simulink block of the digital controller is shown in Figure 5.4. 

1.8-1.33z· 1 

1-z-1 

Discrete PIO 

(5.1) 

Figure 5.4: Simulink block for a digital PI controller 

5.3: Simulink Model for Calculating ISE and Valve Travel 

As discussed in Section 4.2, corresponding to every configuration and specific 

level of filtering (A and trigger values), we have to measure the following 

a) Servo Valve Travel 

b) Regulatory Valve Travel 

c) Servo ISE 

d) Regulatory ISE 
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Where ISE is a measure of the controller performance and Valve Travel is a 

measure of the wear and tear of control valve. We have to develop Simulink models for 

quantifying ISE and Valve travel. The description of the models is given below. 

ISE Value: The integral of the square of errors is one of the measures of performance of 

the controller. The error is calculated as the difference between the process variable and 

setpoint (not the filtered PV). The actual Simulink model stored inside the masked 

subsystems ( explained later) is shown in Figure 5.5. 

ln1 

ln2 

ISE Subsystem 

T 

z-1 

Discrete-Time 
Integrator 

Out 

Figure 5.5: ISE Simulink block inside the masked blocks 

In the cooling water system, it is observed that when a setpoint change occurs, the 

transient response is captured in the first 30 seconds and the steady state response is 

captured in the second 30 seconds. 

Hence, two ISE subsystems have to be designed in such a way that one of the 

subsystems captures the transient ISE and the other one captures the steady state ISE. 

The Simulink block diagram of the same is shown in Figure 5.6. 
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Figure 5.6: ISE subsystem to calculate transient and steady state ISE 

Each ISE subsystem shown in Figure 5.6 is masked and contains the Simulink 

block shown in Figure 5.5. Figure 5.7 and Figure 5.8 shows the information that is 

displayed, when the user clicks on the masked subsystems (Steady State ISE subsystem, 

Transient ISE subsystem). These information windows are created to help the user 

understand the working of the subsystems. 
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- Steady State ISE Calculator [mask)-------------, 

! The Block calculates the Steady State ISE. 

i lSE is a measure of the performance of the Control System. 

I The following Inputs are required 

1) Setpoint of Process Variable 
2) Process Variable 

Steady State ISE refers to the ISE calculated from 30 seconds to 60 
secorids of the Step change in Setpoint response . 

... L~_....o .... K--=_.....J __ c_~a_n_c_e_l _, __ H_e_lP _ _, __ .t:.._P_PIY _ _, 

Figure 5.7: Information window for tbe "Steady state ISE subsystem" 

The Block calculates the Transient !SE. 

!SE is a measure of the performance of the Control System. 

The following Inputs are required 

1) Setpoint of Process Variable 
2) Process Variable 

Transient ISE refers to the ISE values for the first 30 seconds of the Step 
change in S etpoint response. 

i...1 ==---=O=K ........ ......:1] __ c_an_c_e_l __, __ H_e_lP _ __, __ A_P_Pl_9_ .... 

Figure 5.8: Information window for tbe "Transient ISE subsystem" 

Similar to the discussion in Section 4.2, the difference 111 Transient ISE and 

Steady State ISE is tem1ed as "Servo ISE". 
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Valve Travel: The cumulative absolute values of difference between consecutive 

controller outputs are considered as a measure of valve travel. Valve travel can be 

considered as a measure of wear and tear of a control valve. 

The actual Simulink model for valve travel stored inside the masked subsystems 

is shown in Figure 5.9. 

ln1 
lul 

Abs1 

1 

z 

Unit Delay 

Figure 5.9: Valve travel subsystem in Simulink 

Out1 

From Section 4.2 it is understood that the first 30 seconds of the response is 

termed as the "Transient Period" and the second 30 seconds of the response is termed as 

the "Steady State Period". Hence, a Simulink model is required which would capture the 

valve travel for the first 30 seconds (transient valve travel) and valve travel for second 30 

seconds (steady state valve travel). Such a model is shown in Figure 5.10. 
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Each valve travel subsystem shown in Figure 5 .10 is masked and contains the 

Simulink block shown in Figure 5.9. Figure 5.11 and Figure 5, 12 shows the information 

that is displayed, when the user clicks on the subsystems (Steady State Valve Travel 

subsystem, Transient Valve Travel Subsystem). These information windows are created 

to help the user understand the working of the subsystems. 

r Steady State Valve Travel (mask) 

! It measures the Steady State Valve Travel 

! Valve Tr ave I is the cumulative s~m ~i the ·absolute of difference between 
consecutive controller outputs. 

Steady State Valve travel is the valve travel calculated from 30 seconds 
to 60 seconds of the Step change in Setpoint response. 

OK Cancel Help .b.pply 

Figure 5.11: Information window for "steady state valve travel subsystem" 

It measures the Transient Valve Travel 

Valve Travel is the cumulative sum of the absolute of difference between 
consecutive controller outputs. 

Transient Valve Travel is the valve travel during the first 30 seconds of 
the Step Change in Setpoint response 

... L __ o_K_.......,] _ _ c_a_n_ce_l_, __ H_e_lP _ __, __ t>_,P_P_lv _ _, 

Figure 5.12: Information window for "transient valve travel subsystem" 
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CUSUM Filter Subsystem 
Filtered 

Unfiltered Value 

Value Xspc 
"'!tj 

(JI -· ~ 
(J'Q Out1 .. 
= ln1 CUSUM 00 ., -· ti) a 
~ Input to Matlab File = ..... In, (Xspc, CUSUM, rho, N, Xold), Trigger --· w rho = .. MATLAB ~ 
c) Function ~ 0 
00 N 

0 
--.I 0 CUSUM_Code Q. 

ti) 
-Ir, 

~ -
= ~ - Xold ., 
...... l,) ti) ., 

~ Cl} 00 = a' 1 ~ 
Cl} - ~ '-< z Cl} Variables from previous Iteration = ...... 
ti) 

(Xspc, CUSUM, rho, N, Xold) Unit Delay -a ..... 
~ ., 

Note: The variable "Trigger" is entered as a parameter in this subsytem 



The CUSUM filter is implemented using the Simulink Model shown in Figure 

5 .13. The code for the Matlab function "CUSUM _Code. m"" is shovvn in Figure 5. l 3b. 

% CUSUM Filter Code 

function out=CUSUM_Code(in,Xspc,CUSUM,rho,N,Xold,trigger) 
% Function definition line 

% The Function takes the following inputs 
% in Unfiltered Value given as input to the subsystem 
% Xspc previous iteration value 
% CUSUM previous iteration value 
% rho previous iteration value 
% N previous iteration value 
% Xold previous iteration value 
% Trigger parameter defined in the subsystem. 

X=in; % Input Current unfiltered va-lne 
rho=O.l*(X-Xold)A2+0.9*rho; % Calculate the Variance 
Xold=X; % Update the Xold value 
CUSUM=CUSUM+(X-Xspc); % Update the CUSUM value 
N=N+l; % Increment the N counter 

% **** The Filter Logic is defined in this if statement **** 
if (abs(CUSUM)>trigger*sqrt(N*rho/2)) 

Xspc=Xspc+CUSUM/N; % Update Filter Output 
CUSUM=O; % Reset value of CUSUM 
N=O; % Reset value of N 

end; 

% The Logic is: If ( ICUSUMl>Trigger*sqrt(N*rho/2) ) 
% Then 
% it means that a true change in process has occurred. 
% Hence change the filtered value 
% Else 
% it means that the change in variable is due to process noise 
% and not due to any change in process. 
% Hence keep the same filtered value. 

out{l)=Xspc; 
out(2)=CUSUM; 
out(3)=rho; 
out {4) =N; 
out(S)=Xold; 

Figure 5.13b: Matlab code -"CUSUM Code. m" 
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Before running the code shown in Figure 5 .13b, the file "ini t _ code . m" ( shown 

in Figure 5. l 3c) is executed first so that all the variables are initialized. 

% Project Initialization Routine 
clear; 
clc; 

T:;Q.2; % Setting the Sampling time as 200 millseconds 
N=O; % Reset value of N (used in CUSUM algorithm} 
rho=O; % Reset value of variance rho (used in CUSUM algorithm) 
Xspc:;Q; % Reset value of CUSUM filter 0/P{used in CUSUM algorithm) 
CUSUM=O; % Reset value of CUSUM (used in CUSUM algorithm) 
Xold:;0; % Reset variable Xold (used in CUSUM algorithm} 

fprintf('All Variables have been Initialized.\n\n'); 

Figure 5.13c: Matlab code-"init_code .m" 

The whole CUSUM Simulink subsystem (Figure 5.13) 1s stored as a single 

masked block shown in Figure 5.14 . 

... I .. _c_u_s_u_M_F-ilt_e_r _.l--
cusuM Filter Subsystem 

Figure 5.14: CUSUM filter block 
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Figure 5 .15 shows the info1111ation that 1s displayed when the CUSUM filter 

masked subsystem is clicked (Figure 5.14). 

Creates a CUSUM Filter 
The filter factor (Trigger) and sampling time (Tl are the mask block 
parameters. 

Parameters--------------------, 
Filtering Factor (Trigger): 

Sampling Time(T) : 

T 

·· ....... I, =--=o R_______.] Cancel ] __ H_el_P_ ... Apply 1 

Figure 5.15: Information window for CUSUM filter block 

The filtering factor and the sampling time can be changed by entering the 

appropriate values in the information window shown above in Figure 5.15. 

5.5: Simulink Model for the First-Order Filter 

From Chapter 2, the equation governing the digital first-order filter is 

The implementation of the above equation in Simulink is very simple and is shown in 

Figure 5.16. 
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Unfiltered 
Value 

Int 

X 

First-Order Filter subsystem 

Input to Matlab File 
X, Xf, Lambda 

Xf from previous Iteration 

MATLAB 
Function 

FOF_Code 

z 

Unit Delay 

Xf 

Note: The variable "Lambda" is entered as a parameter in this subsytem 

Figure 5.16: First-order filter subsystem 

Filtered 
Value 

The Matlab Code ("FOF _Code. m") used for executing Equation 5.2 is shown in 

Figure 5.16a 

% First Order Filter Code 

function out;FOF_Filter_Code(in,Xf,lambda) % Function 
definition line 

% The Function takes the following inputs 
% in Unfiltered Value 
% Xf Previous Filtered Value 
% lambda Filter Factor 

X=in; 

Xf=lambda*Xf+(l-lambda)*X; % Main Equation 

out;Xf; 

Figure 5.16a: Matlab code - "FOF _Code. m" 
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The whole fi rst-order fi lter Simulink subsystem (Figure 5.16) is stored as a single 

masked block shown in Figure 5.17 . 

._ ... First-O rder Filter 

Fi rs:t:-0 rder Filter Su bsyste rn 

Figure 5.17: First-order filter block 

Figure 5. 18 shows the infom1ation that is displayed when the first-order filter 

masked subsystem is clicked (Figure 5.17). 

Creates a First-Order Filter. 
The filter factor (lambda) and sampling time (T) are the mask block 
parameters. 

Parameters------=-c==--=c===--.,,...,,,-------. 
Filtering Factor (Lambda): 

0.9~ 

Sampling Time(T ): 

T 

OK ~ 
......_....__ ___ ~ -------' ------' -----' Cancel Help .b.ppl_y 

Figure 5.18: Information window for first-order filter block 

The Fi ltering Factor and the Sampling Time can be changed by entering the 

appropri ate values in the infonnation window shown above in Figure 5 .18. 
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5.6: Simulink Model for Closed Loop Configurations 

The Simulink model used to simulate each configuration ts dis_cussed m the 

following section. 

Configuration Al - First-Order Filter on the PV: Figure 5.19 shows the Simulink 

setup for using the first-order filter on the PY. 
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Figure 5.19: Configuration Al - first-order filter on PV 
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General Description for All Closed Loop Simulink Blocks: In order to make results 

from the closed loop simulation duplicate those of the experimental closed loop setup, the 

following measures are taken. 

• Camile uses the controller output of the previous interaction to cha:Bge the 

manipulated variable of the current iteration. Hence, to make the simulation 

match the experimental action, a unit delay block is added next to the controller 

block. 

• In actual experimentation, once a setpoint change was done from O kg/min to 5 

kg/min, the controller output stayed zero for a certain amount of time which was 

1.2 seconds more than the process model deadtime ( obtained from the process 

reaction curve method, Section 3.3). In order to simulate that effect, a delay block 

of 1.2 seconds is added next to the setpoint change block. 

• The valve travel subsystem and the ISE subsystem are setup in such a way that if 

we run the whole simulation for 60 seconds, the steady state and transient 

ISEN alve travel are automatically calculated and displayed in the screen. 

• Measurement noise is simulated by using the random number Simulink block. A 

variance of 0.0055 and a mean of O are selected in order to make the simulated 

noise nearly equal to actual process noise. This simulated noise has no 

autocorrelation. It was observed that the noise present in the experimental data 

had autocorrelation. Hence, in order to add auto-correlation in the simulation, a 

first-order block was added after the random number generator. This resulted in 

auto-correlated noise. By inspection of patterns in the experimental data, the time

constant for the first-order block is set to 3 seconds so that the simulation data 
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matches those patterns. The multiplication factor for the variance of noise is set to 

5.7. Hence after the addition of the first-order block, the variance of the random 

number block is changed from 0.0055 to 0.03135 (=0.0055*5. 7). The derivation 

for the propagation of variance relation which yielded the 5.7 factor is shown 

below. 

If y = f(xl,x2,x3 ... ), then propagation of variance is given by the following equation 

2_-2_ 2 C7)) 2 8y 2 ( )2 ( )2 )2 
a.., - axl a.Tl + ax2 a.Tl +(ax3 a.TJ •••••• (5.3) 

For first-order block, the equation is 

("5.4} 

The propagation of variance for Equation (5.4) is given by 

2 _ (A-)2 2 ( )2 2 
(j Xfo/; - (j Xfo[;_

1 
+ l - A, (]' X; (5.5) 

Assuming that the variance of the filter output of consecutive iterations is same 

2 2 
Let (Y Xfo/; = (Y XfoJ;_

1 
(5.6) 

Solving Equation 5.5 and 5.6 to obtain U Xfo[; as a function of A and a X; yields 

r 
Now A = 1 

, substituting the value of , 1 as 3; 
r I+ llt 

(5.7) 

3 
A=--=0.94 

3+0.2 

Therefore a X; = ~a Xfof, = 5. 7 * a Xfof, (5.8) 
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5.8: Simulink Model for Disturbance Rejection Closed Loop Testing 

Figure 5.24 shows the Simulink setup for conducting disturbance rejection closed loop 

testing of the filters for configuration AI. 
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Figure 5.24: Simulink setup - disturbance rejection - Configuration Al 

84 



The differences between the closed loop setup for change in setpqint (Figure 5.19) 

and the closed loop setup for change in disturbance (Figure 5.24) for configuration· Al 

are described below. 

The setpoint block is set to zero and an addition disturbance block is added after 

the process model block, which creates a step change in disturbance. Similar changes are 

made to the models shown in Figure 5.20, 5.21 and 5.22 to obtain the Simulink setup for 

disturbance rejection testing for Configuration A2, Bl and B2 respectively. 
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CHAPTER6 

SIMULATION RESULTS AND ANALYSIS 

6.1: Closed Loop Testing - Change in Setpoint 

The simulation models of configuration Al, A2, B 1, B2 were executed (Figure 

5.19, 5.20, 5.21 and 5.22). The response was captured and the values of the following 

were obtained from the simulation 

a) Transient ISE 

b) Steady state ISE 

c) Transient valve travel 

d) Steady state valve travel 

The servo ISE is calculated as the difference between the transient ISE and steady 

state ISE. Similarly, the servo valve travel is calculated as the difference between the 

transient valve travel and the steady state valve travel. 

6.2: Servo Mode Analysis 

The simulation results of the tests conducted for servo mode for all configurations 

are shown as a graphical plot in Figure 6.1. The horizontal axis represents the servo valve 
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travel value. The vertical axis represents the servo ISE valve. Similar to the discussion in 

Section 4.3, lower ISE and lower valve travel values are desired and hence are marked as 

HBetter" and vice versa. 
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Figure 6.1: Simulation results of Configuration A and B for servo 
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Description: Various simulations were performed. For instance, a filter tuning parameter 

and a filter configuration was selected and' the corresponding ISE. and v~lve travel was 

calculated. The result of one simulation is shown as one single point in Figure 6.1. 

Appendix C contains the tabulation of all the data points. 

• 

• 

• 

• 

The squares represent the data corresponding to first-order filter on the PV 

(Configuration A I). 

The diamonds represent the data corresponding to CUSUM filter on the PV 

(Configuration A2). 

The ""X" symbols represent the data, corresponding the. first-order filter on MV 

(Configuration B 1 ). 

The triangular points represent the data corresponding to CUSUM filter on the MV 

(Configuration B2). 

Comments: The results of the simulations for servo analysis are quite similar to that of 

the experimental results. When there is a setpoint change, the best ISE valve travel 

characteristics were obtained when no filtering was done (since no filtering has the 

smallest valve travel and ISE). Since the controller was tuned for aggressive behavior, 

adding a filter either in the input side or the output side of the controller resulted in 

deterioration of the controller performance. As a result the controlled system response 

became more oscillatory, resulting in a simultaneous increase in both ISE and valve 

travel. 

The relative trends in the four approaches are the same. CUSUM on PV gives best 

performance, first-order filter on PV - second best, CUSUM on MV - third best and 

first-order on MV worst. The values of ISE in the simulation are close to the 
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experimental, providing further support that the model is a valid representation of the 

experimental system. The value of ISE for the experimental setup for no filtering is about 

67 (Kg /min}2 sec (see Appendix B) while the value of ISE for the simulation setup is 

about 62 (Kg /min}2 sec (see Appendix C). In case of first-order filters (on MV and PV), 

the average ISE values for different tuning parameters are very high while in case of 

CUSUM filters, the ISE values never reach very high values for any filtering level. This 

particular trend can be observed in both simulation and experimental results. 

6.3: Regulatory Mode Analysis 

The simulation results of the tests conducted for regulatory mode for all 

configurations are shown as a graphical plot in Figure 6.2. The horizontal and the vertical 

axis and the data point labels represent the same parameters as for servo mode plot 

(Figure 6.1 ). Appendix C contains the tabulation of all the data points. 

The regulatory mode analysis in simulation represents an ideal steady state 

condition with auto correlated noise, unlike the experimental setup which was affected by 

continual line pressure disturbances. 

The random number generator seed was identical for all runs. This reduced 

variability in the simulated data and it made the small trends conspicuous. Referring back 

to Section 2.12, it can be noted that this general trend of increased filtering causing a 

decrease in valve travel and an increase in ISE value is expected as this simulation used 

auto-correlated data. 
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Figure 6.2: Simulation results of Configuration A and B for regulatory 

Analysis: 

9 

Figure 6.2 shows that zero filtering resulted in higher valve travel values than 

when filters were added. Adding the first-order filter or the CUSUM filter in any 

configuration resulted in reduction of valve travel. This is identical to the observed 

experimental results. 

In Configuration Al i.e. first-order filter on the PV, represented by solid squares, 

increase in filtering results in a slight increase in ISE value and gradual reduction in valve 

travel. The values of ISE and valve travel are similar to that of the experimental results. 

This type of trend was expected. In the simulation, the continual line disturbances were 

not incorporated and the noisy process variable signals were averaging at the setpoint. 

Hence, the first-order filter was holding the process variable near the setpoint which 

resulted in less valve travel. 
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In Configuration A2., i.e. CUSUM filter on the PV, represented by solid diamonds, 

as trigger value is increased from O to 2.5; there is a reduction in valve travel (8.3% to 

6.4%) and a gradual increase in ISE value (0.15 to 0.16). If the trigger is further increased, 

the IS E value increases and the valve travel value also starts to increase. This result was 

expected. When the trigger is increased from O to 2.5, the controller response to noise 

reduces and hence the control valve tampering is reduced causing reduction in valve 

travel. Further increase in trigger value (>2.5) makes the CUSUM filter hold the process 

variable at a particular value for a longer time (more sigma level of significance required). 

This result in an offset and the integral action starts to windup and hence makes the 

controller more aggressive causing a simultaneous increase in both ISE and valve travel. 

In Configuration B 1, i.e. first-order filter on the MV, represented by "X" points, 

increase in filtering results in a slight increase in ISE value and gradual reduction in valve 

travel. It shows similar trends as configuration Al. Since there is no setpoint change and 

no disturbance, it is expected that the first-order filter on the MV and on the PV will 

show the same trend in ISEN alve travel. 

In Configuration B2, i.e. CUSUM filter on the MV, represented by solid triangles, 

as we increase the trigger values from O to 3.5, there is a reduction in valve travel and an 

increase in ISE value. Further increase in trigger results in simultaneous increase in both 

valve travel and ISE. Since the CUSUM filter holds the MV for a certain amount of time 

(sigma level of significance), for lower trigger values, the valve tampering is reduced 

causing lower valve travel. Higher level of filtering holds the MV for a larger amount of 

time causing a freeze in the MV value. This degrades the controller performance resulting 

in higher ISE and valve travel. 
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It can be pointed out that, similar to experimental results, there is no significant 

difference in ISE and valve travel characteristics for tliree-of the.c.onfigurations (Al, Bl 

and 82). 

6.4: Closed Loop Testing - Change in Disturbance 

Simulink setups for conducting disturbance rejection closed loop testing of filters 

were executed (Figure 5.24). The response was captured and the values of the following 

were obtained from the simulation 

e) Transient ISE 

f) Steady state ISE 

g) Transient valve travel 

h) Steady state valve travel 

The "Disturbance ISE" is calculated as the difference between the transient ISE 

and steady state ISE. This "Disturbance ISE" will capture the properties of the transient 

response due to disturbance change. Similarly, the "Disturbance valve travel" is 

calculated as the difference between the transient valve travel and the steady state valve 

travel. 

6.5: Disturbance Rejection Analysis 

The simulation results of the tests conducted for disturbance rejection for all 

configurations are shown as a graphical plot in Figure 6.3. The horizontal and the vertical 

axis and the symbols used in this figure are similar to that of Figure 6.1. 
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Figure 6.3: Simulation results for Config. A and B for disturbance change 

Comments: It can be observed from Figure 6.3 that the ISENalve travel trends of all 

configurations for disturbance change are similar to that for the setpoint change. It can be 

concluded from Figure 6.3 that when there is a disturbance change, the best ISEN alve 

travel characteristics are obtained when no filtering is done (since no filtering has the 

smallest ISE and valve travel). 

6.5: Comparison of Experimental and Simulation Results 

Servo Mode: Both the experimental and simulation results strengthen the fact that when 

the controller is tuned (with no filters on PV and MV) to be aggressive and having 

minimum ISE values~ in such a case, during a setpoint change it is best not to use any 

filter. The use of CUSUM or first-order in any configuration always results in addition of 
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delay or lag in the closed loop and causes deterioration of controller performance. The 

idea being, adding a filter makes the controller more aggressive and hence resulting in 

osci 1 latory response. If a filter is desired, both the experimental and simulation indicate 

that the CUSUM filter on the PV gives best results. 

Regulatory Mode: The relative trends of the different configurations obtained from the 

experimental analysis are slightly different from that of the simulation. The suspected 

reason being, the experimental setup was influenced by continual line pressure 

disturbances affecting the flow rate. Hence, an ideal noisy steady state condition was not 

obtained during experimentation. On the contrast, during simulation, an ideal noisy 

steady state condition was obtained, which did not have any disturbances. 

It can be concluded from the experimental results that when there is no setpoint 

change and the controller is tuned (with no filter on PV and MV) to be aggressive, it is 

best to use the CUSUM filter on the MV, since it results in the lowest valve travel and 

good ISE values as well. 

In the simulation results, all filters, except CUSUM filter on the PV, show similar 

performances. Hence, there is no preference of one configuration over another. But, it can 

be concluded that in simulation, the CUSUM filter on the PV is not a good option. The 

reason why the CUSUM filter on the MV did not have lowest valve travel in simulation 

could not be found. 
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6.7: Open Loop Testing 

In order to conduct the open loop testing of filters, the Simulink setup shown in 

Figure 5.23 is used. As discussed in Section 2.6, the lag is quantified by measuring the 

cumulative sum of the differences between the noisy process variable (PV) and the filter 

output during the transient phase. Comparative terms like "more" or "less" lag are 

arrived by quantifying the lags using the mentioned method. 

Effect of Sampling Rate on First-Order Filter and CUSUM Filter: 

A particular value of A and trigger has to be selected. The filtering factors (X and 

trigger) are selected in such a manner that there is very less lag during a change in steady 

state, for a sampling time of 0.2 seconds. 

The Trigger of CUSUM filter is set to 3.0 

The A of first-order filter is set to 0.9 

The sampling time is selected as 0.2, 0.4 and 0.6 seconds and Figure 6.4, 6.5 and 

6.6 show the corresponding filter response graphs. In all the three figures, the unfiltered 

data, the filter output of CUSUM filter and first-order filter are plotted with respect to 

time. 
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Observations: 

The first-order filter perforn1ance deteriorates as we increase the sampling time, 

since it results in more lag. The value of lag (calculated using the method described in 

Section 2.6) keeps on increasing for increase in sampling time. When there is a change in 

steady state value, the first-order filter takes a larger time to reach the new steady state. 

The CUSUM filter perfomrnnce is better than the first-order filter. Even for 

longer sampling times (Figure 6.6), the CUSUM filter does not introduce much lag in the 

response. When there is a change in steady state value, the CUSUM filter reaches the 

new steady state value almost instantaneously. 
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Comments: 

The Simulink model of the first-order filter used in this analysis is charncteijzed 

by the following equation 

X Jof; =A* (x Jofi-1 )+(I-A)* X; (6.1) 

In process industries, the first-order filters are mostly characterized by the 

Equations 6.1 [5,11]. But, if Equation 6.2 is used for the first-order filter 

8( T 
X 1 (i) =--* X(i)+ 1 X

1
(i-I) 

'! +8t '! +8t 
(6.2) 

then the first-order filter output is expected to become independent of sampling 

time ~t., since Equation 6.2 automatically changes the value of filter coefficients. 
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CHAPTER 7 

CONCLUSION AND RECOMMENDATIONS 

7.1: Conclusion 

I. When the controller is tuned (with no filters on py and MV) to be aggressive and 

having minimum ISE values, in such a case, during a setpoint change and major 

disturbance change, it is best not to use any filter. The use of CUSUM or first-order in 

any configuration always results in addition of delay or lag in the closed loop and 

causes deterioration of controller performance. This conclusion was obtained from 

the experimental analysis as well as the simulation analysis. If the controller were 

tuned to be conservative, it is expected that adding a filter can actually improve the 

controller performance by reducing the ISE. 

2. When there is no setpoint change and the controller is tuned (with no filter on PY and 

MV) to be aggressive, it is best to use the CUSUM filter on the MV, since it results in 

the lowest valve travel and good ISE values. This conclusion was obtained from the 

experimental analysis. The conclusion arrived from the simulation analysis was that, 

all filters, except CUSUM filter on the PV, show similar performances. Hence, there 

is no preference of one configuration over another. But, it can be concluded that in 

simulation, the CUSUM filter on the PV is not a good option 
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3. The CUSUM filter is relatively independent to sampling time as compared to the 

first-order filter (when A or Trigger is not changed). 

4. The study did not explore the effect of re-tuning the controller to accommodate 

changes in the filter. 

5. In general, when the controller is tuned (with no filters on PY and MY) to be 

aggressive, and considering the fact that setpoint changes are rare in process control, 

using the CUSUM filter on the MY can be a good option since it causes very good 

reduction in valve travel and good ISE performance too. 

7 .2: Recommendation 

1. When the controller is tuned (with no filters on PV and MV) to be aggressive and if 

the process does have frequent setpoint changes, then, it is good not to use any filter. 

Further research could investigate a mechanism to remove filtering during a transient. 

2. Explore effects of disturbances. 

3. Investigate use of ERF (External Reset Feedback) when filter on PY changes 

controller output. 

4. Perform mathematical analysis to support experimental findings. 

5. Explore adaptive controller tuning. Design the controller such that, it adjusts the 

tuning parameters to lag/delay of loop. 

6. Compare with Kalman and Butterworth filters. 
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APPENDIX A 

CALIBRATION OF FLOW TRANSMITTER 

The cooling water flowrate is measured usmg a differential pressure (DP) 

transmitter. The DP transmitter senses the pressure difference across the orifice and 

generates a proportional 4-20 mA signal. This signal is given to the Camile data 

acquisition system and is further converted into proportional flowrate in Camile. 

A correlation between the current signal (mA) and the calculated mass flowrate 

(kg/min) is required [ 4]. 

The Bernoulli's Equation is given by 

1 ., 
p +-pv- + pgh = constant 

2 
(A.I) 

Where p is the pressure, p is the fluid density, h is the elevation, v is the fluid velocity 

and g is gravitational constant. Considering horizontal flow, Equation A. I can be written 

as 

1 2 1 2 
Pi + 

2 
pvt = P2 + 2 pv2 = constant (A.2) 

The continuity equation is given by 

(A.3) 
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Solving Equation A.2 and A.3 and introducing a multiplier Cd for more accurate 

representation, the equation of flow becomes 

where C" is the discharge coefficient. 

Converting volumetric flow into mass flow 

(A.4) 

(A.5) 

In the experimental setup, the pressure drop cannot be measured directly. Instead, 

the current signal, proportional to the pressure drop is obtained. 

(A.6) 

Substituting Equation A.6 in A.5 

2a(i-io) (A.7) 

f(~:)') 
Combining all the constants in Equation A.7 into a single factor "a" 

M. (· . )0.5 = a z -z0 (A.8) 
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Certain assumptions in Bernoulli's equation are not valid. They are listed as follows. 

a) The cooling water does not have ideal in-viscid, potential flow. 

b) The flow profile is not flat, but "bullet" shaped. 

c) Flow lines are not ideally parallel due to pipeline elbows. 

d) The orifice is not perfectly thin, but has nozzle like attributes. 

Due to the above mentioned reasons, replacing the square root relationship 

with a power law gives a more flexible representation of the system which is 

grounded in ideal expectations. 

M. (· . )b = a z -z0 (A.9) 

Where /vi is the mass flowrate in kg/min i and i are current measurements in 
' 0 

mA, "a" and ''b" are constants. The constant "b" is expected to be between 0.4 and 0.6. 

Taking logarithm on both sides of Equation A.9 gives Equation A.10 which 

represents the equation of a straight line. 

(A.10) 

The values of Iv/ and i can be measured at various control valve positions and a 

graph can be plotted with log10 Mon the vertical axis and log10 (i - iJ on the horizontal 

axis. By performing a regression analysis of this graph, the values of intercept ( log10 a) 

and slope (b) can be found out. In this way, the values of constants "a" and "b" can be 

calculated. 
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Table A.I 

Values of log10 M and log10 (/ - / 
0

) at various control valve positions 

M(w+v) M(W) M(w) Time Maot Mdot 

lb lb kg Sec kg/sec kg/min 

6 5 25 2 380952 120 0.019841 1.190476 

85 775 3 514739 30 0.117158 7.029478 

95 8 75 3 968254 25 0.15873 9.52381 

10 25 95 4.30839 20 0.21542 12.92517 

912 8 37 3 795918 20 0.189796 11.38776 

913 8 38 3 800454 20 0.190023 1140136 

10 9 25 4.195011 20 0.209751 12.58503 

Weight of Vessel M (v): 

Current at Zero Flow (lo): 

In Mdot I 

ln(kg/min) mA 

0.174353 4.19 

1.950113 9.5 

2.2o;u95 15.3 

2.559177 17.2 

2.432539 19.1 

2.433733 194 

2.532508 f9.7 

0.75 lb 

4.03 mA 

(I-lo) ln(l-lo) 

mA ln(mA) 

0.16 -1.83258 

5.47 1.699279 

11 27 2.422144 

13.17 2.577942 

15 07 2.712706 

15 37 2.732418 

15.67 2.751748 

Figure A. 1 represents the plot required for finding the values of constants "a" and 

"b"". log 10 M is plotted on the vertical axis and log10 (i - i
0

) is plotted on the horizontal 

axis. The regression analysis is performed in MS Excel. The regression equation is 

shown in Figure A.1 and in Equation A. I I. 

-0 
"C 
:e 
.E 

-3 -2 -1 0 

Ln(l-lo) 

y = 0.5075x+ 1.1009 

2 3 

-~-~--~-------------------------

Figure A.1: Regression Analysis 
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Regression analysis yields us the following equation 

Y=I. I 009+0.5075.x 

Comparing Equation A. I I with Equation A. I 0 

b=0.5075 

a=exp(I. I 009)=3.006871 

(A.I I) 

(A.12) 

(A.13) 

These values of "a" and "b" are entered into the Camile software and in this way 

the flow transmitter is calibrated. 
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APPENDIXB 

TABULATION OF EXPERIMENTAL RESULTS 

Symbols used in Tables: 

Trans 

ss 

SSE 

ISE 

VT 

: Transient 

: Steady state 

: Sum of square of error 

: Integral of square of error - SSE * sampling time (0.2 sec) 

: Valve travel 

Actual transient ISE : (Trans SSE - SS SSE) * Sampling time 

Actual valve travel : (Trans valve travel - SS valve travel) 
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Table B.1 

Experimental - Configuration Al - First-order filter on PV 

Actual Actual Trans SS Actual 
,\ Trans SSE SSSSE Trans SSE Trans ISE SS ISE Valve Travel Valve Travel Tran VT 

0 342.4015992 0.81254273 341.5890565 68.31 781129 0.162509 56.4986 15.9686 40.53 
0 340.4950147 0.53766714 339.9573476 67.99146951 0.107533 57.9334 14.2861 43.6473 
0 337.8400957 0.66227804 337.1778177 67.43556353 0.132456 55.3919 16.5161 38.8758 

0.1 350.9315578 0.95236296 349.9791948 69.99583897 0.190473 62.644 14.0986 48.5454 
0.1 351.4597659 0.63733843 350.8224275 70.16448549 0.127468 61.3095 14.1227 47.1868 
0.1 344.3506958 0.65681495 343.6938809 68.73877617 0.131363 59.9057 14.3873 45.5184 

0.2 355.5517842 0.71034639 354.8414378 70.96828756 0.142069 62.283 11.0178 51.2652 
02 357.7323529 0.51088313 357.2214698 71.44429395 0.102177 62.0165 11.2998 50.7167 
02 353.6856495 0.65775774 353.0278918 70.60557835 0.131552 61.21 10.8316 50.3784 

0.3 353.8951833 0.54620522 353.3489781 70.66979562 0.109241 61.648 9.5052 52.1428 
03 355.7558228 0.66668992 355.0891329 71.01 782658 0.133338 60.9733 9.9366 51.0367 
0.3 354.7881876 0.72787913. 354.0603085· 70:81206169 0.14~576 62-.173- 10.2262 51.9468 

0.4 358.2621339 0.51957473 357.7425592 71.54851183 0.103915 62.2564 7.4544 54.802 
0.4 357.9188401 0.60704337 357.3117967 71.46235935 0.121409 61.6639 7.5005 54.1634 
0.4 358.102104 0.76703203 357.335072 71.46701439 0.153406 61.8991 7.4429 54.4562 

0.5 368.0385179 1.52142415 366.5170938 73.30341875 0.304285 63.0249 8.3385 54.6864 
0.5 366.6723644 0.75322996 365.9191344 73.18382689 0.150646 62.5575 6.6616 55.8959 
0.5 366.2115511 0.6665315 365.5450196 73.10900392 0.133306 62.1685 6.5038 55.6647 

0.55 367.9464881 0.5196755 367.4268126 73.48536252 0.103935 63.4574 5.5927 57.8647 
0.55 373.3170447 0.65281839 372.6642263 7 4.53284526 0.130564 64.8373 5.7993 59.038 
0.55 374.060254 0.68886541 373.3713886 74.67421n2 0.137773 65.2144 6.0049 59.2095 

0.6 381.3986225 0.43779543 380.9608271 76.19216541 0.087559 67.2229 5.7012 61.5217 
0.6 383.7934461 0.49693397 383.2965121 76.65930243 0.099387 68.9683 5.1774 63.7909 
0.6 376.6754388 0.77257422 375.9028646 75.18057292 0.154515 64.9971 5.7012 59.2959 

0.65 388.5055711 0.64855889 387.8570122 77.57140244 0.129712 69.1685 4.5123 64.6562 
0.65 386.1043733 0.62175394 385.4826194 77.09652387 0.124351 68.3245 4.6502 63.6743 
0.65 384.9131969 0.55551456 384.3576823 76.8715364 7 0.111103 68.9879 4.2214 64.7665 

0.7 406.4163677 0.52950167 405.886866 81.17737321 0.1059 74.2736 3.7592 70.5144 
0.7 402.1 737216 0.83139279 401.3423288 80.26846576 0.166279 72.7427 4.5842 68.1585 
0.7 41 0.0060837 0.71542136 409.2906623 81.85813247 0.143084 74.1746 4.3373 69.8373 

0.725 417.7209985 0.48977787 417.2312206 83.44624413 0.097956 76.2077 3.2126 72.9951 
0.725 415.0797787 0.94125635 41 4.1385224 82.8277044 7 0.188251 75.2298 4.6815 70.5483 
0.725 414.6829281 0.71435083 413.9685n3 82.79371545 0.14287 75.4201 3.8658 71.5543 

0.75 425.2401392 0.40272001 424.8374192 84.96748384 0.080544 78.1002 2.8045 75.2957 
0.75 435.313006 0.90849914 434.4045069 86.88090137 0.1817 80.4847 4.3925 76.0922 
0.75 432.2503581 0.62530103 431.6250571 86.32501141 0.12506 80.5894 3.511 77.0784 

0.775 444.9059003 0.78658199 444.1193183 88.82386366 0.157316 80.7476 3.7403 77.0073 
0 775 441 .0154659 0.63478865 440.3806773 88.07613545 0.126958 81.0256 3.3953 77.6303 
0775 431.6179156 0.7936134 430.8243022 86.16486044 0.158723 78.6667 3.7643 74.9024 
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Trigger 

0 
0 
0 

05 
0.5 
0.5 

1 
1 
1 

1.5 
1.5 
1.5 

2 
2 
2 

2.5 
2.5 
2.5 

3 
3 
3 

3.5 
3.5 
3.5 

4 
4 
4 

Table B.2 

Experimental - Configuration A2 - CUSUM filter on PV 

Actual Actual 

Trans SSE SS SSE Trans SSE TronslSE 

342.326328 0.623374 341.7029539 68.34059077 
352.256172 0.629571 351.6266015 70.3253203 
341.232922 0.499321 340.7336004 68.14672008 

348.815828 0.814343 348.0014857 69.60029713 
348.612546 0.502294 348.1102528 69.62205056 
348.842805 0.63156 348.2112447 69.64224894 

351.082689 0.521345 350.5613433 70.11226865 
351.197808 0.506457 350.6913514 70.13827028 
352.351816 0.43394 351.9178752 70.38357504 

349.744203 0.782543 348.9616601 69.79233202 
352.82106 0.456396 352.3646637 70.47293274 
353.941851 0.543153 353.3986972 70.67973944 

357.879344 0.633227 357.2461168 71.44922336 
354.181299 0.800368 353.3809312 70.67618624 
357.641281 0.617347 357 .0239341 71.40478682 

364.218549 0.937105 363.2814441 72.65628882 
366.431478 0.661396 365.7700817 73.15401634 
363.248564 0.967967 362.2805967 72.45611935 

367.669051 0.546798 367.1222529 73.42445057 
372.876207 1.057736 371.8184705 74.3636941 
373.169059 0.798284 372.3707745 74.47415491 

379.865211 0.95061 378.9146009 75.78292017 
377.831734 0.721945 377.1097896 75.42195792 
372.652389 1.011348 371.6410407 7 4.32820813 

387.244913 1.058394 386.1865186 77.23730372 
386.817533 1.064372 385. 7531604 77.15063208 
382.492876 0.6255 381.8673757 76.37347513 
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SSISE 

0.12467485 
0.125914142 
0.099864222 

0.162868548 
0.10045872 
0.126312024 

0.10426907 
0.1 01291356 
0.086788056 

0.156508616 
0.091279264 
0.108630684 

0.126645458 
0.160073642 
0.123469402 

0.187421018 
0.132279224 
0.193593432 

0.10935953 
0.211547276 
0.159656832 

0.190122006 
0.144388938 
0.20226961 

0.211678824 
0.21287 4424 
0.125099986 

Trans 

Valve Travel 

59.0364 
59.7036 
55.308 

59.0918 
60.3449 
61.2743 

59.7316 
59.7145 
60.8497 

60.0162 
60.8806 
57.1737 

62.2566 
61.7763 
64.3152 

65.2378 
68.587 
65.7935 

68.5438 
73.8935 
75.8882 

79.0607 
75.0212 
71.5871 

80.6213 
81.6168 
76.0374 

ss 
valve 
Travel 

14.0813 
13.9629 
13.4721 

12.6338 
10.594 
10.6944 

6.5309 
5.8234 
3.6872 

4.2075 
1.4098 
5.6205 

4.0169 
5.1192 
2.1943 

3.0518 
2.3313 
5.0819 

1.176 
4.963 

2.9918 

5.0211 
2.3488 
4.0285 

3.7053 
5.4618 
3.3163 

Actual 

Tran VT 

44.9551 
45.7407 
41.8359 

46.458 
49.7509 
50.5799 

53.2007 
53.8911 
57.1625 

55.8087 
59.4708 
51.5532 

58.2397 
56.6571 
62.1209 

62.186 
66.2557 
60.7116 

67.3678 
68.9305 
72.8964 

74.0396 
72.6724 
67.5586 

76.916 
76.155 
72.7211 



0 
0 
0 

0.1 
0 1 
0.1 

0.2 
0.2 
0.2 

0.3 
0.3 
0.3 

0.4 
0.4 
0.4 

0.5 
0.5 
0.5 

0.6 
0.6 
0.6 

0.7 
0.7 
0.7 

0.725 
0.725 
0.725 

0.75 
0.75 
0.75 

0.775 
0.775 
0.775 

0.8 
0.8 
0.8 

Table B.3 

Experimental - Configuration Bl - First-order filter on PV 

Actual Actual 

Trans ISE SSSSE Trans SSE Trans ISE 

342.4015992 0.81254273 341.5890565 68.31781129 
340.4950147 0.53766714 339.9573476 67 .99146951 
337.8400957 0.66227804 337.1778177 67.43556353 

374.1 n2845 0.51688029 373.6604042 74.73208084 
3 78. 7653123 0.77210363 377.9932087 75.59864173 
377.0335171 0.9037499 376.1297672 75.22595344 

384.2050763 0.77581185 383.4292645 76.68585289 
382.0845365 0.49286815 381.5916684 76.31833367 
384.031074 0.56941755 383.4616565 76.69233129 

389.6256151 0.71294667 388.9126684 77.78253369 
392.160007 0.4646163 391.6953907 78.33907814 
391.5166334 0.47756589 391.0390675 78.2078135 

400.3909538 0.51993997 399.8710138 79.97 420277 
402.0757073 0.98194427 401.093763 80.21875261 
403.1321617 0.73986778 402.3922939 80.47845878 

412.4467823 0.44921929 411.997563 82.3995126 
412.8996917 0.56350156 412.3361 901 82.46n3eo3 
416.4329935 0.57141019 415.8615833 83.17231666 

439.0652358 0.63861552 438.4266203 87 .68532406 
439.7386483 0.66150598 439.0n1423 87.81542846 
440.7566418 0.46192527 440.2947165 88.05894331 

489.615247 0.48653714 489.1287099 97.82574197 
487.8635113 0.43567086 487.4278404 97.48556809 
489.1285039 0.69967988 488.428824 97.6857648 

502.2283059 0.59662214 501.6316838 100.3263368 
504.6920529 0.60529221 504.0867607 100.8173521 
504.6250899 0.58921691 504.035873 100.8071746 

527 .5602063 0.52833306 527 .0318732 105.4063746 
523.834 7'387 0.63092757 523.2038111 104.6407622 
527.7173539 0.7264053 526.9909486 105.3981 897 

562. 7752613 0.62183151 562.1534298 112.430686 
559.6697688 0.57068256 559.0990862 111.8198172 
557 .1997357 0.79079045 556.4089453 111.2817891 

592. 7241811 0.84986303 591.8743181 118.3748636 
583.8431998 0.61634369 583.2268561 116.6453712 
586.9744105 0.83415654 586.140254 117.2280508 

110 

SSISE 

0.16250855 
0.10753343 
0.13245561 

0.10337606 
0.15442073 
0.18074998 

0.15516237 
0.09857363 
0.11388351 

0.14258933 
0.09292326 
0.09551318 

0.10398799 
0.19638885 
0.14797356 

0.08984386 
0.11270031 
0.11428204 

0.1277231 
0.1323012 
0.09238505 

0.09730743 
0.08713417 
0.13993598 

0.11932443 
0.12105844 
0.11784338 

0.10566661 
0.12618551 
0.14528106 

0.1243663 
0.11413651 
0.15815809 

0.16997261 
0.12326874 
0.16683131 

Trans 

Valve Travel 

56.4986 
57.9334 
55.3919 

60.4217 
62.2671 
60.1549 

60.7791 
61.1764 
61.0908 

59.2521 
60.9366 
60.3606 

62.0309 
60.8648 
61.6552 

62.0739 
62.0241 
63.375 

66.293 
65.6822 
66.1416 

74.3162 
72.9664 
73.9562 

73.8114 
75.4319 
74.189 

78.5036 
77.2498 
78.6611 

84.1333 
82.4366 
82.9705 

87.7718 
85.1537 
86.366 

ss 
Valve 
Travel 

15.9686 
14.2861 
16.5161 

11.9132 
13.4188 
13.2042 

10.9211 
10.5773 
11.1621 

9.3308 
8.7567 
8.9182 

7.4856 
8.1223 
7.7953 

5.6809 
5.9257 
5.5874 

5.2236 
5.2719 
4.7449 

3.6964 
3.4152 

4.01 

3.7381 
3.7906 
3.6205 

3.1546 
3.7326 
3.8728 

3.3732 
3.1149 
3.7321 

3.8522 
3.127 

3.6074 

Actual 

Tran VT 

40.53 
43.6473 
38.8758 

48.5085 
48.8483 
46.9507 

49.858 
50.5991 
49.9287 

49.9213 
52.1799 
51.4424 

54.5453 
52.7425 
53.8599 

56.393 
56.0984 
57.7876 

61.0694 
60.4103 
61.3967 

70.6198 
69.5512 
69.9462 

70.0733 
71.6413 
70.5685 

75.349 
73.5172 
74.7883 

80.7601 
79.3217 
79.2384 

83.9196 
82.0267 
82.7586 



Table B.4 

Experimental - Configuration B2 - CUSUM filter on MV 

Actual Actual Trans SS Actual 
Trig< er Tr ans ISE SS SSE Trans SSE Trnns ISE SSISE Valve Travel Valve Travel Trnn VT 

0 342.4016 0.81254273 341.5890565 68.31781129 0.16250855 56.4986 15.9686 40.53 
0 340.49501 0.53766714 339.9573476 67.99146951 0.10753343 57.9334 14.2861 43.6473 
0 337.8401 0.66227804 337.1778177 67.43556353 0.13245561 55.3919 16.5161 38.8758 

1 379.30146 0.58178784 378.7196743 75.74393485 0.11635757 56.6739 6.5371 50.1368 
1 377.34598 0.61125745 376.7347235 75.34694469 0.12225149 55.8758 6.3672 49.5086 
1 373.29194 0.66046673 372.6314722 7 4.52629443 0.13209335 55.9264 6.5989 49.3275 

1 5 401.21336 0.62051896 400.5928431 80.11856863 0.12410379 57.9282 3.6786 54.2496 
1 5 395.78512 0.84729499 394.9378209 78.98756418 0.169459 60.2159 5.6541 54.5618 
1 5 395 25001 0.52377313 394.7262325 78.94524649 0.10475463 57.8119 4.6099 53.202 

2 413.56176 0.86119838 412. 7005587 82.5401117 4 0.17223968 60.7891 3.0045 57.7846 
2 418.55801 0.72739835 417.8306091 83.56612181 0.14547967 62.7031 3.61 59.0931 
2 414.88037 0.72386491 414.1565045 82.8313009 0.14477298 62.5302 3.9835 58.5467 

2.5 414.4539 0.69075884 413.763143 82.75262859 0.13815177 61.8474 3.1537 58.6937 
2.5 424.86163 0.57801553 424.2836192 84.85672383 0.11560311 65.0763 3.1107 61.9656 
2.5 419.55691 0.79033581 418.7665757 83.75331514 0.15806716 63.8445 2.5682 61.2763 

2.75 433.52489 0.46357364 433.0613209 86.61 226417 0.09271473 63.333 1.4369 61.8961 
2.75 428.6324 0.62785681 428.0045408 85.60090816 0.12557136 62.2681 3.3621 58.906 
2.75 426.96211 0.67218259 426.2899224 85.25798448 0.13443652 63.5224 2.4944 61.028 

3 429.30805 0.69771265 428.6103406 85.72206811 0.13954253 64.7597 3.151 61.6087 
3 433.79474 0.61438057 433.1803589 86.63607179 0.12287611 61.5204 2.2604 59.26 
3 432.17785 0.52589219 431.6519582 86.33039164 0.10517844 60.5533 2.0359 58.5174 

3.25 434.92626 0.54165506 434.3846021 86.87692043 0.10833101 63.5757 1.646 61.9297 
3.25 432.03441 0.63651021 431.3979011 86.27958022 0.12730204 60.7548 1.8869 58.8679 
3.25 431.8087 0.58212791 431.2265704 86.24531408 0.11642558 63.1232 3.0093 60.1139 

3.5 437.77669 0.64050109 437.1361931 87.42723862 0.12810022 61.5465 2.0161 59.5304 
3.5 436.84473 0.47953966 436.3651917 87 .27303835 0.09590793 63.227 1.0387 62.1883 
3.5 438.70246 0.56373763 438.1387236 87.62774471 0.11274753 63.127 0.4895 62.6375 

3.75 446.1125 0.62610283 445.486396 89.09727919 0.12522057 67.7967 1.7212 66.0755 
3.75 443.87221 0.69978613 443.1724268 88.63448535 0.13995723 66.7023 3.5212 63.1811 
3.75 442.23084 0.5458379 441.6850037 88.3370007 4 0.10916758 65.8735 1.7272 64.1463 

4 445.24924 0.4323797 444.8168614 88.96337228 0.08647594 65.5141 0.5641 64.95 
4 438.81311 0.50491354 438.3081999 87.66163997 0.10098271 62.412 1.2431 61.1689 
4 441.01607 0.4580605 440.5580069 88.11160138 0.0916121 63.3879 1.4127 61.9752 
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APPENDIXC 

TABULATION OF SIMULATION RESULTS 

Symbols used in Tables: 

Trans 

ss 

ISE 

VT 

: Transient 

: Steady state 

: Integral of square of error 

: Valve travel 

Actual transient ISE : (Trans ISE - SS ISE) 

Actual transient valve travel : (Trans valve travel - SS valve travel) 

112 



Table C.1 

Simulation - Configuration Al - First-order filter on PV 

Actual T1·ai1 ss Actual 

Trans Trans Valve Valve 
i. ISE SSISE ISE Travel travel Trans VT 

0 62.1251 0.1462 61.9W 30.0237 8.3781 21.6456 

0...1 61.7453 0.1596 62.5857 32.0272 6.3344 25.6928 

0.6 64.269 0.1751 64.0939 35.0053 5.464 29.5413 

0.7 66.6146 0.1902 . 66.4244 37.5502 4.958 32.5922 

0.i5 69.1259 0.1999 68.926 40.203 4.6856 35.5174 

0.8 74.0502 0.2096 73.8406 45.4249 4.309 41.1159 

0.825 78.448 0.2133 iS.2347 49.3352 4.0445 45.2907 

0.85 85...1584 0.2098 85.2486 54.3747 3.669 50.7057 

0.875 97.4772 0.2241 9i.253I 62.0831 3.4803 58.6028 

Table C.2 

Simulation - Configuration A2 - CUSUM filter on PV 

Actual Trans ss Actual 

Trans Vah·e Valve 
Tliirn:e1· ISE SSISE T1'alu ISE Travel travel TnuisVT 

0 62.1251 0.1462 61.9789 30.0237 8.378 21.6457 

0.5 62.1326 0.1527 61.9799 30.1033 7.6747 22.4286 

1 62.1976 0.1536 62.044 31.2345 7.1775 24.057 

1.5 62.2046 0.1719 62.0327 30.5558 6.9779 23.5779 

l 62.5149 0.2043 62.3106 36.7101 6.771 29.9391 

2.5 62.7764 0.166 62.6104 38.9142 6.4482 32.466 

2.75 62.779 0.2558 62.5232 39.4148 7.1716 32.2432 

3 63.01.63 0.2272 62.7991 39.0666 6.9251 32.1415 

3. ~ 63...1729 0.2516 63.2213 39.8201 7.1092 32.7109 
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Table C.3 

Simulation - Configuration Bl - First-order filter on MV 

Actual Tran ss Ach1al 

Trans Valve ValYe-
J. ISE SS L<;E T1·ans L<;E T1·avel tJ-avel Tra11svr 

0 62.1357 0.1462 61.9895 30.0406 8.3781 21.6625 

O...J 65.2947 0.1596 65.1351 31.5606 6.33-14 25.2262 

0.6 69.1568 0.1751 68.9817 33.35 5.464 27.886 

0.7 72.9708 0.1902 72.7806 34.9755 .:1.9576 30.0179 

0.75 76.0762 0.1999 75.S763 36.7898 4.6869 32.10.29 

0.8 80.8914 0.209; 80.6819 39.8696 4.3057 35.5639 

0.825 84.41-48 0.2109 84.2039 41.8568 4.0104 37.8464 

0.85 89.1698 0.2102 88.9596 44.3859 3.6691 40.7168 

0.875 95.821~ 0.2423 95.5792 48.2322 3.6472 44.585 

Table C.4 

Simulation - Configuration B2 - CUSUM filter on MV 

Achtal Tran ss Actual 

Trans Valve Valve 
Tii2:2:e1· ISE SSISE Tram ISE Travel travel Tra11s VT 

0 62.1322 0.1462 61.986 30.0182 8.3781 21.6401 

0.5 62.1674 0.1527 62.0147 28.7148 6.8198 21.895 

1 62.3153 0.1589 62.1564 28.9299 6.6952 22.2347 

1.5 63.6343 0.1674 63.4669 29.7269 6.0222 23.7047 

l 65.4517 0.1847 65.267 29.7393 5.8988 23.8405 

l.5 65.5919 0.1861 65.4058 29.7733 5.5896 24.1837 

2.75 66.0467 0.1842 65.8625 31.0771 5.6389 25.4382 

3 66.8795 0.1921 66.6874 29.8719 5.8954 23.9765 

3.5 70.7516 0.1989 70.5527 35.1054 4.7936 30.3118 
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