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## PREFACE

The goal of this thesis is to write a segment of mathematics that would fit between a first course in elementary number theory and a course in algebraic number theory. Current books titled algebraic number theory are an abstract generalization of the material presented in this thesis. The transition from elementary number theory to such abstract treatments of algebraic number theory is too difficult for the average undergraduate student. This thesis provides an intermediate step discussing algebraic number fields and the domain of algebraic integers therein. All the fields discussed are finite algebraic extensions of the rational numbers. Examples are used to demonstrate the theory.

The level of this material is for a senior mathematics major. In addition to a course in elementary number theory he should have had a course in linear algebra. Abstract algebra would be helpful but not necessary if the linear algebra course was fairly sophisticated and complete. A student could not, of course, go on to a complete study of algebraic number theory without a thorough knowledge of abstract algebra.

The thesis is divided into five chapters. The first chapter introduces the concept of an algebraic integer. Then some elementary facts concerning algebraic integers and their minimal polynomials are proved. The second chapter deals with finite algebraic extensions of
the rational numbers. The norm and trace of a number in a finite algebraic extension are defined. The properties of norm and trace, used frequently in Chapters III and IV, are developed. Chapter III derives the integral basis theorem and develops some techniques for computing such a basis. Examples are given demonstrating how the various concepts can be used as aids for calculating an integral basis of a finite algebraic extension. The main topic in Chapter IV is the proof of Dirichlet's theorem on the structure of the group of units in a finite algebraic extension. This theorem is usually proved using results from the theory of ideals. The proof in this paper does not use these results but uses only the concepts already developed and some elementary counting techniques. Dirichlet's theorem is demonstrated by an example in which a fundamental unit is calculated for a cubic extension. The final chapter presents some examples of how algebraic number theory can be used to find solutions to Diophantine equations. The paper concludes with some remarks about related topics and current developments.

Items such as theorems, definitions or examples are numbered consecutively throughout the paper.
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## CHAPTER I

## INT RODUCTI ON

The Diophantine equation

$$
x^{2}-y^{2}=17
$$

might be solved by the following method:

$$
x^{2}-y^{2}=(x+y)(x-y)
$$

Since $x$ and $y$ are integers $x+y$ and $x-y$ must be factors of 17 . A solution may be obtained by setting

$$
\begin{aligned}
& x+y=17 \\
& x-y=1
\end{aligned}
$$

or $\mathrm{x}=9$ and $\mathrm{y}=8$. Three other solutions may be achieved by changing the signs or order of the factors of 17 . Since the only factors of 17 are $\pm 1$ and $\pm 17$ there cannot be any other solutions.

A similar approach to the Diophantine equation

$$
x^{2}-2 y^{2}=17
$$

fails. Since

$$
x^{2}-2 y^{2}=(x+\sqrt{2} y)(x-\sqrt{2} y)
$$

The factors $(x+\sqrt{2} y)$ and $(x-\sqrt{2} y)$ are not integers, when $x$ and
$y$ are integers, unless $y=0$. Example 91 will show that this equation not only has a solution, but has infinitely many solutions. One can see that a solution to this equation is $x=7$ and $y=4$. Thus one might say that

$$
17=(7+4 \sqrt{2})(7-4 \sqrt{2})
$$

is a factorization of 17 . What is needed is a set of numbers which contain the integers and numbers such as $7 \pm 4 \sqrt{2}$.

Definition 1. Let $\theta$ be a root of the polynomial

$$
x^{n}+a_{n-1} x^{n-1}+a_{n-2} x^{n-2}+\ldots+a_{1} x+a_{0}
$$

When $a_{n-1}, a_{n-2}, \ldots, a_{1}, a_{0}$ are integers, $\theta$ is called an algebraic integer. When the coefficients are rational, $\theta$ is called an algebraic number.

Algebraic numbers can be real or complex. The purpose of this dissertation is to present methods of representing algebraic integers and computing with these integers. Throughout this material Z will stand for the integers and $Q$ the rationals. Since the integers are themselves algebraic integers they will be referred to as the rational integers to distinguish them from the other algebraic integers. The set of polynomials in x with rational coefficients will be denoted by $Q[x]$. The subset of $Q[x]$ that consists of polynomials with coefficients that are rational integers is denoted by $\mathrm{Z}[\mathrm{x}]$. Consider the polynomial

$$
a_{n} x^{n}+a_{n-1} x^{n-1}+\ldots+a_{2} x^{2}+a_{1} x+a_{0} \quad a_{n} \neq 0
$$

The degree of this polynomial is $n$, $a_{n}$ is the leading coefficient, and when $a_{n}=1$ the polynomial is called monic. Note that the constant polynomial $a_{0}$ has degree zero except when $a_{0}=0$. Degree is not defined for the zero polynomial. The rules for working with polynomials that one learns in a high school or college algebra course will be assumed. The following theorem is a formal statement of the usual division process one learns for polynomials.

Theorem 2. If $p(x)$ and $f(x) \neq 0$ are polynomials in $Q[x]$ there exist unique polynomials $q(x)$ and $r(x)$ in $Q[x]$ such that $p(x)=q(x) f(x)+r(x)$, where either the degree of $r(x)$ is less than the degree of $f(x)$, or $r(x)$ is the zero polynomial.

When the polynomial $r(x)$ in Theorem 2 is the zero polynomial then $f(x)$ is said to divide $p(x)$. A polynomial in $Q[x]$ is called irreducible in $Q[x]$ if it cannot be expressed as the product of two polynomials in $Q[x]$ each with degree greater than zero. Note, constant multiples of irreducible polynomials are irreducible. Irreducible polynomials in $Q[x]$ have many properties that are similar to prime numbers in $Z$, The following theorem is an example of this.

Theorem 3. If $f(x)$ and $g(x)$ in $Q[x]$ have no common divisors other than constants, then there exist $h(x)$ and $k(x)$ in $Q[x]$ such that

$$
h(x) f(x)+k(x) g(x)=1
$$

A detailed account of Theorems 2 and 3 as well as their proofs can be found in most theory of equation texts. The proofs of the se
theorems rely on the fact that the coefficients are members of a field. No other properties of $Q$ are used, thus $Q$ could be replaced by the real numbers, the complex numbers or any other field. There will be occasions when other fields are used. Since $Z$ is not a field Theorems 2 and 3 do not hold for polynomials in $Z[x]$. However, polynomials in $Z[x]$ are also polynomials in $Q[x]$, so that, with care these theorems can be used. The following example illustrates the fact that given a polynomial $f(x)$ in $Q[x]$ there is a rational integer $k$ such that $k f(x)$ is in $Z[x]$.

Example 4. Consider the following polynomial in $Q[x]$

$$
f(x)=\frac{2}{3} x^{3}+\frac{4}{3} x^{2}+\frac{2}{5} x+\frac{2}{9}
$$

then

$$
45 f(x)=30 x^{3}+60 x^{2}+27 x+10
$$

Note that 45 is simply the least common multiple of $3,3,5$, and 9 ; the denominators of the coefficients. Another fact is that the greatest common divisor of the numerators $2,4,2$ and 2 is equal to the greatest common divisor of $30,60,27$ and 10 , the coefficients of $45 \mathrm{f}(\mathrm{x})$..

It is easily seen that in general any polynomial in $Q[x]$ can be multiplied by a rational integer to obtain a new polynomial in $Z[x]$. In addition the greatest common divisor of numerators of the rational coefficients is equal to the greatest common divisor of the integral coefficients. This fact is assumed in the proof of Theorem 7. The following lemma is needed in the proof of Theorem 6 .

Lemma 5. Let $f(x)=g(x) h(x)$ with all the coefficients rational integers. If $p$ is a rational prime that divides all the coefficients of $f(x)$ then $p$ must divide all the coefficients of $g(x)$ or of $h(x)$.

Proof. Let

$$
g(x)=\sum_{j=0}^{n} a_{j} x^{j} \quad h(x)=\sum_{i=0}^{m} b_{i} x^{i}
$$

then the coefficient of $x^{r}$ in $f(x)$ is

$$
\sum_{s=0}^{r} a_{r-s} b_{s}
$$

where $a_{j}=0$ when $j>n$ and $b_{i}=0$ when $i>m$. Suppose the conclusion of the lemma is false. Let $k$ be the smalle st subscript such that $p\left\{a_{k}\right.$ and $t$ be the smallest subscript such that $p\left\{b_{t}\right.$. Consider the coefficient of $x^{t+k}$ in $f(x)$,

$$
\sum_{s=0}^{t+k} a_{t+k-s} b_{s}
$$

By the choice of $k$ and $t, p \mid a_{t+k-s} b_{s}$ for every $s$ from 0 to $t+k$ except for $s=t, p \nmid a_{k} b_{t}$. Thus $p$ cannot divide the coefficient of $x^{t+k}$ in $f(x)$. The hypothesis of the lemma is contradicted, so the lemma is proved by contraposition.

The next theorems will show that Definition 1 is not inconsistent, that is, it is not possible, by considering different polynomials for which $\theta$ is a root, to say that sometimes $\theta$ is an algebraic integer and sometimes it is not.

Theorem 6. If a monic polynomial $f(x)$ with rational integral coefficients can be factored into two monic polynomials $g(x)$ and $h(x)$ in $Q[x]$, then the coefficients of $h(x)$ and $g(x)$ are rational integers.

## Proof. Let

$$
g(x)=x^{n}+\frac{a_{n-1}}{b_{n-1}} x^{n-1}+\frac{a_{n-2}}{b_{n-2}} x^{n-2}+\ldots+\frac{a_{1}}{b_{1}} x+\frac{a_{0}}{b_{0}}
$$

and

$$
h(x)=x^{n}+\frac{c_{n-1}}{d_{n-1}} x^{n-1}+\frac{c_{n-2}}{d_{n-2}} x^{n-2}+\ldots+\frac{c_{1}}{d_{1}} x+\frac{c_{0}}{d_{0}}
$$

where $a_{i}, b_{i}, c_{i}, d_{i}$ are in $Z$ and $\left(a_{i}, b_{i}\right)=l=\left(c_{j}, d_{j}\right)$. Let $s$ be the least common multiple of $b_{0}, b_{1} \cdots b_{n-1}$ and $t$ be the least common multiple of $d_{0}, d_{1}, \ldots, d_{n-1}$. Then as in Example $4 s g(x)$ and $t h(x)$ are in $Z[x]$ also the greatest common divisor of the coefficients of $\operatorname{sg}(x)$ is 1 and $\operatorname{th}(x)$ is 1 . The proof will be completed when it is shown that $s=t=1$. Since $f(x)=g(x) h(x)$ then $\operatorname{stf}(x)=(\operatorname{sg}(x))(\operatorname{th}(x))$. Suppose p is prime and $\mathrm{p} \mid$ st then p divides all the coefficients of $\operatorname{stf}(\mathrm{x})$. From Lemma 5, p must divide all the coefficients of $\mathrm{sg}(\mathrm{x})$ or th(x), but this is impossible, thus there is no prime that divides st. Since st is not divisible by a prime and $s$ and $t$ are positive rational integers $s=t=1$.

It is possible to prove a more general theorem than Theorem 6. The restriction that $f(x), g(x)$ and $h(x)$ are monic can be omitted and the same conclusion obtained. Such generality is not needed here, so the theorem is not included.

The next theorem is very important. The results are used extensively throughout the remainder of the paper.

Theorem 7. An algebraic number $\theta$ is the root of an unique irreducible monic polynomial $f(x)$ in $Q[x]$. All other polynomials in $Q[x]$ for which $\theta$ is a root are divisible by $f(x)$.

Proof. Since any polynomial in $Q[x]$ may be divided by its leading coefficient without affecting the roots only monic polynomials need be considered. From all the (monic) polynomials for which $\theta$ is a root, pick $f(x)$ such that the degree of $f(x)$ is less than or equal to the degree of any of the others. Suppose $f(x)$ is not irreducible, then $f(x)=g(x) h(x)$ where the degrees of $g(x)$ and $h(x)$ are less than the degree of $f(\mathbf{x})$. Now $f(\theta)=g(\theta) h(\theta)=0$ implies $\theta$ is a root of $g(x)$ or $h(x)$ contradicting the choice of $f(x)$. Thus $f(x)$ is irreducible. Consider any polynomial $g(x)$ in $Q[x]$ with $\theta$ as a root. From Theorem $2 g(x)=f(x) k(x)+r(x)$ where the degree of $r(x)$ is less than the degree of $f(x)$ or $r(x)$ is zero. Now $g(\theta)=f(\theta) k(\theta)+r(\theta)$ implies $r(\theta)=0$. The choice of $f(x)$ implies $r(x)$ is the zero polynomial, thus $f(x)$ divides $g(x)$. Since $f(x)$ divides all other polynomials with $\theta$ as a root, the only irreducible polynomials with $\theta$ as a root are constant multiples of $f(x)$. Thus $f(x)$ is the unique monic polynomial satisfying the conclusion of the theorem.

Definition 8. The polynomial $f(x)$ in Theorem 6 is called the minimal polynomial of $\theta$, and the degree of $f(x)$ is called the degree of $\underline{\theta}$.

Theorem 6 implies the minimal polynomial of an algebraic integer is in $Z[x]$. If $a$ is a rational number then $x-a$ is the minimal polynomial of a. Thus the only rational numbers that are algebraic integers are the rational integers.

The next few theorems will reveal some facts about the roots of polynomials and how the roots and coefficients of a polynomial are related.

Definition 9. If

$$
f(x)=\sum_{i=0}^{n} a_{i} x^{i}
$$

then the derivative, $f^{\prime}(\mathrm{x})$, is defined as

$$
f^{\prime}(x)=\sum_{i=1}^{n} \mathrm{ia}_{i} x^{i-1}
$$

Although no use of limits was made to define the derivative, all the results from elementary calculus regarding the derivatives of polynomials can be obtained, and they will be used freely.

Theorem 10. If $\theta$ is a root of $f(x)$ then $f(x)=(x-\theta) g(x)$. The coefficients of $g(x)$ may be complex numbers.

Profof. Theorem 2 with $Q$ replaced by the field of complex numbers gives

$$
f(x)=(x-\theta) g(x)+r
$$

where $r$ is a constant. Now $r=f(\theta)-(\theta-\theta) g(\theta)=0$ and the theorem is proved.

Definition 11. A root $\theta$ of $f(x)$ has multiplicity $k$ if $f(x)=(x-\theta)^{k} g(x)$ and $\theta$ is not a root of $g(x)$. If $k=1$ the root is simple.

Theorem 12. If $\theta$ is a root of multiplicity $k$ for $f(x)$ and $k>1$, then $\theta$ is a root of $f^{\prime}(x)$.

Proof. From the definition

$$
f(x)=(x-\theta)^{k} g(x)
$$

thus

$$
f^{\prime}(x)=(x-\theta)^{k-1} g(x)+(x-\theta)^{k} g^{\prime}(x)
$$

so

$$
f^{\prime}(\theta)=0 \text { and the theorem is proved. }
$$

Theorem 13. If $f(x)$ is an irreducible polynomial in $Q[x]$ then all the roots of $f(x)$ are simple.

Proof. Again, as in Theorem 7, only monic polynomials need be considered. If $\theta$ is a root of $f(x)$ then $f(x)$ is the minimal polynomial of $\theta$. The degree of $f^{\prime}(x)$ is less than the degree of $f(x)$ so that $\theta$ is not a root of $f^{\prime}(x)$. Thus by Theorem 12, $\theta$ is a simple root.

A polynomial in $n$ variables is said to be symmetric if the variables can be permuted without changing the polynomial. For example

$$
h(x, y, z)=3 x^{2} y^{2} z^{2}+x y+y z+x z+x+y+z
$$

$$
\begin{aligned}
h(x, y, z) & =h(y, x, z)=h(y, z, x)=h(z, x, y) \\
& =h(z, y, x)=h(x, z, y) .
\end{aligned}
$$

But $g(x, y, z)=x+y+z^{2}$ is not symmetric since

$$
g(x, y, z) \neq g(z, x, y)=z+x+y^{2}
$$

The polynomials

$$
\begin{aligned}
& s_{1}=x_{1}+x_{2}+x_{3}+\ldots+x_{n} \\
& s_{2}=x_{1} x_{2}+x_{1} x_{3}+\ldots+x_{n-1} x_{n} \\
& s_{3}=x_{1} x_{2} x_{3}+x_{1} x_{2} x_{4}+\ldots+x_{n-2} x_{n-1} x_{n} \\
& \ldots \\
& s_{n}=x_{1} x_{2} \ldots x_{n}
\end{aligned}
$$

are called the elementary symmetric functions in $n$ variables. If $x_{1}, x_{2}, \ldots, x_{n}$ are roots of the polynomial

$$
f(x)=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{n-1} x^{n-1}+x^{n}
$$

then $f(x)$ can be factored

$$
f(x)=\left(x-x_{1}\right)\left(x-x_{2}\right)\left(x-x_{3}\right) \cdots\left(x-x_{n}\right)
$$

Multiplying out the second form and equating the coefficients gives

$$
\begin{aligned}
& a_{0}=(-1)^{n} s_{n} \\
& a_{1}=(-1)^{n-1} s_{n-1} \\
& \cdots \\
& a_{n-1}=-s_{1} .
\end{aligned}
$$

This simple relation between the elementary symmetric functions of
the roots and the coefficients of a polynomial is very useful. If the roots of $f(x)$ are bounded by $M$ then $\left|a_{i}\right| \leq\binom{ n}{i} M^{i}$, where $\binom{n}{i}$ is the binomial coefficient.

Theorem 14. A symmetric polynomial in $n$ variables with coefficients in a ring $R$ can be written as a polynomial in the $n$ elementary symmetric functions with coefficients in $R$.

The proof can be found in Clark [6]. The usual proof of this theorem yields a method of finding the polynomial. The theorem can also be proved by double induction on $n$ and the degree of the polynomial. The following example demonstrates another method and also gives a result to be used later.

Example 15. Consider the square of the Vandermonde determinant

$$
\Delta(x, y, x)=\left|\begin{array}{ccc}
1 & x & x^{2} \\
1 & y & y^{2} \\
1 & z & z^{2}
\end{array}\right|^{2}=(x-y)^{2}(x-z)^{2}(y-z)^{2}
$$

This function is symmetric in $x, y$ and $z$. Let the elementary symmetric functions of $x, y$ and $z$ be

$$
\begin{aligned}
& a=x+y+z \\
& b=x y+x z+y z \\
& c=x y z
\end{aligned}
$$

$\Delta(x, y, z)$ is homogeneous of degree six, that is, each term has degree six. The combinations of $a, b$, and $c$ which give degree six are $c^{2}, b^{3}, a^{6}, a b c, b^{2} a^{2}, b a^{4}$ and $c a^{3}$.

Assume

$$
\Delta=A c^{2}+B b^{3}+C a^{6}+D a b c+E b^{2} a^{2}+E b a^{4}+G c a^{3} .
$$

It would be possible to find the values of $A, B, C, D, E, F$, and $G$ by expanding the equation in terms of $x, y$, and $z$ and equating coefficients of like $\mathbf{x}, \mathrm{y}, \mathrm{z}$ terms. Since this is very tedious seven different values of ( $x, y, z$ ) are chosen to determine a set of linear equations for $A, B, C, D, E, F$ and $G$. The values are tabulated:

| x | y | z | a | b | c | $\Delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 0 | 0 | 0 |
| 1 | 1 | 0 | 2 | 1 | 0 | 0 |
| 1 | -1 | 0 | 0 | -1 | 0 | 4 |
| 2 | -1 | -1 | 0 | -3 | 2 | 0 |
| 2 | 1 | 0 | 3 | 2 | 0 | 4 |
| 1 | 2 | 3 | 6 | 11 | 6 | 4 |
| 1 | -1 | 2 | 2 | -1 | -2 | 36 |

This gives the equations

$$
\begin{aligned}
0 & =C \\
0 & =B+64 C+4 E+16 F \\
4 & =-B \\
0 & =4 A-27 B \\
4 & =8 B+279 C+36 E+162 F \\
4 & =36 A+1331 B+46656 C+396 D+4356 E+14255 F+1296 G \\
36 & =4 A-B+64 C+4 D+4 E-16 F-16 G
\end{aligned}
$$

Solving the equations gives

$$
A=-27, B=-4, C=0, D=18, E=1, F=0, G=-4
$$

or

$$
\Delta=b^{2} a^{2}+18 a b c-27 c^{2}-4 b^{3}-4 c a^{3}
$$

This chapter concludes with the theorem that demonstrates that the set of algebraic numbers and the set of algebraic integers are closed with respect to the arithmetic operations of addition and multiplication.

Theorem 16. The product, sum or difference of algebraic numbers is an algebraic number. If the numbers are algebraic integers then the results are algebraic integers.

Proof. Let $\alpha$ and $\beta$ be algebraic numbers with minimal polynomials $h(x)$ and $k(x)$. Let $\alpha=\alpha_{1}, \ldots, \alpha_{n}$ be the $n$ distinct roots of $h(x)$ and $\beta=\beta_{1}, \ldots, \beta_{m}$ be the $m$ distinct roots of $k(x)$. Form the polynomials

$$
\begin{aligned}
& \mathrm{s}(\mathrm{x})=\Pi\left(\mathrm{x}-\alpha_{\mathrm{j}}-\beta_{\mathrm{i}}\right) \\
& \mathrm{d}(\mathrm{x})=\Pi\left(\mathrm{x}-\alpha_{\mathrm{j}}+\beta_{\mathrm{i}}\right) \\
& \mathrm{p}(\mathrm{x})=\Pi\left(\mathrm{x}-\alpha_{\mathrm{j}} \beta_{\mathrm{i}}\right) .
\end{aligned}
$$

Where $i=1,2, \ldots, m$, and $j=1,2, \ldots, n$. These polynomials are symmetric in $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ and in $\beta_{1}, \ldots, \beta_{m}$. Theorem 14 implies that $s(x), d(x)$ and $p(x)$ can be expressed as polynomials in the elementary symmetric functions of $\alpha_{1}, \ldots, \alpha_{n}$ and $\beta_{1}, \ldots, \beta_{n}$, but these are the coefficients of $h(x)$ and $k(x)$. Thus $s(x), d(x)$ and $p(x)$ are polynomials with coefficients from the same domain as $h(x)$ and $k(x)$. The roots of $s(x), d(x)$ and $p(x)$ are thus algebraic
numbers or algebraic integers depending on whether $\alpha$ and $\beta$ are algebraic numbers or algebraic integers. Finally $\alpha+\beta$ is a root of $s(x), \quad \alpha-\beta$ is a root of $d(x)$ and $\alpha \beta$ is a root of $p(x)$. Note however, that the se three polynomials are not necessarily the minimal polynomial of the sum, difference and product of $\alpha$ and $\beta$.

Theorem 16 implies that the set of algebraic numbers and the set of algebraic integers form a subring of the complex numbers. One could show that the inverse of an algebraic number is an algebraic number and thus the set of algebraic numbers forms a subfield of the complex numbers. This result will appear in the next chapter where certain algebraic number fields will be studied.

## CHAPTER II

## ALGEBRAIC NUMBER FIELDS

The object of this chapter is to present some basic facts about fields of algebraic numbers. Consider two fields $H$ and $K$ where $H$ is a subfield of $K$. Then $K$ can be thought of as a vector space over H , with vector addition ordinary addition in K and scalar multiplication ordinary multiplication in $K$. The field $K$ is called an extension of $H$. The dimension of the vector space $K$ over $H$ is the degree of the extension $K$ over $H$.

Example 17. The set of numbers

$$
\{a+b \sqrt{-1}: a, b \in Q\}
$$

forms an extension of $Q$. The numbers 1 and $\sqrt{-1}$ form a basis, thus the degree of the extension is two.

Theorem 18. If K is an extension of $Q$ and the degree of the extension is finite, then the members of $K$ are algebraic numbers.

Proof. Let the degree of $K$ over $Q$ be $n$ and let $\theta$ be in $K$. Then $1, \theta, \theta^{2}, \ldots, \theta^{n}$ are $n+1$ vectors in $K$ and must be dependent. This means there exist $a_{0}, a_{1}, \ldots, a_{n}$ in $Q$ not all of which are zero such that

$$
a_{0}+a_{1} \theta+a_{2} \theta^{2}+\ldots+a_{n} \theta^{n}=0
$$

Thus $\theta$ is a root of

$$
a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{n} x^{n}
$$

a polynomial in $Q[x]$, which implies $\theta$ is an algebraic number.

Because of this theorem finite extensions are often called algebraic extensions. The next theorem is quite useful later. It is proved here in a general setting.

Theorem 19. Let $H, B$ and $K$ be fields such that $H \subset B C K$, the degree of $B$ over $H$ is $m$, and the degree of $K$ over $B$ is $n$. Then the degree of $K$ over $H$ is $m n$.

Proof. Let $b_{1}, b_{2}, \ldots, b_{m}$ be a basis of the vector space $B$ over $H$ and $k_{1}, k_{2}, \ldots, k_{n}$ be a basis of the vector space $K$ over $B$. The products $b_{i} k_{j} i=1,2, \ldots, m ; j=1, \ldots, n$ form a set of $m n$ vectors in $K$. The theorem will be proved if this set can be shown to be a basis of the vector space $K$ over H. Consider

$$
\sum_{j=1}^{n} \sum_{i=1}^{m} h_{i j} b_{i} k_{j}=0 \quad h_{i j} \in H
$$

Then

$$
\sum_{i=1}^{m} h_{i j} b_{i} \quad j=1,2, \ldots, n
$$

is in $B$. Since $k_{1}, k_{2}, \ldots, k_{n}$ is a basis of $K$ over $B$

$$
\sum_{j=1}^{n}\left(\sum_{i-1}^{m} h_{i j} b_{i}\right) k_{j}=0
$$

implies

$$
\sum_{i=1}^{m} h_{i j} b_{i}=0 \quad j=1,2, \ldots, n .
$$

This last equation implies $h_{i j}=0$ for $i=1,2, \ldots, m$ and $j=1,2, \ldots, n$ since $b_{1}, b_{2}, \ldots, b_{m}$ is a basis for $B$ over $H$. Thus the set of vectors $b_{i} k_{j}$ is independent. Let $x$ be in $K$. There exist $y_{j}$ in $B$ for $j=1,2, \ldots, n$ such that

$$
x=\sum_{j=1}^{n} y_{j} k_{j} .
$$

For each $y_{j}$ in $B$ there exist $h_{i j}$ in $H, i=1,2, \ldots, m$ such that

$$
y_{j}=\sum_{i=1}^{m} h_{i j} b_{j} \quad j=1,2, \ldots, n
$$

Thus

$$
x=\sum_{j=1}^{n} \sum_{i=1}^{m} h_{i j} b_{i} k_{j} .
$$

Hence the set of vectors $b_{i} k_{j}$ form a basis for $K$ over $H$.
Let $\theta$ be an algebraic number with minimal polynomial $f(x)$. For any $g(x)$ in $Q[x], g(\theta)$ is the value of $g(x)$ at $\theta$. From Theorem 16, $g(\theta)$ is an algebraic number. Let $Q[\theta]$ be the set of values at $\theta$ for the polynomials in $Q[x]$. The numbers in $Q[\theta]$ can be thought of as polynomials in $\theta$.

Theorem 20. Let $\theta$ be an algebraic number. Then $Q[\theta]$ is a field.

Proof. $Q[\theta]$ is a subset of the complex numbers (including Q), thus all that is needed to complete the proof is closure and inverses under addition and multiplication. Let $g(\theta)$ and $h(\theta)$ be in $Q[\theta]$ where $g(x)$ and $h(x)$ are in $Q[x]$. Then $g(x)+h(x), g(x) h(x)$ and $-g(x)$ are in $Q[x]$ so $g(\theta)+h(\theta), g(\theta) h(\theta)$ and $-g(\theta)$ are in $Q[\theta]$. All that remains to be shown is that if $g(\theta) \neq 0$, then $g(\theta)$ has a multiplicative inverse in $Q[\theta]$. If $f(x)$ is the minimal polynomial of $\theta$, it follows from Theorem 2 and the fact that $f(x)$ is irreducible that $f(x)$ and $g(x)$ have no common factor. Theorem 3 implies there exists $k(x)$ and $r(x)$ in $Q[x]$ such that $g(x) k(x)+h(x) f(x)=1$. Thus $1=g(\theta) k(\theta)+h(\theta) f(\theta)=g(\theta) k(\theta)$ since $f(\theta)=0$. So $k(\theta)$ is the multiplicative inverse of $g(\theta)$.

Different polynomials in $Q[x]$ may have the same value at $\theta$. The following theorem will pick out one polynomial for each number in $Q[\theta]$.

Theorem 21. Let $\theta$ be an algebraic number of degree $n$. Then $Q[\theta]=\{g(\theta): g(x)$ is in $Q[x]$ and either the degree of $g(x)$ is less than $n$ or $g(x)$ is the zero polynomial\}.

For each element of $Q[\theta]$ this polynomial is unique.

Proof. Let $f(x)$ be the minimal polynomial of $\theta$. The degree of $f(x)$ is $n$, the degree of $\theta$. Let $h(x)$ be in $Q[x]$. Then from Theorem 2 $h(x)=f(x) q(x)+r(x)$ where the degree of $r(x)$ is less than $n$ or $r(x)$ is the zero polynomial. The value of $h(x)$ at $\theta$ is then $h(\theta)=f(\theta) q(\theta)+r(\theta)=r(\theta)$. This proves the first part of the theorem. If $h(x)$ and $k(x)$ have the same value at $\theta$ and both have degree less
than $n$, then $k(x)-h(x)$ has $\theta$ as a root. The degree of $h(x)-k(x)$ is less than $n$. This contradicts the degree of $\theta$ being $n$ unless $h(x)=k(x)$.

Corollary 22. The numbers $1, \theta, \theta^{2}, \ldots, \theta^{n-1}$ form a basis for $Q[\theta]$ over $Q$. The degree of $\theta$ is the degree of the extension $Q[\theta]$ over $Q$.

Proof. From the theorem each element of $Q[\theta]$ is a unique linear combination of $1, \theta, \ldots, \theta^{\mathrm{n}-1}$, with coefficients in $Q$, thus $1, \theta, \ldots, \theta^{n-1}$ is a basis for $Q[\theta]$ over $Q$ and the dimension of the vector space is $n$.

## Example 23. Consider

$$
f(x)=x^{3}-\frac{3}{2} x^{2}+\frac{15}{4} x+\frac{27}{8}
$$

If $f(x)$ is reducible one of the factors must be linear since $f(x)$ is cubic. The root of a linear factor must be rational. Thus to show that $f(x)$ is irreducible one must show $f(x)$ does not have a rational root. From elementary theory of equations if $f(x)$ has a rational root the numerator of that root divides 27 and the denominator divides 8 . Testing all of the possibilities shows $f(x)$ has no rational roots thus $f(x)$ is irreducible. Let $\alpha$ be a root of $f(x)$, then $f(x)$ is the minimal polynomial of $\alpha$ and $\alpha$ is an algebraic number of degree 3. The numbers in $Q[\alpha]$ can all be expressed in the form

$$
a+b \alpha+c \alpha^{2} \quad a, b, c \in Q
$$

Corollary 22 and Theorem 18 imply all the elements of $Q[\theta]$ are algebraic numbers. Thus $Q[\theta]$ is referred to as an algebraic number field. Let $\Psi$ be in $Q[\theta]$ and consider the set $1, \psi, \Psi^{2}, \ldots, \psi^{k}$. For some $k>0$ this set is dependent while $1, \Psi, \Psi^{2}, \ldots, \Psi^{k-1}$ is independent over $Q$. Just as in the proof of Theorem 18.the minimal polynomial of $\Psi$ must have degree $k$. This leads to the following result.

Theorem 24. Let $\Psi$ be in $Q[\theta]$. If the degree of $\Psi$ equals the degree of $\theta$ then $Q[\Psi]=Q[\theta]$.

Proof. Let the degree of $\theta$ be $n$. The numbers $1, \psi, \psi^{2}, \ldots, \psi^{n-1}$ form a basis for $Q[\theta]$ since they are $n$ independent elements. They are also a basis for $Q[\psi]$. Thus $Q[\psi]=Q[\theta]$.

Let $\zeta$ be the root of a polynomial with coefficients in $Q[\theta]$. Then a new field $Q[\theta][\zeta]$ can be formed in the same manner $Q[\theta]$ was formed. It can be shown that there is an algebraic number $\Psi$ such that $Q[\psi]=Q[\theta][\zeta]$. A proof can be found in Clark [6]. This result implies the numbers in $Q[\theta][\zeta]$ are also algebraic numbers.

Theorem 25. If $\theta$ is an algebraic number there is a rational integer $m \neq 0$ such that $m \theta$ is an algebraic integer, and $Q[m \theta]=Q[\theta]$.

Proof. Let the minimal polynomial of $\theta$ be

$$
f(x)=x^{n}+\frac{a_{n-1}}{b_{n-1}} x^{n-1}+\ldots+\frac{a_{0}}{b_{0}} \quad a_{j}, b_{j} \in Z
$$

where $\left(a_{j}, b_{j}\right)=1 j=0,1, \ldots, n-1$. Let $m$ be the least common multiple of $b_{0}, b_{1}, \ldots, b_{n-1}$. Define $g(x)=m^{n} f(x / m)$. Clearly $g(x)$ is monic and $g(x)$ is in $Z[x]$. If $g(x)$ is reducible then $f(x)$ is. Since $f(x)$ is irreducible $g(x)$ is irreducible. Finally $g(m \theta)=m^{n} f(\theta)=0$ so $g(x)$ is the minimal polynomial of $m \theta$ and $m \theta$ is an algebraic integer of degree $n$ in $Q[\theta]$. Thus Theorem 24 implies $Q[m \theta]=Q[\theta]$.

Thus an algebraic field extension $Q[\theta]$ may always be defined in terms of an algebraic integer.

Example 26. Consider the algebraic field extension $Q[\alpha]$ from Example 23. The least common multiple of the denominators of the minimal polynomial of $\alpha$ is 8 . Let $\beta=8 \alpha$ then the minimal polynomial of $\beta$ is

$$
\begin{aligned}
g(x) & =512\left(\frac{x^{3}}{512}-\frac{3 x^{2}}{128}+\frac{15 x}{32}+\frac{27}{8}\right) \\
& =x^{3}-12 x^{2}+240 x+1728
\end{aligned}
$$

Each of the roots of $g(x)$ is 8 times a root of the minimal polynomial of $\alpha$.

When $Q[\theta]$ is regarded as a vector space over $Q$ a linear transformation from $Q[\theta]$ to $Q[\theta]$ can be defined for each element of $Q[\theta]$ in the following way: Let $\psi$ be in $Q[\theta]$, define $F_{\psi}: Q[\theta] \rightarrow Q[\theta]$ by $F_{\Psi}(\zeta)=\Psi \zeta$ for each $\zeta$ in $Q[\theta]$. Then, for $\zeta_{1}, \zeta_{2}$ in $Q[\theta]$ and $a$ in $Q$,

$$
\begin{aligned}
& F_{\psi}\left(\zeta_{1}+\zeta_{2}\right)=\left(\zeta_{1}+\zeta_{2}\right) \Psi=\zeta_{1} \psi+\zeta_{2} \psi=F_{\psi}\left(\zeta_{1}\right)+F_{\psi}\left(\zeta_{2}\right) \\
& F_{\psi}\left(a \zeta_{1}\right)=\left(a \zeta_{1}\right) \psi=a\left(\zeta_{1} \psi\right)=a F_{\psi}\left(\zeta_{1}\right) .
\end{aligned}
$$

For each basis of $Q[\theta]$ there is a matrix representation of $F_{\Psi}$. Although changing the basis changes the matrix representation of $F_{\Psi}$, there are some quantities which are independent of which matrix represents $F_{\Psi}$. Three of these quantities are the trace, the determinant and the characteristic polynomial of the matrix. These facts are proved in Zelinsky [19].

Definition 27. Let $\Psi$ be in $Q[\theta]$ and $F_{\Psi}$ the corresponding linear transformation. The trace, determinant and characteristic polynomial of a matrix representation of $F_{\Psi}$ are called the trace, norm and characteristic polynomial of $\Psi$ respectively. The norm will be denoted by $N(\Psi)$ and the trace by $T(\Psi)$.

It is important to note the linear transformation $F_{\Psi}$ depends on the algebraic number field from which $\Psi$ is chosen. The following examples and theorems demonstrate how the norm, trace and characteristic polynomial of an algebraic number are related to the field from which $\Psi$ is chosen.

Example 28. Let $\alpha$ be the algebraic number of Examples 23 and 24. Then

$$
\alpha^{3}=-\frac{27}{8}-\frac{15}{4} \alpha+\frac{3}{2} \alpha^{2}
$$

With $1, \alpha, \alpha^{2}$ as a basis for $Q[\alpha]$ a matrix representation of $F_{\alpha}$ and $F_{\beta}$ where $\beta=8 \alpha$ can be calculated in the following manner:

$$
\begin{aligned}
& F_{\alpha}(1)=\alpha=0+\alpha+0 \\
& F_{\alpha}(\alpha)=\alpha^{2}=0+0+\alpha^{2} \\
& F_{\alpha}\left(\alpha^{2}\right)=\alpha^{3}=-\frac{27}{8}-\frac{15}{4} \alpha+\frac{3}{2} \alpha^{2} .
\end{aligned}
$$

The values for $F_{\beta}$ are simply 8 times the values for $F_{\alpha}$. The matrix for $F_{\alpha}$ is

$$
A=\left(\begin{array}{llr}
0 & 0 & -\frac{27}{8} \\
1 & 0 & -\frac{15}{4} \\
0 & 1 & \frac{3}{2}
\end{array}\right)
$$

and the matrix for $F_{\beta}$ is 8 A . Thus $N(\alpha)=\operatorname{det} A=-\frac{27}{8}, \quad T(\alpha)=\frac{3}{2}$, $N(\beta)=8^{3} \operatorname{det} A=-1728$ and $T(\beta)=8 \mathrm{~T}(\alpha)=12$. Note the characteristic polynomial of $\beta$ is

$$
\begin{aligned}
\operatorname{det}(x I-8 A) & =\left|\begin{array}{rrr}
x & 0 & 27 \\
-8 & x & 30 \\
0 & -8 & x-12
\end{array}\right| \\
& =x^{3}-12 x^{2}+240 x+1728
\end{aligned}
$$

where $I$ is the identity matrix. From Example $24 \operatorname{det}(x I-8 A)=g(x)$ the minimal polynomial of $\beta$. The exact relationship between the characteristic polynomial and the minimal polynomial of an algebraic number will be shown in Theorem 31.

If $\theta, \Psi$ and $\zeta$ are numbers from an algebraic number field then $F_{\theta \Psi}(\zeta)=\zeta(\theta \Psi)=(\zeta \theta) \Psi=F_{\Psi}(\zeta \theta)=F_{\Psi}\left(F_{\theta}(\zeta)\right)$ and

$$
F_{\theta+\Psi}(\zeta)=\zeta(\theta+\Psi)=\zeta \theta+\zeta \Psi=F_{\theta}(\zeta)+F_{\psi}(\zeta)=\left(F_{\theta}+F_{\psi}\right)(\zeta) .
$$

From the properties of matrices and their relationships to linear transformations the following theorem can be established.

Theorem 29. Let $\Psi$ and $\zeta$ be in $Q[\theta]$, then $N(\Psi \zeta)=N(\Psi) N(\zeta)$ and $\quad T(\Psi+\zeta)=T(\Psi)+T(\zeta)$.

The next two theorems use Theorem 19 to show how the degree of an algebraic number in $Q[\theta]$ is related to the degree of $\theta$ and how the minimal polynomial of a number is related to its characteristic polynomial.

Theorem 30. Let $\Psi$ be in $Q[\theta]$. Then the degree of $\Psi$ divides the degree of $\theta$.

Proof. The set $1, \Psi, \Psi^{2}, \ldots, \Psi^{m-1}$ where $m$ is the degree of $\Psi$ is a set of independent vectors in $Q[\theta]$. Thus $Q[\Psi]$ is a subspace of $Q[\theta]$. Now $Q \subset Q[\Psi] \subset Q[\theta]$ are fields satisfying the hypothesis of Theorem 19. The degree of $Q[\Psi]$ over $Q$ is $m$ the degree of $\Psi$ and the degree of $Q[\theta]$ over $Q$ is the degree of $\theta$. Theorem 19 implies the degree of $\Psi$ divides the degree of $\theta$.

Theorem 31. Let $\Psi$ be in $Q[\theta]$ and the degrees of $\Psi$ and $\theta$ be $m$ and $n$. Then the characteristic polynomial of $\psi$ is the minimal polynomial of $\Psi$ raised to the power $k=n / m$.

Proof. The fields $Q \subset Q[\Psi] \subset Q[\theta]$ satisfy the hypotheses of Theorem 19. The numbers $1, \Psi, \Psi^{2}, \ldots, \Psi^{m-1}$ form a basis for $Q[\psi]$ over $Q$. Let $\zeta_{1}, \zeta_{2}, \ldots, \zeta_{k}$ be a basis for $Q[\theta]$ over $Q[\psi]$. Note that the scalars for $Q[\theta]$ over $Q[\psi]$ are members of $Q[\psi]$, not $Q$. From Theorem 19 the numbers $\zeta_{i} \Psi^{j} \quad i=1,2, \ldots, k$ $j=0,1,2, \ldots, m-1$ form a basis for $Q[\theta]$ over $Q$. Let the minimal polynomial for $\Psi$ be

$$
f(x)=x^{m}+b_{m-1} x^{m-1}+b_{m-2} x^{m-2}+\ldots+b_{0}
$$

then

$$
\Psi^{m}=-b_{0}-b_{1} \psi-b_{2} \psi^{2}-\cdots-b_{m-1} \Psi^{m-1} .
$$

Now

$$
\begin{aligned}
& F_{\Psi}\left(\zeta_{1}\right)=0+\zeta_{1} \Psi+0+\ldots+0 \\
& F_{\Psi}\left(\zeta_{1} \Psi\right)=0+0+\zeta_{1} \Psi^{2}+0+\ldots+0 \\
& \ldots \\
& F_{\Psi}\left(\zeta_{k} \Psi^{m-1}\right)=\zeta_{k} \Psi^{m}=0+\ldots+0-b_{0} \zeta_{k}-b_{1} \zeta_{k} \Psi-\ldots-b_{m-1} \zeta_{k} \Psi^{m-1}
\end{aligned}
$$

where each equation has enough zeros to make $n$ terms. The matrix A of $F_{\Psi}$ contains $k$ copies of the matrix

$$
B=\left(\begin{array}{cccccc}
0 & 0 & 0 & \cdots & 0 & -b_{0} \\
1 & 0 & 0 & \ldots & 0 & -b_{1} \\
0 & 1 & 0 & \cdots & 0 & -b_{2} \\
0 & 0 & 1 & \cdots & 0 & -b_{3} \\
\cdots & & & & & \\
0 & 0 & 0 & \cdots & 1 & -b_{m-1}
\end{array}\right)
$$

down the main diagonal with zeros elsewhere. The characteristic polynomial of $\psi$ is thus

$$
\operatorname{det}(x I-A)=(\operatorname{det}(x I-B))^{k}=(f(x))^{k}
$$

Corollary 32. Let $\Psi$ be in $Q[\theta]$ where the degree of $\theta$ is $n$ and the characteristic polynomial of $\Psi$ is

$$
x^{n}+a_{n-1} x^{n-1}+a_{n-2} x^{n-2}+\ldots+a_{0}
$$

Then $N(\Psi)=(-1)^{n^{a}}{ }_{0}$ and $T(\Psi)=-a_{n-1}$. Let $\Psi=\Psi_{1}, \Psi_{2}, \ldots, \Psi_{m}$ be the roots of the minimal polynomial of $\Psi$, then $N(\Psi)=\left(\Psi_{1} \Psi_{2} \cdots \Psi_{m}\right)^{k}$ and $T(\Psi)=k\left(\Psi_{1}+\Psi_{2}+\ldots+\Psi_{m}\right)$ where $k=n / m$.

Proof. The first conclusion follows from the rules for computing determinants. The second from the relations between the roots of a polynomial and its coefficients.

The next corollary will be a very useful tool.

Corollary 33. Let $\psi$ be in $Q[\theta]$. If $\psi$ is an algebraic integer then the norm and trace of $\psi$ are rational integers.

Proof. If $\Psi$ is an algebraic integer then $-a_{n-1}$ and $(-1)^{n_{a}}{ }_{0}$ in Corollary 32 are rational integers.

The results of Theorem 31 and the two corollaries were demonstrated in Example 28.

Let $\theta=\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ be all the roots of the minimal polynomial of $\theta$. Then each root defines an algebraic number field $Q\left[\theta_{j}\right]$ $j=1,2, \ldots, n$. These fields are not necessarily distinct. Let $\underset{y}{ }$ be in $Q[\theta]$ and let $g(x)$ be the unique polynomial of Theorem 21 that corresponds to $\Psi$. Then there is a correspondence between elements of $Q[\theta]$ and $Q\left[\theta_{j}\right]$ given by $\psi=g(\theta) \rightarrow \Psi_{j}=g\left(\theta_{j}\right)$. This correspondence clearly preserves arithmetic operations. That is, if $\Psi+\xi=\zeta$ then $\Psi_{j}+\xi_{j}=\zeta_{j}$ and if $\psi \xi=\lambda$ then $\Psi_{j} \xi_{j}=\lambda_{j}$. The fields $Q\left[\theta_{j}\right] \quad j=1,2, \ldots, n$ are called the conjugate fields and the numbers $\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}$ are called the conjugates of $\psi$ with respect to those fields.

Theorem 34. Let $\Psi$ be in $Q[\theta]$. Then the conjugates of $\Psi$ are the roots of the minimal polynomial of $\Psi$.

Proof. Let $\Psi_{j}=g\left(\theta_{j}\right)$ and let $f(x)$ and $h(x)$ be the minimal polynomials of $\theta$ and $\psi$ respectively. Now $h(\psi)=h(g(\theta))=0$. Thus $f(x)$ divides $h(g(x))$. Therefore $h\left(\Psi_{j}\right)=h\left(g\left(\theta_{j}\right)\right)=0$.

It follows from Theorems 31 and 34 that the conjugates of $\psi$ are the roots of the minimal polynomial of $\Psi$ repeated enough times to make $n$ numbers where $n$ is the number of conjugate fields.

Example 35. Let $f(x)=x^{4}-3$ and $\sigma=\sqrt[4]{3}$. The conjugate $s$ of $\sigma$ are $\sigma_{1}=\sqrt[4]{3}, \sigma_{2}=-\sqrt[4]{3}, \sigma_{3}=\sqrt{-1} \sqrt[4]{3}$ and $\sigma_{4}=-\sqrt{-1} \sqrt[4]{3}$. A basis for $Q[\sigma]$ is $1, \sigma, \sigma^{2}, \sigma^{3}$ or $1, \sqrt[4]{3}, \sqrt{3}, \sqrt[4]{27}$. Let $\tau_{i}=1+\sigma_{i}^{2}$ or $\tau_{1}=1+\sqrt{3}, \tau_{2}=1-\sqrt{3}, \tau_{3}=1+\sqrt{3}, \tau_{4}=1-\sqrt{3}$. The minimal polynomial of $\tau$ is clearly $x^{2}-2 x-2$. As another example of Theorem 31 a matrix representation for $F_{\tau}$ is determined. Note $\sigma^{4}=3$.

$$
\begin{aligned}
& \mathrm{F}_{\tau}(1)=\tau=1+0+\sigma^{2}+0 \\
& \mathrm{~F}_{\tau}(\sigma)=\tau \sigma=0+1+0+\sigma^{3} \\
& \mathrm{~F}_{\tau}\left(\sigma^{2}\right)=\tau \sigma^{2}=3+0+1 \sigma^{2}+0 \\
& \mathrm{~F}_{\tau}\left(\sigma^{3}\right)=\tau \sigma^{3}=0+3 \sigma+0+1 \sigma^{3}
\end{aligned}
$$

The basis used in Theorem 31 is not the basis used here. The basis used in the proof of the theorem demonstrated the desired result, but, from a computational point of view, it is difficult to discover and use that particular basis. The matrix of $F_{T}$ is

$$
A=\left(\begin{array}{llll}
1 & 0 & 3 & 0 \\
0 & 1 & 0 & 3 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right)
$$

The characteristic polynomial of $\tau$ is $\operatorname{det}(x I-A)$

$$
\left|\begin{array}{cccc}
x-1 & 0 & -3 & 0 \\
0 & x-1 & 0 & -3 \\
-1 & 0 & x-1 & 0 \\
0 & -1 & 0 & x-1
\end{array}\right|=\left(x^{2}-2 x-2\right)^{2}
$$

Also $T(\tau)=4=2\left(\tau_{1}+\tau_{2}\right)$ and $N(\tau)=4=\left(\tau_{1} \tau_{2}\right)^{2}$ where $\tau_{1}$ and $\tau_{2}$ are the distinct roots of the minimal polynomial of $\tau$.

There is one concept left to be discussed in this chapter.

Definition 36. Let $Q[\theta]$ be an algebraic number field of degree $n$ over $Q$. Let $\psi_{1}, \psi_{2}, \ldots, \psi_{n}$ be in $Q[\theta]$ and let $\psi_{i l}, \psi_{i 2}, \ldots, \psi_{i n}$ be the conjugates of $\Psi_{i}$. The number

$$
\Delta\left(\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}\right)=\left|\begin{array}{lllll}
\Psi_{11} & \Psi_{21} & \Psi_{31} & \ldots & \Psi_{n 1} \\
\Psi_{12} & \Psi_{22} & \Psi_{32} & \ldots & \Psi_{32} \\
\ldots & & & & \\
\Psi_{1 n} & \Psi_{2 n} & \Psi_{3 n} & \ldots & \Psi_{n n}
\end{array}\right|
$$

is called the discriminant of $\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}$.

The discriminant is a symmetric function in each of the conjugates of $\Psi_{i}$. Theorem 14 implies the discriminant is a rational number. If
all the $\Psi_{i}$ are algebraic integers then the discriminant is a rational integer. The discriminant of $1, \theta, \theta^{2}, \ldots, \theta^{n-1}$ will be used frequently in Chapter III.

Example 37. Consider the algebraic number field $Q[\alpha]$ of Example 23 where $\alpha$ is a root of $x^{3}-\frac{3}{2} x^{2}+\frac{15}{4} x+\frac{27}{8}$.

$$
\Delta\left(1, \alpha, \alpha^{2}\right)=\left|\begin{array}{ccc}
1 & \alpha_{1} & \alpha_{1}^{2} \\
1 & \alpha_{2} & \alpha_{2}^{2} \\
1 & \alpha_{3} & \alpha_{3}^{2}
\end{array}\right|^{2}
$$

where $\alpha_{1}, \alpha_{2}, \alpha_{3}$ are the conjugates of $\alpha$. From Example 15 $\Delta\left(1, \alpha, \alpha^{2}\right)=b^{2} a^{2}+18 a b c-27 c^{2}-4 b^{3}-4 c a^{3}$ where

$$
\begin{aligned}
& \mathrm{a}=\alpha_{1}+\alpha_{2}+\alpha_{3}=\mathrm{T}(\alpha)=\frac{3}{2} \\
& \mathrm{~b}=\alpha_{1} \alpha_{2}+\alpha_{1} \alpha_{3}+\alpha_{2} \alpha_{3}=\frac{15}{4} \\
& \mathrm{c}=\alpha_{1} \alpha_{2} \alpha_{3}=\mathrm{N}(\alpha)=-\frac{27}{8}
\end{aligned}
$$

Thus $\Delta\left(1, \alpha, \alpha^{2}\right)=-783$. The discriminant of $1, \beta, \beta^{2}$ where $\beta=8 \alpha$ can be computed in the same manner using results of Example 26 $\Delta\left(1, \beta, \beta^{2}\right)=-205258752$. Note that $\Delta\left(1, \alpha, \alpha^{2}\right)$ is in $Z$ but not all of the algebraic numbers $1, \alpha, \alpha^{2}$ are algebraic integers.

Theorem 38. Let $\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}$ be in $Q[\theta]$ where the degree of $\theta$ is $n$. If

$$
\xi_{i}=\sum_{j=1}^{n} a_{i j} \Psi_{j} \quad a_{i j} \in Q
$$

$i=1,2, \ldots, n$ then $\Delta\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)=|A|^{2} \Delta\left(\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}\right)$. Where $|A|$ is $\operatorname{det}\left(\mathrm{a}_{\mathrm{ij}}\right)$.

Proof. Let $\Psi_{i j}$ be the $j^{\text {th }}$ conjugates of $\Psi_{i}$ and $\xi_{i}$ respectively. Let $B$ and $C$ be the matrices with entries $\Psi_{i j}$ and $\xi_{i j}$ respectively. Then $C=A B$ and

$$
\Delta\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)=|C|^{2}=|A B|^{2}=|A|^{2}|B|^{2}=|A|^{2} \Delta\left(\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}\right)
$$

Example 39. The matrix relating $1, \alpha, \alpha^{2}$ and $1, \beta, \beta^{2}$ in
Example 37 is

$$
A=\left(\begin{array}{llr}
1 & 0 & 0 \\
0 & 8 & 0 \\
0 & 0 & 64
\end{array}\right)
$$

$|A|^{2}=(512)^{2}=272144$ and

$$
\Delta\left(1, \beta, \beta^{2}\right)=-205258752=(272144)(-783)=(512)^{2} \Delta\left(1, \alpha, \alpha^{2}\right) .
$$

Theorem 40. The discriminant of any basis of $Q[\theta]$ is never zero.

Proof. Given any two bases of $Q[\theta]$ there exists a matrix A relating them as in Theorem 38. Furthermore $A$ is nonsingular. Thus if one basis with a nonzero discriminant can be found, Theorem 38 will imply that the discriminant of every other basis is not zero. Consider the basis $1, \theta, \theta^{2}, \ldots, \theta^{n-1}$. Let $\theta_{j}$ be the $j^{\text {th }}$ conjugate of $\theta$ then

$$
\Delta\left(1, \theta, \theta^{2}, \ldots, \theta^{n-1}\right)=\left|\begin{array}{ccccc}
1 & \theta_{1} & \theta_{1}^{2} & \cdots & \theta_{1}^{n-1} \\
1 & \theta_{2} & \theta_{2}^{2} & \cdots & \theta_{2}^{n-1} \\
\cdots & & & & \\
1 & \theta_{n} & \theta_{n}^{2} & \cdots & \theta_{n}^{n-1}
\end{array}\right|^{2}
$$

This is the square of the Vandermonde determinant thus

$$
\Delta\left(1, \theta, \theta^{2}, \ldots, \theta^{n-1}\right)=\left(\theta_{1}-\theta_{2}\right)^{2}\left(\theta_{1}-\theta_{3}\right)^{2} \ldots\left(\theta_{n-1}-\theta_{n}\right)^{2}
$$

Since all the $\theta_{j}$ are distinct the discriminant is not zero.
Note also that all the discriminants of bases of $Q[\theta]$ have the same sign. If all the conjugate fields of $Q[\theta]$ are real fields then all the $\theta_{j}$ are real and the discriminant is the square of a real number. Thus the discriminant of a basis must be positive if all the conjugate fields are real.

Theorem 41. Let $Q[\theta]$ be an algebraic number field and $f(x)$ the minimal polynomial of $\theta$. Then

$$
\Delta\left(1, \theta, \theta^{2}, \ldots, \theta^{\mathrm{n}-1}\right)=(-1)^{\frac{\mathrm{n}(\mathrm{n}-1)}{2}} \mathrm{~N}\left(\mathrm{f}^{\prime}(\theta)\right)
$$

Where $n$ is the degree of $f(x)$ and $f^{\prime}(x)$ is the derivative of $f(x)$.
Proof. Let $\theta_{j}$ be the $j^{\text {th }}$ conjugate of $\theta$, then

$$
f(x)=\prod_{j=1}^{n}\left(x-\theta_{j}\right)
$$

and

$$
f^{\prime}(x)=\sum_{i=1}^{n}\left(\prod_{j \neq i}\left(x-\theta_{j}\right)\right) .
$$

Now from Corollary 32

$$
\begin{aligned}
N\left(f^{\prime}(\theta)\right) & =\prod_{k=1}^{n} f^{\prime}\left(\theta_{k}\right) \\
& =\prod_{k=1}^{n}\left(\sum_{i=1}^{n}\left\{\prod_{j \neq i}\left(\theta_{k}-\theta_{j}\right)\right\}\right) \\
& =\prod_{k=1}^{n}\left(\prod_{j \neq k}\left(\theta_{k}-\theta_{j}\right)\right) \\
& =(-1)^{\frac{n(n-1)}{2}} \prod_{k<j}\left(\theta_{k}-\theta_{j}\right)^{2} \\
& =(-1)^{\frac{n(n-1)}{2}} \Delta\left(1, \theta, \theta^{2}, \ldots, \theta^{n-1}\right) .
\end{aligned}
$$

In the next to the last step half of the $n(n-1)$ terms are reversed in order.

Example 42. Let p be a prime number. It can be shown that

$$
f(x)=x^{p-1}+x^{p-2}+x^{p-3}+\ldots+x+1
$$

is irreducible [6]. This polynomial is called the $p^{\text {th }}$ cyclotomic polynomial. Let $\omega$ be a root of $f(x)$ then

$$
\Delta\left(1, \omega, \omega^{2}, \ldots, \omega^{p-2}\right)=(-1)^{\frac{p-1}{2}} N\left(f^{\prime}(\omega)\right)
$$

The norm of $f^{\prime}(\omega)$ is computed in the same manner as in Example 28. Let $F$ be the linear transformation of $Q[\omega]$ determined by $f^{\prime}(\omega)$. Note that

$$
f^{\prime}(\omega)=1+2 \omega+3 \omega^{2}+\ldots+(p-1) \omega^{p-2}
$$

and

$$
\omega^{p-1}=-1-\omega-\omega^{2}-\ldots-\omega^{p-2} .
$$

## Now

$$
\begin{aligned}
& F(1)=f^{\prime}(\omega)=1+2 \omega+3 \omega^{2}+\ldots+(p-1) \omega^{p-2} \\
& F(\omega)=f^{\prime}(\omega) \omega=1-p+(2-p) \omega+(3-p) \omega^{2}+\ldots-\omega^{p-2} \\
& F\left(\omega^{2}\right)=f^{\prime}(\omega) \omega^{2}=1+(2-p) \omega+(3-p) \omega^{2}+\ldots-\omega^{p-2}
\end{aligned}
$$

$$
F\left(\omega^{p-2}\right)=f^{\prime}(\omega) \omega^{p-2}=1+\omega+\omega^{2}+\ldots-\omega^{p-2} .
$$

So the matrix of $F$ is

$$
A=\left(\begin{array}{ccccc}
1 & 2 & 3 & \cdots & p-1 \\
1-p & 2-p & 3-p & \cdots & -1 \\
1 & 2-p & 3-p & \cdots & -1 \\
1 & 2 & 3-p & \cdots & -1 \\
\cdots & & & & 1 \\
1 & 2 & 3 & \cdots & -1
\end{array}\right)
$$

The determinant of $A$ is the norm of $f^{\prime}(\omega)$. It can be shown that the determinant of $A$ is $p^{p-2}$ thus

$$
\Delta\left(1, \omega, \omega^{2}, \ldots, \omega^{p-2}\right)=(-1)^{\frac{p-1}{2}} N\left(f^{\prime}(\omega)\right)=(-1)^{\frac{p-1}{2}} p^{p-2} .
$$

## CHAPTER III

## RINGS OF ALGEBRAIC INT EGERS

The main theme of this chapter is to develop some theorems regarding the structure of the set of algebraic integers contained in some algebraic number field. It follows from Theorem 16 that the set of all algebraic integers in a given algebraic number field forms a ring, in fact it forms an integral domain. An algebraic number field is quadratic or cubic if the degree of the extension is two or three respectively. Many of the results in this chapter will pertain to quadratic and cubic extensions, although Theorem 47, the main theorem of the chapter, relates to extensions of arbitrary degree. More exhaustive results on quadratic extensions can be found in Reid [14], and on cubic extensions in Delone and Faddeev [7].

Example 43. Consider $Q[\sqrt{6}]$ where $x^{2}-6$ is the minimal polynomial of $\sqrt{6}$. The numbers in $Q[\sqrt{6}]$ are of the form $a+b \sqrt{6}$ $a, b$ in $Q$. Suppose $\theta=a+b \sqrt{6}$ is an algebraic integer. If $b=0$ then $\theta=a$ is in $Z$, or $\theta$ is a rational integer. If $b \neq 0$ then $\theta$ has degree two and the characteristic polynomial of $\theta$ is the minimal polynomial of $\theta$. Computing $\mathrm{F}_{\theta}$

$$
\begin{aligned}
& F_{\theta}(1)=\theta=a+b \sqrt{6} \\
& F_{\theta}(6)=\sqrt{6} \theta=6 b+a \sqrt{6}
\end{aligned}
$$

Thus the minimal polynomial of $\theta$ is

$$
\left|\begin{array}{cc}
x-a & -b \\
-6 b & x-a
\end{array}\right|=x^{2}-2 a x+a^{2}-6 b^{2}
$$

For $\theta$ to be an algebraic integer $2 a$ and $a^{2}-6 b^{2}$ must be in $Z$. Clearly if $a$ is in $Z$ then $b$ must be in $Z$. If $a=\frac{r}{2}$ for an odd rational integer $r$ then

$$
a^{2}-6 b^{2}=\frac{r^{2}}{4}-6 b^{2}=\frac{r^{2}-24 b^{2}}{4}
$$

is in $Z$. This implies

$$
r^{2}-24 b^{2} \equiv 0 \bmod 4
$$

or $\quad r^{2} \equiv 0 \bmod 4 . \quad$ Since $r$ is odd this is impossible. Thus the algebraic integers in $Q[\sqrt{6}]$ are all numbers of the form $a+b \sqrt{6}$ with $a$ and $b$ in $Z$.

If $Q[\theta]$ is a quadratic extension of $Q$ then $\theta$ is the root of a quadratic equation. Thus there are $a, b, c$ and $d$ in $Z$ such that $\theta=\frac{a+b \sqrt{d}}{c}$ where $b \neq 0, c \neq 0$ and $d$ is square free. The numbers $l$ and $\theta$ form a basis for $Q[\theta]$, thus $\sqrt{d}=-\frac{a}{b} l+\frac{c}{b} \theta \in Q[\theta]$. Since the degree of $\sqrt{d}$ is two, Theorem 24 implies $Q[\theta]=Q[\sqrt{d}]$. Thus all quadratic extensions can be expressed in the form $Q[\sqrt{d}]$ where d is a square free rational integer.

Theorem 44. The algebraic integers in $Q[\sqrt{d}]$ where $d$ is a square free rational integer are of the form

$$
a+b \sqrt{d} \quad \text { if } d \equiv 2,3 \bmod 4
$$

or

$$
a+b\left(\frac{1+\sqrt{d}}{2}\right) \quad \text { if } d \equiv 1 \bmod 4
$$

where $a, b \in Z$.

Proof. Let $\theta=r+s \sqrt{d}$ be in $Q[\sqrt{d}]$. As in Example 43. The minimal polynomial of $\theta(s \neq 0)$ is

$$
x^{2}-2 r x+r^{2}+s^{2} d
$$

If $\theta$ is an algebraic integer $2 r$ and $r^{2}+s^{2} d$ are in $Z$. If $d \equiv 2$ or $3 \bmod 4$ then $r$ and $s$ are in $Z$ by the same reasoning as in Example 43. If $\mathrm{d} \equiv \mathrm{l} \bmod 4$ then 2 r and 2 s are both odd or both even rational integers. Thus $\theta=r+s \sqrt{d}=(r-s)+(2 s) \frac{1+\sqrt{d}}{2}$ where $r-s$ and $2 s$ are in $Z$.

This theorem states that the ring of integers in a quadratic extension forms a free $Z$ module with two generators. The next theorems generalize this result to extensions of arbitrary degree.

Theorem 45. Let $\theta$ be an algebraic integer of degree $n$ and let $\Delta=\Delta\left(1, \theta, \ldots, \theta^{n-1}\right)$. Then all the algebraic integers in $Q[\theta]$ can be expressed in the form

$$
\frac{1}{\Delta} \sum_{j=0}^{n-1} a_{j} \theta^{j} \quad a_{j} \in Z
$$

Proof. Let $\theta_{i}$ be the ith conjugate of $\theta$. Consider an algebraic integer $\Psi$ in $Q[\Psi]$ then

$$
\Psi=\sum_{j=0}^{n-1} r_{j} \theta^{j} \quad r_{j} \in Q
$$

Now the object is to show the $r_{j}$ can be written as a rational number with denominator $\Delta$. This is done by setting up a system of $n$ equations for $r_{0}, r_{1}, \ldots, r_{n-1}$ with coefficients in $Z$. From Corollary 33 the trace of an algebraic integer is in Z. Calculating the traces of $\psi \theta^{j}$ from Corollary 32 gives

$$
\begin{aligned}
& T(\Psi)=\sum_{i=1}^{n}\left(\sum_{j=0}^{n-1} r_{j} \underset{i}{\theta_{i}^{j}}\right)=\sum_{j=0}^{n-1}\left(\begin{array}{cc}
n & \sum_{i=1}^{j} \\
i
\end{array}\right) r_{j} \\
& T(\Psi \theta)=\sum_{i=1}^{n}\left(\sum_{j=0}^{n-1} r_{j} \theta_{i}^{j+1}\right)=\sum_{j=0}^{n-1}\left(\sum_{i=1}^{n} \underset{i}{\theta^{j}}\right) r_{j}
\end{aligned}
$$

$$
T\left(\Psi \theta^{n-1}\right)=\sum_{i=1}^{n}\left(\sum_{j=0}^{n-1} r_{j} \underset{i}{\theta^{j+n-1}}\right)=\sum_{j=0}^{n-1}\left(\sum_{i=1}^{n} \theta_{i}^{j+n-1}\right) r_{j}
$$

The coefficients of the $r_{j}$ are symmetric functions in $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$. Theorem 14 states that these coefficients can be written as polynomials in the elementary symmetric functions of $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$. Since $\theta$ is an algebraic integer, the elementary symmetric function of $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ are in $Z$. Thus the coefficients of $r_{j}$ are rational integers. The $r_{j}$ 's can be expressed as the ratio of determinants according to Cramer's rule if the determinant of coefficients is not zero. The determinant of the coefficients is

$$
\begin{aligned}
& \left|\begin{array}{lllll}
n & \sum_{i=1}^{n} \theta_{i} & \sum_{i=1}^{n} \theta_{i}^{2} & \cdots & \sum_{i=1}^{n} \theta_{i}^{n-1} \\
\sum_{i=1}^{n} \theta_{i} & \sum_{i=1}^{n} \theta_{i}^{2} & \sum_{i=1}^{n} \theta_{i}^{3} & \cdots & \sum_{i=1}^{n} \theta_{i}^{n} \\
\cdots & & \\
\cdots & \\
\sum_{i=1}^{n} \theta_{i}^{n-1} & \sum_{i=1}^{n} \theta_{i}^{n} & \sum_{i=1}^{n} \theta_{i}^{n+1} & \cdots & \sum_{i=1}^{n} \theta_{i}^{2 n-2}
\end{array}\right| \\
& =\left|\begin{array}{lllll}
1 & 1 & 1 & \ldots & 1 \\
\theta_{1} & \theta_{2} & \theta_{3} & \ldots & \theta_{n} \\
\theta_{1}^{2} & \theta_{2}^{2} & \theta_{3}^{2} & \ldots & \theta_{n}^{2} \\
\ldots & & & & \\
\theta_{1}^{n-1} & \theta_{2}^{n-1} & \theta_{3}^{n-1} & \ldots & \theta_{n}^{n-1}
\end{array}\right|\left|\begin{array}{ccccc}
1 & \theta_{1} & \theta_{1}^{2} & \ldots & \theta_{1}^{n-1} \\
1 & \theta_{2} & \theta_{2}^{2} & \ldots & \theta_{2}^{n-1} \\
1 & \theta_{3} & \theta_{3}^{2} & \cdots & \theta_{3}^{n-1} \\
\cdots & & & \\
1 & \theta_{n} & \theta_{n}^{2} & \cdots & \theta_{n}^{n-1}
\end{array}\right| \\
& =\left|\begin{array}{ccccc}
1 & \theta_{1} & \theta_{1}^{2} & \ldots & \theta_{1}^{n-1} \\
1 & \theta_{2} & \theta_{2}^{2} & \ldots & \theta_{2}^{n-1} \\
1 & \theta_{3} & \theta_{3}^{2} & \ldots & \theta_{3}^{n-1} \\
\cdots & & & \\
1 & \theta_{n} & \theta_{n}^{2} & \ldots & \theta_{n}^{n-1}
\end{array}\right|=\Delta\left(1, \theta, \theta^{2}, \ldots, \theta^{n-1}\right)=\Delta .
\end{aligned}
$$

Theorem 40 implies $\Delta \neq 0$. Thus from Cramer's rule the $r_{j}$ can be expressed as the ratio of determinants. The denominator determinant is $\Delta$. The numerator determinant has only numbers from $Z$ as entries thus the value of that determinant is in $Z$. Thus $r_{j}$ has the desired form.

Note that the theorem did not say that numbers of the form

$$
\frac{1}{\Delta} \sum_{j=0}^{n-1} a_{j} \theta^{j} \quad a_{j} \in Z
$$

are always algebraic integers.

Example 46. From Example 37 with $\Delta=-205258752$ let $a_{0}=1$ and $a_{1}=a_{2}=\ldots=a_{n-1}=0$. Then $\frac{l}{\Delta}$ is a number of the form in Theorem 45 that is not an algebraic integer.

Theorem 47. Let $Q[\theta]$ be an algebraic number field where $\theta$ has degree $n$. There exist algebraic integers $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ in $Q[\theta]$ such that any algebraic integer $\psi$ in $Q[\theta]$ can be exressed uniquely in the form

$$
\psi=\sum_{j=1}^{n} z_{j} \rho_{j} \quad z_{m} \in Z
$$

Proof. Theorem 25 implies that $\theta$ can be assumed to be an algebraic integer without any loss of generality. Let $\Delta=\Delta\left(1, \theta, \theta^{2}, \ldots, \theta^{n-1}\right)$ as in Theorem 45. Consider algebraic integers in $Q[\theta]$ of the form

$$
\begin{align*}
& \rho_{1}=\frac{a_{10}}{\Delta} \\
& \rho_{2}=\frac{a_{20}+a_{21} \theta}{\Delta}  \tag{48}\\
& \ldots \\
& \rho_{n}=\frac{a_{n 0}+a_{n 1} \theta+\ldots+a_{n, n-1} \theta^{n-1}}{\Delta}
\end{align*}
$$

where $a_{i j}$ is in $Z$. Since $\theta^{j}=\frac{\Delta}{\Delta} \theta^{j}$ there is an algebraic integer $\rho_{j}$ for each $j$ in Equation 48 with $a_{j, j-1} \neq 0$. Choose $\rho_{j}$ from the algebraic integers of the form in Equation 48 such that $\left|a_{j, j-1}\right|$ is the smallest positive rational integer, $j=1,2$, , win, $n$. The theorem will be proved when it is shown that $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ satisfy the conclusion of the theorem. Let $\Psi$ be an algebraic integer in $Q[\theta]$ then Theorem 45 implies

$$
\Psi=\frac{b_{0}+b_{1} \theta+\ldots+b_{n-1} \theta^{n-1}}{\Delta} \quad b_{j} \in Z
$$

From the division algorithm $b_{n-1}=z_{n} a_{n, n-1}+r_{n-1}$ where $0 \leq r_{n-1}<\left|a_{n, n-1}\right|$. Now $\psi-z_{n} \rho_{n}$ is an algebraic integer and

$$
\psi-z_{n} \rho_{n}=\frac{1}{\Delta} \sum_{j=0}^{n-1}\left(b_{j}-z_{n} a_{n j}\right) \theta^{j}
$$

Thus the coefficient of $\theta^{n-1}$ is $\frac{r_{n-1}}{\Delta}$, Since $r_{n-1}<\left|a_{n, n-1}\right|$ it must be that $r_{n-1}=0$ because $\rho_{n}$ was the algebraic integer of this form with the coefficient of $\theta^{\mathrm{n}-1}$ least in numerical value. This process is now repeated, that is $\left(b_{n-2}-z_{n} a_{n, n-2}\right)=z_{n-1} a_{n-1, n-2}+r_{n-2}$
where $0 \leq r_{n-2}<\left|a_{n-1, n-2}\right|$. Examination of the algebraic integer $\Psi-z_{n} \rho_{n}-z_{n-1} \rho_{n-1}$ shows $r_{n-2}=0$. This process is repeated until $\psi-z_{n} \rho_{n}-z_{n-1} \rho_{n-1}-\cdots-z_{1} \rho_{1}=0$ or

$$
\Psi=\sum_{j=1}^{n} z_{j} \rho_{j} \quad z_{j} \in Z
$$

Thus all the algebraic integers in $Q[\theta]$ can be expressed in the desired form. In particular $1, \theta, \theta^{2}, \ldots, \theta^{n-1}$ can be, thus $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ must be a basis for $Q[\theta]$. This implies that the $z_{j}$ zre unique.

Definition 49. Let $Q[\theta]$ be an algebraic number field and have degree $n$. The algebraic integers $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ are called an integral basis for $Q[\theta]$ if they are a basis for $Q[\theta]$ and every algebraic integer $\Psi$ in $Q[\theta]$ can be expressed in the form

$$
\Psi=\sum_{i=1}^{n} z_{i} \rho_{i} \quad z_{i} \in Z
$$

Every algebraic:number field $Q[\theta]$ has an integral basis (Theorem 47). For a quadratic extension Theorem 44 completely describes the situation. In general finding an integral basis for a given extension is a difficult task. However it can be shown that the discriminant of an integral basis is minimal.

Theorem 50. Let $\Psi_{1}, \Psi_{2}, \ldots, \psi_{n}$ be algebraic integers that form a basis for $Q[\theta]$, and let $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ be an integral basis for $Q[\theta]$. Then $\left|\Delta\left(\psi_{1}, \psi_{2}, \ldots, \psi_{n}\right)\right| \geq\left|\Delta\left(\rho_{1}, \rho_{2}, \ldots, \rho_{n}\right)\right|$. Equality occurs if and only if $\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}$ is an integral basis for $Q[\theta]$.

Proof. Since $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ is an integral basis there exists $z_{i j}$ in $Z$ such that

$$
\Psi_{i}=\sum_{j=1}^{n} z_{i j} \rho_{j} \quad i=1,2, \ldots, n
$$

Let $A$ be the matrix with $z_{i j}$ as entries. From Theorem 38

$$
\Delta\left(\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}\right)=(\operatorname{det} A)^{2} \Delta\left(\rho_{1}, \rho_{2}, \ldots, \rho_{n}\right)
$$

Since the $z_{i j}$ are in $Z \quad \operatorname{det} A$ is in $Z$. Theorem 40 implies $\operatorname{det} A \neq 0$. Thus $(\operatorname{det} A)^{2} \geq 1$ which implies

$$
\left|\Delta\left(\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}\right)\right| \geq\left|\Delta\left(\rho_{1}, \rho_{2}, \ldots, \rho_{n}\right)\right|
$$

The numbers $\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}$ are an integral basis if and only if $A^{-1}$ has entries in $Z$. This is true if and only if $\operatorname{det} A$ and $\operatorname{det} A^{-1}$ are both in $Z$. Since $\operatorname{det} A^{-1}=(\operatorname{det} A)^{-1}$ it follows that $|\operatorname{det} A|=1$ and

$$
\Delta\left(\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}\right)=\Delta\left(\rho_{1}, \rho_{2}, \ldots, \rho_{n}\right) .
$$

The number $\Delta\left(\rho_{1}, \rho_{2}, \ldots, \rho_{n}\right)$ is called the discriminant of $\mathrm{Q}[\theta]$.

Example 51. Consider $Q[\sqrt{d}]$. If $d \equiv 2$ or $3 \bmod 4$ then $1, \sqrt{d}$ form an integral basis and the discriminant of $Q[\sqrt{d}]$ is

$$
\Delta(1, \sqrt{d})=\left|\begin{array}{cc}
1 & \sqrt{d} \\
1 & -\sqrt{d}
\end{array}\right|^{2}=(-2 \sqrt{d})^{2}=4 d .
$$

If $d \equiv 1 \bmod 4$ then $1, \frac{1+\sqrt{d}}{2}$ forms an integral basis and the discriminant is

$$
\Delta\left(1, \frac{1+\sqrt{d}}{2}\right)=\left|\begin{array}{ll}
1 & \frac{1+\sqrt{d}}{2} \\
1 & \frac{1-\sqrt{d}}{2}
\end{array}\right|^{2}=(-\sqrt{d})^{2}=d .
$$

Thus the discriminant of $Q[\sqrt{d}]$ is $4 d$ when $d \equiv 2,3 \bmod 4$, or is d if $\mathrm{d} \equiv 1 \bmod 4$.

Let $\xi$ be an algebraic integer in $Q[\theta]$ with representation according to Theorem 45

$$
\xi=\frac{1}{\Delta} \sum_{j=0}^{s-1} a_{j} \theta^{j} \quad a_{j} \in Z
$$

where $s-1<n-1$, That is assume $a_{s}=a_{s+1}=\ldots=a_{n-1}=0$. Then the corresponding representation of $\xi$ according to Theorem 47 is

$$
\xi=\sum_{j=1}^{s} z_{j} \rho_{j} \quad z_{j} \in Z
$$

In other words $z_{s+1}=z_{s+2}=\ldots=z_{n}=0$. This follows from the way the $z_{j}$ were calculated in the proof of Theorem 47. This fact will be used to discover many relations among the $\mathrm{a}_{\mathrm{ij}}{ }^{\prime} \mathrm{s}$ of Equation 48 when $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ is an integral basis. Note that $\rho_{1}$ in Equation 48 is in $Q$ thus if $\rho_{1}$ is to be an algebraic integer $\Delta \mid a_{10}$. Thus the smallest nonzero $\left|a_{10}\right|$ is $\Delta$ so $\rho_{1}$ can. always be chosen as 1 . Now

$$
\theta^{j}=\frac{\Delta}{\Delta} \theta^{j}=\sum_{i=1}^{j+1} z_{i} \rho_{i} \quad j=1,2, \ldots, n-1 .
$$

Calculating $z_{j+1}$ as in the proof of Theorem 47 gives $\Delta=z_{j+1}{ }^{\mathrm{j}}{ }_{j+1, j}$.

Thus $a_{j+1, j} \mid \Delta$ for $j=1,2, \ldots, n-1$. Let $\Delta_{j}=\frac{\Delta}{a_{j, j-1}}$. The number $\theta \rho_{j}$ is an algebraic integer for $j=1, \ldots, n$. Now

$$
\theta p_{j}=\frac{a_{j 0} \theta+a_{j 1} \theta^{2}+\ldots+a_{j, j-1} \theta^{j}}{\Delta}
$$

and

$$
\theta \rho_{j}=\sum_{i=1}^{j+1} z_{i} \rho_{i} .
$$

Thus $a_{j, j-1}=z_{j+1} a_{j+1, j}$ or $a_{j+1, j} \mid a_{j, j-1}$ for $j=1,2, \ldots, n-1$.
Since $\Delta=\Delta_{j} a_{j, j-1}=\Delta_{j+1} a_{j+1, j}$ the fact that $a_{j+1, j} \mid a_{j, j-1}$ implies $\Delta_{j} \mid \Delta_{j+1}$. Induction on $j$ will be used to show that for $1 \leq j \leq n$ $a_{j, j-1} \mid a_{j k} \quad k=0,1,2, \ldots, j-1$. For $j=1 \quad a_{10} \mid a_{10}$. Suppose the statement is true for $j=1,2, \ldots, s$. Now

$$
\theta \rho_{s}=\sum_{i=1}^{s+1} z_{i} \rho_{i}
$$

or

$$
z_{s+1} \rho_{s+1}-\theta \rho_{s}=\sum_{i=1}^{s} z_{i} \rho_{i}
$$

Then since $z_{s+1}=\frac{a_{s, s-1}}{a_{s+1, s}}$

$$
\frac{\Delta}{a_{s+1, s}} \rho_{s+1}=\frac{\Delta \theta}{a_{s, s-1}} \rho_{s}+\sum_{i=1}^{s} z_{i} \frac{\Delta}{a_{s, s-1}} \rho_{i} .
$$

Using Equation 48 to write this equation as a polynomial in $\theta$, the left side is

$$
\frac{a_{s+1,0}}{a_{s+1, s}}+\frac{a_{s+1,1}}{a_{s+1, s}} \theta+\frac{a_{s+1,2}}{a_{s+1, s}} \theta^{2}+\ldots+\frac{a_{s+1, s}}{a_{s+1, s}} \theta^{s}
$$

while the right hand side is

$$
\begin{aligned}
\frac{a_{s, 0}}{a_{s, s-1}} \theta & +\frac{a_{s, 1}}{a_{s, s-1}} \theta^{2}+\ldots+\frac{a_{s, s-1}}{a_{s, s-1}} \theta^{s} \\
& +\sum_{i=1}^{s} \frac{z_{i} a_{i, i-1}}{a_{s, s-1}}\left(\frac{a_{i, 0}}{a_{i, i-1}}+\frac{a_{i, 1}}{a_{i, i-1}} \theta+\ldots+\frac{a_{i, i-1}}{a_{i, i-1}} \theta^{i-1}\right) .
\end{aligned}
$$

The coefficients of $\theta^{i}$ on the left side must equal the right side since $1, \theta, \theta^{2}, \ldots, \theta^{n-1}$ is a basis. All the coefficients on the right hand side are rational integers by the induction hypothesis. Thus the coefficients on the left hand side are also in $Z$, and the induction is completed. Summing up, $Q[\theta]$ has an integral basis of the form

$$
\begin{equation*}
\rho_{j}=\frac{h_{j}(\theta)}{\Delta_{j}} \quad j=1,2, \ldots, n \tag{5l}
\end{equation*}
$$

where $h_{j}(x)$ is a monic polynomial in $Z[x]$ of degree $j-1$. Also $\Delta_{j} \mid \Delta_{j+1}$ and

$$
\Delta\left(\rho_{1}, \rho_{2}, \ldots, \rho_{n}\right) \prod_{j=1}^{n} \Delta_{j}^{2}=\Delta\left(1, \theta, \theta^{2}, \ldots, \theta^{n-1}\right)
$$

Since $\left|a_{j, j-1}\right|$ is picked to be smallest, then $\left|\Delta_{j}\right|$ must be picked largest. Finally $\rho_{1}=1$.

Example 52. Consider $Q[\omega]$ where $\omega$ is a root of the pth cyclotomic polynomial as in Example 42. Now

$$
x^{p}-1=(x-1)\left(x^{p-1}+x^{p-2}+\ldots+x+1\right)
$$

Since the second factor on the right hand side is the minimal polynomial of $\omega$ it follows that $\omega^{\mathrm{p}}=1$. Thus $\left(\omega^{\mathrm{j}}\right)^{\mathrm{p}}=\omega^{\mathrm{jp}}=\left(\omega^{\mathrm{p}}\right)^{\mathrm{j}}=1$ so $\omega^{\mathrm{j}}$ is a root of $x^{p}-1$. The only root of $x-1$ is 1 thus $\omega, \omega^{2}, \omega^{3}, \ldots, \omega^{p-1}$ must be the p-1 roots of the minimal polynomial of $\omega$. No two of those powers of $\omega$ are equal because of the properties of the minimal polynomial. Thus $N\left(\omega^{j}\right)=-1$ and $T\left(\omega^{j}\right)=-1$ for $j=1,2, \ldots, p-1$. Consider the number $\lambda=1-\omega$. The matrix of $F_{\lambda}$ for the basis $1, \omega, \ldots, \omega^{\mathrm{p}-2}$ is found from

$$
\begin{aligned}
& F_{\lambda}(1)=1-\omega \\
& F_{\lambda}(\omega)=0+\omega-\omega^{2} \\
& \cdots \\
& F_{\lambda}\left(\omega^{p-3}\right)=0+0+\ldots+0+\omega^{p-3}-\omega^{p-2} \\
& F_{\lambda}\left(\omega^{p-2}\right)=1+\omega+\omega^{2}+\ldots+\omega^{p-3}+2 \omega^{p-2}
\end{aligned}
$$

Thus $N(\lambda)=p$ and $T(\lambda)=p$. The next two lemmas will be used to prove that $1, \omega, \omega^{2}, \ldots, \omega^{\mathrm{p}-2}$ form an integral basis for $Q[\omega]$.

Lemma. Let $\Psi$ be an algebraic integer in $Q[\omega]$. If $\Psi \lambda$ is in $Z$ then $\mathrm{p} \mid \Psi \lambda$.

Proof. The matrix of $F_{\Psi \lambda}$ with respect to the basis $1, \omega, \omega^{2}, \ldots, \omega \omega^{p-2}$ is a diagonal matrix since $F_{\Psi \lambda}\left(\omega^{j}\right)=\Psi \lambda \omega^{j}, j=0,1, \ldots, p-2$ and $\psi \lambda$ is in $Z$. Thus

$$
N(\Psi \lambda)=(\Psi \lambda)^{p-1}=N(\Psi) N(\lambda)=N(\Psi) p .
$$

Since $N(\Psi)$ is in $Z$ it follows that $p \mid \Psi \lambda$.

Lemma. Let $\xi$ be an algebraic integer in $Q[\omega]$, then $p \mid T(\xi \lambda)$.

Proof. Since $\xi \lambda$ is an algebraic integer $T(\xi \lambda)$ is in $Z$. The previous lemma can be applied if $T(\xi \lambda)$ can be shown to be the product of $\lambda$ and some algebraic integer in $Q[\omega]$. Let the conjugates of $\xi$ be $\xi_{1}, \xi_{2}, \ldots, \xi_{p-1}$. The conjugates of $\lambda$ are $1-\omega, 1-\omega^{2}, \ldots, 1-\omega^{p-1}$. Note that

$$
1-\omega^{j}=(1-\omega) \sum_{k=1}^{j-1} \omega^{k}=\lambda \sum_{k=1}^{j-1} \omega^{k} .
$$

Thus

$$
T(\xi \lambda)=\sum_{j=1}^{p-1} \xi_{j}\left(1-\omega^{j}\right)=\lambda\left(\sum_{j=1}^{p-1} \xi_{j} \sum_{k=1}^{j-1} \omega^{k}\right) .
$$

Since

$$
\sum_{j=1}^{p-1} \xi_{j} \sum_{k=1}^{j-1} \omega^{k}
$$

is an algebraic integer in $Q[\omega]$ the proof is complete.
Now to show that $1, \omega, \ldots, \omega^{\mathrm{p}-2}$ forms an integral basis for $Q[\omega]$ consider an algebraic integer $\xi$ in $Q[\omega]$. Then

$$
\xi=\sum_{i=0}^{p-2} a_{i} \omega^{i} \quad a_{i} \in Q
$$

The proof will be complete when it is shown that the $a_{i}$ are in $Z$. Now

$$
\begin{aligned}
T(\xi \lambda) & =T\left(\sum_{i=0}^{p-2} a_{i} \omega^{i}(1-\omega)\right) \\
& =T\left(\sum_{i=0}^{p-2} a_{i}\left(\omega^{i}-\omega^{i+1}\right)\right) \\
& =\sum_{i=0}^{p-2} a_{i}\left(T\left(\omega^{i}\right)-T\left(\omega^{i+1}\right)\right) \\
& =a_{0} T(\lambda)=a_{0} p
\end{aligned}
$$

So $a_{0}=\frac{T(\xi \lambda)}{p}$ but $p \mid T(\xi \lambda)$ thus $a_{0}$ is in $Z$. Now $\omega^{p}=1$ so $\omega^{p-1}=\omega^{-1}$ is an algebraic integer in $Q[\omega]$. Consider

$$
\left(\xi-a_{0}\right) \omega^{-1}=\sum_{i=1}^{p-2} a_{i} \omega^{i-1}
$$

The trace of $\left(\xi-a_{0}\right) \omega^{-1} \lambda$ and the second lemma can be used to show $a_{1}$ is in $Z$ just as $a_{0}$ is. This process can be repeated to show all $a_{i}$ are in $Z$. Thus $l, \omega, \omega^{2}, \ldots, \omega^{p-2}$ is an integral basis for $Q[\omega]$.

The rest of the chapter is one long example demonstrating a method for finding an integral basis.

Example 53. Consider $Q[\alpha]$ from Example 23. The number $\alpha$ is not an algebraic integer. In Example 26 the number $\beta=8 \alpha$ is an algebraic integer and $1, \beta, \beta^{2}$ form a basis for $Q[\alpha]$. From Example $37 \Delta\left(1, \beta, \beta^{2}\right)=-205258752=-(2)^{18}(3)^{3}(29)=\Delta$. The minimal polynomial of $\beta$ is $g(x)=x^{3}-12 x^{2}+240 x+1728$. Basis elements exist with the form of Equation 51, that is

$$
\begin{aligned}
& \rho_{1}=1 \\
& \rho_{2}=\frac{a+\beta}{\Delta_{2}} \\
& \rho_{3}=\frac{b+c \beta+\beta^{2}}{\Delta_{3}}
\end{aligned} \quad a, b, c \in Z
$$

Since $\Delta\left(1, \rho_{2}, \rho_{3}\right)=\Delta\left(l, \rho_{2}+h, \rho_{3}+k_{1}, \rho_{2}+k_{2}\right)$ for $h, k_{1}$ and $k_{2}$ in $Z$ it follows from Theorem 50 that $1, \rho_{2}+h, \rho_{3}+k_{1} \rho_{2}+k_{2}$ is an integral basis if $l, \rho_{2}, \rho_{3}$ is an integral basis. By making the appropriate choice for $h, k_{1}$ and $k_{2}$ the numbers $a, b$ and $c$ can be chosen such that

$$
\begin{equation*}
|a|<\left|\Delta_{2}\right| \quad|b|<\left|\Delta_{3}\right| \quad|c|<\left|\Delta_{3}\right| \tag{54}
\end{equation*}
$$

without loss of generality. Since

$$
\begin{aligned}
& 1=1 \\
& \rho_{2}=\frac{a}{\Delta_{2}}+\frac{1}{\Delta_{2}} \beta \\
& \rho_{2}^{2}=\frac{a^{2}}{\Delta_{2}^{2}}+\frac{2 \mathrm{a}}{\Delta_{2}^{2}} \beta+\frac{1}{\Delta_{2}^{2}} \beta^{2}
\end{aligned}
$$

Theorem 38 implies $\Delta\left(1, \rho_{2}, \rho_{2}^{2}\right)=\left(\frac{1}{\Delta_{2}}\right)^{6} \Delta\left(1, \beta, \beta^{2}\right)$. Hence $\Delta_{2}^{6} / 2^{18} 3^{3} 29$. Since $\Delta_{2}$ is to be as large as possible the first candidate for $\Delta_{2}$ is $2^{3}=8$. Let $F_{2}$ be the linear transformation corresponding to $\beta_{2}$ then

$$
F_{2}(1)=\frac{a}{\Delta_{2}}+\frac{1}{\Delta_{2}} \beta
$$

$$
\begin{aligned}
& F_{2}(\beta)=0+\frac{a}{\Delta_{2}} \beta+\frac{1}{\Delta_{2}} \beta^{2} \\
& F_{2}\left(\beta^{2}\right)=-\frac{1728}{\Delta_{2}}-\frac{240}{\Delta_{2}} \beta+\frac{a+12}{\Delta_{2}} \beta^{2}
\end{aligned}
$$

The characteristic polynomial of $\rho_{2}$ is

$$
\left.\begin{array}{ccc}
x-\frac{a}{\Delta_{2}} & -\frac{1}{\Delta_{2}} & 0 \\
0 & x-\frac{a}{\Delta_{2}} & -\frac{1}{\Delta_{2}} \\
\frac{1728}{\Delta_{2}} & \frac{240}{\Delta_{2}} & x-\frac{a+12}{\Delta_{2}}
\end{array} \right\rvert\,
$$

The coefficients of this polynomial must be in $Z$ if $\rho_{2}$ is to be an algebraic integer. Thus

$$
\begin{align*}
& 3 a+12 \equiv 0 \bmod \Delta_{2} \\
& 3 a^{2}+24 a+240 \equiv 0 \bmod \Delta_{2}^{2}  \tag{55}\\
& a^{3}+12 a^{2}+240 a-1728 \equiv 0 \bmod \Delta_{2}^{3}
\end{align*}
$$

A solution can be found with $\Delta_{2}=8$ namely $a=4$. Thus

$$
\rho_{2}=\frac{4+\beta}{8}
$$

and the minimal polynomial of $\rho_{2}$ is

$$
x^{3}-24 x^{2}+384 x-512
$$

Finally, $\Delta\left(1, \rho_{2}, \rho_{2}^{2}\right)=-3^{3} 29$. Now $\beta=-4+8 \rho_{2}$ so

$$
\rho_{3}=\frac{b+c\left(-4+8 \rho_{2}\right)+\beta^{2}}{\Delta} .
$$

Expressing $1, \beta, \beta^{2}$ in terms of $1, \rho_{2}, \rho_{3}$ gives

$$
\begin{aligned}
& 1=1 \\
& \beta=-4+8 \rho_{2} \\
& \beta^{2}=4 c-b-8 \rho_{2}+\Delta_{3} \rho_{3} .
\end{aligned}
$$

From Theorem $38 \quad \Delta\left(1, \beta, \beta^{2}\right)=-2^{18} 3^{3} 29=\left(8 \Delta_{3}\right)^{2} \Delta\left(1, \rho_{2}, \rho_{3}\right)$. Thus $\Delta_{3} \mid 2^{6} 3$. The largest candidate for $\Delta_{3}$ is therefore $2^{6} 3=192$. Let $F_{3}$ be the linear transformation corresponding to $\rho_{3}$ then

$$
\begin{aligned}
& F_{3}(1)=\frac{b}{\Delta_{3}}+\frac{c}{\Delta_{3}} \beta+\frac{1}{\Delta_{3}} \beta^{2} \\
& F_{3}(\beta)=-\frac{1728}{\Delta_{3}}+\frac{b-240}{\Delta_{3}} \beta+\frac{c+12}{\Delta_{3}} \beta^{2} \\
& F_{3}\left(\beta^{2}\right)=-\frac{1728(c+12)}{\Delta_{3}}-\frac{240(c+12)+1728}{\Delta_{3}} \beta+\frac{b-240+12(c+12)}{\Delta_{3}} \beta^{2} .
\end{aligned}
$$

The characteristic polynomial of $\rho_{3}$ is

$$
\begin{aligned}
& x-\frac{b}{\Delta_{3}} \\
& -\frac{c}{\Delta_{3}} \\
& -\frac{1}{\Delta_{3}} \\
& \frac{1728}{\Delta_{3}} \\
& x-\frac{b-240}{\Delta_{3}} \\
& -\frac{c+12}{\Delta_{3}} \\
& \frac{1728 c+20736}{\Delta_{3}} \\
& \frac{240 c+4608}{\Delta_{3}} \\
& x-\frac{b+12 c-96}{\Delta_{3}} \\
& =x^{3}-\frac{3 b+12 c-336}{\Delta_{3}} x^{2} \\
& +\frac{3 b^{2}-672 b+99072+24 b c+8064 c+240 c^{2}}{\Delta_{3}^{2^{3}}} x \\
& +\frac{-b^{3}+336 b^{2}-12 b^{2} c-99072 b-240 c^{2} b+1728 c^{3}}{\Delta_{3}^{3}} \\
& +\frac{414720 c-8064 b c-2985964}{\Delta_{3}^{3}} .
\end{aligned}
$$

Since these coefficients must be in $Z$ for $\rho_{3}$ to be an algebraic integer three congruences are obtained. The first is

$$
3 b+12 c-336 \equiv 0 \bmod \Delta_{3} .
$$

For $\Delta_{3}=192$ this congruence becomes

$$
b+4 c \equiv 112 \bmod 64 \quad \text { or } \quad b \equiv 48-4 c \bmod 64
$$

The general solution to this congruence is

$$
\begin{align*}
& b=4 s \\
& c=16 t-s+12 \tag{55}
\end{align*}
$$

for any $s$ and $t$ in $Z$. Inequality 54 implies that $b$ and $c$ are bounded by 192. Two possibilities arise: either there is $a \operatorname{b}$ and c given by Equation 55 that makes all the coefficients of the characteristic equation of $\rho_{3}$ rational integers or $\Delta_{3} \neq 192$. Trial and error shows that $b=48$ and $c=0$ makes all the coefficients in $Z$. Thus

$$
\rho_{3}=\frac{48+\beta^{2}}{192}
$$

The minimal polynomial of $\rho_{3}$ is $x^{3}+x^{2}+2 x-1$. From Theorem 38 $\Delta\left(1, \beta, \beta^{2}\right)=\left(\frac{1}{8} \cdot \frac{1}{192}\right)^{2} \Delta\left(1, \rho_{2}, \rho_{3}\right)$. Thus $\Delta\left(1, \rho_{2}, \rho_{3}\right)=-3 \cdot 29$ is the discriminant of $Q[\alpha]$. Finally the integral basis can be given in terms of $\alpha$ where $\alpha=8 \beta$

$$
\begin{aligned}
& \rho_{1}=1 \\
& \rho_{2}=\frac{1+2 \alpha}{2} \\
& \rho_{3}=\frac{3+4 \alpha^{2}}{12} .
\end{aligned}
$$

The methods used in this example could, in principle, be applied to any algebraic extension. For some special types of extensions, simultaneous congruences have been found that give an integral basis. None of these systems have led to methods of attacking the general case different from the one used in the example. Two of these special cases are the cubic extension done in 1894 [7] and the pure extension done in 1930 [4].

## CHAPTER IV

## UNITS

The main goal of this chapter is to develop Dirichlet's fundamental theorem on units. This is an existence theorem concerning the structure of the set of units in the ring of algebraic integers contained in an algebraic number field. The theorem only proves the existence of certain numbers; it does not say how to find these numbers. As with integral bases, algorithms for units have been worked out for quadratic and cubic extensions. The chapter begins with the definition of a unit and some elementary properties.

Definition 56. An algebraic integer is called a unit if its multiplicative inverse is also an algebraic integer.

From the definition it is clear that the inverse of a unit is a unit. If $\mu_{1}$ and $\mu_{2}$ are units in $Q[\theta]$ then $\mu_{1} \mu_{2}$ and $\mu_{1}^{-1} \mu_{2}^{-1}$ are algebraic integers in $Q[\theta]$. Now $\left(\mu_{1} \mu_{2}\right)\left(\mu_{1}^{-1} \mu_{2}^{-1}\right)=1$ thus $\mu_{1} \mu_{2}$ is a unit in $Q[\theta]$. So the set of units in $Q[\theta]$ forms a group under multiplication.

Theorem 57. Let $\mu$ be an algebraic integer in $Q[\theta]$. Then $\mu$ is a unit if and only if $N(\mu)= \pm 1$.

Proof. If $\mu$ is a unit then $\mu^{-1}$ is a unit. Now by Corollary 33, $N(\mu)$ and $N\left(\mu^{-1}\right)$ are in $Z$ since $\mu$ and $\mu^{-1}$ are algebraic integers. The
number 1 in $Q[\theta]$ corresponds to the identity transformation thus $N(1)=1$. Now

$$
N(\mu) N\left(\mu^{-1}\right)=N\left(\mu \mu^{-1}\right)=N(1)=1
$$

Thus $N(\mu) \mid l$ or $N(\mu)= \pm 1$. Conversely, suppose $N(\mu)= \pm 1$. Let the conjugates of $\mu$ be $\mu=\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ then $\pm 1=N(\mu)=\mu_{1} \mu_{2} \cdots \mu_{n}$ or $\mu^{-1}= \pm \mu_{2} \mu_{3} \cdots \mu_{n}$. Since $\mu_{2}, \mu_{3}, \cdots, \mu_{n}$ are roots of the minimal polynomial of $\mu$ they are also algebraic integers hence their product, $\mu^{-1}$, is an algebraic integer. Thus $\mu$ is a unit.

Theorem 58. Let $f(x)$ be a monic polynomial in $Z[x]$ with constant term $\pm 1$. Then the roots of $f(x)$ are units.

Proof. If $f(x)$ is irreducible then $f(x)$ is the minimal polynomial of its roots and the theorem follows from Corollary 32. If $f(x)$ is reducible then by Theorem 6 the irreducible factors are monic with constant term $\pm 1$. Now Corollary 32 may be applied to the irreducible factors of $f(x)$ and the theorem is proved.

Defininition 59. A root of the polynomial $\mathrm{x}^{\mathrm{n}}-1$ is called an $n^{\text {th }}$ root of unity. If $\omega$ is an $n^{\text {th }}$ root of unity but not a $k^{\text {th }}$ root of unity for $k<n$ then $\omega$ is a primitive $n^{\text {th }}$ root of unity.

Theorem 58 implies that roots of unity are units, De Moivre's theorem gives an expression for the $n^{\text {th }}$ roots of unity:

$$
\begin{equation*}
\exp \left\{\frac{2 \pi k \sqrt{-1}}{n}\right\}=\cos \frac{2 \pi k}{n}+\sqrt{-1} \sin \frac{2 \pi k}{n} \tag{60}
\end{equation*}
$$

where $k=1,2, \ldots, n$.

Let $\varphi(\mathrm{n})$ be the Euler totient. Then the definition of roots of unity and De Moivre's theorem imply the following theorem.

Theorem 61. There are $\varphi(n)$ primitive $n^{\text {th }}$ roots of unity. If $(k, n)=d$ then $\exp \left\{\frac{2 \pi k \sqrt{-1}}{n}\right\}$ is a primitive $n / d^{\text {th }}$ root of unity. If $h \mid n$ then an $h^{\text {th }}$ root of unity is an $n^{\text {th }}$ root of unity.

Let $\omega_{1}, \omega_{2}, \ldots, \omega_{\varphi(n)}$ be the primitive $n^{\text {th }}$ roots of unity. Then

$$
\phi_{n}(x)=\prod_{j=1}^{\varphi(n)}\left(x-\omega_{j}\right)
$$

is called the $n^{\text {th }}$ cyclotomic polynomial. It can be shown that $\phi_{n}(x)$ is the minimal polynomial for the primitive $n^{\text {th }}$ roots of unity. Examples 42 and 52 dealt with roots of $p^{\text {th }}$ cyclotomic polynomials where $p$ is a prime number. A more detailed discussion of cyclotomic polynomials can be found in Clark [6].

The next theorem is one of many in this chapter that makes use of counting techniques in the proof.

Theorem 62. Let $M$ be a positive number. Then there are only finitely many algebraic integers $\Psi$ of degree $n$ or less such that $\left|\Psi_{j}\right|<M$ where $\Psi_{j}$ are the conjugates of $\psi$.

Proof. Let

$$
f(x)=\sum_{i=0}^{k} a_{i} x^{i} \quad a_{i} \in Z
$$

be the minimal polynomial of $\Psi_{1}, \Psi_{2}, \ldots, \Psi_{k}$. Where $k \leq n$ and $\left|\psi_{j}\right|<M \quad j=1,2, \ldots, k$. The $\left|a_{i}\right|$ are the elementary symmetric
functions of $\Psi_{1}, \Psi_{2}, \ldots, \Psi_{k}$. Thus

$$
\left|a_{i}\right| \leq\binom{ k}{i} M^{i} \quad i=0,1,2, \ldots, k
$$

where $\binom{k}{i}$ is the binomial coefficient. Since the $a_{i}$ are bounded and in $Z$ there are only finitely many numbers that $a_{i}$ can be. Thus there can only be finitely many polynomials with roots bounded by M. Since there are only finitely many polynomials there are only finitely many $\Psi$ as in the theorem.

Theorem 63. Let $\Psi$ be an algebraic integer. Then $\Psi$ is a root of unity if and only if all the conjugates of $\Psi$ have absolute value one, Proof. Equation 60 implies that all the roots of unity have absolute value one. Since the conjugates of roots of unity are also roots of unity it follows that all the conjugates of a root of unity have absolute value one. Conversely let $\Psi$ be an algebraic integer such that all its conjugates have absolute value one. Now $\Psi$ is in $Q[\psi]$ and since $Q[\Psi]$ is closed under multiplication the algebraic integers $\psi^{k}$ are in $Q[\psi]$ for $k=1,2, \ldots$. From Theorem 30 the degree of $\Psi^{k}$ is less than or equal to the degree of $\Psi$. If $\Psi_{j}$ is a conjugate of $\Psi$ then $\Psi_{j}^{k}$ is a conjugate of $\Psi^{k}$. Since $\left|\psi_{j}\right|=1,\left|\psi_{j}^{k}\right|=1$. Thus from Theorem 62 the sequence $\psi, \psi^{2}, \psi^{3}, \ldots$ can have only finitely many distinct values. Therefore for some $u$ and $v$ with $u>v \quad \Psi^{u}=\Psi^{v}$. Thus $\Psi^{u-v}=1$ or $\Psi$ is a $u-v^{\text {th }}$ root of unity.

These last two theorems imply that the number of roots of unity in a given algebraic number field is finite.

Theorem 64. The set of roots of unity in $Q[\theta]$ forms a cyclic group. That is, there is a root of unity $\omega$ in $Q[\theta]$ such that $\omega, \omega^{2}, \ldots, \omega^{k}=1$ is the complete set of roots of unity in $Q[\theta]$.

Proof. Since the re are only finitely many roots of unity in $Q[\theta]$ there is a maximum $n$ for which there is an $n^{\text {th }}$ root of unity in $Q[\theta]$. Let that maximum value be $k$. From Equation 60 all the $k^{\text {th }}$ roots of unity are in $Q[\theta]$. That is, if $\omega$ is a primitive $k^{\text {th }}$ root of unity in $Q[\theta]$, then $\omega, \omega^{2}, \ldots, \omega^{k}=1$ are all in $Q[\theta]$. The theorem will be proved if it is shown that there can not be any other roots of unity other than $k^{\text {th }}$ roots of unity in $Q[\theta]$. Suppose $v$ is a root of unity in $Q[\theta]$ and $v$ is not a $k^{\text {th }}$ root of unity. Then $v$ is an $h^{\text {th }}$ primitive root of unity where $h / k$ and $h<k$. Then $\omega \nu$ is an $m^{\text {th }}$ root of unity in $Q[\theta]$ where $m$ is the least common multiple of $h$ and $k$. Thus $m>k$ contradicting the maximum property of $k$. Therefore there is no other roots of unity in $Q[\theta]$ other than the $k^{\text {th }}$ roots.

Theorem 65. Let $Q[\theta]$ be an algebraic number field. If $\theta$ has a real conjugate then the only roots of unity in $Q[\theta]$ are +1 and -1 . Proof. Let $\omega$ be a root of unity in $Q[\theta]$. Let $\theta_{j}$ be a real conjugate of $\theta$ then $Q\left[\theta_{j}\right]$ is a field of real numbers. If $\omega_{j}$ is the conjugate of $\omega$ in $Q\left[\theta_{j}\right]$ then $\omega_{j}$ is real. The conjugates of roots of unity are roots of unity. Thus $\omega_{j}$ is a real root of unity that is $\omega_{j}= \pm 1$. Since the minimal polynomial of $\pm 1$ is $\mathrm{x} \mp 1$ it follows that $\omega= \pm 1$.

Corollary 66. If the degree of $\theta$ is odd then 1 and -1 are the only roots of unity in $Q[\theta]$.

Proof. The degree of $\theta$ is odd implies $\theta$ has a real conjugate.

There is one more result before beginning a long sequence of theorems leading to Dirichlet's theorem. This theorem proves one case not covered in the proof of Dirichlet's theorem.

Theorem 67. Let -d be square free and $\mathrm{d}<0$ then all the units in $Q[\sqrt{d}]$ consist of:
i) the $4^{\text {th }}$ roots of unity if $d=-1$
ii) the $6^{\text {th }}$ roots of unity if $d=-3$
iii) 1 and -1 otherwise.

Proof. From Theorem 57 the units of $Q[\sqrt{d}]$ are those algebraic integers with norm $\pm 1$. An integral basis for $Q[\sqrt{d}]$ is given in Theorem 44. If $d=-1$ an algebraic integer in $Q[\sqrt{d}]$ has the form

$$
a+b \sqrt{-1} \quad a, b \in Z
$$

Thus $N(a+b \sqrt{-1})=a^{2}+b^{2}= \pm 1$ implies only $1,-1, \sqrt{-1}$ and $-\sqrt{-1}$ are units in $Q[\sqrt{-1}]$. If $d=-3$ the algebraic integers have the form

$$
a+b\left(\frac{1+\sqrt{-3}}{2}\right) \quad a, b \in Z .
$$

Now

$$
N\left(a+b\left(\frac{1+\sqrt{-3}}{2}\right)\right)=a^{2}+a b+b^{2}= \pm 1
$$

has six solutions giving the sixth roots of unity. If $d \equiv 2,3 \bmod 4$ then the integers of $Q[\sqrt{d}]$ have the form
$a+b \sqrt{d}$
$a, b \in Z$.

Then

$$
N(a+b \sqrt{d})=a^{2}-b^{2} d= \pm 1
$$

has no solutions for $d<-1$ except $a= \pm 1 \quad b=0$. If $d \equiv 1 \bmod 4$ then the integers have the form

$$
a+b\left(\frac{1+\sqrt{d}}{2}\right) \quad a, b \in Z .
$$

Now

$$
N\left[a+b\left(\frac{1+\sqrt{d}}{2}\right)\right]=a^{2}+a b+\frac{1-d}{4} b^{2}= \pm 1
$$

implies $b=0$ since $d<-3$. So the only units are $\pm 1$.

Note that if $a+b \sqrt{-1}$ is a root of a polynomial in $Q[x]$ then $a-b \sqrt{-1}$ is also a root of that polynomial. For the remainder of this chapter let $\theta$ be an algebraic number and let the degree of $\theta$ be $n=r+2 s$ where $r$ is the number of real conjugates and $2 s$ the number of complex conjugates. When $r=1$ and $s=0$ then $Q[\theta]=Q$ and when $r=0$ and $s=1$ the units are described in Theorem 67, thus it is also assumed that $r+s>1$. When the conjugates are numbered they shall always be numbered such that the last $s$ conjugates shall consist of one member from each pair of complex conjugates. That is, if $a+b \sqrt{-1}$ is among the last $s$ conjugate then $a-b \sqrt{-1}$ will be among the first $r+s$ conjugates. Instead of the $n$ conjugates sometimes $n$ real numbers consisting of the $r$ real conjugates the $s$ real parts and $s$ imaginary parts of the complex conjugates will be used.

The following lemma will be needed in the proof of Theorem 70.

Lemma 68. If $\mathrm{k}, \mathrm{m}$ and n are positive rational integers such that $n>m$ then there is an $h$ in $Z$ such that $h>0$ and

$$
\begin{equation*}
(\mathrm{k}+1)^{\mathrm{n}}>\mathrm{h}^{\mathrm{m}}>\mathrm{k}^{\mathrm{n}} \tag{69}
\end{equation*}
$$

Proof. Consider the real function

$$
f(x)=(x+1)^{n / m}-x^{n / m} .
$$

It follows from elementary calculus that $f(x)$ is increasing for $x>0$. Since $f(0)=1$ it follows that $f(k)>1$. Therefore there is an $h$ in $Z$ such that $(k+1)^{n / m}>h>k^{n / m}$ so there exists an $h$ as in Equation 69.

In Theorem 70 and the following corollaries the order of the first $r+s$ conjugates is arbitrary.

Theorem 70. Let $A$ and $B$ be real numbers such that $B>A>0$ and let $t$ be in $Z$ such that $1 \leq t<r+s$. Then there is a $\xi$ in $Q[\theta]$ and a real number $C$ such that

$$
\begin{aligned}
& |N(\xi)|<C \\
& \left|\xi_{i}\right|<A \text { for } i=1,2, \ldots, t \\
& \left|\xi_{i}\right|>B \text { for } i=t+1, \ldots, r+s
\end{aligned}
$$

where $\xi_{i} i=1,2, \ldots, n$ are the conjugates of $\xi$. The number $C$ does not depend on the choice of $A, B$ or $t$.

Proof. Let $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ be an integral basis for $Q[\theta]$ and let $\rho_{i j}$ be the $j^{\text {th }}$ conjugate of $\rho_{i}$. Set

$$
M=\max _{j} \sum_{i=1}^{n}\left|\rho_{i j}\right|
$$

and for each $\mathrm{j}, \mathrm{j}=1,2, \ldots, \mathrm{n}$ define n real numbers

$$
u_{i j}=\left\{\begin{array}{l}
\text { the real part of } \rho_{i j} i=1,2, \ldots, r+s \\
\text { the imaginary part of } \rho_{i j} i=r+s+1, \ldots, n
\end{array}\right.
$$

Consider for $j=1,2, \ldots, n$

$$
v_{j}=\sum_{i=1}^{n} x_{i} u_{i j} \quad x_{i} \in Z
$$

Let $0 \leq x_{i} \leq k$ then there are $(k+1)^{n}$ possible values for $v_{j}$ for each j. Now

$$
\begin{aligned}
\left|v_{j}\right| & =\left|\sum_{i=1}^{n} x_{i} u_{i j}\right| \leq \sum_{i=1}^{n}\left|x_{i} u_{i j}\right| \\
& \leq k \sum_{i=1}^{n}\left|u_{i j}\right| \leq k \sum_{i=1}^{n}\left|\rho_{i j}\right| \\
& \leq k M
\end{aligned} \quad j=1,2, \ldots, n . \quad .
$$

Consider $v_{j}$ for the following values of $j: j=1,2, \ldots, t$ and those $j$ from $r+s+1, \ldots, n$ which have a complex conjugate among the first $t$ conjugates. That is if $\theta_{g}$ and $\theta_{i}$ are a complex pair of conjugate such that $\mathrm{l} \leq \mathrm{g} \leq \mathrm{t}$ then $\mathrm{r}+\mathrm{s}<\mathrm{i} \leq \mathrm{n}$ and g and i are both acceptable values for $j$. Let $J$ be the set of acceptable values for $j$ and let $m$ be the number of elements in $J$. Then $\mathrm{t} \leq \mathrm{m} \leq \mathrm{t}+\mathrm{s}<\mathrm{r}+\mathrm{s}+\mathrm{s}=\mathrm{n}$. since $\mathrm{t}<\mathrm{r}+\mathrm{s}$. Note that $\mathrm{m}, \mathrm{n}$ and k satisfy the hypotheses of Lemma 68 thus there is an $h>0$ as in Inequality 69. Partition the closed interval [-Mk, Mk] into h
subintervals in the following way

$$
\left[-M k,-M k+\frac{2 M k}{h}\right),\left[-M k+\frac{2 M k}{h},-M k+\frac{4 M k}{h}\right), \ldots,\left[M k-\frac{2 M k}{n}, M k\right] .
$$

For the numbers $v_{j}$ in [-Mk, Mk], consider those $v_{j}$ such that $j$ is in $J$. The set of $m$ values for $v_{j}$ can belong to the $h$ subintervals of [-Mk, Mk] in $h^{m}$ different ways. Now for each $j$ in $J$ there are $(k+1)^{n}$ values $v_{j}$. From Equation $69(k+1)^{n}>h^{m}$. Thus there must be two sets of values for the $v_{j}$ that belong to the $h$ subintervals in the same way. Let the se two sets be given by

$$
v_{j}^{\prime}=\sum_{i=1}^{n} x_{i}^{\prime} u_{i j}
$$

and

$$
v_{j}^{\prime \prime}=\sum_{i=1}^{n} x_{i}{ }^{\prime \prime} u_{i j} .
$$

Summarizing the properties of $\mathrm{v}_{\mathrm{j}}{ }^{\prime}$ and $\mathrm{v}_{\mathrm{j}}{ }^{\prime \prime}$ :

$$
\begin{array}{ll}
\left|x_{i}^{\prime}-x_{i}^{\prime \prime}\right| \leq k & j=1,2, \ldots, n \\
\left|v_{j}^{\prime}-v_{j}^{\prime \prime}\right| \leq \frac{2 k M}{h} & j \in J .
\end{array}
$$

The $x_{i}{ }^{\prime}$ and $x_{i}{ }^{\prime \prime}$ will be used to define a number $\xi$. Then it will be shown that for a suitable $k$ the number $\xi$ will have the desired properties. Let

$$
\xi=\sum_{i=1}^{n}\left(x_{i}^{\prime}-x_{i}^{\prime \prime}\right) \rho_{i} .
$$

For the j in J such that $Q\left[\theta_{j}\right]$ is a real extension, $\rho_{i j}=u_{i j}$ and

$$
\begin{aligned}
\left|\xi_{j}\right| & =\left|\sum_{i=1}^{n}\left(x_{i}^{\prime}-x_{i}^{\prime \prime}\right) \rho_{i j}\right| \\
& =\left|\sum_{i=1}^{n} x_{i}^{\prime} u_{i j}-\sum_{i=1}^{n} x_{i}^{\prime \prime} u_{i j}\right| \\
& =\left|v_{j}^{\prime}-v_{j}^{\prime \prime}\right|<\frac{2 k M}{h} .
\end{aligned}
$$

If $Q\left[\theta_{j}\right]$ is a complex extension, then $\rho_{i j}=u_{i j}-u_{i k} \sqrt{-1}$ where $k$ is such that $Q\left[\theta_{k}\right]$ is the complex conjugate extension of $Q\left[\theta_{j}\right]$. Note that if j is in J then k is in J. Now

$$
\begin{aligned}
\left|\xi_{j}\right| & =\left|\sum_{i=1}^{n}\left(x_{i}^{\prime}-x_{i}^{\prime \prime}\right) \rho_{i j}\right| \\
& =\left|\sum_{i=1}^{n} x_{i}^{\prime}\left(u_{i j}-u_{i k} \sqrt{-1}\right)-x_{i}^{\prime \prime}\left(u_{i j}-u_{i k} \sqrt{-1}\right)\right| \\
& \leq\left|v_{j}^{\prime}-v_{j}^{\prime \prime}\right|+\left|\sqrt{-1}\left(v_{k}^{\prime}-v_{k}^{\prime \prime}\right)\right| \\
& \leq \frac{2 k M}{h}+\frac{2 k M}{h} .
\end{aligned}
$$

thus

$$
\left|\xi_{j}\right| \leq \frac{4 \mathrm{kM}}{h} \quad j=1,2, \ldots, t
$$

whether the $j^{\text {th }}$ extension is real or complex. From Inequality 69 , $h^{m}>k^{n}$. Thus

$$
\left|\xi_{j}\right| \leq 4 \mathrm{Mk}^{\left(1-\frac{\mathrm{n}}{\mathrm{~m}}\right)}, \quad j \in J .
$$

Since $n>m \quad k^{l-\frac{n}{m}} \rightarrow 0$ as $k \rightarrow \infty$, there is a $k_{1}$ such that

$$
\left|\xi_{j}\right| \leq 4 \mathrm{Mk}^{1-\frac{\mathrm{n}}{\mathrm{~m}}}<\mathrm{A} \quad j=1,2, \ldots, t
$$

for all $k>k_{1}$. Now for $j$ not in $J$

$$
\begin{aligned}
\left|\xi_{j}\right| & =\left|\sum_{i=1}^{n}\left(x_{i}^{\prime}-x_{i}^{\prime \prime}\right) \rho_{i j}\right| \leq \sum_{i=1}^{n}\left|x_{i}^{\prime}-x_{i}^{\prime \prime}\right|\left|\rho_{i j}\right| \\
& \leq \sum_{i=1}^{n} k\left|\rho_{i j}\right| \leq k M .
\end{aligned}
$$

Thus

$$
|N(\xi)|=\left|\prod_{j=1}^{n} \xi_{j}\right|=\prod_{j=1}^{n}\left|\xi_{j}\right|
$$

which can be written in the form

$$
\begin{aligned}
|N(\xi)| & =\prod_{j \in J}\left|\xi_{k}\right| \prod_{q \notin J}\left|\xi_{q}\right| \\
& \leq\left(4 M k^{\left.1-\frac{n}{m}\right)^{m}(k M)^{n-m}}\right. \\
& \leq 4^{m} M^{n}<(4 M)^{n}
\end{aligned}
$$

Let $C=(4 M)^{n}$ then $C$ depends only on the basis $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ chosen for $Q[\theta]$. To obtain a better estimate for $\left|\xi_{j}\right|$ for $j=t+1, t+2, \ldots, s+r$ consider

$$
\begin{aligned}
|N(\xi)| & =\left(\begin{array}{c}
\left.\underset{\substack{q=1 \\
q \neq j}}{\Pi}\left|\xi_{q}\right|\right)\left|\xi_{j}\right| \\
\end{array}\right. \\
& \leq(4 M k \\
& \left.=4^{1-\frac{n}{m}}\right)^{m}(k M)^{n-m-1}\left|\xi_{j}\right| \\
& k^{-1}\left|\xi_{j}\right|
\end{aligned}
$$

Since $N(\xi)$ is in $Z, N(\xi) \geq 1$ thus

$$
\left|\xi_{j}\right| \geq\left(4^{m} M^{n-1}\right)^{-1} k
$$

Thus the re is a $k_{2}$ such that for $k>k_{2}$

$$
\left|\xi_{j}\right| \geq\left(4^{m} M^{n-1}\right)^{-1} k>B \quad j=t+1, \ldots, r+s
$$

Now if $k>k_{1}+k_{2}$ then for $j=1,2, \ldots, n$

$$
\begin{array}{ll}
\left|\xi_{j}\right|<A & j \in J \\
\left|\xi_{j}\right|>B & j \notin J
\end{array}
$$

Thus the desired $\xi$ exists and the theorem is finally proved.

Corollary 71. There exists a sequence of algebraic integers $\left\langle\xi_{i}\right\rangle$ in $Q[\theta]$ such that

$$
\begin{array}{ll}
\left|\xi_{i j}\right|>\left|\xi_{i+1 j}\right| & j=1,2, \ldots, t \\
\left|\xi_{i j}\right|<\left|\xi_{i+1 j}\right| & j=t+1, t+2, \ldots, r+s
\end{array}
$$

and $\left|N\left(\xi_{i}\right)\right|<C$. Where $t$ and $C$ are as in The orem 70 and $\xi_{i j}$ is the $j^{\text {th }}$ conjugate of $\xi_{i}$.

Proof. Let $\xi_{1}=\xi$ from Theorem 70. Then define $\xi_{i+1}$ inductively by Theorem 70 where

$$
\begin{array}{ll}
A_{i+1}=\min _{j}\left|\xi_{i j}\right| & j=1,2, \ldots, t \\
B_{i+1}=\max _{j}\left|\xi_{i j}\right| & j=t+1, t+2, \ldots, r+s .
\end{array}
$$

Note that it is not possible for any of the $A_{i}$ to be zero since $A_{i}=0$ implies some $\xi_{i-l j}=0$ but the only conjugates of zero are zero and
$\left|\xi_{i-1 t+1}\right|>B_{i}$ is contradicted. It follows from Theorem 70 that the sequence $\left\langle\xi_{i}\right\rangle$ has the desired properties.

Corollary 72. There exists a sequence of algebraic integers $\left\langle\psi_{i}\right\rangle$ in $Q[\theta]$ such that

$$
\begin{array}{ll}
\left|\Psi_{i j}\right|>\left|\Psi_{i+1 j}\right| & j=1,2, \ldots, t \\
\left|\Psi_{i j}\right|<\left|\Psi_{i+1 j}\right| & j=t+1, t+2, \ldots, r+s
\end{array}
$$

where $t$ is as in Theorem 70 and for all positive $i, k$ in $Z$

$$
N\left(\Psi_{i}\right)=N\left(\Psi_{k}\right)
$$

Proof. Consider the sequence $\left\langle\xi_{i}\right\rangle$ of Corollary 71. The norms of $\xi_{i}$ are in $Z$ and bounded by $C$. Thus there are only finitely many values the norm can have. Thus there is a subsequence $\left\langle\psi_{i}\right\rangle$ of $\left\langle\xi_{i}\right\rangle$ where all the norms are equal.

Theorem 73. There is a unit in $Q[\theta]$ other than a root of unity.

Proof. Consider the sequence $\left\langle\psi_{i}\right\rangle$ of Corollary 72. Let $g=\left|N\left(\Psi_{i}\right)\right|$ and $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$ be an integral basis of $Q[\theta]$. Now

$$
\Psi_{i}=\sum_{j=1}^{n} a_{i j} \rho_{j} \quad a_{i j} \in Z
$$

for $i=1,2,3, \ldots$. Partition the set of $\Psi_{i}$ by the following rule: $\Psi_{i}$ and $\Psi_{k}$ are in the same class if

$$
a_{i j} \equiv a_{k j} \bmod g \quad j=1,2, \ldots, n
$$

The partition has at most $g^{n}$ classes. Thus some class has at least two elements. Let $\Psi_{i}$ and $\Psi_{k}$ be in the same class then

$$
a_{i j}=a_{k j}+b_{j} g \quad j=1,2, \ldots, n
$$

Since $N\left(\Psi_{k}\right)= \pm g$ there is an algebraic integer $\gamma$ in $Q[\theta]$ such that ${ }_{{ }_{k}} \gamma=\mathrm{g} . \quad$ Now

$$
\begin{aligned}
\Psi_{i} & =\sum_{j=1}^{n} a_{i j} \rho_{j}=\sum_{j=1}^{n}\left(a_{k j}+b_{j} g\right) \rho_{j} \\
& =\sum_{j=1}^{n}\left(a_{k_{j}}+b_{j} \Psi_{k} \gamma\right) \rho_{j} \\
& =\sum_{j=1}^{n} a_{k j} \rho_{j}+\gamma \sum_{j=1}^{n} b_{j} \Psi_{k} \rho_{j} \\
& =\Psi_{k}+\Psi_{k} \gamma \sum_{j=1}^{n} b_{j} \rho_{j} \\
& =\Psi_{k}\left(1+\gamma \sum_{j=1}^{n} b_{j} \rho_{j}\right) .
\end{aligned}
$$

Since $1, \gamma, b_{j}$ and $\rho_{j}$ are algebraic integers

$$
\varepsilon=1+\gamma \sum_{j=1}^{n} b_{j} \rho_{j}
$$

is also an algebraic integer. Now $N\left(\Psi_{i}\right)=N\left(\varepsilon \Psi_{k}\right)=N(\varepsilon) N\left(\Psi_{k}\right)$. Since $N\left(\Psi_{i}\right)=N\left(\Psi_{k}\right)$ it follows that $N(\varepsilon)=1$. Thus by Theorem $57 \varepsilon$ is a unit. From Corollary 72 it follows that none of the corresponding conjugates of $\Psi_{i}$ and $\Psi_{k}$ have the same absolute values. Since $\varepsilon=\Psi_{i} / \Psi_{k}$ none of the conjugates of $\varepsilon$ have absolute value one. It follows from Theorem 63 that $\varepsilon$ is not a root of unity.

Corollary 74. For any $t$ of the first $r+s$ conjugate fields $Q\left[\theta_{j}\right]$ there is a unit $\varepsilon$ in $Q[\theta]$ such that $\left|\varepsilon_{j}\right|<1$ for those $t$ conjugate fields, and $\left|\varepsilon_{j}\right|>1$ for the remaining $r+s-t$ conjugate fields. Here $1 \leq t<r+s$.

Proof. Without loss of generality let the conjugate fields $Q\left[\theta_{j}\right]$ be numbered so the first $t$ are the fields such that $\left|\varepsilon_{j}\right|<1$ is desired. Consider the $\varepsilon=\Psi_{i} / \Psi_{k}$ of Theorem 73. If $i>k$ then from Corollary 72

$$
\begin{array}{ll}
\left|\Psi_{i j}\right|<\left|\Psi_{k j}\right| & j=1,2, \ldots, t \\
\left|\Psi_{i j}\right|>\left|\Psi_{k j}\right| & j=t+1, t+2, \ldots, r+s .
\end{array}
$$

Then $\varepsilon=\Psi_{i} / \Psi_{k}$ satisfies the conclusion of the corollary. If $k>i$ then $\varepsilon^{-1}$ is also a unit and it satisfies the conclusion of the corollary.

Definition 75. A set of units $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}$ in $Q[\theta]$ is said to be independent if

$$
\prod_{i=1}^{k} \varepsilon_{i}^{a_{i}}=1 \quad a_{i} \in Z
$$

implies $a_{i}=0 \quad i=1,2, \ldots, k$. If the set is not independent then it is dependent.

The next few theorems develop some methods of determining independence for a set of units. Clearly a set of one unit is dependent if and only if that unit is a root of unity. Thus any set of units containing a root of unity is a dependent set.

The following discussion gives an equivalent form for independence that will be used frequently. Consider the set of units $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}$ such that

$$
\prod_{i=1}^{k} \varepsilon_{i}^{q_{i}} / b_{i}=l \quad q_{i}, b_{i} \in Z . \quad b_{i} \neq 0
$$

Let $m$ be the least common multiple of the $b_{i}$. Then $\mathrm{mq}_{i} / b_{i}$ is in $Z$ and

$$
\mathrm{mq}_{\mathrm{i}} / \mathrm{b}_{\mathrm{i}}=1^{m}=1
$$

If $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}$ is an independent set then $m a_{i} / b_{i}=0$ implies $q_{i}=0$ for $i=1,2, \ldots, k$. Conversely if there is some $q_{j} \neq 0$ then $\mathrm{mq}_{\mathrm{j}} / \mathrm{b}_{\mathrm{j}} \neq 0$ and the set is dependent. Thus in Definition $75 \mathrm{a}_{\mathrm{i}}$ in Z could be replaced by $a_{i}$ in $Q$.

The following lemma is needed in the proof of the next theorem. The greatest integer function is denoted by $[\mathrm{x}]$.

Lemma 76. Let $c$ be an irrational real number and $h$ and $k$ be in $Z$. If $h c-[h c]=k c-[k c]$ then $h=k$.

Proof. If $h c-[h c]=k c-[k c]$ then $[h c]-[k c]=h c-k c=(h-k) c$. Now [hc]-[kc] and (h-k) are in $Z$. Thus c must be rational unless $h-k=0$ or $h=k$.

Note this lemma implies for fixed c the set $\{h c-[h c]: h \in Z\}$ is infinite if $c$ is irrational and finite if $c$ is rational.

Theorem 77. Let $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}$ be units in $Q[\theta]$ and $\varepsilon_{i j}$ the $j^{\text {th }}$ conjugate of $\varepsilon_{i}$. If

$$
\sum_{i=1}^{k} a_{i} \log \left|\varepsilon_{i j}\right|=0 \quad j=1,2, \ldots, r+s
$$

for nontrivial real $a_{i}$ then $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}$ is a dependent set.

Proof, Since any set of units containing roots of unity is a dependent set, assume that none of the units are roots of unity. One unit forms an independent set. Suppose that for $2 \leq q$

$$
\begin{equation*}
\sum_{i=1}^{q-1} b_{i} \log \left|\varepsilon_{i j}\right|=0 \quad j=1,2, \ldots, r+s \tag{78}
\end{equation*}
$$

has only the trivial solution for the $b_{i}$. Also suppose that

$$
\begin{equation*}
\sum_{i=1}^{q} a_{i} \log \left|\varepsilon_{i j}\right|=0 \quad j=1,2, \ldots, r+s \tag{79}
\end{equation*}
$$

has a nontrivial solution for the $a_{i}$. Now $a_{q} \neq 0$ otherwise the assumption of Equation 78 is contradicted. Then

$$
\log \left|\varepsilon_{q j}\right|=-\sum_{i=1}^{q-1} \frac{a_{i}}{a_{q}} \log \left|\varepsilon_{i j}\right| \quad j=1,2, \ldots, r+s
$$

Consider the set $S$ of units in $Q[\theta]$ such that $\eta$ is in $S$ if and only if there are real $c_{i}$ such that

$$
\log \left|\eta_{j}\right|=\sum_{i=1}^{q-1} c_{i} \log \left|\varepsilon_{i j}\right| \quad j=1,2, \ldots, r+s
$$

The set $S$ is not empty since $\varepsilon_{q}$ is in $S$. The object now is to show
that for all $\eta$ in $S$ the $c_{i}$ are rational. If $c_{i}$ is irrational then $0<\mathrm{mc}_{\mathrm{i}}-\left[\mathrm{mc}_{\mathrm{i}}\right]<1$ for all m in Z . For $\mathrm{j}=1,2, \ldots, \mathrm{r}+\mathrm{s}$

$$
\begin{aligned}
& \sum_{i=1}^{q-1}\left(m c_{i}-\left[m c_{i}\right]\right) \log \left|\varepsilon_{i j}\right|=\sum_{i=1}^{q-1} m c_{i} \log \left|\varepsilon_{i j}\right|-\sum_{i=1}^{q-1}\left[m c_{i}\right] \log \left|\varepsilon_{i j}\right| \\
& =m \log \left|\eta_{j}\right|-\sum_{i=1}^{q-1} \log \left|\varepsilon_{i j}\right|^{\left[m c_{i}\right]} \\
& =\log \left|\eta_{j}^{m}\right|-\log \left|\prod_{i=1}^{q-1} \varepsilon_{i j}^{\left[m c_{i}\right]}\right|,
\end{aligned}
$$

Now $\prod_{i=1}^{q-1} \varepsilon_{i j}\left[\mathrm{mc}_{\mathrm{i}}\right]$ is a unit and so is its inverse. Let

$$
\mu^{-1}=\prod_{i=1}^{q-1} \varepsilon_{i j}\left[\mathrm{mc}_{\mathrm{i}}\right]
$$

then for $j=1,2, \ldots, r+s$

$$
\log \left|\eta_{j}^{m} \mu\right|=\sum_{i=1}^{q-1}\left(m c_{i}-\left[m c_{i}\right]\right) \log \left|\varepsilon_{i j}\right|
$$

Thus if $\eta$ is in $S$ so is $\eta^{m}$ for all $m$ in $Z$. If the $c$ corresponding to $\eta$ are irrational then for each $m$ in $Z$ the unit $\eta^{m} \mu$ has a distinct representation according to Lemma 76. Each distinct representation gives a distinct unit otherwise the assumption for Equation 78 is contradicted. Now $0<\mathrm{mc}_{\mathrm{i}}-[\mathrm{mc}]<1$ implies

$$
\begin{aligned}
\log \left|\eta_{j}^{m} \mu_{j}\right| & \leq \sum_{i=1}^{q-1} \log \left|\varepsilon_{i j}\right| \quad j=1,2, \ldots, r+s \\
& \leq \log M
\end{aligned}
$$

where

$$
M=\max \prod_{i=1}^{q-1}\left|\varepsilon_{i j}\right| .
$$

Since $\log$ is a monotone function the first $r+s$ conjugates of $\eta^{m_{\mu}}$ are bounded by $M$. Since each of the last s conjugates with one of the first $r+s$ conjugates forms a complex conjugate pair, the last $s$ conjugates are also bounded by M . Theorem 62 implies there cannot be an infinite number of elements of the form $\eta^{m}{ }_{\mu}$. with conjugates bounded by $M$. Thus the $c_{i}$ cannot be irrational. So the $a_{i}$ in Equation 79 are rational which implies

$$
\left|\prod_{i=1}^{q} \varepsilon_{i j}^{a_{i j}}\right|=1 \quad j=1,2, \ldots, n
$$

Note that the last $s$ equations are repititions of some $s$ of the first $r+s$. Theorem 63 implies $\prod_{i=1}^{q} \varepsilon_{i}^{a}$ is a root of unity. Thus there is a positive $b$ in $Z$ such that

$$
\prod_{i=1}^{q} \varepsilon_{i}^{a}{ }_{i}^{b}=1 .
$$

Since $a_{q} b \neq 0, \varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{q}$ is a dependent set. Thus the theorem is proved by induction.

Theorem 80. Any $r+s$ units in $Q[\theta]$ are dependent.

Proof. Let $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{r+s}$ be any $r+s$ units in $Q[\theta]$ and $\varepsilon_{i j}$ the $j^{\text {th }}$ conjugate of $\varepsilon_{i}$. Then

$$
\left|N\left(\varepsilon_{i}\right)\right|=\left|\prod_{j=1}^{n} \varepsilon_{i j}\right|=\prod_{j=1}^{n}\left|\varepsilon_{i j}\right|=1 \quad i=1,2, \ldots, r+s .
$$

Each of the last $s$ conjugates has its corresponding complex conjugate among the first $r+s$ conjugates. Since the members of a complex conjugate pair have the same absolute value

$$
\left|N\left(\varepsilon_{i}\right)\right|=\prod_{j=1}^{r+s}\left|\varepsilon_{i j}^{a_{j}}\right|=1 \quad i=1,2, \ldots, r+s
$$

where $a_{j}$ is one if $\varepsilon_{i j}$ is a real conjugate and two if complex. Thus

$$
\sum_{j=1}^{r+s} a_{j} \log \left|\varepsilon_{i j}\right|=0 \quad i=1,2, \ldots, r+s
$$

This is a system of $r+s$ equations in the $r+s \quad a_{j}$ which has a nontrivial solution. This implies the system with the coefficient matrix transposed also has a nontrivial solution. Thus there is a nontrivial solution $c_{1}, c_{2}, \ldots, c_{r+s}$ to

$$
\sum_{i=1}^{r+s} c_{i} \log \left|\varepsilon_{i j}\right|=0 \quad j=1,2, \ldots, r+s
$$

Theorem 77 implies that $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{r+s}$ is a dependent set.
Theorem 81. There exist $r+s-1$ independent units in $Q[\theta]$.

Proof. The method of proof will be to show that given $k$ independent units where $k$ is less than $r+s-l$ it is possible to find another unit to add to the set and still have an independent set. Theorem 73 proved there is one independent unit. Consider $k$ independent units $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}$. From Theorem 77

$$
\sum_{i=1}^{k} a_{i} \log \left|\varepsilon_{i j}\right|=0
$$

$$
i=1,2, \ldots, r+s
$$

has only the trivial solution. Thus there must be $k$ of those $r+s$ equations which have only the trivial solution for the $a_{i}$. Suppose they are the first $k$, then

$$
\left|\begin{array}{llll}
\log \left|\varepsilon_{11}\right| & \log \left|\varepsilon_{12}\right| & \ldots & \log \left|\varepsilon_{i k}\right|  \tag{82}\\
\log \left|\varepsilon_{21}\right| & \log \left|\varepsilon_{22}\right| & \ldots & \log \left|\varepsilon_{2 k}\right| \\
\ldots & & & \\
\log \left|\varepsilon_{k 1}\right| & \log \left|\varepsilon_{k 2}\right| & \ldots & \log \left|\varepsilon_{k k}\right|
\end{array}\right| \neq 0
$$

Consider the following determinant

$$
\left|\begin{array}{cccc}
\log \left|\varepsilon_{11}\right| & \log \left|\varepsilon_{12}\right| & \ldots & \log \left|\varepsilon_{1, k+1}\right| \\
\log \left|\varepsilon_{21}\right| & \log \left|\varepsilon_{22}\right| & \ldots & \log \left|\varepsilon_{2, k+1}\right|  \tag{83}\\
\ldots & & \\
\log \left|\varepsilon_{k 1}\right| & \log \left|\varepsilon_{k 2}\right| & \ldots & \log \left|\varepsilon_{k, k+1}\right| \\
b_{1} & b_{2} & & b_{k+1}
\end{array}\right|
$$

where $A_{i}$ is the cofactor of $b_{i}$. Equation 82 implies $A_{k+1} \neq 0$. Since $k<r+s-1$ Corollary 74 implies there is a unit $\varepsilon_{k+1}$ in $Q[\theta]$ such that $\left|\varepsilon_{k+1 j}\right|<1$ if $A_{j} \leq 0$ and $\left|\varepsilon_{k+1 j}\right|>1$ if $A_{j}>0$.

Substituting $\log \left|\varepsilon_{k+1, j}\right|$ for $b_{j}$ in equation 83 gives

$$
\sum_{j=1}^{k+1} A_{j} b_{j}=\sum_{j=1}^{k+1} A_{j} \log \left|\varepsilon_{k+1, j}\right|
$$

Now $\log \left|\varepsilon_{k+1, j}\right|$ has the same sign as $A_{j}$ when $A_{j} \neq 0$. Since $A_{k+1} \neq 0$

$$
\sum_{\mathrm{j}=1}^{\mathrm{k}+1} A_{\mathrm{j}} \log \left|\varepsilon_{\mathrm{k}+1, \mathrm{j}}\right|>0 .
$$

Thus the determinant in equation 83 with $b_{j}=\log \left|\varepsilon_{k+1, j}\right|$ is not zero. From Theorem 77 the units $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k+1}$ are independent. When $\mathrm{k}=\mathrm{r}+\mathrm{s}-\mathrm{l}$ Corollary 74 cannot be applied to find an additional unit. Thus up to $r+s-1$ independent units can be found

Theorem 84. Let $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{r+s-1}$ be a set of independent units in $Q[\theta]$. Then there is an $m$ in $Z$ such that every unit $\eta$ in $Q[\theta]$ can be written in the form

$$
\eta=\omega \prod_{j=1}^{r+s-1} \varepsilon_{j} b_{j} / m \quad \quad b_{j} \in Z
$$

and $\omega$ is a root of unity.

Proof. Let $S$ be the set of units in $Q[\theta]$ of the form

$$
\eta=\mu \prod_{j=1}^{r+s-1} \varepsilon_{j} a_{j} / c_{j} \quad\left|\frac{a_{j}}{c_{j}}\right| \leq 1
$$

where $\mu$ is a root of unity $a_{j}$ and $c_{j}$ are in $Z$ and $\left(a_{j}, c_{j}\right)=1$. Now $\varepsilon_{j}$ is in $S$ thus $S \neq \emptyset$. Since $|\mu|=1 \log |\mu|=0$ and

$$
\begin{aligned}
|\log | \eta_{i}| | & =\left|\underset{j=1}{\mathrm{r}+\mathrm{s}-1} a_{j / c_{j}} \log \right| \varepsilon_{j i}| | i=1,2, \ldots, r+s \\
& \leq \sum_{j=1}^{r+s-1}|\log | \varepsilon_{j i}| |=M
\end{aligned}
$$

The conjugates of all $\eta$ in $S$ are bounded by $M$, thus $S$ is finite by Theorem 62. Theorem 77 implies the $a_{j}$ and $c_{j}$ are unique. Let $m$ be the least common multiple of the $c_{j}$, Let $\eta$ be any unit in $Q[\theta]$ then $\eta, \varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{r+s-1}$ is a dependent set, so there are $\mathrm{z}, \mathrm{z}_{1}, \mathrm{z}_{2}, \ldots, \mathrm{z}_{\mathrm{r}+\mathrm{s}-1}$ in Z such that

$$
\eta^{\mathrm{z}} \prod_{\mathrm{i}=1}^{\mathrm{r}+\mathrm{s}-1} \varepsilon_{\mathrm{i}}^{\mathrm{z}}=1
$$

Now

$$
\left(\prod_{i=1}^{r+s-1} \varepsilon_{i} z_{i / z}^{z}=1\right.
$$

Let

$$
\omega=\eta \prod_{i=1}^{r+s-1} \varepsilon_{i}^{z} i / z .
$$

Then $\omega$ is a root of unity and

$$
\eta=\omega \prod_{i=1}^{r+s-1} \varepsilon_{i}^{-z} i / z
$$

After the ${ }^{-z} i / z$ have been written in lowest terms let $y$ be the least common denominator and $y_{i}$ the appropriate numerator, then

$$
\eta=\omega \prod_{i=1}^{r+s-1} \varepsilon_{i} y_{i / y} .
$$

Now $y_{i / y}-\left[y_{i / y}\right] \leq 1$, and $\left[y_{i / y}\right]$ is in $z$ so $\varepsilon_{i}{ }^{\left[y_{i} / y\right]}$ is in $Q[\theta]$.
is the product of units and thus a unit. The exponents are bounded by one thus this unit is in S. The least common multiple of the denominators of the exponents of $\varepsilon_{i}$ is $y$ thus $y \mid m$. Let $x y=m$ and $b_{j}=y_{j} x$ then

$$
\eta=\omega \prod_{i=1}^{\mathrm{r}+\mathrm{s}-1} \mathrm{~b}_{\mathrm{j}} / \mathrm{m} .
$$

The following theorem was first proved by Dirichlet in 1846,

Theorem 85. Let $\theta$ be an algebraic number of degree $n=r+2 s \geq 1$. Then there are units $\mu_{1}, \mu_{2}, \ldots, \mu_{k}$ in $Q[\theta]$ where $k=r+s-1$ such that any unit $\eta$ in $Q[\theta]$ can be represented in the form

$$
\eta=\omega \prod_{j=1}^{k} \mu_{j}^{z_{j}} \quad z_{j} \in Z
$$

Where the $z_{j}$ are unique and is a root of unity.

Proof. The cases when $\mathrm{n}=1$ and $\mathrm{n}=2 \mathrm{~s}=2$ were done in Theorem 67. Consider $r+s>1$. Let $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}$ be independent units and $m$ the rational integer in Theorem 84. Consider units of the form

$$
\begin{align*}
& \mu_{1}=\varepsilon_{1}^{b} 11 / m \\
& \mu_{2}=\varepsilon_{1}^{b_{1}} 21 / m \varepsilon_{2}^{b_{22} / m} \\
& \ldots  \tag{86}\\
& \mu_{k}=\prod_{j=1}^{k} \varepsilon_{j}^{b j / m}
\end{align*}
$$

where $b_{i j}$ are in $Z$. Clearly there are units with $b_{i i} \neq 0$ for each equation in 86. Pick $\mu_{i}$ with $b_{i i} \neq 0$ as in equation 86 such that $\left|b_{i i}\right|$ is minimum for each $i, i=1,2, \ldots, k$. Let $\eta$ be a unit in $Q[\theta]$, from Theorem 84

$$
\eta=\omega \prod_{j}^{k} \varepsilon_{j}^{a} j / m
$$

$$
a_{j} \in Z
$$

From the division algorithm $a_{k}=z_{k} b_{k k}+r_{k}$ and $0 \leq r_{k}<\left|b_{k k}\right|$. Now $\mu_{k}$ is a unit so $\eta \mu_{k}^{-z}$ is a unit in $Q[\theta]$ also and

$$
\eta \mu_{k}^{-z_{k}}=\omega \prod_{j=1}^{k} \varepsilon_{j}^{\left(a_{j}-z_{k} b_{k j}\right) / m}
$$

Thus $\quad r_{k}=0$ otherwise the choice of $\mu_{k}$ is contradicted. Similarly $a_{k-1}-z_{k} b_{k j-1}=z_{k-1} b_{k-1 k-1}+r_{k-1}$ where $0 \leq r_{k-1}<\left|b_{k-1 k-1}\right|$. Again $r_{k-1}=0$ otherwise the choice of $\mu_{k-1}$ is contradicted. This process can be repeated until $z_{k}, z_{k-1}, z_{k-2}, \ldots, z_{1}$ are determined. Then

$$
\eta=\omega \prod_{j=1}^{k} \mu_{j}^{z_{j}}
$$

To show the $z_{j}$ are unique it is necessary to show that $\mu_{1}, \mu_{2}, \ldots, \mu_{k}$ form an independent set. Let $c_{1}, c_{2}, \ldots, c_{k}$ be in $z$ such that

$$
\prod_{j=1}^{k} \mu_{j}^{c}=1
$$

Now

$$
\prod_{j=1}^{k} \mu_{j}{ }_{j}=\prod_{j=1}^{k} \varepsilon_{j}^{d_{j}}
$$

where

$$
\mathrm{d}_{\mathrm{j}}=\frac{1}{\mathrm{~m}} \sum_{\mathrm{i}=\mathrm{j}}^{\mathrm{k}} \mathrm{c}_{\mathrm{i}} \mathrm{~b}_{\mathrm{ij}} \quad \mathrm{j}=1,2, \ldots, \mathrm{k}
$$

then $d_{j}=0, j=1,2, \ldots, k$ since $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}$ is an independent set of units. Suppose $h$ is the largest subscript such that $c_{h} \neq 0$ then

$$
d_{h}=\frac{1}{m} \sum_{i=h}^{k} c_{h} b_{i h}=\frac{c_{h} b_{h h}}{m}
$$

Since $d_{h}=0$ and $b_{h h} \neq 0, c_{h} \neq 0$ givesa contradiction. Thus $c_{j}=0$, $j=1,2, \ldots, k$ and the set $\mu_{1}, \mu_{2}, \ldots, \mu_{k}$ is independent.

The units $\mu_{1}, \mu_{2}, \ldots, \mu_{k}$ of Theorem 85 are called a set of fundamental units for $Q[\theta]$.

Example 87. Consider $Q[\alpha]$ from Example 23. From Example 53 the discriminant of $Q[\alpha]$ is $-3 \cdot 29$. This implies that two of the three conjugate fields are complex and $r+s-1=1$. Thus there is one fundamental unit in $Q[\alpha]$. From Theorem 65 the roots of unity in $Q[\alpha]$ are 1 and -1 . From Example $53 \rho_{3}$ has minimal
polynomial $x^{3}+x^{2}+2 x-1$. Thus $N\left(\rho_{3}\right)=1$ and $\rho_{3}$ is a unit in $Q[\alpha]$. Now

$$
\rho_{3}= \pm \mu^{n}
$$

for some $n$ in $Z$ where $\mu$ is a fundamental unit. Since $\rho_{3}^{-1}= \pm \mu^{-n}$ only positive $n$ need be considered. Now the object will be to find an $n^{\text {th }}$ root of $\pm \rho_{3}$ in $Q[\alpha]$ for the largest possible value of $n$. This process is done by extracting $p^{\text {th }}$ roots of $\rho_{3}$, where $p$ is prime, until no more roots can be extracted. First consider $\quad \rho_{3}= \pm \mu^{2}$. Since $N\left(\rho_{3}\right)=1=N\left( \pm \mu^{2}\right)=N( \pm 1) N(\mu)^{2}= \pm N(\mu)^{2}$ only the plus sign needs to be considered. Suppose $\mu$ has minimal polynomial $x^{3}+a x^{2}+b x+c$. The elementary symmetric functions of the conjugates of $\rho_{3}$ are also symmetric functions of the conjugates of $\mu$. Thus if the conjugates of $\mu$ are $\mu_{1}, \mu_{2}, \mu_{3}$ and of $\rho_{3}$ are $\rho_{31}, \rho_{32}$, $\rho_{33}$ then

$$
\begin{aligned}
1 & =-\left(\rho_{31}+\rho_{32}+\rho_{33}\right)=-\left(\mu_{1}^{2}+\mu_{2}^{2}+\mu_{3}^{2}\right) \\
2 & =\rho_{31} \rho_{32}+\rho_{31} \rho_{33}+\rho_{32} \rho_{33}=\mu_{1}^{2} \mu_{2}^{2}+\mu_{1}^{2} \mu_{3}^{2}+\mu_{2}^{2} \mu_{3}^{2} \\
-1 & =-\left(\rho_{31} \rho_{32} \rho_{33}\right)=-\left(\mu_{1}^{2} \mu_{2}^{2} \mu_{3}^{2}\right) .
\end{aligned}
$$

Since

$$
\begin{gathered}
\mu_{1}+\mu_{2}+\mu_{3}=-a \\
\mu_{1} \mu_{2}+\mu_{1} \mu_{3}+\mu_{2} \mu_{3}=b \\
\mu_{1} \mu_{2} \mu_{3}=-c
\end{gathered}
$$

it follows that

$$
\begin{aligned}
1 & =-\left(a^{2}-2 b\right) \\
2 & =b^{2}-2 a c \\
-1 & =-c^{2}
\end{aligned}
$$

Eliminating $c$ and $a$ :

$$
\begin{aligned}
& b^{2}-2=2 c a \\
& b^{4}-4 b^{2}-4=4 c^{2} a^{2}=4(2 b-1) \\
& b^{4}-4 b^{2}-8 b+8=0 .
\end{aligned}
$$

This has no rational solutions for $b$. Thus $\rho_{3}$ has no square root in $\mathrm{Q}[\alpha]$.

Suppose $\rho_{3}= \pm \mu^{\mathrm{p}}$ for odd prime p . Again only the plus sign needs to be considered. In fact $N\left(\rho_{3}\right)=N(\mu)^{p}$ implies $N(\mu)=1$. Suppose $\mu$ has minimal polynomial $x^{3}+a x^{2}+b x+1$. Proceeding as before

$$
\begin{aligned}
1 & =-\left(\mu_{1}^{p}+\mu_{2}^{p}+\mu_{3}^{p}\right) \\
2 & =\mu_{1}^{p} \mu_{2}^{p}+\mu_{1} p_{3} p=\mu_{2}^{p} \mu_{3}^{p} \\
-1 & =-1
\end{aligned}
$$

The complete expansion of the right hand side in terms of $a$ and $b$ for a general odd prime $p$ is too complex to work with. The following procedure will reduce the possibilities for p. Now

$$
\left(\mu_{1}+\mu_{2}+\mu_{3}\right)^{\mathrm{p}}=\mu_{1}^{\mathrm{p}}+\mu_{2}^{\mathrm{p}}+\mu_{3}^{\mathrm{p}}+\mathrm{ph}\left(\mu_{1}, \mu_{2}, \mu_{3}\right)
$$

where $h\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$ is a symmetric polynomial in $\mu_{1}, \mu_{2}, \mu_{3}$ and
hence in $Z$. The factor of $p$ comes from the binomial coefficients in the expansion of $\left(\mu_{1}+\mu_{2}+\mu_{3}\right)^{p}$. Thus

$$
1 \equiv-(-a)^{p} \equiv a \bmod p .
$$

Similarly

$$
2 \equiv b^{p} \equiv b \bmod p
$$

Now

$$
\mu^{p} \pm l=\rho_{3} \pm 1
$$

Thus $\rho_{3} \pm 1$ is the product of algebraic integers in $Q[\alpha]$ one of which is $\mu \pm 1$. This implies $N(\mu \pm 1)$ divides $N\left(\rho_{3} \pm 1\right)$ in $Z$. Computing norms as in Example 28 with $1, \rho_{3}, \rho_{3}^{2}$ as a basis for $Q[\alpha]$

$$
N\left(\rho_{3} \pm 1\right)=\left|\begin{array}{ccc} 
\pm 1 & 1 & 0 \\
0 & \pm 1 & 1 \\
1 & -2 & -1 \pm 1
\end{array}\right|= \pm 3
$$

The norm for $\mu \pm 1$ is computed with $1, \mu, \mu^{2}$ as a basis

$$
N(\mu \pm 1)=\left|\begin{array}{ccc} 
\pm 1 & 1 & 0 \\
0 & \pm 1 & 1 \\
1 & -b & -a \pm 1
\end{array}\right|=1-a \pm 1 \pm b
$$

Summing up the conditions on $a$ and $b$

$$
\begin{aligned}
& a \equiv 1 \bmod p \\
& b \equiv 2 \bmod p \\
& 2-a+b \mid 3 \\
& -a-b \mid-3 .
\end{aligned}
$$

Now $2-a+b \equiv 3 \bmod p$ and $-a-b \equiv-3 \bmod p$. Thus the only solution for the se four conditions is $a=1$ and $b=2$. This solution gives $\mu$ the same minimal polynomial as $\rho_{3}$. This is not possible since $\rho_{3}^{3} \neq \rho_{3}$. Thus $\rho_{3}$ is a fundamental unit for $Q[\alpha]$.

## CHAPTER V

## CONCLUSION

The concept of an algebraic integer arose in part as an aid to solving certain Diophantine equations. The following examples give some indication of how this is done. The first example is due to Fermat and makes use of the properties of norm and conjugate.

Example 88. Consider the Diophantine equation $y^{2}+2={ }^{\circ} x^{3}$. Let $y+\sqrt{-2}$ and $a+b \sqrt{-2}$ be algebraic integers in $Q[\sqrt{-2}]$ such that

$$
\begin{equation*}
y+\sqrt{-2}=(a+b \sqrt{-2})^{3} \tag{89}
\end{equation*}
$$

Then

$$
N(y+\sqrt{-2})=N(a+b \sqrt{-2})^{3}
$$

Or

$$
y^{2}+2=(N(a+b \sqrt{-2}))^{3}
$$

Thus $x=N(a+b \sqrt{-2})=a^{2}+2 b^{2}$ gives an equation equivalent to the original problem. The equation that corresponds to Equation 89 with the conjugates of $y+\sqrt{-2}$ and $a+b \sqrt{-2}$ is

$$
\begin{equation*}
y-\sqrt{-2}=(a-b \sqrt{-2})^{3} \tag{90}
\end{equation*}
$$

Eliminating y from Equations 89 and 90 gives

$$
1=b\left(3 a^{2}-2 b^{2}\right)
$$

Since 1 factors into $1^{2}$ or $(-1)^{2}$ there are two possible systems of equations to solve for $a$ and $b$. The system

$$
-1=b \quad \text { and } \quad-1=3 a^{2}-2 b^{2}
$$

has no solution in Z. The alternative choice

$$
1=b \quad \text { and } \quad 1=3 a^{2}-2 b^{2}
$$

has the solution $b=1$ and $a= \pm 1$. Thus $x=1+2=3$ and $y= \pm 5$.

This next example concludes the discussion begun on page 1 of the thesis.

Example 91. Consider the Diophantine equation $x^{2}-2 y^{2}=17$. This is equivalent to finding all the algebraic integers in $Q[\sqrt{2}]$ with norm 17. It has already been noted that the number $7+4 \sqrt{2}$ has norm 17. If $\mu$ is a unit in $Q[\sqrt{2}]$ then

$$
N(\mu(7+4 \sqrt{2}))=N(\mu) N(7+4 \sqrt{2})=17
$$

Since there is an infinite number of units with norm 1 in $Q[\sqrt{2}]$ there is an infinite number of solutions to $x^{2}-2 y^{2}=17$. A fundamental unit for $Q[\sqrt{2}]$ is $1+\sqrt{2}$. Now $N(1+\sqrt{2})=-1$ thus the units with norm plus one are

$$
\pm(1+\sqrt{2})^{2 n}= \pm(3+2 \sqrt{2})^{n} \quad n \in Z
$$

So

$$
\pm(7+4 \sqrt{2})(3+2 \sqrt{2})^{n} \quad n \in Z
$$

are algebraic integers in $Q[\sqrt{2}]$ with norm 17. If $\pm(7+4 \sqrt{2})(3+2 \sqrt{2})^{n}$ is expanded and written in the form $a+b \sqrt{2}$ then $a, b$ is a solution for $x^{2}-2 y^{2}=17$.

Many Diophantine equations can be transformed into an equivalent problem of finding all the algebraic integers in a given algebraic number field with some fixed norm. This method is discussed in Borevich and Shafarevich [5]. One of the earliest problems to be approached through algebraic number theory was Fermat's conjecture:

$$
x^{n}+y^{n}=z^{n} \quad x y z \neq 0 \quad n>2
$$

has no solution in $Z$ for $x, y$ and $z$. The problem is still unsolved, but many interesting facts and ideas came to light as a result of efforts to solve Fermat's problem. One of these facts concerns the factoring of algebraic integers.

If $\alpha, \beta$ and $\gamma$ are algebraic integers such that $\alpha \beta=\gamma$ then $\alpha$ and $\beta$ are called factors of $\gamma$ or $\alpha$ divides $\gamma$. Just as in factoring in $Z$, every algebraic integer $\Psi$ in $Q[\theta]$ has as factors all the units in $Q[\theta]$ and numbers of the form $\mu \Psi$ where $\mu$ is a unit in $Q[\theta]$. If $\Psi$ has no other factors then $\Psi$ is called prime.

Theorem 92. If $\Psi$ is an algebraic integer in $Q[\theta]$ and $N(\Psi)=p$ where $p$ is a prime in $Z$ then $\Psi$ is a prime in $Q[\theta]$.

Proof. Suppowe $\alpha \beta=\Psi$ where $\alpha$ and $\beta$ are algebraic integers in $Q[\theta]$ then

$$
N(\alpha \beta)=N(\alpha) N(\beta)=N(\Psi)=p
$$

Since $N(\alpha)$ and $N(\beta)$ are in $Z$ one of them is $\pm 1$. Suppose
$N(\alpha)= \pm 1$ then $\alpha$ is a unit. Thus $\beta=\alpha^{-1} \Psi$ where $\alpha^{-1}$ is a unit.

Example 93. Consider the algebraic integers in $Q[\sqrt{-5}]$. The following discussion demonstrates a method for proving a number is a prime in $Q[\sqrt{-5}]$. Consider $1-\sqrt{5}$. Suppose

$$
(a+b \sqrt{-5})(c+d \sqrt{-5})=1-\sqrt{5}
$$

Then

$$
N(a+b \sqrt{-5}) N(c+d \sqrt{-5})=N(1-\sqrt{-5})
$$

or

$$
\left(a^{2}+5 b^{2}\right)\left(c^{2}+5 d^{2}\right)=6
$$

Thus $a^{2}+5 b^{2}$ is a factor of 6. If $a^{2}+5 b^{2}=1$ then $a+b \sqrt{-5}$ is $a$ unit. If $a^{2}+5 b^{2}=6$ the other number is a unit. Neither $a^{2}+5 b^{2}=2$ nor $a^{2}+5 b^{2}=3$ has a solution. Thus $1-\sqrt{-5}$ is a prime. Similarly $1+\sqrt{5}, 2$ and 3 can be shown to be prime in $Q[\sqrt{-5}]$. Now

$$
2 \cdot 3=(1-\sqrt{-5})(1+\sqrt{-5})=6
$$

Since $\pm 1$ are the only units in $Q[\sqrt{-5}]$ the number 6 has two distinct factorizations into primes.

For a time some mathematicians thought they had solved Fermat's problem. Then they discovered that factorization was not unique in the algebraic number field they used, Attempts to repair proofs led to ideal theory. Factoring algebraic integers is discussed in Koper [11].

The problem of finding units in algebraic number fields still interests mathematicians. In 1969 Bernstein developed an algorithm for finding independent units in certain types of algebraic number
fields [3]. This algorithm gives a method for finding a complete set of independent units for the given field. The algorithm is a variation of the continued fraction algorithm used for finding units in quadratic and cubic extensions. However Bernstein was not able to determine whether the units obtained were fundamental.
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