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## Title of Study: FULLY AUTOMATIC 3D OBJECT RECONSTRUCTION FROM MULTI-VIEW RANGE SCAN DATA

Major Field: ELECTRICAL ENGINEERING
Abstract:
3D surface registration of two or more range scans is an important step in building a complete 3D model of an object. When the overlaps between multi-view scans are insufficient, it is highly compulsory to involve good initial alignment that typically requires some prior assumption such as pre-defined initial camera configuration or the use of landmarks. Specifically, this research attempts to address the problem of registering two or more range scans captured from the complex 3D objects which entail an extremely small amount of overlaps and where camera initialization or configuration is not known. This newly proposed algorithm consists of two steps of registration: coarse registration and fine registration. First, coarse registration involves two new techniques that can create an enclosed mesh model from a single range scan to extract reliable 3D surface features for initial alignment, Partial Artificial Heat Kernel Signature (PA-HKS) and Artificial Symmetric Volume Heat Kernel Signature (AS-HKS). Coarse registration is successfully achieved by estimation of the feature descriptors from the generated artificial 3D volume and by Heat Kernel Signature (HKS) from the artificial 3D mesh data, as an important attempt to correctly identify correspondences among the partial 3D range scan data. Secondly, fine registration involves a Modified Multi-view Iterative Contour Coherence (MM-ICC) algorithm. On the basis of the preliminary registration, the coarsely aligned partial range scan data is matched by the MM-ICC method in the fine registration step. This unique combination allows us to successfully handle multi-view range scan data with large out-of-plane rotation and limited overlaps between two adjacent views and without any camera information. The experimental results of a number of complex 3D objects clearly illustrate and validate the effectiveness and robustness of the proposed approach. To be more specific, the research outcomes are found to be highly successful even in case of 1-2\% overlapping areas, whereas the previous studies require at least 45-50\% of overlapping regions.

## TABLE OF CONTENTS

Chapter Page
I INTRODUCTION ..... 1
1.1 Motivation ..... 1
1.2 Research Background ..... 3
1.3 Research Objectives and Challenges ..... 5
1.3.1 Coarse Registration ..... 7
1.3.2 Fine Registration ..... 9
1.4 Contributions ..... 10
1.5 Outline ..... 11
II LITERATURE REVIEW ..... 14
2.1 Direct (Appearance-based) Registration ..... 15
2.1.1 Iterative Closest Points (ICP) ..... 16
2.1.2 Trimmed ICP ..... 16
2.1.3 Coherence Point Drift (CPD) ..... 17
2.1.4 Multi-View Iterative Closest Contour(M-ICC) ..... 17
2.2 Feature-based Registration ..... 18
2.2.1 3D-SIFT (Scale-Invariant Feature Transform) ..... 19
2.2.2 3D-Harris ..... 19
2.3 Recent Research on 3D reconstruction ..... 20
2.3.1 KinectFusion ..... 20
2.3.2 RGB-D Mapping ..... 21
2.3.3 Real-time Visual and Point Cloud SLAM ..... 21
2.4 Challenges and Research Needs ..... 22
III Heat Kernel Signature ..... 24
3.1 Heat operator and Heat kernel ..... 24
3.2 Heat Kernel Signature (HKS) ..... 26
3.3 Relation of HKS to Curvature ..... 27
3.4 Artificial Heat Kernel Signature (A-HKS) ..... 29
IV Coarse Registration based on PA-HKS ..... 33
4.1 Proposed Approach ..... 33
4.1.1 Projection to the Back Plane ..... 34
4.1.2 Extracting, Shifting, and Grouping of PA-HKS keypoints ..... 35
4.1.3 Matching of the PA-HKS Keypoints ..... 37
4.2 Experimental Results ..... 37
4.2.1 Numerical Results based on Transformation ..... 38
4.2.2 Visual Results of Coarse Registration ..... 39
4.3 Discussion ..... 40
V Coarse Registration based on AS-HKS ..... 42
5.1 Abstract ..... 42
5.2 Introduction ..... 43
5.3 Proposed Approach ..... 43
5.3.1 Artificial Symmetry 3D Volume Mesh ..... 43
5.3.2 Coarse Registration by 3 pairs of AS-HKS ..... 56
5.4 Experimental Results ..... 59
VI Fine Registration based on MM-ICC ..... 62
6.1 Outline of M-ICC ..... 62
6.1.1 Generating Observed $R_{i}$ and Predicted Range scan data $R_{i \rightarrow j}$ ..... 64
6.1.2 Extracting Contour Points ..... 65
6.1.3 Two Step Pruning ..... 65
6.2 Modified M-ICC(MM-ICC) ..... 68
6.2.1 Motivation of MM-ICC ..... 68
6.2.2 Main Contribution : Third Pruning Step ..... 69
6.2.3 Matching in 3D using Trimmed ICP ..... 71
6.3 Results of the MM-ICC algorithm ..... 72
6.4 Discussion ..... 73
VII Experimental Results ..... 76
7.1 Verification Criteria ..... 76
7.2 Results of Proposed Algorithm ..... 78
7.3 Results of PA-HKS with MM-ICC(PA-MMICC) algorithm ..... 79
7.4 Results of AS-HKS with MM-ICC(AS-MMICC) algorithm ..... 81
7.4.1 Registration errors according to angles ..... 84
7.4.2 Registration errors according to the number of views ..... 85
7.4.3 Registration errors according to the different inputs ..... 89
7.4.4 Registration errors according to Main parameter ..... 91
7.4.5 Registration of an Extreme self-occluded 3D model ..... 93
7.5 Discussion ..... 94
VIII Conclusions and Future Research ..... 96
8.1 Conclusions ..... 96
8.2 Future Research ..... 98
REFERENCES ..... 100

## LIST OF TABLES

Table Page
2.1 Inferred Amount of Required Minimum Overlap from Related Works ..... 23
4.1 Results of Coarse registration by PA-HKS in comparison to ground truth. ..... 39
5.1 Results of Coarse registration by AS-HKS in comparison with given ground truth. ..... 60
7.1 Final Registration Errors: Comparison of the proposed algorithm and the previous algorithm using RMS errors (Tested in the "with no ini- tialization" setting). ..... 83
7.2 Final registration errors: Comparison of the results of the 3 algorithmsin different number of input (Tested in the "with" or "without" ini-tialization settings).87

## LIST OF FIGURES

Figure ..... Page
1.1 Applications of 3D modeling in different fields [1-4]. ..... 2
1.2 Current published depth camera and future of moving camera sensors;(a)-(c): Kinect, Sense, Xton pro, (e)-(g): Go!SCAN, Kinect pro 2,Hover.3
1.3 Illustration of PA-HKS. ..... 7
1.4 Illustration of AS-HKS. ..... 8
1.5 Outline of the Dissertation. ..... 13
2.1 Taxonomy of Registration algorithms and Its relationship with our research. ..... 15
3.1 Left: Fully closed 3D dragon model; Right: Scaled HKS at points 1, 2, 3, and 4. All four signatures are closed at the small t's while the big t's separate the points on the front claws from those on back [5] ..... 27
3.2 Heat kernel function $\mathbf{k}_{t}(x, x)$ for small fixed t on the hand, homer and trim-star models [5]. ..... 28
3.3 Idea of the A-HKS based Registration. ..... 30
3.4 Left: 2.5D range scan mesh data; Right top: Partial artificial mesh by projection, as described in Chapter 4; Right bottom: Artificial symmetry volume mesh, as described in Chapter 5. ..... 31
4.1 Illustration of Projection: (a) Projection to the back plane; (b) Gen- erating partial closed mesh. ..... 34
4.2 Illustration of PA-HKS: (a) Range scan in 3D (green); (b) Partial 3D mesh created from (a); (c) PA-HKS features after shifting; (d) PA-HKS features after grouping; (e)-(h) Real object examples corresponding to (a)-(d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3 Experimental setting in a world coordinate.38
4.4 (a) Initial position of 4 range scans of Armadillo in camera coordinate;(b) PA-HKS features extracted from of 4 range scans (black dots); (c)Result of the PA-HKS based coarse registration. . . . . . . . . . . . . 40
5.1 Flow chart of the AS-HKS steps. ..... 44
5.2 Key Idea of the Artificial Symmetry 3D Volume Mesh. ..... 45
5.3 Illustration of Mesh cutting. ..... 46
5.4 Illustration of Mesh cutting in 4 different angle directions. ..... 48
5.5 Illustration of $1^{\text {st }}$ Criterion: (a) 2D Depth Map; (b) Depth discontinu- ity and the best candidate. ..... 49$5.61^{\text {st }}$ Criterion: Illustration of 4 different angle directions: (a) 4 Differ-ent Cutting directions; (b) Choosing the shortest path direction; (c)Optimal Cutting directions51
$5.72^{\text {nd }}$ Criteria: Smallest depth-gap between two endpoints: (a) Top-downview in 3D space and Depth Map from the camera (in the Depth Map,the size of the colored circle indicates the depth value from the camera;the bigger size of circle means the closer distance depth value); (b)Wrong depth model based on the $1^{\text {st }}$ Criteria (c) Correct depth modelbased on the $2^{\text {nd }}$ Criteria.52
5.8 Priority combination between 2D plane-distance and depth-gap of two endpoints and denoising results. ..... 54
5.9 Artificial Symmetry 3D volume mesh and 4 Different depth volumesbased on 4 Different angle directions $\left(0^{\circ}, 45^{\circ}, 90^{\circ}, 135^{\circ}\right)$.55
5.10 Outcomes of Denoising and Removing. ..... 56
5.11 AS-HKS keypoints in artificial 3D mesh and AS-HKS descriptors over time. ..... 57
5.12 Initial registration results based on 3-pairs of AS-HKS features key- points and AS-HKS descriptors. ..... 58
5.13 Results of each view transformation based on the AS-HKS. ..... 59
5.14 Results of Coarse registration: AS-HKS and PA-HKS : (a) Coarseregistration by AS-HKS using 4 inputs; (b) Coarse Registration byPA-HKS using 4 inputs; (c) Coarse registration by AS-HKS using 3inputs; (d) Coarse Registration by PA-HKS using 3 inputs.61
6.1 (a) Two roughly aligned wide baseline 2.5D range scans of the Stan- ford armadillo with the observed and predicted apparent contours ex- tracted. Two meshed point clouds are generated from two 2.5D range scans; (b) Registration results of maximizing the contour coherence. . ..... 63
6.2 Illustration of the main idea of the pruning step. ..... 64
6.3 Illustration of 2 pruning steps in the M-ICC algorithm: (a) 1st pruning: the black line is the previous contour points $C_{i}$ from the observed view i and the blue line is the new contour points $C_{i \rightarrow j}^{(1)}$ from the predicted view $j$; (b) 2nd pruning: the black line is $C_{j}$ from camera $j$ and the red line is the visible contour points from view $i$. . . . . . . . . . . . . 66
6.4 Illustration of the 1st pruning step. ..... 67
6.5 Illustration of the 2nd pruning step. ..... 68
6.6 Motivation of Third pruning step in the MM-ICC algorithm: (a) Results of the 1st and 2 nd pruning: the blue dots $\left(C_{i \rightarrow j}^{(1)}\right)$ and the red dots $\left(C_{j / i}^{(2)}\right)$ are the pruned contour points sets. The blue dots in the black circle are the wrong contour points and increase errors in the registration outcome; (b) Results of third pruning step: the wrong blue dots are pruned.
6.7 Illustration of the 3-step pruning from a top-down view: (a) 1st Pruning step: Removal of the wrong contours (black dots with a square) to remain the contour points $\mathcal{C}_{i \rightarrow j}^{(1)}$ (blue square and yellow square) in camera $j$; (b) 2nd Pruning step: Removal of the invisible contours (red triangles) in camera $i$; (c) 3rd Pruning step: Removal of the remained wrong contour (yellow squares) after the 1st pruning.
6.8 Illustration of the 3rd pruning step. ..... 71
6.9 Overview of Trimmed ICP [6] ..... 72
6.10 Results of M-ICC and MM-ICC in a simple view. Test Setting: Stanford armadillo $60^{\circ}$ gap.
$1^{\text {st }}$ Row : Contour data. ((a)Initial position, (b)M-ICC, (c)MM-ICC) $2^{\text {nd }}$ Row : Range scan data. ((d)Initial position, (e)M-ICC, (f)MMICC)
$3^{\text {rd }}$ Row : RMSE after registration algorithms. ((g)M-ICC, (h)MM-ICC). 74
6.11 Results of M-ICC and MM-ICC in a complex view (Effectiveness of 3rd pruning). Test Setting: Stanford armadillo $90^{\circ}$ gap.
$1^{\text {st }}$ Row: Contour data. ((a)Initial position, (b)M-ICC, (c)MM-ICC) $2^{\text {nd }}$ Row : Range scan data. ((d)Initial position, (e)M-ICC, (f)MMICC)
$3^{\text {rd }}$ Row : RMSE after registration algorithms. ((g)M-ICC, (h)MM-ICC). 75
7.1 Illustration of Verification Criteria using RMSE: (a) Two range scan data for blue sphere (the red area is overlapped from two camera view directions); (b) Calculation of Ground truth optimal RMSE; (c) Arbitrary position of Range scans without initialization or camera calibration; (d) Results of the proposed algorithms and actual estimated RMSE.

77
7.2 Results using Stanford Armadillo. Test setting (\#1): $70^{\circ}, 2$ simple views (Less self-occlusion views). (\#2): 70º, 2 complex views (More self-occlusion views). (\#3): $90^{\circ}, 2$ complex views (\#4): $90^{\circ}, 4$ complex views.
7.3 Results using Stanford Bunny. Test setting (\#1): $60^{\circ}, 2$ simple views. (\#2): $60^{\circ}, 2$ complex views. (\#3): $90^{\circ}, 4$ complex views.
7.4 Results from Table 1 : Rows ( $30^{\circ}, 60^{\circ}, 90^{\circ}, 120^{\circ}, 160^{\circ}$ ), Columns (Two original range scan data, overlapping area(magenta), initial pose from the depth camera, M-ICC, PA-MMICC, AS-MMICC algorithm results, respectively).86
7.5 Results from different numbers of input in Table 2: Rows (4 inputs, 3 inputs), Columns (M-ICC, PA-HKS with MM-ICC, AS-HKS with MM-ICC results, respectively). . . . . . . . . . . . . . . . . . . . . . . 88
7.6 Results from different input data sets (Stanford Armadillo, Bunny). . 90
7.7 Results from different input data sets (Stanford Happy Buddha, Lucy). 91
7.8 The Range of appropriate depth continuous thresholds for the four models92
7.9 Results of dragon model: (a) 3D Stanford dragon; (b) four pair-wise registration results; (c) Final registration result of 4 inputs.

## CHAPTER I

## INTRODUCTION

### 1.1 Motivation

3D model reconstruction has long attracted attention as a highly versatile tool which can be adopted in a variety of fields [7-16]. For instance, modeling a person or an object has been applied to the field of 3D animation, robotics, online merchandizing, modeling spaces for exploration, clinical purposes, or surveillance, and so on. In the field of 3D animation, the major technique most frequently adopted so far is to utilize 3D markers $[17,18]$. The 3D markers attached to the actors' body are carefully tracked; on the basis of this tracking result, it is possible to reconstruct the movement of the 3D animation characters. However, there is a limitation in using these 3D makers; the 3D makers are available restrictively in the indoor settings. Moreover, in the field of online merchandizing, an interesting application has recently been introduced and received more attention. Based on the body scanning data obtained through a laser scanner [19,20], consumers are able to try on the items of their interest in virtual reality before making a decision, as exemplified in Figure 1.1. In addition, 3D reconstruction plays some important roles in the clinical field. It is now well known that 3D body scanning, such as CT and MRI [21, 22], is highly capable of providing more precise information in comparison to 2D and further allows medical teams to offer better and more effective treatment for patients. One step further, a simulation of surgery practice becomes possible and proves its effectiveness with using a scanned body in the virtual 3D spaces [23-25]. Figure 1.1 well illustrates a few examples of 3D modeling applications to a variety of different fields [1-4].


Figure 1.1: Applications of 3D modeling in different fields [1-4].
Despite the importance of 3D modeling, just a few years ago, the 3D scanners which can provide accurate 3 D range scan data were not easily available for individual uses mainly due to some practical reasons including sizes and prices. However, the recent research and technique advancement has developed a number of devices that entails a portable size appropriate to individual uses and that can provide accurate depth information, such as Kinect, Xtion pro, Artec Eva 3D scanner, Sense 3D Scanner, and so on [1-4, 23, 26-28].

Figure 1.2 demonstrates the examples of the newly developed devices. These depth sensors are able to measure the depth of the object in front of a camera and to provide 2.5D depth images at real-time. Moreover, the depth images offered entail competitive resolution. In Figure 1.2, (d) and (h) are the excerpts from the movies, Minority Report(2002), and Divergent(2014), respectively. These two science fictions interestingly illustrate some significant research advancement in the field of 3D human


Figure 1.2: Current published depth camera and future of moving camera sensors; (a)-(c): Kinect, Sense, Xton pro, (e)-(g): Go!SCAN, Kinect pro 2, Hover.
body reconstruction using multiple moving range sensors. In order to translate these achievements into reality, some major research challenges should be properly overcome, such as 3D registration with no initialization, using barely overlapped data due to the limited number of sensors, with inconsistent alignment due to moving sensors and targets, and so on [16,29-33]. Therefore, the present dissertation paper proposes a new algorithm that is capable of addressing and overcoming the challenges of the current 3D reconstruction research. The proposed paper aims to successfully perform full 3D reconstruction from multi-views range scan data despite of the extremely low overlaps between views and further without any camera initialization and calibration.

### 1.2 Research Background

RGB-D cameras [3, 23, 26-28] have enhanced its reputation mainly because they are capable of generating dense 3D images; nevertheless, the RGB-D cameras fail to provide full 3D images due to occlusions and limited views. In order to obtain full modeling reconstruction in 3 D , it is highly compulsory that the data extracted should represent all the regions of the scene or object. It is important and required for successful reconstruction outcomes to include common features which are possibly
to be matched and/or prior information about the targeting environment which can provide some useful background to infer alignment. It can intuitively make sense that corresponding features are likely to exist in the overlapping regions of the views. Combining the data extracted from these corresponding pairs of the overlapping views allows us to successfully perform a full 3D reconstruction with higher accuracy [34-36].

A great deal of the previous research has identified some major research challenges in generating a full closed 3D object from the 2.5 D depth information depending on the various settings, including the number of depth cameras used (single or multiple), or whether a camera is fixed or moving. First, in case of using fixed multiple depth cameras, the initialization of the multiple cameras is required as a crucial step. In order to perform registration of the input data, it is compulsory to operate calibration of the camera using a calibration board or 3D markers. Moreover, in case that the camera is shifted even just a little, the calibration step should be repeated [3739]. Another challenge is found in case of using a fixed single depth camera. In this setting, the single depth camera entails a fixed location and the target object is rotated; accordingly, it requires some extra equipment such as rotational discs, etc., or needs the specially designed setting where the object is rotating by itself and shows its different perspective surface directly to the depth camera. Hence, even when using a fast registration algorithm, it is hardly possible to plot several depth data from the different perspective surface simultaneously and to perform realtime 3D model reconstruction [40-42]. In addition, the registration can be mostly performed limitedly when the target is rigid or when the non-rigid target object has extremely small motion. The most challenging point is to identify the correct correspondences of the features in the feature-based registration in order to find the rotation angle gap among the different perspective depth images. The third challenge can be explained in case of using a moving single-depth camera [43, 44]. It is closely related to the real-time algorithm to merge the adjacent depth image. The main
research task here is how to merge the multi-view depth data and to refine the merged information. The Kinect fusion [44-46] is one of the most well-known algorithms in this category. This methodological technique does not limit a target to a rigid one; however, in case of non-rigid target objects, it is extremely hard to attain successful 3 D reconstruction outcomes when the non-rigid target or the depth camera is moving fast. In other words, in order to achieve the prosperous 3D reconstruction, it is mandatorily required to involve high overlapping data and low perspective angles between adjacent depth image frames; that is, a decent amount of adjacent depth image frames is highly compulsory to guarantee the good results. As shown, these previous studies have also well recognized some major research challenges mentioned above, including registration without initialization, registration using low overlapping data, and registration by recovering the alignment of the moving sensors, and the non-rigid target. In order to guarantee diverse applications, these limitations and challenges should be well addressed and overcome especially on the 3D reconstruction though the registration of the multi-view range scan data which are extracted from the multiple moving depth sensors. This calls for the needs of more research. Accordingly, the present research proposes to overcome these research challenges.

### 1.3 Research Objectives and Challenges

In the present dissertation study, a new algorithm is introduced as an attempt to provide a robust and highly precise registration outcomes without any initialization. The proposed algorithm is expected to show a competitive performance even in the setting of no pre-defined rough alignment given and with the range scan data that entails extremely low overlapping areas from large main rotation angles. On the basis of the fact that range scan data is extracted from the depth camera in one single direction, the range scan data involves 3D depth in one particular direction and accordingly it is inevitable that the invisible parts of the target exist. This feature
results in one of the major research challenges; that is, it is highly perplexing to generate a 3D model through registration of the range scan data with no initialization. False correspondences are frequently identified mainly because multiple range scans which are used for 3D registration contain non-overlapping regions. These false features have a significant effect on the final resolution. As claimed in the studies by Makadia [31], Chow [47] and Besl [48], approximately 45-50\% is required to obtain successful outcomes as the minimum percentages of overlapping regions. This leads to an important research challenge and a need to develop the algorithm that is capable of producing robust outcomes even in case of extremely low overlaps. The present algorithm is proposed mainly to address and tackle this challenge. For this research purpose, the present dissertation paper suggests the two-fold procedure including the coarse registration and the combination algorithm. The first process aims to deal with the difficulties in registration without any initialization and with extremely low overlapping condition whereas the second process involves the find registration process in order to increase accuracy. The main objectives of the current research are addressed as follows:

- The proposed algorithm aims to successfully perform the registration with no initialization and/or camera calibration.
- The proposed algorithm aims to successfully perform the registration in a rough setting with partial and highly limited overlapping data.
- The proposed algorithm aims to significantly enhance the accuracy of 3D surface registration of multi-view range scan data, leading to more accurate and robust 3D model reconstruction.


### 1.3.1 Coarse Registration

The present research newly introduces the two algorithms for the coarse registration based on the Heat Kernel Signature(HKS) [5]: the Partial Artificial Heat Kernel Signatures (PA-HKS) algorithm and the Artificial Symmetry Heat Kernel Signatures (AS-HKS) algorithm. The HKS algorithm is, in general, applied to create the highly localized features from the 3D mesh model in the field of the pose estimation [43,49] or the object recognition $[50,51]$. The first PA-HKS coarse registration algorithm targets to operate 3D registration with no initialization and entails simpler and faster procedures. The latter one, the AS-HKS coarse registration, intends to provide more robust registration outcomes by decreasing the minimum number of the frames required and further guarantees higher accuracy even in the rough settings.


Figure 1.3: Illustration of PA-HKS.

## Partial Artificial HKS (PA-HKS)

It is significant to discover the features from the partial range scan surface in order to operate the coarse registration with no initialization. As an attempt to achieve this goal, the HKS is utilized as a feature descriptor by using a curvature of the object surface. The previous research using HKS has shown that this technique could provide successful registration outcomes exclusively on the full 3D mesh data. However, in
case of the 2.5 D range scan data which is created by self-occlusion, it is not possible to generate correct HKS descriptors in the boundary area. In order to address this research need, the improved and modified heat kernel features are developed to deal with the partially overlapping range scan data which are extracted from the different view angles. On the basis of $\operatorname{HKS}[5,50]$, as the first step, a new Partial Artificial Heat Kernel Signature (PA-HKS) is proposed and performed to operate the coarse alignment of the multiple range scan data. Figure 1.3 shows the illustration of PAHKS. This technique will be further discussed in more detail in Chapter 4.


Figure 1.4: Illustration of AS-HKS.

## Artificial Symmetry HKS (AS-HKS)

As explained in the previous section, a new technique, the Partial Artificial Heat Kernel Signature (PA-HKS), is proposed to process the registration of the partial open 2.5D range scan data. It is true that this technique enables us to generate an accurate 3D model; nevertheless, this projection-based algorithm entails one major limitation when identifying an accurate matching model. Primarily because a mesh is created through projection, the visible surface mesh entails a consistency exclusively to the original target and the surface mesh in the invisible areas tends to show a big discrepancy. Further, the volume of each part of the target cannot involve an accurate
thickness, either. Accordingly, the extracted HKS keypoints are inaccurately located in the partial artificial mesh and tend to entail completely different and incorrect local curvatures around the boundary of the visible and invisible mesh. All in all, the HKS descriptors of the projection-based method are able to create the globally meaningful features in order to identify the corresponding feature points among the range scan data from different views. However, this method fails to generate locally meaning feature points. The HKS descriptors which are incorrectly extracted are not capable of attaining enough information to generate corresponding features.

This limitation of the PA-HKS becomes the starting point of the AS-HKS algorithm for the coarse registration. Hence, the present dissertation paper also proposes the Artificial Symmetry Volume Completion for 3D modeling as an attempt to cover the combination of local and global descriptors on the basis of the artificial symmetry volume meshes. The global features refer to the ones that entail the entire object with a single feature vector. These global features show a limited usage especially when the target object involves some occlusions, different poses, lighting, and/or intra-class variation. The local features are suggested, here in the study, to handle this research challenge. Figure 1.4 shows the illustration of AS-HKS. This proposed algorithm will be further elucidated in Chapter 5.

### 1.3.2 Fine Registration

This dissertation research also proposes the fine registration stage which is expected to generate final reconstruction outcomes with higher accuracy. In order to achieve more successful 3D reconstruction, the coarsely aligned 3D data which are obtained from the coarse registration process is thoroughly refined in this final stage.

## The Modified M-ICC (MM-ICC) algorithm

The M-ICC algorithm [52] utilizes four partially overlapping range scan data in order to generate a 3D mesh model and is able to provide rather successful reconstruction outcomes. Nevertheless, this algorithm still involves some major limitations mainly because it always requires a certain assumption. It is compulsory, in the M-ICC algorithm, that the main rotation angle gap needs to be set by approximately 90 degrees among four input range scan data. In addition, the two pruning stages suggested are not enough to obtain higher accuracy. Among a deal of previous research which has made attempts to overcome these limitations, the MM-ICC algorithm is one of the studies to demonstrate the successful outcomes. The MM-ICC algorithm proposes a new additional pruning step in order to deal with the limitations and operate a more effective algorithm using the artificial partial 3D mesh. More details will be provided in Chapter 6.

### 1.4 Contributions

The present approach makes several contributions on 3D registration and reconstruction.

- First, the PA-HKS algorithm is proposed to competitively perform registration of the multiple partial range scan data with no initialization and calibration given in complex 3D object modeling. The original HKS algorithm functions on the basis of the gradient of the surface exclusively in the fully closed mesh model. Therefore, the present dissertation research attempts to address this limitation and to identify the features in the open 2.5 D partial mesh. The proposed algorithm is able to generate the Partial Artificial (PA) mesh model; then the PA-HKS features are successfully extracted from the partial artificial mesh model created. This proposed algorithm enables us to find the corresponding
features over the different partial range scan data and also to provide the effective step for the coarse registration in fully automatic complete 3D modeling.
- Second, the AS-HKS algorithm, which is extended from the previous PA-HKS, is proposed in order to enhance reconstruction outcomes in identifying the features with higher accuracy by using both global and local feature vectors. This algorithm is capable of generating the artificial volume model closed to the original object; further, by using this volume model, it is possible to extract the features with both global and local descriptors and to identify more accurate correspondences of these features. Consequently, this algorithm provides more robust registration results compared to the PA-HKS mainly because the PA-HKS is able to obtain only the global descriptors.
- Third, the modified Multi-view Iterative Closest Contour (MM-ICC) algorithm is proposed as an attempt to enhance accuracy of the fine registration process in the setting with the extremely low overlapping data. The Multi-view Iterative Closest Contour (M-ICC) is the registration algorithm on the basis of the corresponding contours between two range scan data sets. The additional refinement step is suggested in order to obtain reconstruction outcomes with higher accuracy. As a result, this algorithm still promises good registration outcomes even in the setting where the data set has extremely low overlapping area due to huge rotation.


### 1.5 Outline

The present paper is organized as demonstrated in Figure 1.5. The succinct description of each chapter is presented as follows.

- In Chapter 1, the motivation and significance of this research is presented.
- In Chapter 2, the previous research work regarding 3D registration is reviewed in detail and categorized.
- In Chapter 3, the concept of the Heat Kernel Signatures(HKS) is introduced and further the Artificial Heat Kernel Signatures is proposed.
- In Chapter 4, the Partial-Artificial Heat Kernel Signatures (PA-HKS) is proposed in detail for the coarse registration.
- In Chapter 5, the Artificial-Symmetry Heat Kernel Signatures (AS-HKS) is proposed for the coarse registration.
- In Chapter 6, the Modified Multi-view Iterative Closest Contour (MM-ICC) is proposed for the fine registration.
- In Chapter 7, the experimental results are elucidated based on the combination of both coarse and fine registration.
- In Chapter 8, the current dissertation research is concluded and further future work is suggested.


Figure 1.5: Outline of the Dissertation.

## CHAPTER II

## LITERATURE REVIEW

This present chapter aims to provide a detailed explanation regarding a number of previous research which has established the theoretical background and practical framework of the current dissertation research. Figure 2.1 gives an overview of this review of the literature. As clearly organized in Figure 2.1, the previous research has been categorized into two main types in 3D registration: the direct (appearancebased) registration and the feature-based registration. The former type involves three subcategories such as the Iterative Closest Point (ICP) [48], the Coherence Point Drift (CPD) [53, 54], and the Multi-view Iterative Closest Contour (M-ICC) [52] whereas the latter category includes the Heat Kernel Signature (HKS) [5], the Scaleinvariant Feature Transform (3D-SIFT) [55], and the 3D-Harris [56]. As highlighted in Figure 2.1, this dissertation research proposes a new algorithm on the basis of the combination of the two algorithms from each category, the M-ICC algorithm and the HKS algorithm. The M-ICC, one of the direct registration methods, is the registration algorithm using corresponding contour points from the different views. This algorithm requires initialization of the range scan by pre-defined camera configuration. The HKS algorithm, one of the feature-based registration methods, is based on the concept of heat diffusion over the surface. In this algorithm, an interest point is selected if it remains as a local maximum of the geometry energy function; hence, it is challenging to identify the correct features in the partial object surfaces under self-occlusion. The present study begins with these limited features and aims to overcome through the combined algorithm of the two.


Figure 2.1: Taxonomy of Registration algorithms and Its relationship with our research.

Each registration algorithm in Figure 2.1 will be developed in more detail in the following sections. In addition, this literature review will also provide more information about some recent approaches in 3D reconstruction and clearly elucidate their achievement and the research challenges that still remain.

### 2.1 Direct (Appearance-based) Registration

The direct (appearance-based) registration refers to the process of identifying spatial transformation that aligns two point sets. Detecting such transformation aims to merge multiple data sets into a globally consistent model and also to plot new measurement to a known data set as an attempt to identify features or to estimate its pose. This direct alignment method is capable of performing the alignment of 2D and 3D points. Although this method requires good initialization in case of strong deformation, it still shows the effectiveness in avoiding being trapped in local extrema.

### 2.1.1 Iterative Closest Points (ICP)

One of the most widespread methods is the Iterative Closest Point (ICP) algorithm which was originally developed by Besl and McKay [48]. The ICP algorithm entails in-advance approximation to make convergence to a global minimum and this convergence to global minimum is not always secured especially in the setting where there is significant overlap. This algorithm aims to minimize the differences between two clouds of points. It is frequently employed to reconstruct 2 D or 3 D surfaces from different scan data, to make localization of robots, and also to achieve optical path planning, and so on. This algorithm iteratively performs revisions of the combination of translation and rotation, which is required to minimize an error metric, a distance from the source to the reference point cloud. It has become one of the widely adopted algorithms to operate the alignment of 3D models when an initial guess of the rigid target transformation is provided. There also have been a variety of studies derived from this ICP. [6, 57-59]

### 2.1.2 Trimmed ICP

The Trimmed ICP (TrICP) [59] has been presented as an extension of the wellknown ICP algorithm aiming to provide natural, simple and more robust research outcomes. This newly proposed algorithm is grounded on the consistent use of the Least Trimmed Squares (LTS) approach in all the operation procedures. The TrICP algorithm is proven to be fast and highly applicable to the setting with overlaps under $50 \%$, and further to be robust in case of incorrect measurement and shape defects. Moreover, it is simple and straightforward to set up parameters. The ICP is considered as one particular case of the TrICP where the overlap parameter is $100 \%$.

### 2.1.3 Coherence Point Drift (CPD)

The Coherence Point Drift (CPD) algorithm [53,54], another well-known and widely employed 3D registration technique, is highly applicable to both rigid and non-rigid set registration. This CPD algorithm refers to the alignment of two point sets as a probability density estimation problem. It applies the Gaussian Mixture Model (GMM) [60] centroids which represents the first point sent to the second point set by maximizing the probability. These centroids are forcefully moved as a coherence group to reserve the topological framework of the point sets. The CPD algorithm is a fast algorithm that is able to reduce the complexity of the method computation to linear. It has been tested and validated both for rigid and non-rigid transformation even in case of noise, outliers, and missing points; and the results have successfully proven its effectiveness with its outperformance over the concurrent popular registration algorithms.

### 2.1.4 Multi-View Iterative Closest Contour(M-ICC)

Wang [52] proposed a wide baseline 3D modeling algorithm, named the Modified-ICC (M-ICC). This M-ICC algorithm operates the registration of the multi-view range scans through maximizing contour coherence between the observed and predicted contours across the multiple views. Based on the fact that the contour is considered as a rich source of geometric information for motion estimation and 3D reconstruction, the observed contours which are extracted from the original 2.5 D range scan data is not be able to match the corresponding predicted contours which are derived from the projected 2.5D range scans. Accordingly, this algorithm iteratively establishes robust correspondences among apparent contours and minimize the distances in order to maximize the contour coherence. Nevertheless, the observed and predicted contours extracted entail false contour points mainly due to self-occlusion. This results in a main research challenge: how to eliminate the false contour points and how to
preserve exclusively the corresponding contour points. The key idea of this algorithm is to utilize two-step pruning to remove incorrect contour points; as a results, it provides complete reconstruction of the rigid and articulated objects using at least four frames.

Including the three major registration algorithms introduced above, a great deal of research has been conducted on the point set registration with a focus on where most pixels agree. Among many studies, the classic Iterative Closest Point (ICP) algorithm [48] and its variant [61] suggest the prosperous methodological technique to register the points and to reconstruct the model in a stable and effective manner. However, the ICP algorithm has shown some limitations; it requires good initialization and it is also time consuming mainly because this algorithm must include the process to identify the closest point pairs. The Coherence Point Drift (CPD) algorithm, which is another well-known method of the point set registration, and the modified CPD algorithms $[62,63]$ as well enable us to obtain more robust and stable outcomes despite of noise and outliers. The CPD algorithm is capable of producing highly robust results both in the rigid and non-rigid point sets. However, similar to the ICP algorithm, the CPD also requires good initialization to find correct correspondences. Another popular algorithm under the direct registration, the M-ICC algorithm in [52] aims to perform registration on the basis of the multi-view contour coherence. These algorithms briefly introduced above have confirmed to be effective and accurate under the reasonable initialization. However, successfully attaining accurate and robust registration without initialization still remain as a major challenge in the point set registration.

### 2.2 Feature-based Registration

The feature-based registration methods aim to identify corresponding features in the multiple data sets of different views and also to provide an effective and successfully
matching process of the extracted features across views. It is a fairly recent research trend that places an emphasis on detecting interest points in the 3D mesh models. Most research based on this feature-based registration focuses on the local surface descriptors $[64,65]$. A multi-scale approach is commonly adopted to analyze the 3D surface at consecutive scales in order to find interest points at different levels [66]. A 3 D extension of the 2D Harris operator is also proposed, which is grounded on the local autocorrelation of images $[67,68]$. The studies in $[68,69]$ utilize the Heat Kernel Signature (HKS) of the 3D mesh model. On the basis of the geometry energy on the vertices, an interest point is selectively identified when it remains as a local maximum of the geometry energy function within several successive scales. The distinctiveness of an interest point is highly crucial for a stable outcome.

### 2.2.1 3D-SIFT (Scale-Invariant Feature Transform)

The 3D-Sift registration algorithm [55] refers to formulation of the 3D salient local features on the basis of the voxel grid under the framework of the Scale Invariant Feature Transform (SIFT). This algorithm identifies the outstanding keypoints, invariant points, on the 3D voxelized model and calculates invariant 3D local feature descriptors at these keypoints detected, as an attempt to represent the 3D model for shape retrieval. It is an advantageous technique for the rigid and articulated 3D models. The main contribution of this algorithm is its capability to create 3D salient feature implementation exclusively for the 3D models. Accordingly, the outstanding keypoints are able to locate only on the surface and completely 3D orientation normalization is guaranteed.

### 2.2.2 3D-Harris

The 3D-Harris operator [56] refers to the 3D extension of the 2D corner detection technique of Harris and Stephens [70]. This registration algorithm is grounded on the
first order derivatives following two orthogonal directions on the 3D surface. Recent technological advancement allows a great deal of 3D data and capture devices providing multimedia data at low cost; accordingly, how to choose relevant information has become a more and more important research topic. In the research fields of object registration, retrieval, and mesh simplification, it is crucial to detect a few salient structures, instead of the whole 3D object. This 3D-Harris registration algorithm presents an interest points detector for 3D objects on the basis of the Harris operator that has proven its effectiveness in computer vision applications. This algorithm is an adaptive technique to define the neighborhood of a vertex based on the Harris response calculated on that particular vertex. It has proven to be highly robust in transformations with the high repeatability values from the SHREC feature [71] detection and description benchmark, even in comparison to the recent technique such as the Heat Kernel Signatures, which will be fully discussed in Chapter 3.

Both of the two categories of point set registration reviewed above have involved their own strengths and weaknesses. Therefore, a number of attempts have been made to modify and/or combine different registration methodologies in order to alleviate the constraints and to obtaion more robust and accurate outcomes [69].

### 2.3 Recent Research on 3D reconstruction

This section provides further explanations on more recent research in the field of 3D registration and reconstruction on the basis of the classical registration algorithms discussed above. Three recent studies $[12,44,46,72,73]$ will be introduced in this section.

### 2.3.1 KinectFusion

The KinectFusion allows a user to hold and move a standard Kinect camera as an attempt to promptly generate the detailed 3D reconstructions. The depth data from

Kinect is employed to detect the 3D pose of the sensor and also to reconstruct the 3D models of the physical scene with precise geometrical information in real-time [44,46].

### 2.3.2 RGB-D Mapping

A RGB-D camera refers to the novel sensing system that is able to capture RGB images along with per-pixel depth information. This research examines how to successfully employ RGB-D cameras in the context of robotics; it focuses mainly on building dense 3D maps of indoor environments. The 3D maps created have advantageous applications in various fields, including robot navigation, manipulation, semantic mapping, and telepresence. The RGB-D mapping is a full 3D mapping algorithm using novel joint optimization which combines visual features and shapebased alignment. Additionally, in order to generate globally consistent maps, this algorithm also combines visual and depth information mainly for view-based loop closure detection [12].

### 2.3.3 Real-time Visual and Point Cloud SLAM

With an advent of affordable RGB-D cameras such as Microsoft Kinect, there has been a great improvement in VSLAM applications [72, 73], 3D object modeling and reconstruction by utilizing dense, synchronized depth and color images. On the basis of the needs for both fast and accurate algorithms in real-time registration to exploit the high frame rate of these devices, this research introduces a new technique that is capable of performing the generalized ICP on two frames in typical times of 10 minutes. This technique employs an efficient bundle-adjustment framework to combine ICP with visual feature matches both for frame-frame matching and overall global adjustment.

### 2.4 Challenges and Research Needs

In this chapter, a number of studies and registration algorithms have been introduced and discussed. The major drawback to the approaches discussed previously is that successful 3D reconstruction is exclusively available in the viewable areas. The previous approaches and algorithms on wide baselines aim to perform alignment of point clouds which are generated from largely varying views. Although the observation point of view is different, it is still possible to calculate and match a set of features in each view. It is mainly because there exist enough overlaps between two different data sets. Table 2.1 illustrates the amount of overlaps from the previous research on 3D reconstruction [12, 44, 52, 73-79]. As shown, the majority of the previous studies require enough amount of overlaps in order to successfully identify correspondences of the features and to obtain better outcomes. In other words, it is compulsory to include a good number of input data. This results in one of the major limitations in the registration algorithm based on wide baselines; accordingly, a research need has arisen to address this challenge. Further it triggers the present dissertation research where an attempt is made to successfully generate robust 3 D reconstruction even in the setting with extremely low overlaps of approximately 5 -10 percentages.

| Authors | Title | Overlap |
| :---: | :---: | :---: |
| Shaharam Izadi et al. | KinectFusion: Reak-time 3D reconstruction and Using a Moving Depth Camera [44] | 80-90\% |
| Michael Ying Yang et al. | Robust Wide Baseline Scene Alignment Based on 3D Viewpoint Normalization [74] | 50-70\% |
| Hao Du et al. | Interative 3D Modeling of Indoor Environments with a Consumer Depth Camera [75] | 80-90\% |
| Nicola fioraio et al. | Realtime Visual And Point cloud SLAM [73] | 80-90\% |
| Yiben Liu et al. | A Point-Cloud-Based Multiview Stereo Algorithm for Free-Viewpoint Video [76] | 50-70\% |
| Peter Henry et al. | RGB-D Mapping: Using Depth Cameras for Dense 3D Modleing of Indoor Environments [12] | 80-90\% |
| Christoph Strca et al. | Dense matching of multiple wide-baseline views [77] | 50-70\% |
| Richard Newconbe et al. | Live Dense Reconstruction with a Single Moving Camera [78] | 80-90\% |
| Ruizhe Wang et al. | 3D Modeling from Wide Baseline Range Scans using Contour Coherence [52] | 40-60\% |
| Todor Stoyanov et al. | Fast and accurate scan registration through minimization of the distance between compact 3D NDT repesentatoins [79] | 80-90\% |

Table 2.1: Inferred Amount of Required Minimum Overlap from Related Works

## CHAPTER III

## Heat Kernel Signature

The current registration algorithm is proposed on the basis of the Heat Kernel Signature algorithm (HKS) [5]. This shape descriptor is derived from the heat kernel, which is a fundamental solution to heat equation (diffusion equation). Therefore, this chapter will provide a brief description on the heat kernel and the HKS; then, it will also demonstrate how the HKS has been adapted for registration of the multiple incomplete mesh models.

### 3.1 Heat operator and Heat kernel

Heat equation is the essential equation in the study of thermal conductivity and diffusion. It is a partial differential equation which illustrates the distribution of heat or temperature in space over a certain period of time, $t$. Let us suppose that there is a compact Riemannian manifold, $M$ which could possibly be with boundary. In this assumption, heat diffusion process over $M$ is governed by heat equation,

$$
\begin{equation*}
\Delta u(x, t)=-\frac{\partial u(x, t)}{\partial t} \tag{3.1}
\end{equation*}
$$

where $u(x, t)$ denotes the amount of heat on the surface at a point $x \in M$ in time $t$, and $\Delta$ defines the positive semi-definite Laplace - Beltrami operator. In case of initial heat function $f: M \rightarrow \mathbb{R}$, and heat operator $H_{t}$, the heat operator applied to $f$ provides the heat distribution at time $t, H_{t} f$. And the $H_{t} f$ fulfills heat equation for all $t$ and in initial heat distribution, $H_{t} f=f$. And the solution of heat equation
takes the form for any $M$,

$$
\begin{equation*}
H_{t} f(x)=\int_{M} \mathbf{k}_{t}(x, y) f(y) d_{y} \tag{3.2}
\end{equation*}
$$

where $d_{y}$ is a volume form at $y \in M$ and $\mathbf{k}_{t}(x, y)$ is identified as heat kernel function. In other words, heat kernel, $\mathbf{k}_{t}(x, y)$ denotes the amount of heat that is transferred from $x$ to $y$ in time $t$, in case of a unit heat source at $x$.

For the compact Riemannian manifold $M$, heat kernel function can be illustrated as

$$
\begin{equation*}
\mathbf{k}_{t}(x, y)=\sum_{i=0}^{\infty} e^{-t \lambda_{i}} \phi_{i}(x) \phi_{i}(y) \tag{3.3}
\end{equation*}
$$

where $\lambda_{i}$ and $\phi_{i}$ are $i^{\text {th }}$ eigenvalue and corresponding eigenfunction of $\Delta$, LaplaceBeltrami operator satisfying $\Delta \phi_{i}=\lambda_{i} \phi_{i}$ Heat kernel function has been well-known for advantageous properties as described in detail in [5]. The essential properties of heat kernel are, in general, threefold: intrinsic property, informative property, and multi scale property, all of which are crucial requirements as an ideal feature descriptor. First, the intrinsic property claims that hear kernel has invariability under isometric transformation mainly because that the Laplacian can be presented in local coordinates as a metric function. Therefore, in case that a Riemannian manifold is undergoing isometric deformation, heat kernel of corresponding points on the predeformation manifold is the same as the one on the post-deformation manifold. One of the practical implications of this particular property is that heat kernel can possibly be utilized to investigate the shapes which are undergoing isometric deformations. This property entails the effectiveness in matching articulated shapes, including humans or animals in different poses. Secondly, the informative property implies that heat kernel involves all the information regarding the intrinsic geometry of a Riemannian manifold $M$; then, it is, accordingly, possible to have full characterization of the shape of $M$ up to isometry. This property represents a basic consequence of the
below equation as in [80],

$$
\begin{equation*}
\lim _{t \rightarrow 0} t \log \mathbf{k}_{t}(x, y)=-\frac{1}{4} d^{2}(x, y) \tag{3.4}
\end{equation*}
$$

where $d(x, y)$ is geodesic distance between points $x$ and $y$. If both pre-and postdeformation manifolds show identical geodesic distance between all pairs of corresponding points, the two manifolds contain the same intrinsic shape. Last, heat kernel is capable of characterizing local shapes depending on the choice of scale parameter $t$. The multi-scale property of heat kernel, in the framework of point signatures, involves that in case of small values of $t$, small neighborhoods of $x$ mainly determine function $\mathbf{k}_{t}(x, \cdot)$, and the neighborhoods build up bigger as t increase. This property indicates that given small $t, \mathbf{k}_{t}(x, \cdot)$ simply reflects local properties of the shape around $x$, whereas given large values of $t, \mathbf{k}_{t}(x, \cdot)$ identifies the global structure of $M$ from the point of view of $x$.

### 3.2 Heat Kernel Signature (HKS)

The HKS is established on the basis of heat kernel, which is stable regardless of perturbation of the shape and also entails advantageous properties as above explained. These features have made heat kernel highly beneficial to point feature signature. Nonetheless, high computational complexity is the main flaw of using family of functions $\left\{\mathbf{k}_{t}(x, \cdot)\right\}_{t>0}$ to characterize point $x$. In case of each point on $M$, heat kernel $\left\{\mathbf{k}_{t}(x, \cdot)\right\}_{t>0}$ is identified based on the product of temporal and spatial domain $\mathbb{R}^{+} \times M$. Accordingly, full heat kernel of all the points on $M$ also entails $\mathbb{R}^{+} \times M \times M$ space, in addition to the cost of matching the neighbors when comparing heat kernels of two points. Full heat kernel involves a number of superfluous information; and in the spatial domain, the alteration of heat kernel function is demonstrated according to the change in time. In an attempt to overcome this challenge, it has been proposed to reduce the dimensionality particularly to temporal domain and to limit heat kernel to
its subset. Afterward, the HKS meets the requirements above, as suggested in [5]. In case of a point $x$ on the manifold $M$, its Heat Kernel Signature, $\operatorname{HKS}(x)$, is identified as a function over the temporal domain:

$$
\begin{equation*}
H K S_{t}(x)=\mathbf{k}_{t}(x, x)=\sum_{i=0}^{\infty} \exp ^{\lambda_{i} t} \phi_{i}(x)^{2} \tag{3.5}
\end{equation*}
$$

where $\lambda_{i}$ and $\phi_{i}$ are $i^{\text {th }}$ eigenvalue and eigenfunction of Laplace-Beltrami operator. As evidenced in detail in [5], with no regard to limiting signature to the temporal domain and dropping the entire spatial domain, $\left\{\mathbf{k}_{t}(x, x)\right\}_{t>0}$ keeps all of the information of $\left\{\mathbf{k}_{t}(x, \cdot)\right\}_{t>0}$ in the condition of mild assumptions.

As illustrated in Figure 3.1, the HKS allows us to perform multi-scale matching between points by comparing their signatures at different time intervals [5].


Figure 3.1: Left: Fully closed 3D dragon model; Right: Scaled HKS at points 1, 2, 3, and 4. All four signatures are closed at the small t's while the big t's separate the points on the front claws from those on back [5].

### 3.3 Relation of HKS to Curvature

It is widely accepted that as $t \rightarrow 0$, there is an asymptotic expansion of the HKS function at every point $x \in M$ of the form:

$$
\begin{equation*}
H K S_{t}(x)=\mathbf{k}_{t}(x, x)=(4 \pi t)^{-d / 2} \sum_{i=0}^{\infty} a_{i} t^{i} \tag{3.6}
\end{equation*}
$$

where $a_{0}=1$ and $a_{1}=\frac{1}{6} s(x)$ with $s(x)$ being scalar curvature at point $x$. Heat has a tendency to diffuse slower at points with positive curvature and faster with negative curvature. This feature leads us to the point that Heat kernel signature function $\mathbf{k}_{t}(x, x)$ can be elucidated as intrinsic curvature at $x$ at scale $t$.
$H K S(x, t)$ is closely related to the local curvature of region around point $x$. Figure 3.2 illustrates the values of heat kernel function $\mathbf{k}_{t}(x, x)$, in case of small fixed $t$ given, on the models of the hand, Homer, and trim-star. The function values are mapped from a blue color for the lowest to a red color for the highest on the three models, respectively.


Figure 3.2: Heat kernel function $\mathbf{k}_{t}(x, x)$ for small fixed t on the hand, homer and trim-star models [5].

The present algorithm uses heat diffusion on the surface of a full 3D model in order to detect and identify highly local shape features. Heat diffusion over a longer period of time enables us to recognize the summaries of a shape in large neighborhoods whereas heat diffusion with a short time period is capable of identifying detailed local shape features. Consequently, through heat diffusion, it is highly possible to compare point signatures at different time intervals and to successfully accomplish multi-scale matching between points.

### 3.4 Artificial Heat Kernel Signature (A-HKS)

This chapter discusses the methodological approach to transform an incomplete mesh mode from the depth camera, which entails merely visible surfaces of the target in the depth camera direction, and to create a complete mesh model. It is worth noting that in case of the incomplete mesh model which is derived from the direction between a depth camera and the target, it is challenging to obtain significant features using HKS. The main reason of this difficulty is that the HKS algorithm operates on the basis of the curvature with neighboring points of the surface over time, $t$; hence, it becomes problematic to identify correct feature descriptors in the partial object surfaces under self-occlusion, which involves some missing areas. In an attempt to address this challenge, it is important to fill up and recover invisible areas with the artificial mesh. The more similarity to the original target the artificial mesh area shows, the higher accuracy can be found in the feature point descriptors; Further, it is possible to attain highly accurate registration outcomes. Figure 3.3 illustrates the idea of the registration based on A-HKS. Red dots indicate the corresponding features from the multiple partial mesh. As shown, the corresponding features extracted from the generated artificial mesh are capable of performing registration without pre-define calibration.

## Incomplete Mesh Model

In order to create the complete mesh model from partial range scan data, the present algorithm proposes the following two different techniques: Partial Artificial HKS (PA-HKS) and Artificial Symmetry HKS (AS-HKA).

As in Figure 3.4, the first proposed technique, the PA-HKS, attempts to attain the artificial 3D mesh through projection. The 2.5D mesh data, which is derived from only visible surface depth data of the target, cannot entail fully closed surface mesh data. Therefore, the boundary of the extracted surface is unable to obtain neighboring


Figure 3.3: Idea of the A-HKS based Registration.
points; further, the boundary of these mesh points is unable to involve HKS which should be created through the curvature of neighboring points. In order to overcome this challenge, in the present algorithm, the range scan data is projected to the plane and the projected data is connected to the original range scan data using mesh. This newly generated closed mesh, which now entails a 3D volume, is utilized to apply the HKS algorithm to detect the feature descriptors. It is true that the generated artificial 3D mesh is only capable of capturing the partial geometric information from the 3D model; however, the extracted PA-HKS features are expected to preserve some global geometric characteristics and those characteristics enable us to successfully create fairly reliable alignment between the partial surface data from two adjacent views.

In the PA-HKS algorithm, coarse registration is performed on the basis of the global HKS descriptor over a longer period of time, which allows us to identify the summaries of the shape in large neighborhoods. Nonetheless, failures could be often found in detecting corresponding HKS keypoints mainly due to the difference of the
shapes between the artificial 3D mesh through projection and the original target. In other words, the visible surface meshes are directly extracted from the target and accordingly are the same as the original target; however, the meshes generated through projection represent invisible areas and boundaries and illustrate completely different surface curvatures.


Figure 3.4: Left: 2.5D range scan mesh data; Right top: Partial artificial mesh by projection, as described in Chapter 4; Right bottom: Artificial symmetry volume mesh, as described in Chapter 5.

For obtaining accurate registration outcomes, both local and global KHS information is mandatorily required. Thus, in order to address this challenge, the second technique, the AS-HKS, is proposed on the basis of artificial symmetry 3D volume mesh, as shown in Figure 3.4. The fundamental concept of this technique is to gen-
erate artificial 3D mesh data with higher accuracy using an ellipsoid and a sphere. Based on the fact that solid objects which have a volume generally entail a rotational symmetry, one assumption is made that visible and invisible areas of the range scan data are symmetrical to each other according to a symmetry plane between the two. This assumption helps us to attain a symmetrical counterparts mesh on the basis of the visible area of the target to generate greatly accurate artificial 3D mesh. This generated artificial symmetry 3D mesh model is able to offer correct local and global HKS descriptors. Accordingly, it enables us to easily and correctly detect corresponding HKS feature points from the different multiple range scan data. As an attempt to generate artificial symmetry 3D volume mesh, the present algorithm employs 2D plane-distance and 3D depth-gap between two endpoints of cut mesh in four different angle directions. More detailed explanations in regard to the two techniques will be provided in Chapters 4 and 5.

## CHAPTER IV

## Coarse Registration based on PA-HKS

### 4.1 Proposed Approach

The present algorithm involves coarse registration through rough alignment of multiple partial overlapping range scans based on the partial artificial hear kernel signature (PA-HKS) which is extracted from each view. This PA-HKS algorithm is grounded on the heat kernel signature algorithm. As previously explained, the HKS algorithm is performed based on gradient of the surface; Therefore, it is not an easy process to identify the correct feature descriptor in the partial object surfaces with self-occlusion mainly because the partial object has an opened surface which has boundary and heat diffusion near the boundary doesn't exist. In order to address this research challenge, the range scan data is projected to the plane and connected to the original range data through mesh. This newly generated partial artificial 3D volume mesh is then employed to operate the PA-HKS algorithm to find the feature descriptor. It is true that the generated artificial 3D mesh is only able to capture partial geometric information from the 3D model; however, the extracted PA-HKS features are anticipated to preserve some geometric characteristics because the relatively reliable alignment can be produced between the partial surfaces which are observed from two adjacent views. This newly proposed algorithm consists of three steps; and the three steps will be discussed as follows: generating partial-artificial mesh, extracting PA-HKS from the generated artificial mesh, and alignment of multi-view range scan by matching the extracted PA-HKS.

### 4.1.1 Projection to the Back Plane

2.5D range scan $R_{i}$ of frame $i$ gives depth value $R_{i}(\mathbf{x})$ at each image pixel $\mathbf{x}=$ $(x, y)^{T} \in \mathbb{R}^{2}$. In case of the pixels of an object in frame $i$ as $X_{i}$ given, the depth of pixels belonging to the background is fixed by infinite, $R_{i}(\mathbf{x})=\infty$ for $\mathbf{x} \notin X_{i}$. In an attempt to generate the closed surface mesh, meshes are created on the opened surface area of the target through projecting range scan data.


Figure 4.1: Illustration of Projection: (a) Projection to the back plane; (b) Generating partial closed mesh.

The projected vertices are $B_{i}$ and entail the same location $(x, y)$ pixels and different depth values in comparison to the original range scan data. Thus, the closing surface mesh can be used as the back area of the object.

$$
\begin{equation*}
B_{i}(\mathbf{x})=\max _{\forall \mathbf{x} \in X_{i}} R_{i}(\mathbf{x}) \tag{4.1}
\end{equation*}
$$

In Equation 4.1 and Figure 4.1(a), the maximum depth of the original range scan data determines the location of the back plane in the projection. Due to the fact that all surface points of the 3D volume object should have some degree of depth despite the uncertainty of volume thickness of the 3D object, the back plane should be positioned
with a consideration of maximum depth which is enough to have every single surface point, including the deepest depth point on the object surface, projected to the back plane.

$$
\begin{equation*}
R_{i}^{\prime}(\mathrm{x})=B_{i}(\mathrm{x})+R_{i}(\mathbf{x}) \tag{4.2}
\end{equation*}
$$

After generating $B_{i}$, we update the range scan $R_{i}^{\prime}$ by combining partial range scan, $R_{i}$ and the generated back-area range data, $B_{i}$ as shown in Equation 4.2 and Figure 4.1(b). Afterward, a single constant camera calibration matrix $K$ is used to transform points from the camera frame to the image plane. $V_{i}(\mathbf{x})=K^{-1} R_{i}^{\prime}(\mathbf{x}) \tilde{\mathbf{x}}$ can be represented as the back-projection operator which maps $\mathbf{x}$ in frame $i$ to its 3D location, where $\tilde{\mathbf{x}}$ refers to homogeneous vector $\tilde{\mathbf{x}}=\left[\mathbf{x}^{T} \mid 1\right]^{T}$.

As illustrated in Figure 4.2(a)-(b), partial artificial 3D mesh data is generated by projecting the range scan data to the back plane. The back and side planar surfaces of the artificial 3D mesh are added as an attempt to find PA-HKS keypoints on the frontal mesh surface which is visible in the original view.

### 4.1.2 Extracting, Shifting, and Grouping of PA-HKS keypoints

Some PA-HKS keypoints extracted are recognized along the contour between the back and the side surface; afterwards, these keypoints should be relocated to the front mesh surface primarily because only the original front range scan data is able to provide the correct location of the 3D space in order to identify the correspondence of the feature, as shown in Figure4.2(c).

As an attempt to guarantee one-to-one mapping across views, the keypoints are grouped through using their 3D geodesic distance [81-83] and the similarity of their PA-HKS signatures, as described in Figure 4.2(d). The geodesic distance between two points on the surface is determined according to the length of the shortest path which connects the two points. In this algorithm, it is computed between the extracted PAHKS point $p_{1}$ and the other point $p_{2}$ constructing the surface on the basis of the


Figure 4.2: Illustration of PA-HKS: (a) Range scan in 3D (green); (b) Partial 3D mesh created from (a); (c) PA-HKS features after shifting; (d) PA-HKS features after grouping; (e)-(h) Real object examples corresponding to (a)-(d).

Jacobi iteration algorithm on the triangulated surface 3D range scan. The following equation describes how to approximate the geodesic distance $\delta_{p_{1}, p_{2}}$ between $p_{1}$ and $p_{2}$ [81-83]:

$$
\begin{equation*}
\delta_{p_{1}, p_{2}}=\min \gamma\left(\beta\left(p_{1}, p_{2}\right)\right), \tag{4.3}
\end{equation*}
$$

where $\beta\left(p_{1}, p_{2}\right)$ is a path between $p_{1}$ and $p_{2}$ according to the surface, and $\gamma\left(\beta\left(p_{1}, p_{2}\right)\right)$ is the shortest geodesic distance between two points along the surface. Therefore, a number of PA-HKS keypoints are located within a smaller length than $\eta$. These PA-HKS keypoints are grouped and relocated as one in the center of the PA-HKS
keypoints based on Euclidean space.

$$
\begin{equation*}
\tilde{p}_{i}\left(V_{i}(\mathbf{x})\right)=\frac{1}{n} \sum_{i=1}^{n} p_{i}\left(V_{i}(\mathbf{x})\right), \quad \text { if } \delta_{p}<\eta \tag{4.4}
\end{equation*}
$$

where $\eta$ is a threshold to determine grouping of the PA-HKS keypoints.
This leads to one single local PA-HKS keypoint in the area with high energy and rich geometric information. Despite the fact that the keypoints recognized may not entail the precise spatial information, they are still capable of providing the crucial 3D landmarks for initial point set alignment.

### 4.1.3 Matching of the PA-HKS Keypoints

Prior to the ICP-based alignment, the PA-HKS features are utilized to perform the initialization process of the correspondence between two adjacent views. Given two PA-HKS feature sets derived from two range scans as $\mathbf{S}$ and $\mathbf{T}$, the correspondence pairs across two views can be recognized by

$$
\begin{equation*}
\mathbf{t}_{s}=\arg \min _{\mathbf{t} \in \mathbf{T}} d(\mathbf{t}, \mathbf{s}), \forall \mathbf{s} \in \mathbf{S} \tag{4.5}
\end{equation*}
$$

where $d(\cdot)$ is distance function between two PA-HKS features. As an attempt to assure more robust feature matching outcomes, in case that $d\left(\mathbf{s}^{\prime}, \mathbf{t}_{s^{\prime}}\right)$ has a larger value than a threshold, it is declared that $\mathbf{s}^{\prime} \in \mathbf{S}$ does not involve a correspondence in $\mathbf{T}$ and accordingly will not be included in the following ICP step. As followed by the initialization of the correspondences through PA-HKS, the ICP is used in order to identify initial transformation between two scans.

### 4.2 Experimental Results

The coarse registration algorithm based on the PA-HKS is evaluated by the degree of decrease in rotation and translation error. In the evaluation process, four input range scans of the 3D model, Armadillo from the Standard 3D model dataset [84]
are adopted and tested approximately at $90^{\circ}$ apart; and two different settings, with limited overlap and without any initialization, are further designed to verify the effectiveness of the proposed algorithm, as in Figure 4.3.


Figure 4.3: Experimental setting in a world coordinate.

The depth cameras keep the distance from the center of the target object by 200, and resolution of the depth camera is set to 640X480 pixels. And the target occupied a 3D volume approximately with a size of 120X150X110. Two separate criteria are considered in order to assess the effectiveness of the proposed algorithm. First, the numerical errors in the difference of rotation angles and translation is examined to evaluate the degree of transformation in comparison with ground truths. Secondly, the visibility information is also checked.

### 4.2.1 Numerical Results based on Transformation

Table 4.1 clearly verifies the efficiency of the current coarse registration based on the PA-HKS with numerical outcomes. Transformation by the PA-HKS is estimated and then compared with ground truth values in order to assess accuracy of the proposed PA-HKS algorithm. This estimation process of registration is set with no
initialization. As shown in the table, mostly, the estimation results of rotation are approximately $10^{\circ} \sim 20^{\circ}$ in Roll, Pitch, and Yaw rotation and translation errors are less than about 50 .

|  |  |  | Rotation Angle Gap |  |  | Translation Gap |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Roll | Pitch | Yaw | X | $Y$ | $Z$ |
| Case 1 | Overlap | Ground truth | $2.07^{\circ}$ | $1.93{ }^{\circ}$ | $88.00^{\circ}$ | 196 | 3 | -203 |
| $\left(V_{1}, V_{2}\right)$ | 15.11\% | PA-HKS | $4.45{ }^{\circ}$ | $11.50^{\circ}$ | $99.30^{\circ}$ | 190.4 | 5.5 | -226.4 |
| Error of PA-HKS |  |  | $2.38^{\circ}$ | $9.57^{\circ}$ | $11.30^{\circ}$ | 5.6 | 2.5 | 23.4 |
| Case 2 | Overlap | Ground truth | $4.57^{\circ}$ | $4.49^{\circ}$ | $-174.4^{\circ}$ | -5 | 2 | -402 |
| $\left(V_{1}, V_{3}\right)$ | $29.80 \%$ | PA-HKS | $-6.22^{\circ}$ | $10.16^{\circ}$ | $-187.2^{\circ}$ | 39.6 | 28.7 | -392.6 |
| Error of PA-HKS |  |  | $10.79^{\circ}$ | $5.67{ }^{\circ}$ | $12.83{ }^{\circ}$ | 44.6 | 26.7 | 9.4 |
| Case 3 | Overlap | Ground truth | $-1.78^{\circ}$ | $2.20^{\circ}$ | $-96.00^{\circ}$ | -197 | 2 | -195 |
| $\left(V_{1}, V_{4}\right)$ | $27.89 \%$ | PA-HKS | $6.25{ }^{\circ}$ | $-3.28^{\circ}$ | $-76.77^{\circ}$ | -182.7 | -7.2 | -165.4 |
| Error of PA-HKS |  |  | $8.03^{\circ}$ | $5.48{ }^{\circ}$ | $19.23{ }^{\circ}$ | 14.3 | 9.2 | 29.6 |

Table 4.1: Results of Coarse registration by PA-HKS in comparison to ground truth.

### 4.2.2 Visual Results of Coarse Registration

In order to further verify the effectiveness of the proposed algorithm, four different range scans, which are extracted from the 3D Stanford armadillo model, are utilized and the results are compared with the ones from the previous M-ICC algorithm. Figure 4.4 demonstrates this visual representation of the outcomes. In Figure 4.4 (a), the four range scans are visualized all together in the 3D space with no initialization. All four range scan are set to face the same camera direction under the unknown initialization setting. Figure 4.4 (b) illustrates the corresponding features generated by the proposed PA-HKS algorithm. The PA-HKS algorithm extracts corresponding features out of the partially overlapped range scan data by applying the heat kernel


Figure 4.4: (a) Initial position of 4 range scans of Armadillo in camera coordinate; (b) PA-HKS features extracted from of 4 range scans (black dots); (c) Result of the PA-HKS based coarse registration.
signature (HKS) descriptor. Heat distribution is indicated using different colors of the surface. As shown in the figure, the warm colors around the PA-HKS features indicate high variance of local geometry; Accordingly, the similar distribution of the feature points in the multi-view scans indicates their consistency and reliability. As represented in Figure 4.4 (c), initial alignment results clearly validate the effectiveness of the PA-HKS in coarse registration.

### 4.3 Discussion

A new and robust 3D modeling algorithm has been proposed to perform coarse registration on multi-view range scan data with no initial condition given. To be more specific, the PA-HKS features which are derived from the partial artificial mesh models play a crucial role to perform rough alignment of the range scan data despite of large view gaps and complex object contours. The present algorithm, the PAHKS coarse registration, provides a more robust and flexible technique to deal with
multi-view camera settings and 3D objects with complex shapes. This algorithm is proposed as a preliminary step before the MM-ICC, which will be introduced in detail in Chapter 6, in order to perform fully automatic registration.

## CHAPTER V

## Coarse Registration based on AS-HKS


#### Abstract

5.1 Abstract

In the previous chapter, we introduced the first attempt to coarse registration using the PA-HKS. Although it allows us to generate a 3D model with higher accuracy in comparison with the recent research, this projection-based algorithm has a limitation in identifying the accurate matching model in huge different perspective range scan data. Due to the fact that mesh is created through projection, a visible surface mesh presents consistency to the original target but a surface mesh in invisible areas shows a big difference and the volume of each part of the target cannot entail accurate thickness. It is impossible that the incorrectly extracted HKS descriptors attain enough information to find corresponding features. The present paper begins with this limitation and attempts to solve it. This algorithm, the AS-HKS proposes Artificial Symmetry Volume Completion (matching) for 3D modeling to consider combination of local and global descriptors based on the Artificial Symmetry Volume meshes. This new coarse registration, the AS-HKS algorithm can provide successful outcomes of registration for extremely overlapping data as an indispensable factor. The coarsely aligned results from this powerful coarse registration algorithm is matched by the MM-ICC method in the fine registration step. The results are successful even in case of 1-2\% overlapping areas, whereas previous studies require at least 45-50\% [31,47,48] of overlapping regions.


### 5.2 Introduction

### 5.3 Proposed Approach

The proposed AS-HKS algorithm, which is grounded on the Artificial Symmetry Volume Completion for 3D modeling, aims for robust registration of multiple and complex range scan data with completely no initialization. The main concept of this algorithm is using a symmetrical counterpart to generate partial artificial symmetry volume 3D meshes with high accuracy. These symmetrically recreated 3D meshes allow us to precisely locate both local and global HKS descriptors. The combination of local and global HKS descriptors plays a crucial role to successfully find corresponding HKS feature points from multiple views. The proposed algorithm consists of the following three steps: generating artificial symmetry 3D volume mesh by detecting a proper thickness of the volume of the target using two criteria, identifying the ASHKS descriptors which can provide both local and global information and refinement of the extracted features, and finally coarse initial registration of 3 HKS keypoints using HKS descriptors.

### 5.3.1 Artificial Symmetry 3D Volume Mesh

In the previous PA-HKS, the partial artificial 3D mesh is proposed using projection. Initial registration of the previous algorithm is performed based on the global HKS descriptor over a longer period of time, which enables us to spot the summaries of the shape in large neighborhoods. However, it often fails to correctly find corresponding HKS keypoints mainly because the artificial 3D meshes through projection show a big difference in shape from the original target. In other words, the visible surface meshes, which are directly extracted from the target, are the same as the original target; however, the generated meshes by projection to represent invisible areas and boundaries entail totally different surface curvature. It is true that HKS descriptors of


Figure 5.1: Flow chart of the AS-HKS steps.
the projection-based method are globally meaningful features to detect corresponding feature points among scan data from different views; however, it fails to perform successful detection locally. In order to obtain accurate registration outcomes, both local and global HKS information is highly required. To address this challenge, we propose the artificial symmetry 3D volume mesh.

Figure 5.2 illustrates the basic idea on how to generate an artificial symmetry volume from the 2.5 D range scan data. Figure 5.2 (a) refers to an anatomical plane which is a hypothetical plane used to transect the human body [85]. In the blue (coronal) plane, the front area is visible whereas the back area is invisible from the camera when the camera is located in front of the target. The green (axial) plane provides the shape of the cross section of the human body, where we can check the shape of the cross section of the body has a symmetry volume between the visible and invisible areas. Therefore, it is attempted to generate the invisible area which


Figure 5.2: Key Idea of the Artificial Symmetry 3D Volume Mesh.
has the same symmetry shape as the visible area, as illustrated in Figure 5.2 (b). Figure 5.2 (c) is an illustration of the Magnetic Resonance Imaging(MRI) [86] which is a medical imaging technique used in radiology to form pictures of the anatomy. In other words, a number of pictures of the anatomy are extracted and then all the pictures extracted are stacked up to generate the 3D shape of the human body. The key concept of the proposed AS-HKS algorithm is grounded this MRI process. It generates a full artificial 3D symmetry volume body mesh using symmetrical volumes of visible and invisible areas.

## 3 Basic Concepts

To obtain accurate artificial symmetry volume mesh, the proposed algorithm is founded based on the three main ideas as follows.

- First, the basic concept of the proposed algorithm to generate an accurate artificial 3D mesh data comes from an ellipsoid and a sphere. On the basis of the fact that


Figure 5.3: Illustration of Mesh cutting.
solid objects with volume have a rotational symmetry, it is assumed that visible and invisible areas of the range scan data are symmetrical to each other based on a symmetry plane between the two; then the generated artificial symmetry mesh is shifted with same distance to the original mesh in order to create the full closed mesh, as shown in Figure 5.3 (a) and Figure 5.2 (b). This assumption enables us to create a symmetrical counterpart mesh based on the visible areas of the target to generate a precise artificial 3D mesh. The generated artificial symmetry 3D mesh model can provide correct local and global HKS descriptors. Consequently, those local and global HKS descriptors allow us to easily find corresponding HKS feature points from different multiple range scan data.

- Second, in generating a symmetrical counterpart, the main challenge is how to identify the thickness of each part of the target. The generated symmetrical area mesh can simply be shifted to create a correct artificial 3D mesh as illustrated in Figure 5.3 (Top). However, as in the middle picture of the Figure 5.3, if the target is tilted and the range scan data entails different depth from a camera, a simple symmetrical counterpart is not capable of correctly identifying the thickness of the
target. To address and properly treat this problem, a mesh cutting concept is proposed. We shred the symmetrical counterpart into thin slices, as illustrated in the bottom picture of the Figure 5.3. Then, each cut depth contour line is shifted until it arrives at its corresponding visible depth mesh.
- Third, the thickness of an artificial volume mesh is occupied based on optimal depth value which is carefully selected among 4 different depth values from 4 different cutting directions. In Figure 5.4 (a), we generate a symmetry mesh following the horizontal cut direction and we attain the wrong depth model as shown in Figure 5.4 (b). Because all surface points in the same contour cut are shifted by the same amount, the black square area point has incorrect thickness distance from the front and back surface of the target. When the vertical direction slicer is utilized as demonstrated in Figure 5.4 (c), the black square area has correct depth thickness model in Figure 5.4 (d). Therefore, different angle cutting directions are mandatorily requested and the proposed algorithm suggests the 4 different angles, $\left(0^{\circ}, 45^{\circ}, 90^{\circ}, 135^{\circ}\right)$ of slicers to obtain the optimal outcomes. In order to achieve higher effectiveness in this process, it is significant to select the best cutting direction. Hence, two criteria are proposed including 2D plane-distance and 3D depth-gap between two endpoints.


## Rationale of 2 Criteria

The artificial closed contour is generated by one half of an ellipse from the original surface and its artificial half. Intuitively, in case of an object that has a smooth curvature on the surface, a smooth curve still exists in the boundary of visible and invisible areas of the surface. Thus, it is required that the generated artificial closed contour should also involve smooth curves. In Figure5.4 (b), the generated artificial contour points, identified with the black ellipse, have a simple linear line without a smoothly curved contour line in the boundary of the red (visible) contour and the


Figure 5.4: Illustration of Mesh cutting in 4 different angle directions.
green (artificial) contour. It is mainly because of the wrong thickness calculated by the horizontal direction. In other words, the cross section created by the horizontal cut entails an incorrectly extended area because the linear line between the visible and artificial contour creates extra space. On the other hand, in Figure 5.4 (d), the boundary of two contours, colored as red and green, has a smooth contour curve as presented with the small black ellipse. This clearly illustrates that the vertical cutting direction is required to attain the correct artificial symmetry depth value corresponding to the black square. These contrastive results provide a crucial implication that the smallest cross section area should be formed by cut; that is, the optimal cutting direction should be able to create the smallest cross section area in order to generate the artificial 3D mesh with correct thickness. In order to correctly choose an optimal cutting direction, two major criteria have been proposed in the present study.

## $1^{\text {st }}$ Criterion: Shortest Path Direction of Depth Map

The 4 cutting directions introduced above are represented as the 4 different lines respectively in the 2D depth map image. Among these 4 lines, the cutting direction which can create the smallest cross section area involves the smallest number of the pixels in the 2D depth map image and should be selected as an optimal cutting direction for the successful outcome. Accordingly, the first criterion is proposed to discover the shorted path direction in the 2D depth map image.


Figure 5.5: Illustration of $1^{\text {st }}$ Criterion: (a) 2D Depth Map; (b) Depth discontinuity and the best candidate.

Depth discontinuity indexing, $\mathcal{P}_{i, j}$ is

$$
\mathcal{P}_{i, j}^{(k)}= \begin{cases}1, & \text { if }\left|d_{i, j}-d_{i+s, j+t}\right|<\tau  \tag{5.1}\\ 0, & \text { if }\left|d_{i, j}-d_{i+s, j+t}\right|>\tau\end{cases}
$$

where

$$
(s, t)= \begin{cases}(0, \pm 1) & \text { if } k=1  \tag{5.2}\\ (\mp 1, \pm 1) & \text { if } k=2 \\ ( \pm 1,0) & \text { if } k=3 \\ ( \pm 1, \pm 1) & \text { if } k=4\end{cases}
$$

where $\tau$ is a threshold to detect depth discontinuity, $d_{i, j}$ is depth value in $(i, j)$ pixel in a depth map and $k$ refers to four directions $\left(0^{\circ}, 45^{\circ}, 90^{\circ}, 135^{\circ}\right)$ as shown in Figure 5.5(a).

We name $\mathcal{A}_{i, j}^{(k)}$ as the array of depth continuity, $P_{i, j}^{(k)} ; \mathcal{A}_{i, j}^{(k)}$ refers pixels from $(i, j)$ pixel to the connected neighboring pixels, which have $n$ number of continuous pixels in $k$ direction. The number of elements in the array set is as follows:

$$
\begin{equation*}
n^{(k)}=\left(\left|\mathcal{A}_{i, j}^{(k)}\right|\right) \tag{5.3}
\end{equation*}
$$

The first criterion to choose the correct depth is defined as,

$$
\begin{equation*}
\mathcal{C}_{i, j}^{(1)}=\underset{k}{\operatorname{argmin}}\left(n^{(k)}\right), \tag{5.4}
\end{equation*}
$$

where $\mathcal{C}_{i, j}^{(1)}$ value has an optimal cutting direction label as the first candidate of $(i, j)$ pixel in the depth image in order to find the optimal depth among 4 different depth values. As in Figure 5.5(b), the red circle direction is selected as the best candidate.

Figure 5.6 provides the illustration of the 4 different angle directions and the optimal cutting of the whole surface of the object. In Figure 5.6(b), This AS-HKS algorithm attempts to check every single point using 4 different angle directions as an attempt to identify the most appropriate cut line to generate the correct symmetry volume mesh (Figure 5.6 (b)).


Figure 5.6: $1^{\text {st }}$ Criterion: Illustration of 4 different angle directions: (a) 4 Different Cutting directions; (b) Choosing the shortest path direction; (c) Optimal Cutting directions.
$2^{\text {nd }}$ Criterion: Smallest Depth-Gap Direction between Two Endpoints of Input Mesh Boundary

Certain problems still remain even when we select the minimum 2D plane-distance among the 4 different angles directions. The primary reason is that this cutting line from the maximum curvature direction selected often fails to identify an optimal line mainly due to the complex shapes of the target and the various camera directions to the target surface.

As indicated in Figure 5.7 (a), from the top-down view in the 3D space, a green colored line is identified as the shortest 2D plane-distance in the range scan data from a camera view direction. However, the green contour line direction leads to a wrong


Figure 5.7: $2^{\text {nd }}$ Criteria: Smallest depth-gap between two endpoints: (a) Top-down view in 3D space and Depth Map from the camera (in the Depth Map, the size of the colored circle indicates the depth value from the camera; the bigger size of circle means the closer distance depth value); (b) Wrong depth model based on the $1^{\text {st }}$ Criteria (c) Correct depth model based on the $2^{\text {nd }}$ Criteria.
artificial symmetry depth contour line mainly because the two unmatched depth contour lines fail to generate a fully closed ellipse shaped volume. The primary reason is that the left-end boundary point and the right-end boundary point have different depth values from the camera and accordingly these two endpoints have huge depthgap, as demonstrated in Figure 5.7 (b). Hence, the left-end boundary points from the visible contour and its symmetrical counterpart are unable to meet each other and the linear contour line is used to generate a closed contour. Further, it results in the failure to generate a correct artificial 3D mesh. As an attempt to solve this problem, the cut line with the smallest depth gap between two endpoints is selected in order to successfully obtain the best results. To be more specific, as shown in Figure 5.7 (c),
the red direction is the longest path direction, which should be discarded following the first criterion. However, it is considered to be the optimal selection primarily because this direction entails the smallest depth gap. This direction is capable of providing the correct depth model to get the correct thickness of the model.

Depth gap between two-endpoints (first index (1), last index (n)) of continuous array is described by $\mathcal{G}_{i, j}^{(k)}$,

$$
\begin{equation*}
\mathcal{G}_{i, j}^{(k)}=\left|\mathcal{A}_{i, j}^{(k)}(1)-\mathcal{A}_{i, j}^{(k)}(n)\right| . \tag{5.5}
\end{equation*}
$$

The second criterion to choose the correct depth is defined as $\mathcal{C}_{i, j}^{2}$,

$$
\begin{equation*}
\mathcal{C}_{i, j}^{2}=\underset{k}{\operatorname{argmin}}\left(\mathcal{G}_{i, j}^{(k)}\right), \tag{5.6}
\end{equation*}
$$

where $\mathcal{C}_{i, j}^{2}$ value entails the optimal cutting direction label as the second best candidate of the ( $\mathrm{i}, \mathrm{j}$ ) pixel in the depth image, which is able to detect the optimal depth among the 4 different depth values.

## Decision-Making Process on Depth

As previously explained in detail, the proposed algorithm considers two different criteria to identify an optimal mesh cut line direction for more accurate symmetry 3D volume mesh. Accordingly, the next research task that should intuitively arise will be which option should be prioritized between the two considerations. As an attempt to deal with this challenge, the proposed approach suggests a logical decision making process that carefully considers both concurrently. As described above, from the original range scan depth map, we extract symmetry volume depth which entails 4 different symmetry depth values from the 4 different angle directions. Thus, the next important step is to label the most appropriate candidate among those four by prioritizing combination of 2D plane-distance and depth-gap of two endpoints. The top priority goes to the combination where the best directions from both criteria are matched. Therefore, two candidates of the best priority are available for the best
cutting direction; and it is mandatory to make an appropriate decision to identify the optimal direction based on the combination of two different priorities.


Figure 5.8: Priority combination between 2D plane-distance and depth-gap of two endpoints and denoising results.

In Figure 5.8, the 3 top left figures illustrate the 3 best candidates in the order of the 2D plane-distance standpoint whereas the 3 bottom left figures demonstrate another 3 best in the order of the depth-gap standpoint. The upper right picture represents the labeling results based on the priority combination whereas the bottom one shows the outcome of denoising and smoothening. The right side of Figure 5.9 demonstrates 4 different depth volumes from the 4 different angle directions which are selected on the basis of labeling as shown in the bottom right of Figure 5.8.

## Refinement

The final stage in generating an artificial symmetry 3D volume mesh is to refine the outcomes of the previous step through denosing and removing. The selected depth values from the smoothened labels still have some errors in depth continuity. Thus, firstly, this stage attempts to denoise those depth values to obtain smooth depth


Figure 5.9: Artificial Symmetry 3D volume mesh and 4 Different depth volumes based on 4 Different angle directions $\left(0^{\circ}, 45^{\circ}, 90^{\circ}, 135^{\circ}\right)$.
surfaces. As stated, the artificial symmetry 3D volume mesh aims to extract HKS feature points only in the visible areas of the target and to find their corresponding HKS feature points from multiple partial overlapping range scan data. To accomplish this purpose, fully closed range scan data is required and furthermore, symmetrical counterparts should have smooth surfaces without depth discontinuity. Therefore, in this stage, we perform the procedure to denoise some depth values to identify the accurate HKS feature points required. The second and third pictures of Figure 5.10 show the results of this denoising step: initial depth values and artificial mesh depth values, respectively.

Another refinement step, removing is illustrated in the bottom pictures of Figure 5.10. It shows the merging results of visible and invisible surface mesh after removing unnecessary broken artificial symmetry counterpart meshes. The original range scan data and its symmetrical counterparts are often divided into several separate meshes by depth discontinuity. In such cases, in order to generate a fully closed artificial 3D mesh, it is required to reconnect the biggest sized symmetrical pair and other symmet-


Figure 5.10: Outcomes of Denoising and Removing.
rical pairs which entails a close distance to the biggest one. With this reconnection process, the algorithm is capable of distinguishing the appropriate symmetrical pairs which have smaller distance than a threshold to detect depth discontinuity and also able to remove unnecessary broken meshes. The refined symmetrical pair is completely connected with a side mesh and further can generate a fully closed artificial symmetry 3D volume mesh.

### 5.3.2 Coarse Registration by 3 pairs of AS-HKS

## AS-HKS keypoints and AS-HKS descriptors

Based on the fully closed artificial 3D model from multiple range scan data generated by the previous stage, we extract AS-HKS features and group the AS-HKS keypoints in order to ensure one-to-one mapping across multiple views. Grouping the keypoints is performed by using their 3D geodesic distance and the similarity of their AS-HKS descriptor value over a long period of time. A longer period of time is required to check the similarity of global AS-HKS descriptors mainly because grouping demands
global closeness on the surface.


Figure 5.11: AS-HKS keypoints in artificial 3D mesh and AS-HKS descriptors over time.

Top pictures in Figure 5.11 demonstrate heat kernel values and the grouped ASHKS keypoints on the surface of the artificial 3D mesh model. The yellow colored area represents high values of heat kernel function and corresponds to positive Gaussian curvature areas. In case of the long fixed time period for heat kernel function, high values of heat kernel indicate the end region of the target whereas low values of the heat kernel indicate the center region. Accordingly, as shown in the top pictures of Figure 5.11, the end regions of the target are presented with yellowish colors whereas the chest or body regions of the target are identified with dark-blueish colors. These extracted AS-HKS keypoints over the fixed long time period, which have only global AS-HKS features, are not sufficient to find corresponding AS-HKS features; hence, the full-period time AS-HKS descriptors of the AS-HKS feature points should be checked to use both global and local AS-HKS descriptors, as shown in bottom pictures of Figure 5.11.

In those figures, the X axis indicates different time periods whereas the Y axis presents heat kernel values. The curves illustrate AS-HKS values over different time
periods. The similar shaped curves over time indicate the globally and locally similar AS-HKS keypoints, which are considered as the possible corresponding points.


Figure 5.12: Initial registration results based on 3-pairs of AS-HKS features keypoints and AS-HKS descriptors.

## Coarse Registration based on 3 pairs of AS-HKS

The possible corresponding AS-HKS keypoints identified above are created on the basis of the AS-HKS descriptor curves from the artificial 3D mesh model. Therefore, they can be similar to the original target but not completely equal depending on the original range scan view directions. Thus, we propose a new approach to perform initial registration based exclusively on the 3 best pairs of the AS-HKS keypoints. We repeat registration based on the 3 pairs of AS-HKS keypoints and find the pair with the smallest RMS error. The left 3D plot in Figure 5.12 shows the initial position prior to initial registration whereas the right 3D plot presents the result of the 3 pairs AS-HKS points-based registration. And the right Figure 5.12 represents the initial registration results of multiple range scan data with no initialization.

### 5.4 Experimental Results

In Figure 5.13, we thoroughly evaluated the accuracy of the AS-HKS coarse registration under the same test setting as the previous one utilized in Chapter 4. The 4 different input data which have approximately $90^{\circ}$ rotation gap and some translation gap were employed to verify the AS-HKS coarse registration algorithm; as a result, it was possible to obtain relatively higher accuracy in comparison with the results of the PA-HKS coarse registration.


Figure 5.13: Results of each view transformation based on the AS-HKS.

In Table 5.1, we also can verify the effectiveness of the AS-HKS coarse registration

|  |  |  | Rotation Angle Gap |  |  | Translation Gap |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Roll | Pitch | Yaw | $X$ | $Y$ | $Z$ |
| $\begin{aligned} & \text { Case } 1 \\ & \left(V_{1}, V_{2}\right) \end{aligned}$ | Overlap | Ground truth | $2.07^{\circ}$ | $1.93{ }^{\circ}$ | $88.00^{\circ}$ | 196 | 3 | -203 |
|  | 15.11\% | AS-HKS | $5.95{ }^{\circ}$ | $4.52^{\circ}$ | $95.17^{\circ}$ | 198.3 | 17.9 | -226.4 |
| Error of AS-HKS |  |  | $3.88{ }^{\circ}$ | $2.59^{\circ}$ | $7.17^{\circ}$ | 2.3 | 14.9 | 23.4 |
| Case 2 | Overlap | Ground truth | $4.57^{\circ}$ | $4.49^{\circ}$ | $-174.4^{\circ}$ | -5 | 2 | -402 |
| $\left(V_{1}, V_{3}\right)$ | 29.80\% | AS-HKS | $3.44^{\circ}$ | $7.39^{\circ}$ | $-176.8^{\circ}$ | -0.3 | 12.7 | -398.5 |
| Error of AS-HKS |  |  | $1.13^{\circ}$ | $2.90^{\circ}$ | $2.40{ }^{\circ}$ | 4.7 | 10.7 | 3.5 |
| Case 3 | Overlap | Ground truth | $-1.78^{\circ}$ | $2.20^{\circ}$ | $-96.0^{\circ}$ | -197 | 2 | -195 |
| $\left(V_{1}, V_{4}\right)$ | $27.89 \%$ | AS-HKS | $-5.84^{\circ}$ | $4.82^{\circ}$ | $-96.1^{\circ}$ | -200.7 | 16.2 | -197 |
| Error of AS-HKS |  |  | $4.06{ }^{\circ}$ | $2.62^{\circ}$ | $0.10{ }^{\circ}$ | 3.7 | 14.2 | 2 |

Table 5.1: Results of Coarse registration by AS-HKS in comparison with given ground truth.
numerically from the test setting. The estimation of transformation by AS-HKS was compared with ground truth values in order to show accuracy of the AS-HKS algorithm. As shown in the 3 cases in the table, the estimation error of rotation in comparison with ground truth shows approximately less than $8^{\circ}$ by Rall, Pitch, and Yaw rotations; translation error is less than approximately 25 . It proves the effectiveness of the proposed algorithm with enhanced accuracy compared with the PA-HKS coarse registration.

## Comparison: AS-HKS vs PA-HKS

The present chapter successfully proves that the AS-HKS algorithm is capable of providing more accurate outcomes in comparison with the previous PA-HKS. Compared with Table 4.1, Table 5.1, in the same test setting, represents enhanced accuracy in the AS-HKS algorithm. In Figure 5.14, it is clearly illustrated that the AS-HKS, (a)
provides much more accurate outcomes in comparison with the PA-HKS, (b) in the setting of using 4 input range scan data to perform coarse registration. Figure 5.14 (c) and (d) present the results using only 3 inputs range scan data. As demonstrated, the PA-HKS algorithm fails to perform registration; on the contrary, the newly proposed AS-HKS algorithm is still capable of providing robust results as shown in Figure 5.14 (d).


Figure 5.14: Results of Coarse registration: AS-HKS and PA-HKS : (a) Coarse registration by AS-HKS using 4 inputs; (b) Coarse Registration by PA-HKS using 4 inputs; (c) Coarse registration by AS-HKS using 3 inputs; (d) Coarse Registration by PA-HKS using 3 inputs.

## CHAPTER VI

## Fine Registration based on MM-ICC

### 6.1 Outline of M-ICC

Wang [52] proposed the wide baseline 3D modeling algorithm, called the M-ICC, that performs registration of multi-view range scans through maximizing contour coherence among the observed and predicted contours across multiple views. It is grounded on the fact that the contour has been recognized as a rich source of geometric information for motion estimation and 3D reconstruction [49,52]. As shown in Figure 6.1 (a), the observed contours, which are derived from the original 2.5 D range scans, show discordance to the corresponding predicted contours, which are extracted from the projected 2.5D range scans. To be more specific, the red colored 'observed' lines do not match with the blue colored 'predicted' line in the left-side view; and the blue colored 'observed' lines do not match with the red colored 'predicted' line in the front view. Accordingly, in the present approach, contour coherence is maximized by iterative construction of the robust correspondences among apparent contours and minimization of the distances. Figure 6.1 (b) demonstrates the registration results with the maximized contour coherence and two well-aligned wide base line range scans. The observed and predicted contours extracted involve false contour points which are generated due to self-occlusion. Accordingly, two main research challenges come to attention: how to remove the false contour points and how to preserve only the corresponding contour points.

In Figure 6.2, the 3D object model entails the contour points, which are represented with a red solid line, in the view direction. In case that the 3D model is


Figure 6.1: (a) Two roughly aligned wide baseline 2.5D range scans of the Stanford armadillo with the observed and predicted apparent contours extracted. Two meshed point clouds are generated from two 2.5D range scans; (b) Registration results of maximizing the contour coherence.
rotated to the different view direction, after rotation, the 3D model should include the new contour points, represented with a yellow solid line. If the 3 D model entails fully covered 3D data, the previous contour, which exists before rotation, cannot be considered as contour points in the new direction. On the contrary, if the 3D model involves partial range scan data, not fully covered 3D data, then we can obtain the


## Partial 2.5D range scan data

Figure 6.2: Illustration of the main idea of the pruning step.
red solid line and the yellow solid line as the new contour points instead of the yellow dotted line. It is mainly because the range scan data involve the invisible area due to self-occlusion and the surface area between the yellow dotted line and the red solid line cannot exist. Therefore, the red solid line still remains as valid contour points even after rotation. These false contour points increase errors in finding corresponding contour points between two different range scan data. Thus, these false contour points should be eliminated for successful outcomes. This is the basic concept of the pruning step.

### 6.1.1 Generating Observed $R_{i}$ and Predicted Range scan data $R_{i \rightarrow j}$

A depth value, $R_{i}(\mathbf{x})$ is created by range scan $R_{i}$ of view $i$ at each image pixel $\mathbf{x}=(x, y)^{T} \in \mathbb{R}^{2}$. Range scan $R_{j}$ also generates meshed point cloud $M_{j}$ and $R_{i \rightarrow j}$ is provided by projecting $M_{j}$ to the $i^{t h}$ view. In addition, $N_{i}(\mathbf{x})$ is the surface normal vector of image pixel x in $R_{i}$.

### 6.1.2 Extracting Contour Points

The observed range scan data $R_{i}$ entails two different sets of contour points. One set comes from the front contours whereas the other set comes from the back contours. The first pruning step sets the back contours as occlusion. In case of setting the pixel belonging to the object in view $i$ as $X_{i}$, the depth of pixels which belong to the background is set by infinite, i.e., $R_{i}(\mathbf{x})=\infty$ for $X \notin X_{i}$. The visible contour point set, $\mathcal{C}_{i}$ and the occlusion contour point set, $O_{i}$ are differentiated by depth discontinuity of a pixel and its eight neighboring pixels, $N_{X}{ }^{8}$ of the range scan, as represented in the following:

$$
\begin{equation*}
\mathcal{C}_{i}=\left\{\mathbf{x} \in X_{i} \mid \exists \mathbf{y} \in N_{\mathbf{x}}{ }^{8}, R_{i}(\mathbf{y})-R_{i}(\mathbf{x})>\tau\right\} \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{O}_{i}=\left\{\mathbf{x} \in X_{i} \mid \exists \mathbf{y} \in N_{\mathbf{x}}^{8}, R_{i}(\mathbf{x})-R_{i}(\mathbf{y})>\tau\right\}, \tag{6.2}
\end{equation*}
$$

where $\tau$ is a threshold to control the quality of the PA-HKS features selected. Depth discontinuity occurs when the contours and occlusion contours are connected; it implies that self-occlusion in the range scan data creates some holes on the surface. These surface holes remain as the incorrect contour points and require a pruning step in order to obtain the successful registration outcome. In this step, $R_{i}$ and $R_{i \rightarrow j}$ generate $\mathcal{C}_{i}$ and $\mathcal{C}_{i \rightarrow j}$ as the observed contour set and the predicted contour set, respectively.

### 6.1.3 Two Step Pruning

## The First Pruning: Self-occlusion of the Predicted Contour

As mentioned above, self-occlusion creates some holes on the surface and the boundary points of these surface holes cause errors; hence, $\mathcal{C}_{i \rightarrow j}$ involves false contour points.

$$
\begin{equation*}
\mathcal{C}_{i \rightarrow j}^{(1)}=\left\{X \in \mathcal{C}_{i \rightarrow j} \mid \mathcal{C}_{i \rightarrow j}(X) \cap\left(\mathcal{O}_{i}(X) \cup \mathcal{C}_{i}(X)\right)^{c}\right\} \tag{6.3}
\end{equation*}
$$



Figure 6.3: Illustration of 2 pruning steps in the M-ICC algorithm: (a) 1st pruning: the black line is the previous contour points $C_{i}$ from the observed view i and the blue line is the new contour points $C_{i \rightarrow j}^{(1)}$ from the predicted view $j$; (b) 2nd pruning: the black line is $C_{j}$ from camera $j$ and the red line is the visible contour points from view $i$.

As in the equation above, fundamentally, the contour points fluctuate depending on different view angles in the fully covered 3 D mesh data. Therefore, $\mathcal{C}_{i}$ and $\mathcal{O}_{i}$ from the observed view direction cannot be considered as the members of $\mathcal{C}_{i \rightarrow j}$ from the predicted view direction. In Figure 6.3 (a), the black colored line represents a visible contour in the previous camera $i$ direction whereas the blue line indicates a new contour in the $j$ direction after rotation of the range scan data $R_{i}$. The rotated range scan data $R_{i}$ does not include the full surface of the target in the camera $j$ direction; therefore, the black line cannot be recognized as a valid contour in the same camera $j$ direction.

In Figure 6.4, the square point corresponds to a contour $\mathcal{C}_{i \rightarrow j}$ from the camera view $j$ whereas the dot point refers to a contour $\mathcal{C}_{i}$ from the camera view $i$. In case that these contours are included in the same 3D location, the contours should be pruned for registration.


Figure 6.4: Illustration of the 1st pruning step.

## The Second Pruning: Visibility of the Observed Contours

$\mathcal{C}_{j}$ should be pruned on the basis of the visibility of the corresponding contour in view $i$ primarily because some contour points in $\mathcal{C}_{j}$ become invisible from the camera location of view $i$.

$$
\begin{equation*}
\mathcal{C}_{j / i}^{(2)}=\left\{X \in \mathcal{C}_{j} \mid N_{j}(X)^{T} \cdot\left(p_{i \rightarrow j}-V_{j}(X)\right)>0\right\} \tag{6.4}
\end{equation*}
$$

where $p_{i \rightarrow j}$ refers to the camera location of frame $i$ in camera $j$ and $V_{j}(X)$ refers to the back-projection operator which plots $X$ in frame $j$ to its 3D location. Finally, $N_{j}(\mathbf{x})$ is a surface normal vector of each image pixel in frame $j$. In Figure 6.3 (b), the black colored line indicates a visible contour from camera $j$ direction and the red line shows an invisible contour in $i$ direction. The red contour need to be pruned in order to identify exclusively the corresponding contour points. Hence, only the black contours should remain after the first and second pruning steps mainly because the black contours include the corresponding contours. Again, in Figure 6.5, the red triangle point represents a contour from camera $j$ and becomes invisible from camera $i$. Since these points do not entail correspondences in camera $i$ frame, the pruning process is accordingly required.


Figure 6.5: Illustration of the 2nd pruning step.

### 6.2 Modified M-ICC(MM-ICC)

### 6.2.1 Motivation of MM-ICC

Wang [52] claimed one algorithm to eliminate incorrect contour points through twostep pruning. However, this algorithm functions limitedly with a simple setting with less occlusions. Therefore, the present paper attempts to advance the contour coherence by the refinement process of the contour correspondences via the third pruning step. This additional pruning step is capable of eradicating incorrect correspondences of the predicted contours according to the invisibility condition. This upgraded algorithm is named as the Modified M-ICC, MM-ICC. Figure 6.6 shows the motivation of the third pruning step. Figure 6.6 (a) shows some wrong contour points as the results of the 1st and 2 nd pruning. The blue dots in the black circle are the wrong contour points and increase errors in the registration outcome.


Figure 6.6: Motivation of Third pruning step in the MM-ICC algorithm: (a) Results of the 1 st and 2 nd pruning: the blue dots $\left(C_{i \rightarrow j}^{(1)}\right)$ and the red dots $\left(C_{j / i}^{(2)}\right)$ are the pruned contour points sets. The blue dots in the black circle are the wrong contour points and increase errors in the registration outcome; (b) Results of third pruning step: the wrong blue dots are pruned.

### 6.2.2 Main Contribution : Third Pruning Step

This paper proposes three pruning steps in order to find only the corresponding contour points from different views. Figure 6.7 illustrates the overview of the three pruning steps.

## The Third Pruning: Visibility of the Predicted Contours

The third pruning is a newly proposed step in the present dissertation research. This stage is to be applied preceding to the first pruning mainly because the results of the first pruning step may still include incorrect contour points. Some contour points $\mathcal{C}_{i \rightarrow j}$ generated by $R_{i \rightarrow j}$ are invisible in camera $j$; however, due to the self-occlusion effect, the points become visible in camera $j$. Accordingly, these incorrect points result in the errors in the matching step and further hinder accurate registration. As illustrated in Figure 6.4, the yellow square points are still identified as the visible contours in the predicted views although they should be invisible in camera $j$. Hence,


Figure 6.7: Illustration of the 3 -step pruning from a top-down view: (a) 1st Pruning step: Removal of the wrong contours (black dots with a square) to remain the contour points $\mathcal{C}_{i \rightarrow j}^{(1)}$ (blue square and yellow square) in camera $j$; (b) 2nd Pruning step: Removal of the invisible contours (red triangles) in camera $i$; (c) 3rd Pruning step: Removal of the remained wrong contour (yellow squares) after the 1st pruning.
the third pruning is performed with a focus on the visibility of the predicted contour, as described in Figure 6.8. This supplementary pruning stage is the core part of the proposed MM-ICC algorithm:

$$
\begin{equation*}
\mathcal{C}_{i \rightarrow j}^{(3)}=\left\{X \in \mathcal{C}_{i \rightarrow j}^{(1)} \mid N_{j}(X)^{T} \cdot\left(p_{i \rightarrow j}-V_{i \rightarrow j}(X)\right)>0\right\} \tag{6.5}
\end{equation*}
$$

where $V_{i \rightarrow j}(X)$ refers to the back-projection operator which maps $X$ in frame $R_{i \rightarrow j}$ to its 3 D location.

Therefore, using camera direction and surface normal vector $\left(N_{i}(\mathbf{x})\right)$ of image pixel, incorrect contour points are removed in this step.


Figure 6.8: Illustration of the 3rd pruning step.

### 6.2.3 Matching in 3D using Trimmed ICP

Following the three pruning steps, two pruned contour point sets, $\mathcal{C}_{j / i}^{(2)}$ and $\mathcal{C}_{j \rightarrow i}^{(3)}$, are attained as the pruned observed contour and predicted contour, respectively. However, one research challenge still remains; not all points in the two contour point sets involve correspondences and further these contour points have high sensitivity to the minor changes of the viewing direction. Thus, there is still a need to identify the corresponding contour points and to perform precise matching. As an attempt to address this issue, the trimmed ICP algorithm [6] in the 3D space is proposed in the present research. The trimmed ICP is grounded on a consistent use of the Least Trimmed Squares (LTS) in order to categorize the square errors and to minimize a certain number of smaller values. Figure 6.9 shows the overview of the Trimmed ICP process. In this algorithm, the pairs which entail a big distance among the set of point pairs is neglected in order to avoid the incorrect corresponding points. This feature, accordingly, allows more robust outcome in comparison with the bijective method which is incapable of covering distant points [52].

Trimmed Iterative Closest Point


Figure 6.9: Overview of Trimmed ICP [6].

### 6.3 Results of the MM-ICC algorithm

## MM-ICC for Refined Registration

Figure 6.10 verifies the effectiveness and accuracy of the MM-ICC algorithm in comparison with the M-ICC in the simple view setting which includes only $60^{\circ}$ gap and less occlusion between the input views. The first row including (a), (b), and (c) shows the pruned observed and predicted contour points, initial location of the two data sets, the M-ICC results, and the MM-ICC results, respectively whereas the second row presents the point cloud data sets of the two range scans. Lastly, the third row illustrates the RMS error of the M-ICC (g) and the MM-ICC (h). In this comparison of the two algorithms, the M-ICC and the MM-ICC, the RMS error of the MM-ICC provides relatively small improvement in the simple input setting.

However, in case of the complex setting which entails more occlusion or large rotation angle gap, approximately $90^{\circ}$, the effectiveness of the MM-ICC algorithm is clearly proven as illustrated in Figure 6.11. The comparison of (e) and (f) visually validates the effectiveness of the MM-ICC; moreover, another comparison of (g) and (h) provides a numerical evidence to verify higher accuracy of the MM-ICC algorithm.

### 6.4 Discussion

The MM-ICC algorithm proposes the additional supplementary pruning step in order to effectively eliminate the supposedly invisible points in the predicted contours. This third pruning stage play a highly crucial role as a powerful assistance in the secondround re-registration; consequently, it significantly enhances the quality of the final registration outcomes.


Figure 6.10: Results of M-ICC and MM-ICC in a simple view. Test Setting: Stanford armadillo $60^{\circ}$ gap.
$1^{\text {st }}$ Row : Contour data. ((a)Initial position, (b)M-ICC, (c)MM-ICC)
$2^{\text {nd }}$ Row : Range scan data. ((d)Initial position, (e)M-ICC, (f)MM-ICC)
$3^{\text {rd }}$ Row : RMSE after registration algorithms. ((g)M-ICC, (h)MM-ICC).


Figure 6.11: Results of M-ICC and MM-ICC in a complex view (Effectiveness of 3rd pruning). Test Setting: Stanford armadillo $90^{\circ}$ gap.
$1^{\text {st }}$ Row : Contour data. ((a)Initial position, (b)M-ICC, (c)MM-ICC)
$2^{\text {nd }}$ Row : Range scan data. ((d)Initial position, (e)M-ICC, (f)MM-ICC)
$3^{\text {rd }}$ Row : RMSE after registration algorithms. ((g)M-ICC, (h)MM-ICC).

## CHAPTER VII

## Experimental Results

This chapter provides a detailed explanation about the research outcomes of the current disssertation research, "Fully Automatic Registration based on Combination of Coarse and Fine registration". In this chapter, the effectiveness of our proposed algorithm is evidently validated in comparison with the previous M-ICC algorithm and ground truth values.

### 7.1 Verification Criteria

Two separate criteria were employed in the present paper in order to validate a hypothesized range alignment. The first criterion is the grounded Root Mean Square (RMS) errors as the measure used to determine the accuracy, using the overlapping areas of the aligned scans. It was considered that corresponding points should be registered in the same location from the overlapping points. The second verification criterion is the visibility information. The smoothness and connectedness are visually evaluated for the verification. To be more specific, it was attempted to visually find out how smooth the registered surface would be and further how well connected the edge of each range scan data would be.

## Root Mean Square Error (RMSE)

Root Mean Square Error (RMSE), which is also known as Root Mean Square Deviation (RMSD), has been a commonly employed criterion to measure the difference between the values predicted by a model and the values actually observed from the


Figure 7.1: Illustration of Verification Criteria using RMSE: (a) Two range scan data for blue sphere (the red area is overlapped from two camera view directions); (b) Calculation of Ground truth optimal RMSE; (c) Arbitrary position of Range scans without initialization or camera calibration; (d) Results of the proposed algorithms and actual estimated RMSE.
environment that is being displayed [87-89]. These individual differences measured are also entitled as residuals; RMSE plays an important role to collectively calculate them into a single measure of prediction.

Figure 7.1 is the illustration of RMSE which is one of the verification criteria to evaluate accuracy of registration results of the proposed algorithms. Figure 7.1 (a) shows two range scan data of the blue sphere target from the top down view. Each of view camera directions covers different surface areas of the target and the red area is the overlapping area of the different view range scan data. Figure 7.1 (b) describes the optimal ground truth RMSE. In order to use RMSE as a valid verification criterion, only the overlapping areas should be used to calculate RMS. It is mainly because
corresponding points exist only in the overlapping areas. This optimal RMSE is used as a verification step by comparing with actual RMSE as in Figure 7.1 (d). Figure 7.1 (c) shows the arbitrary position of range scans without initialization or camera calibration and those range scans are used as input data for the proposed algorithms. Figure 7.1 (d) illustrates the estimated registration results based on the proposed algorithms and the actual estimated RMSE. Thus, in order to use RMSE as the verification criterion, we compare the optimal RMSE and the estimated RMSE. To be specific, we can validate accuracy of the proposed algorithms based on the degree of similarity between the estimate RMSE and the optimal RMSE: the closer values, the higher accuracy.

RMSE of a model prediction in regard to estimated variable $X_{\text {predict }}$ is defined as square root of mean squared error:

$$
\begin{equation*}
R M S E=\sqrt{\frac{\sum_{p=1}^{n}\left(X_{i}^{o b s}(p)-X_{j}^{p r e}(p)\right)^{2}}{n}}, \tag{7.1}
\end{equation*}
$$

where $X_{i}^{\text {obs }}$ refers to the observed values in the view $i$ direction and $X_{j}^{\text {pre }}$ means the predicted values in the view $j$ direction at place $p$, and $n$ is the total number of corresponding points. We calculate the pairwise RMSE of two adjacent views to verify accuracy of the proposed algorithms. Thus, in the equation above, the view $i$ and view $j$ alternatively become the observed and predicted view.

RMSE values are still found to be beneficial to differentiate model performance in a calibration period from the performance in a validation period; moreover, this RMSE values can also be utilized to provide a compared result of the individual model performance to that of other predictive models.

### 7.2 Results of Proposed Algorithm

This chapter intends to provide the results of fully automatic registration based on the combination of coarse registration and fine registration. Accordingly, on the basis
of the results, this chapter attempts to validate the effectiveness of the proposed algorithm using the results of the combined registration algorithm which are the PAHKS with the MM-ICC algorithm (PA-MMICC) and the AS-HKS with the MM-ICC (AS-MMICC) algorithm in comparison with the M-ICC and ground truth values.

### 7.3 Results of PA-HKS with MM-ICC(PA-MMICC) algorithm

This section provides the results of the proposed algorithm which combines the PAHKS coarse registration with the MM-ICC fine registration as an attempt to verify the effectiveness. For this purpose, the results were compared with the previous MICC algorithm in the same test settings using different number of input range scan data.

The test setting includes two different types of the simple view range scan data which entail 70-degree angle gap and 90-degree angle gap in order to evaluate the capability to recover rotational errors of the input data. By 'simple', it refers to the setting with less self-occlusion views. Additionally, the complex view setting, which involves 90-degree angle gap between two input data, was also designed to validate the robustness of the proposed algorithm in overcoming the negative effect of occlusion.

As a result, the M-ICC showed relatively fine outcome exclusively in the simple view setting where low rotation angle gap exists. On the contrary, the proposed algorithm was capable of providing constantly successful performance both in the simple and complex view settings with high rotation angle gap.

In Figure 7.2, the left column demonstrates the results from the M-ICC algorithm under four different settings; the right column illustrates the results from the MMICC algorithm. In addition, it also provides RMS errors in each setting. Figure 7.2 (the $1^{\text {th }}$ rows specifically show relatively small registration errors which accordingly indicate that the M-ICC algorithm is capable of producing successful results in the case of simple views with little occlusion. However, the outcomes entails inconsistency,


Figure 7.2: Results using Stanford Armadillo. Test setting (\#1): 70ㅇ, 2 simple views (Less self-occlusion views). (\#2): $70^{\circ}, 2$ complex views (More self-occlusion views). (\#3): $90^{\circ}, 2$ complex views (\#4): $90^{\circ}, 4$ complex views.
particularly in more challenging conditions, such as the complex views with more self-occlusion areas ( $2^{\text {th }}$ rows) and with large rotation angles among multi-view range
scans ( $3^{\text {th }}$ rows)). In these perplexing settings, the M-ICC algorithm is incapable of generating the accurate results, as illustrated in Figure 7.2 (the $2^{\text {th }}, 3^{\text {th }}$ row). Moreover, as demonstrated in Figure 7.2 (the $4^{\text {th }}$ rows), the M-ICC algorithm is unable to provide successful outcomes in four pair-wise registrations mainly because the registered range data show significant mismatches and the average of the 4 pairs of registration RMS errors is quite big. On the contrary, the PA-MMICC algorithm is fully capable of obtaining stable and accurate matching outcomes for all four pair-wise registrations. In addition, the RMS results clearly indicate the effectiveness, accuracy and robustness of the proposed PA-MMICC algorithm. Overall, the proposed PAMMICC algorithm is proven to be highly robust and accurate for the registration of the complex 3D objects which even involve large gaps of multi-view scans and significant occlusion in each scan.

Figure 7.3 presents the test results using another data set, Stanford Bunny. Similar to the test setting in Figure 7.2, (the $1^{\text {th }}$ row represents the simple view which involves only 60-degree angle gap; in this setting, both of the M-ICC algorithm and the PAMMICC algorithm provided successful results. However, in the complex views with more self-occlusion areas ( $2^{\text {th }}$ rows), the M-ICC algorithm showed big RMS errors and failed to perform successful registration. In the $4^{\text {th }}$ row, only two of the four pairwise registrations from the M-ICC algorithm offered relatively successful outcomes whereas the other two provided significant mismatching results. On the contrary, the PA-MMICC algorithm was fully capable of obtaining stable and accurate matching outcomes for all the four pair-wise registrations. Therefore, these contrasting results clearly indicate that the proposed algorithm is highly robust in the different data set.

### 7.4 Results of AS-HKS with MM-ICC(AS-MMICC) algorithm

The previous section positively verified the robustness of the combination registration including PA-HKS and the MM-ICC algorithm(PA-MMICC); as shown, it was able


Figure 7.3: Results using Stanford Bunny. Test setting (\#1): $60^{\circ}, 2$ simple views. $(\# 2): 60^{\circ}, 2$ complex views. (\#3): $90^{\circ}, 4$ complex views.
to provide promising outcomes despite tough and challenging conditions. Nevertheless, a limitation still remains in this combined approach in terms of the robust range; accordingly, we attempted to further maximize robustness to tougher and more challenging settings. In such an attempt, we proposed another combination registration algorithm which includes AS-HKS and the MM-ICC algorithm(AS-MMICC). Here in this section, we aim to verify the effectiveness of this newly proposed combination algorithm.

| Setting(v1-v2) |  | Algorithms |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Angle Gap <br> (degree) | Overlap Area <br> $(\%)$ | M-ICC <br> (without) | PA-MMICC <br> (without) | AS-MMICC <br> (without) |
| $10^{\circ}$ | $87.80 \%$ | 0.85 | 0.36 | 0.27 |
| $20^{\circ}$ | $78.39 \%$ | 0.61 | 0.40 | 0.25 |
| $30^{\circ}$ | $68.33 \%$ | 0.53 | 0.34 | 0.18 |
| $40^{\circ}$ | $58.78 \%$ | 0.57 | 0.33 | 0.21 |
| $50^{\circ}$ | $49.80 \%$ | 0.49 | 0.36 | 0.18 |
| $60^{\circ}$ | $41.64 \%$ | 0.50 | 0.36 | 0.18 |
| $70^{\circ}$ | $33.68 \%$ | N/A | 0.36 | 0.17 |
| $80^{\circ}$ | $25.29 \%$ | N/A | 0.36 | 0.17 |
| $90^{\circ}$ | $15.11 \%$ | N/A | 0.26 | 0.26 |
| $100^{\circ}$ | $12.38 \%$ | N/A | N/A | 0.22 |
| $110^{\circ}$ | $11.79 \%$ | N/A | N/A | 0.25 |
| $120^{\circ}$ | $9.21 \%$ | N/A | N/A | 0.33 |
| $130^{\circ}$ | $6.70 \%$ | N/A | N/A | 0.44 |
| $140^{\circ}$ | $3.57 \%$ | N/A | N/A | 0.37 |
| $150^{\circ}$ | $1.38 \%$ | N/A | N/A | 0.14 |
| $160^{\circ}$ | $0.47 \%$ | N/A | N/A | 3.47 |

Table 7.1: Final Registration Errors: Comparison of the proposed algorithm and the previous algorithm using RMS errors (Tested in the "with no initialization" setting).

### 7.4.1 Registration errors according to angles

Table 7.1 compares the results of the AS-MMICC algorithm with the two previous ones including the M-ICC and the PA-MMICC using RMS errors in order to verify the effectiveness of the proposed algorithm. RMS errors consider corresponding points in overlapping areas, which have closest distance from different views. In addition, we also examined the case with no initialization in order to investigate how much angle gap between two different view range scan data could be recovered by each of the algorithms. For this process, the first view was fixed and the main rotation angle of the second view to the first one was measured at an interval of 10 degrees as an attempt to validate the maximum angle gap of each algorithm to obtain successful outcomes. As illustrated above, in case of the M-ICC algorithm, it was capable of recovering only up to 60 degrees of main rotation angles; beyond that degree, it failed to provide registration with higher RMS errors. The PA-MMICC algorithm showed a slightly better performance; it was able to recover up to 90 degrees with no initialization but it still failed operating registration of any further degree. On the contrary, the proposed algorithm using artificial symmetry 3D volume performed vastly successful recovery up to 160 degrees. One particularly important point to be emphasized here is that this AS-MMICC algorithm was capable of successful registration even with very little overlapping area between two input views: nearly closed to $0 \%$. Moreover, it also presented higher accuracy with RMS error values as low as approximately 0.2.

About $0.1 \sim 0.2$ is ground truth RMS error which is the average of the distances between point-correspondences of only overlapping area in our test setting. Because we use points sets from the different range scan data, ground truth of RMSE is not zero in the Table 7.2. This result unmistakably indicates that the AS-MMICC algorithm enables us to obtaion highly robust registration with great accuracy, especially with no initialization and no overlapping areas of different range scan data. It is still true that RMS errors are not always a correct representative of the accurate registra-
tion, particularly in case that corresponding points are located closed to each other, not exactly on the same position due to using different data set. However, the corresponding points from different views are still capable of providing verification criteria mainly because RMS errors are calculated by the average of the distances between point-correspondences of only overlapping area and we compared RMS errors with ground truth RMS errors, which is not a zero.

Figure 7.4 illustrates the visual representation of the numbers from Table 7.1 above. Each row represents the differences according to different angle gaps, $30^{\circ}$, $60^{\circ}, 90^{\circ}, 120^{\circ}, 160^{\circ}$, respectively. Each column demonstrates the actual outcomes from the 3 comparing algorithms; the first three columns illustrate two original range scan data, overlapping area, and initial pose from depth cameras whereas the last three show registration results of the M-ICC, the PA-MMICC, and the AS-MMICC algorithm. As clearly indicated in Table 7.1 and Figure 7.4, the M-ICC algorithm restrictively allowed registration when main rotation angle gap is less than $60^{\circ}$ and the PA-MMICC algorithm up to $90^{\circ}$; on the contrary, the proposed algorithm was able to provide successful registration outcomes up to $160^{\circ}$ with no initialization. Furthermore, in case of small angle gaps, the AS-MMICC algorithm presented highest accuracy compared the previous two. For instance, in $30^{\circ}$, the surface of the left leg part, which is the edge of range scan data, shows very smooth registration results. It is true that the AS-MMICC algorithm has relatively high RMS error value, 3.4567 in case of $160^{\circ}$ and accordingly its result in Figure 7.4 shows rather uneven surface; nevertheless, it is still important to emphasize that the new algorithm illustrates more successful registration results compared to the other two algorithms.

### 7.4.2 Registration errors according to the number of views

Table 7.2 illustrates and compares the results of the three algorithms in two different settings. It shows maximum main rotation angle of recovery of each algorithm in


Figure 7.4: Results from Table 1 : Rows $\left(30^{\circ}, 60^{\circ}, 90^{\circ}, 120^{\circ}, 160^{\circ}\right)$, Columns (Two original range scan data, overlapping area(magenta), initial pose from the depth camera, M-ICC, PA-MMICC, AS-MMICC algorithm results, respectively).
two types of settings: the simple initial setting which entails more overlapping areas and less occlusion effect and the complex setting that involves less overlaps and more occlusion. The M-ICC algorithm was verified with initialization whereas the PA-MMICC and the AS-MMICC algorithms were inspected to compare RMS error

| Setting |  |  | Comparing Algorithms |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Using | Angle Gap <br> Views <br> (degree) | Overlap Area <br> $(\%)$ | M-ICC <br> (with) | PA-MMICC <br> (without) | AS-MMICC <br> (without) | Ground <br> truth |
| V1-V2 | $90^{\circ}$ | $15.11 \%$ | 0.32 | 0.26 | 0.26 | 0.20 |
| V2-V3 | $90^{\circ}$ | $29.80 \%$ | 0.44 | 0.37 | 0.25 | 0.13 |
| V3-V4 | $90^{\circ}$ | $27.89 \%$ | 0.38 | 0.34 | 0.20 | 0.13 |
| V1-V2 | $120^{\circ}$ | $9.21 \%$ | 0.36 | N/A | 0.33 | 0.22 |
| V1-V3 | $120^{\circ}$ | $9.70 \%$ | 0.39 | N/A | 0.33 | 0.23 |

Table 7.2: Final registration errors: Comparison of the results of the 3 algorithms in different number of input (Tested in the "with" or "without" initialization settings).
values of ground truth data and final registration outcomes in the setting with no initialization. It is vital to indicate that in an attempt to compare final registration of multiple scan data, Table 7.2 uses the results of the "With initialization" case for the M-ICC mainly because it could perform registration only up to $60^{\circ}$ in the setting with no initialization. As explained above, we performed registration using two different input range scan data; accordingly, RMS errors were calculated using average distance between two closest points in two range scan data. It should be noted that ground truth RMS error cannot be a zero primarily because geodesic distance between closest overlapping point clouds is calculated using two different range scan data.

Figure 7.5 visually represents the results of Table 7.2 . Each row shows the results in cases that the number of input is four $\left(90^{\circ}\right)$ and three $\left(120^{\circ}\right)$, respectively. In addition, each column represents the outcomes of the M-ICC, the PA-MMICC, and the AS-MMICC algorithm. As explained above, in case of registration using 4 input range scan data, the AS-MMICC algorithm provided smaller values of RMS errors. In the M-ICC algorithm, the connection areas involve uneven surface even in the


Figure 7.5: Results from different numbers of input in Table 2: Rows (4 inputs, 3 inputs), Columns (M-ICC, PA-HKS with MM-ICC, AS-HKS with MM-ICC results, respectively).
setting with initialization. Moreover, when using 3 input range scan, the PA-MMICC algorithm was unable to obtain successful registration outcomes. In both cases, the AS-MMICC algorithm proved its robustness and accuracy with outstanding outcomes even in ground truth RMS errors.

### 7.4.3 Registration errors according to the different inputs

Figures 7.6 and 7.7 illustrate the results of registration errors according to the different input data sets using Stanford Armadillo, Bunny, Happy Buddha, and Lucy. Four different views were considered in the test setting; and in case of M-ICC, 3D reconstruction was performed with initialization whereas PA-MMICC and AS-MMICC were tested with no initialization. In case of Armadillo, the average of RMS error in M-ICC was 4.476, which entails relatively larger values, in comparison with the RMS errors of PA-MMICC and AS-MMICC, 0.279 and 0.232 , respectively. This difference can be also found visually in Figure 7.6. The results using Bunny demonstrate similar values with the average of RMS error in M-ICC as 1.595 . This average is considerably higher than the RMS errors of PA-MMICC and AS-MMICC, 0.206 and 0.197, respectively. Especially, the ear part of the Bunny clearly indicates that M-ICC fails to perform registration. On the contrary, the proposed algorithms using artificial mesh were capable of eliciting successful registration outcomes.

In case of Happy Buddha, similarly, M-ICC showed the highest average value of RMS error whereas PA-MMICC and AS-MMICC illustrated lower average errors. As in Figure 7.7, the face and boundary part indicates that M-ICC entails lower accuracy in registration.

Finally, the results using Lucy also illustrate that M-ICC has larger average values of RMS errors in comparison to the proposed algorithms. To be more specific, the average RMS error of M-ICC was 1.057 based on those of 4 pairs of views, 3.498, $0.3705,0.1494,0.2118$, respectively. As identified, one particular pair among the 4 pairs of views shows considerably higher error values; it is mainly because this pair entails more complex views due to self-occlusion. On the contrary, the two proposed algorithms overcome this complexity and show highly accurate registration outcomes.

In conclusion, this experimental test result clearly validates that the proposed algorithms are able to successfully perform 3D reconstruction despite the different


Figure 7.6: Results from different input data sets (Stanford Armadillo, Bunny).
input data sets.


Figure 7.7: Results from different input data sets (Stanford Happy Buddha, Lucy).

### 7.4.4 Registration errors according to Main parameter

The proposed algorithms entail a main parameter which distinguishes depth discontinuity of each range scan data. The depth discontinuity parameter finds a selfocclusion area of each range scan from different views in order to avoid possible incorrect correspondences among input range data. This parameter is also used to determine the shape of the artificial 3D mesh in the coarse registration stage and the contour and occlusion points used in the pruning stage of the fine registration. Therefore, the parameter has a huge influence on accuracy of registration outcomes;
that is, if a wrong parameter is selected, registration fails. There are several affecting factors; in other words, an optical parameter value varies according to the shape of a target object, to degree of occlusion in view directions, and particularly to the scale of a target. Hence, identifying the sensitivity of the parameter over different models is important. In order to achieve this, we utilized a similar scale of a target to obtain an optimal parameter threshold value.


Figure 7.8: The Range of appropriate depth continuous thresholds for the four models

Figure 7.8 shows the range of proper threshold values to obtain correct registration results of 4 different testing data sets (Armadillo, Bunny, Buddha, and Lucy) in the similar scale of the target. As mentioned above, an optimal threshold value of discontinuity varies according to the scale of input data and view directions. Identifying a threshold is one of the challenges of the proposed algorithms.

In our experimental test setting, we set 160 for the longest dimension of the targets to use the same scale. The optimal range identified for different data sets are as follows: 5-7 for Armadillo, 4-10 for bunny, 4-8 for Buddha, and 6-9 for Lucy.

When similar values of an optimal threshold are given, accuracy of the registration outcomes decreases; and when choosing far smaller numbers than the optimal value, the proposed algorithms will fail.

### 7.4.5 Registration of an Extreme self-occluded 3D model

This section discusses the limitation of possible registration coverage of our proposed algorithm. One extremely large self-occlusion model, Stanford dragon is adopted in order to examine the proposed algorithms and its registration outcome was unsuccessful.


Figure 7.9: Results of dragon model: (a) 3D Stanford dragon; (b) four pair-wise registration results; (c) Final registration result of 4 inputs.

In Figure 7.9, (a) is the original 3D Stanford dragon model and (b) refers four pair-wise registrations from the AS-MMICC algorithm and shows significant mismatching results and (c) is the final registration results of 4 input range scan that are wrong. The main reason of this unsuccessful outcome is that the dragon model has a highly complicated 3D shape that will have significant self-occlusion areas under most perspectives. Therefore, through the projection of PA-HKS and the symmetry
of AS-HKS, it is incapable of generating correct artificial 3D mesh. Further, the body area of the dragon model has a long and winding shape which entails global similarity. Accordingly, when using symmetry 3D mesh, the AS-HKS algorithm fails to identify the difference of the object surface with this globally similar information.

### 7.5 Discussion

We proposed the two combination registration algorithms for multiple main rotation range scan data, which entails extremely little overlapping, with no initialization; that is, PA-MMICC and AS-MMICC. In conclusion, on the basis of RMS error values, the PA-MMICC algorithm, in comparison with the M-ICC, showed highly robust registration without any initialization. In addition, this PA-MMICC was also able to perform fast registration through fast generating artificial 3D mesh using projection, when comparing with AS-MMICC. The other proposed algorithm, the AS-MMICC was effectively capable of providing improvement in comparison to the PA-MMICC, on the basis of more accurate artificial 3D mesh. The main and significant contribution of the proposed algorithm should be that it is more robust for the diverse initial scan directions in obtaining accurate registration results. Although the PA-MMICC algorithm illustrated a good registration result, a limitation was also identified. It was not able to operate registration in the complex settings that limit to certain angles or that entail more occlusion; on the contrary, the AS-MMICC algorithm completely overcomes this limitation. Further, it even allows successful registration in complex settings of 120 degrees or higher. The PA-MMICC algorithm was also able to perform registration of the scan data with yaw rotation only up to the allowed maximum angle as 90 degrees. In other words, at least 4 input data were compulsorily required to generate one full covered 3D model which can cover 360 degrees. However, the AS-MMICC algorithm enables us to operate registration up to 120 degree or more angle between input scan data. Further this advancement allows us to use exclusively
the 3 input scan data to generate one full covered 3D model.

## CHAPTER VIII

## Conclusions and Future Research

### 8.1 Conclusions

In this dissertation, we made an attempt to address three research challenge in the field of 3 D reconstruction using registration. The first challenge considered was registration of the 3D range scan without any pre-knowledge given, such as initialization or calibration. The second challenge was how to diminish the amount of the required minimum overlapping to guarantee successful registration results. The last but not least research challenge was how to effectively advance accuracy of 3D registration.

To resolve these research issues and challenges, the present dissertation research proposed the combination registration algorithm with the two-step coarse registration and the fine registration. In regard to coarse registration, we proposed two different algorithms, including the Partial Artificial Heat Kernel Signature (PA-HKS) algorithm and the Artificial Symmetry Heat Kernel Signature (AS-HKS) algorithm, as an important attempt to tackle the first challenge, the 'with no initialization' issue. Especially, the AS-HKS algorithm is a technique for coarse registration by using an artificial symmetry volume mesh; in addition to its robust outcome, this algorithm also provided a curial clue to resolve the second challenge, which considers a decrease of the minimum requirement of the overlapping area. As a subsequent step after the coarse registration, we performed fine registration by the newly proposed Modified Multi-view Iterative Closest Contour(MM-ICC) algorithm. This new MM-ICC algorithm was employed to mainly address and successfully provide a resolution to the third challenge, enhancing accuracy.

- In the current dissertation research, we proposed two algorithms, including the PA-HKS and the AS-HKS to perform coarse registration for the multiple partial range scan. The partial range scan data involves the surface information in the visible area; therefore, it is difficult to find correspondences between the partial range scans. In order to find the corresponding feature descriptors from the partial data, we suggested a new 3D reconstruction algorithm on the basis of the artificial volume 3D mesh and Heat kernel signature (HKS) which is generated from that artificial volume 3D mesh. To generate the artificial volume, we proposed two different methods, the PA-HKS and the AS-HKS. In the PA-HKS, the range scan data was projected to the plane and then connected to the original range data through mesh. On the other hand, the AS-HKS algorithm attempted to generate the artificial 3D volume mesh using symmetry of the visible and invisible surface. These two proposed ideas demonstrated successfully registration outcomes for coarse registration; subsequently, the results of these two coarse registration algorithms were adopted to operate the next step, fine registration using the MMICC. The PA-HKS algorithm was able to perform registration of scan data of yaw rotation only up to the allowed maximum angle as 90 degrees. In other words, the 4 input data were mandatorily required to successfully generate one fully covered 3D model which can deal with up to 360 degrees. However, the newly proposed algorithm allowed prosperous outcomes with extended angles over 120 degrees or higher between two input scan data, which qualifies us to request the less number of the input, specifically merely 3 input scan data to generate one full covered 3D model.
- The AS-HKS algorithm was capable of performing successful registration using the multi-view range scans which have extremely little overlaps. The artificial symmetry 3D volume mesh based on the symmetry idea is able to provide both global and local features of each range scan data in order to correctly identify
correspondences among the partial 3D range scan data. The results were highly positive even in case of $1-2 \%$ overlapping areas. This extremely small amount of overlapping areas is very inspiring particularly because the previous studies have demonstrated that at least 45-50\% of overlapping regions are required to guarantee successful registration outcomes.
- As an attempt to address the last challenge and advance accuracy of the registration results, we proposed the Modified Multi-view Iterative Closest Contour(MM-ICC) algorithm. This newly proposed algorithm entails the additional supplementary pruning step in order to effectively remove the supposedly invisible points in the predicted contours. This third pruning phase serves as a powerful support in the second-round re-registration. As a result, it considerably improves the overall quality of the final registration outcomes.

In summary, on the basis of the methodological phases explained above, the present dissertation research proposed a new and robust technique for fully automatic 3D Reconstruction through registration of 3D range scans with no initialization. Consequently, this proposed algorithm successfully addressed and resolved the existing research challenges.

### 8.2 Future Research

Our future research will focus primarily on two major issues. One of our future research directions is centered on how to apply this registration under noise condition and the other research direction should be headed to the extended application of the proposed registration algorithm for reconstruction of the non-rigid objects. Each of these two directions will be discussed in more detail in the following section.

- In our current dissertation research, we proposed the robust registration algorithm with a consideration of input data without noise. Grounded on the fact that
the MM-ICC algorithm successfully performs registration on the basis of only the pruned contours which are derived from the observed and predicted range scan, not based on the entire surface, this newly proposed algorithm is capable of providing highly accurate results using extremely low overlap range scans input. Nevertheless, there exists a limitation. In the research condition including high noise, the proposed algorithm is not expected to demonstrate successful registration. Mainly due to the fact that the current algorithm utilized the limited amount of surface information, it entails high sensitivity on a small quantity of noise. Therefore, as one of the important future research direction, it should be considered to deal with the particular condition including noise and further advance the current algorithm to show more robustness in the challenging settings.
- Another limitation of the proposed algorithm leads to the second research direction. The proposed algorithm is able to provide successful outcomes with high accuracy in 3D registration exclusively for the rigid-3D model. Accordingly, the subsequent research step should deal with this limitation for the non-rigid 3D Reconstruction without correspondences. Currently, a number of previous studies on 3D reconstruction have made great deal of efforts to suggest a robust registration algorithm for reconstructing deformable shapes [90, 91]. Some of these studies have provided some process and proposed performing 3D registration on the template. However, more research is still required for more robust and effective 3D registration. Accordingly, we expect our proposed algorithm in this dissertation is highly possible to be extended to make new progress by operating registration for the non-rigid object without templates. This proposed algorithm, as proven so far, entails a number of robust features in successfully detecting correspondences on the basis of the artificial 3D volume; thus, it is expected to extend the matching algorithm which is capable of providing promising 3D reconstruction of deformable objects.
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