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Abstract: Twitter data has potentially unlimited value and numerous applications and is
known for its increase in users over time. Twitter facilitates information diffusion at an
exponential rate and also the creation of networks of users with a common interest. People
reacting to the spread of an epidemic or a natural disaster are greatly influenced by the
information diffusion in social media. Twitter, being a popular micro-blogging network
provides an effective way to measure diffusion in terms of speed and strength. Our research
is based on previous work on models related to topic diffusion and user influence. A topic
is defined by a set of keywords.

This research concentrates on the implementation of algorithms for computation of
diffusion of a topic in twitter. The degree of influence of the users who tweet on the topic
is also addressed. We have presented two different approaches to compute user influence
based on topic potential. We compare two diffusion models proposed in the literature,
namely potentials and connections. For testing and empirical analyses we use tweets related
to “flu”, “food poisoning”, and “politics”.
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CHAPTER I

INTRODUCTION

Online social media generates a prodigious wealth of real-time data and allows millions of people
to produce and consume content. It has become a standard platform for information diffusion. The
most commonly used social website Twitter facilitates the information diffusion at an exponential
rate. Twitter is a social network which allows users to exchange public messages of 140 characters
or less, known as Tweets. Tweets can be text-based or they can contain multi-media such as images
or video and links. In Twitter, tweets of a user are seen by other Twitter users who “ follow . The
“follow” feature allows one to build a network of peers with common interests [15]. Thus, tweets

provide a large corpus of text for information mining.

There are several information diffusion models present in the literature. Each model attempt to
capture specific information from the tweets. One of the models proposed in [20] addresses the
propagation of topics and their strengths in Twitter as a function of time. The authors define a
concept of potential (which can be interpreted in different ways) and present formulae to compute
the potential. They also provide a formula to compute influence of users at a point in time from the
potential. They used ad-hoc methods to compute the time-series and demonstrate the usefulness of

the model. No algorithms were given to construct the time-series.



The objectives of this research are 1) review several diffusion models whose features are
summarized in Appendix 4, 2) develop and test algorithms to build time-series based on the models

given in [20] in a Hadoop environment, and 3) to compare the [20] model against other models.

This research contributes big data analytics from a micro-blog standpoint. It concentrates on
implementation algorithms for computation of information diffusion of a topic in twitter. Degree
of influence of the users who tweet on the topic is also addressed. A diffusion model for topics in
twitter data (based on [20]) is outlined and implemented by a new algorithm in map-reduce
framework. We outline two approaches to assigning influence measures to users based on their
tweets/retweets and implement them. In [20], information diffusion is computed by introducing a
weight associated to topic defined in Chapter Il called topic potential. The tweets related to a topic
form the nodes of a diffusion network. Edges of the network represent retweet relation. The
potential of a topic is computed at regular intervals to build a time series. We implement algorithms
to compute the time series from tweets. We also implement the diffusion network model proposed

by [23] for comparison purpose.

We review literature related to this work in the next chapter. The methodology section, Chapter 111,
describes the data collection process from Twitter using Apache Flume. Chapter 1V describes the
implementation of programs to compute topic potential and user influence. The implemented

programs are used to analyze three datasets i.e.

1. Fludata
2. Food poisoning data

3. Politics data.

Chapter V outlines the results of the analyses and Chapter V1 provides conclusion and suggestions

for future work.



CHAPTER II

REVIEW OF LITERATURE

Online networks are more focused on sharing information and have been studied extensively in the
context of information diffusion [3]. The widely popular use of Twitter have created very large
corpus of information. Several models assume that the information diffuses from one user to
another such as spreading of epidemic [17]. This thesis focuses on the general topics of information
diffusion and user influence and hence related research has been reviewed. We use the term topic
in relation to diffusion which will be defined later in section 2.1.1. There are many investigations
done on number of people influenced, the speed and geographic range of propagation [16] [6],
diffusion flow model [18] [23], probability of influence [12]. In [13], the authors introduced a T-
BaSIC model that models the information diffusion through a directed network of users with
diffusion function and time-delay parameters for each arc (ux,uy). In [8], a random graph of users
is first sampled from the distribution induced by a particular diffusion model and then a function is
defined for node reachability in the sampled graph. The expectation of this function is the influence
for the random graphs. The authors suggested that a sum over conditional probabilities is used to

learn influence function.

Although some papers do exist to measure the 5 V’s of big data, this research is based on a new

approach to measure the velocity of topics in tweets proposed in [20].



2.1 INFORMATION DIFFUSION

The spread of information over time regarding a particular topic is called information diffusion [4].
The study of information diffusion is helpful in many applications such as election prediction [21],
linking patterns of political bloggers i.e. interaction between conservative and liberal blogs [1], to
estimate the expected time for information to reach a specific user in the network using a Diffusion
Rank algorithm [18], detection of real-time emerging topics on Twitter implementing aging theory

[5], movie box office [2].

Many models have been proposed so far to study the information diffusion in Twitter and other
social networks as the topic diffusion model [20], predictive model T-BaSIC, diffusion networks
model [23], by using social graph and cascade graph [19] etc. These models reviewed in the
following sections. The primary contribution of this thesis is related to the topic diffusion model

proposed in [20]. So it will be described in greater detail.

2.1.1 TOPIC DIFFUSION MODEL

The topic diffusion model proposed in [20] models topic propagation in tweets. The authors
introduced a weight associated to topic called topic potential. A weight associated to the tweet is
called tweet potential. The tweets related to a topic form the nodes of a diffusion network. Edges

of the network represent retweet relation.

User interests, user familiarity, curiosity etc. affect the information diffusion [20]. The authors
assumed that all the above features affecting the information diffusion are present in the tweets

themselves. The authors defined the topic and potential as follows:

Topic

A topic is a set of keywords L = {a, 02, 03, 04 ...... 0k} associated with weights y1, y2, ¥3..... Yk



with the normalizing condition -1 <=3 vi <= 1. If yi< 0, then the keyword will influence the topic

negatively.
Level

Each tweet is associated to a level. The levels of the tweets from the diffusion network are computed

as follows.

The root tweet i.e. original tweet will have a level ‘0’. If the tweets with level ‘0’ is retweeted, then
the level of the retweet is 0+1. In general, if the retweet with level ‘1’ is retweeted, then the new
level becomes I+1. In other words, the level captures the depth of a tweet measured by retweets and
interpreted as velocity of diffusion. The tweet potential is computed based on the levels. The tweet
potentials are summed up for detecting the topic potential for particular dates. Information diffusion

is calculated by computing the topic’s potential. The relevant definitions follow:
Potential

A weight called potential p (tw) of the tweet tw is associated relative to a topic L. It is computed as

follows:

PL (tw) = X5 y; I(;)
Where I (o) =1 if keyword a; is present in the tweet tw, O otherwise
Topic Potential
The potential of a topic L at time t is defined as the sum of the two contributions as follows:
PL (t) = X p(tw)

Where | is the level of retweet of tw at time t.



Information Diffusion

The topic potential when plotted against time generates a tweet graph which captures the topic

diffusion over time.
The retweets build a diffusion network that changes over time. The idea is illustrated in Figure 1.

In Fig 1, a diffusion network is built for tweet and its retweets. The root node in black color is the
original tweet at time t0. All brown color nodes are the immediate retweets and are of level ‘1’ at

times t1, t2, and t3. The blue color nodes are of level ‘2’ and so on.

L=
0O @
o o <
=
< O

Fig 1: Diffusion Network indicating different levels of one tweet at different times

.



2.1.2 PREDICTIVE MODEL T-BaSIC

The graph based T-BaSIC (Time-Based Asynchronous Independent Cascades) predictive model

proposed in [13] models information diffusion in online social networks.

A directed network G = (U, E) is considered where U is the set of all the nodes formed by users

and E (c U x U) is the set of all arcs. An edge (uj, u;) is in E if u; is exposed to a message from ui.

Fig 2 depicts the directed network G described above. Users are denoted as ui and messages are

denoted by m;. An arc (uyx, Uy) means that uy is exposed to messages published by uy [13].

m (7 m
US

v

Us

ms my Ms

Fig 2: Directed Network with users (u;) as nodes associated with messages m;



T-BaSIC models the information diffusion through a directed network G = (U, E) of users. For
each arc (ux,uy) there are two parameters 1) Diffusion Function 2) Time-Delay Parameter that are

described below.

Diffusion Function

Diffusion function is a function of nodes, edge and exchanged content features. It gives the

probability that uy transmits information to uyat a time t of the day.

0 <f(usuy)(t) <1

Time - Delay Parameter

The time required by a node uy to activate another node uy is called Time — Delay parameter.

r (ux,uy) >0

The author considered that each node uy that becomes activated at time t is given a single chance

to activate each of its inactive neighbors uy with a probability of T (ux,uy)(t) .

If the activation is successful, uy, becomes active in t+ r (ux,Uy). Stopping condition is reached when

no more activations are possible [13].

Fig 3 illustrates the principle of T-BaSIC showing the input and output. Each arc have the two
parameters time-delay and diffusion function. The diffusion function initially starts with a set of

activated nodes. Over time, all the other nodes get activated predicting diffusion [13].
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Fig 3: T-BaSIC model predicts the diffusion process along a continuous time-axis [13]

The prediction is based on the time-delay and diffusion function on each arc, starting from a set S

legend:

— has influenced

of initially activated nodes proposed by [13].

The probability that a node ux transmits a message/information to a node uy computed by the model
is a function of nodes, edges and topic features belonging to social, topical and temporal

dimensions. These features described below are numerical values between 0 and 1 that are

computed on past information diffusion traces.

Social Dimension Features

The rate of interaction between the nodes is measured by social dimension features.

Output

The following measures are considered as social dimension features.

The rate at which each node publishes messages - I (ux), | (uy)

Jaccard coefficient between two sets of nodes uy and uy interaction - H (ux, uy)

Ratio of directed messages VS non-directed messages by each node - dTR (uy), dTR (uy)

Rate at which each node receives targeted messages - mR (ux), mR (uy)




Topic Dimension Features

Topic Dimension Features measure the interest of each user towards the topic.
Interest of each user for the information - hK (uy, i), hK (uy, i)

Topic Dimension Features

Topic Dimension Features measure the interest of each user towards the topic.
Interest of each user for the information - hK (ux, i), hK (uy, i)

Model Parameter Estimation

Diffusion Probability function is given by the following formula for all the 11 interpretable features

that are described above. The formula below is given by [13]

1

13
1+exp(wo + Z waqVa)
a=1

P("diffusion"|V) = (A. Guille 2013)

V is the related vector of features.

wa coefficients are estimated using Bayesian logistic regression on data, describing how

information was diffused in the past.

2.1.3 DIFFUSION NETWORK MODEL

The diffusion network model is proposed by [23]. The three major properties of information
diffusion are speed, scale and range. These are captured by the diffusion network model. Properties

of the users, the rate with which a user is mentioned historically are equal or stronger predictors.

10



An interaction network is built with a constraint of similar topic based on @username mentions to
extract network structural properties, attributes of users and content that predicts diffusion within
these structures. Mentioning (@) includes all uses like reply, retweet and forms an active interaction

network.

Fig 4, illustrates the diffusion link between users A and B. User A has tweeted about the topic Iran
election. B has mentioned A (@A) and talked about the same topic i.e. Iran election. Therefore, a

link is built between A and B.

...Iran Election...

—)

...@A...Iran Election...

Fig 4: Diffusion link between users A and B when B mentions @A and talks about same topic

i.e. Iran Election proposed by [23]

In fig 5, a diffusion network with timestamps is built. All the posts that contain the topic keywords
are labeled with timestamps and diffusion links are built. The fully colored nodes are in the
diffusion network while other light nodes with black outline are not counted. The black outlined

nodes have mentioned the topic but without linking to any ancestor node.

11



O O

O @—e

Timel Time2 Time3 Timed
Fig 5: Diffusion Network over time

The authors developed models for three dimensions speed, scale and range in diffusion networks

in Twitter. The relevant definitions follow:

Speed: Whether and when the first diffusion instance will take place
Scale: The number of affected instances at the first degree

Range: How far the diffusion network chain can continue on in depth.

Models to measure the above dimensions

12



Speed: When a post about a particular topic is seen, the most common question that occurs, is how
the followers would be influenced, retweet and reply or mention the initial tweet in their tweet
about the same topic. This question has two parts: whether one would mention at all and if so when
will this mention happen [23]. The authors employed survival analysis to address both questions in
a single model. Using this model, a prediction can be made when a tweet containing a topic is likely
to be mentioned by another tweet also containing the topic. Cox proportional hazards regression
model is used to quantify the degree to which a number of features of both users and tweets

themselves predict the speed of diffusion to the first degree offspring.

The author considered few aspects of the twitter users and tweets to measure the speed, scale and
range. The aspects of each individual author, such as their activity level in tweeting, mentioning
and being mentioned may also predict the diffusion speed. Tweet characteristics whether a tweet
contains a link, whether it itself is a mention, and stage: whether the tweet comes at an earlier stage
or later stage in the topic lifespan. The authors simplified the stage variable by dividing the tweets

into two sets: before and after 10 days after the first observation of the topic is made.

The author considered few aspects of the twitter users and tweets to measure the speed, scale and
range. The aspects of each individual author, such as their activity level in tweeting, mentioning
and being mentioned may also predict the diffusion speed. Tweet characteristics whether a tweet
contains a link, whether it itself is a mention, and stage: whether the tweet comes at an earlier stage
or later stage in the topic lifespan. The authors simplified the stage variable by dividing the tweets

into two sets: before and after 10 days after the first observation of the topic is made.

nPost: If the author is more active in posting the tweets

nMention: If the author is more active in mentioning other individuals

MentionedRate: The rate of the author being mentioned

13



isMention: If the post is a mention

haveLink: Measures if the tweet has a link

If the value is greater than 1, a positive relationship exists between the predictor and speed of

influence. Values less than 1 indicate negative relationship.

Topic Apolio Iran Election | Google Voice | Harmy Potter Bing Chrome 0S Swine Flu lce Age 3
nPost 1.0004** 1.0007*** 1.0006**

nMention 1.0006** 1.00086. 1.0013* 1.0004* 1.0178*
nMentionad 1.0020** 0.9987*** 1.0027** 1.0007*** 1.0001** 1.003***

MentionedRate 1.3785** 1.1479*** 2.4480*** 1.0447+* 1.1664** 1.0875** 1.091*** 5.1330**
isMention 1.2077** 2.2106***

haveLink 2.5876** 0.6044*** 1.5730** 1.2895* 1.301**

stage 0.1653*** 0.3372*** 2.2156* 0.3034** 0.6803* 0.6052*** 1.131** 3.1104*

R’(max possible) 0.028(0.473)| 0.067 (0.975)| 0.050 (0.777)] 0.008(0.245)[ 0.016(0.597) 0.01(0.738)| 0.016(0.588) 0.028(0.192)
Reporting exp(coef) with p-value. Signif. codes: 0*** 0.001 **'0.01 "' 0.05"''0.1'" 1

Fig 6: Predicting whether and when a post will get mentioned by an offspring node about the

same topic. Only significant effects are shown [23]

A conclusion is made by [23] for the topic Iran Election, that when an author is more active in
posting (nPost) and has a higher rate of being mentioned (MentionedRate), the present tweet gains
an offspring in a shorter time. When a post is a mention, then it has a higher chance to continue
diffusion. Whether a tweet contains a link does not affect the ability to generate the offspring nodes

for the above topic Iran Election.

For all the topics in figure 6, MentionedRate is an important predictor to predict how fast a tweet
on particular topic would be mentioned. Stage is also an important predictor. For some topics,
earlier posts are more effective in producing an offspring where as for the topics Ice Age3 and

Google Voice, tweets later in the observation period are more effective.

The above results suggest that a topic can have different diffusion efficiency at different stages of

its life cycle.

14



Scale: For each tweet, how many people mentioned the same topic as first degree child nodes in
the diffusion network? The author assumed that each user is only counted once for their first post
about a given topic. The authors only predicted based on tweets that had at least one child node.
Logarithm of these variables is measured. The following figure 7 shows the regression results on
sample trending topics. R2 of the regression and correlation coefficient between the predictor and

log (nChild) is mentioned in each cell [23].

Topic Apalio Iran Election | Google Voice | Harry Potter Bing Chrome 0S Swine Flu | Michael Jackson
Log(nPost) 0.1726"* 0.1415* 0.2024*** 0.0685. 0.2331* 0.2444** 0.1416** 0.1342*
Log(nMention) 0.2516"* 0.0812** 0.1781** 0.1212** 0.0845.
Log(nMentioned) | 0.4565"** 0.6270** 0.4001** 0.2043** 0.4467"** 0.5821** 0.3789*** 0.3916***
MentionedRate 0.4071*** 0.0841** 0.4701*** 0.1371** 0.3862** 0.4271** 0.1835** 0.3092**
isMention 0.1374* 0.0767* -0.0620*

havelink 0.0654" 0.1837** 0.1634"** 0.0820* 0.0576* 0.1128*

stage 0.1511* -0.0570*

R 0.3357 0.4192 0.3108 0.1567 0.251 0.4643 0.1966 0.219

Reporting correlation coefficient. Signif. codes: 0** 0.001**'0.01*'0.05'0.1'"1

Fig 7: Predicting number of child nodes one can produce [23]

The author concluded that the activity level of the user and number of times she is mentioned are

stable predictors for variance. A tweet having a link is often generates more children.

Range: The range of topic diffusion is measured by the number of hops in the diffusion chain [23].
The length of the original chain indicates how far the original node diffuses in depth. For most of
the topics, half the ancestor nodes fail to produce the offspring nodes of the first degree and less
than 30% has the second degree child nodes. After 5 hops, less than 5% of the ancestor nodes still

continue to produce the child nodes [23].

In figure 8, the aspects of users and tweets are analyzed to predict the range of diffusion. The figure

presents the predictors of the length of topic chain in a diffusion network [23].

The user activity in posting and being mentioned are greater predictors of the longer diffusion hops.

A tweet being mentioned itself at a later stage is also a great predictor except for Harry Potter.
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Harry Potter

Topic Apollo Iran Election | Google Voice Bing Chrome OS | Swine Flu | Michael Jackson
nPost 0.9999. 0.0086* 09070 [0.0096**  [0.0998* 00992 |0.9907*
nMention 0.9967** 1.0022* 1.0018™ 1.0020

nMentioned 0.9945* 0.9991* 0.9950** 0.9984* 0.9964**
MentionedRate 06019 [0.7336" 0.8650*  [0.7303** 0.8518**  [0.9585.
isMention 0.7281** 0.5780° 06850  [0.5650*  [0.8618* 0.6630* 0.6205**
haveLink 0.5118"* 10765 |0.8420"*  0.9052*** 06743 [0.8807*

stage 09313 0.6280" 0.1902*** 05348 [0.3860*  [0.3277" 06519 [0.3452"
R’(max possible)  [0.043(1) 0.083(1) |0.168(0.903)  |0.0d0(1)  0.1151) 0.140(1) 10.055(1) 0.185 (1)

2.1.4 SOCIAL GRAPH AND CASCADE GRAPH MODEL

Fig 8: Predicting length of influence chain of ancestor nodes [23]

The social graph and cascade graph model is proposed by [19]. Information diffusion in real-time

is studied using retweets on Twitter as starting point. The authors considered influencer as a

friend/follower who exposes information to his/her followers and influence them to forward the

piece of information [13]. The relationship of who was influenced by whom is determined by

influence paths. The set of influence paths form a social graph, that share a common root is called

information cascade.

Social Graph

The author considered a directed social graph SG = (V, F) of follower/friend relationships. V is the

set of users and F denote the followers of V showing for each node/user from V who follows the

user (F) is constructed. Each message has few attributes like timestamp t, user v € V and

information item identifier i that are used [19].

Whenever a user forwards the same message, a cascade is formed. The author assigned two

values for every node. The temporal order of sending retweets and the number of followers. A

social graph is formed with friend follower relationship. From this social graph, a cascade graph

is extracted that has the influence paths.

16



Cascade Graph

Cascade graph CG (U, E) with U € V is a directed graph of influence paths among users. U is the
set of users and E represents the retweet relation between the users. CG is a subset of SG annotated
with influence time on the edges. Cascade graph contains only those users as nodes who actually
retweeted. Those who were exposed to the information and did not react are not included in the

graph.

The author’s algorithm searches for these edges in the graph for all messages in Message stream.

For real-time data, the edges shall be added incrementally whenever a message arrives.

For assessing connectivity of information cascades, two metrics are introduced that are described

below.

Connectivity Rate

The connectivity rate assess whether there is a connection between two users/nodes in the cascade.
It returns the percentage of users that have at least one connection and are thus influenced by

another user. In the below formula, either (u1, u) or (u, u1) edges can belong to E.

Connectivity Rate=

| {ul(us,u) € EV (uu;) € E}|
U]

Root Fragment Rate

The root fragment rate assess whether there is a path to the root user from every other user. It returns
the percentage of users that are connected to the root directly or through an influence path over

multiple users.
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Root Fragment Rate=

[{u; € Uliff exists a path uy, .., u;in C}| |
U]

The author used a subset of the dataset that contains cascades with more than 100 messages for
testing. The cleaned dataset contains cascade with more than 90% of their messages acquired and
having available more than 80% of the follower lists. For the cleaned dataset a connectivity rate of
85% and root fragment rate of 80% is obtained. The author then extended evaluations to the full

dataset where he observed that the connectivity rate and root fragment rate are dropped.

The author concluded that for 20% of the cascades, we get more than 80% connectivity rate and
70% root fragment rate. In ideal cases which have message completeness 99% and follower lists
95%, a connectivity rate CR=93% and RFR=90% is obtained. From this, the author concluded that
social links are indeed the predominant carriers of information. However, there are still 10%
messages that cannot be assigned using social graph information. That means, either the user has
no social connections available (deleted or private account), or the user forwarded a message
without having a direct link to any of the previous (re)tweeters (forwarded it from the public

Timeline where messages of non-followers are depicted).

2.1.5PROBABILISTIC COLLABORATIVE FILTER MODEL: MATCHBOX

A probabilistic collaborative filter model is proposed by [24]. This predictive model was originally
developed to predict the movie preferences of the users based on meta-data about movies. Using
the data of who and what was retweeted, a probabilistic collaborative filter model is trained to
predict future retweets [24]. The author named this model as Matchbox model. The input of the
model is the tweeter, retweeter and content of the tweet. The output will be a p value that is the
probability of a retweet of the tweet by the retweeter.
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The author has used the following features

» Tweeter’s features

The tweeter’s name and number of followers of the tweeter etc.

» Retweeter’s features

The retweeter’s name and number of followers of the retweeter etc.

The above features are divided into item and user features by different methods and different
models are trained to see which division works best. The binary feedback would be 1 if the
retweeter retweets the tweet within a specific time window else 0. A time window of 1 hour is used

because half of the retweets occur within an hour of the source tweet.

Positive and Negative Feedback

Positive binary feedback is required for training Matchbox which is obtained by collecting retweets.

The negative feedback is generated by the followers who do not retweet the tweet within an hour.

By selecting unique tweet and retweeter pairs from the collected data, a network of users is

obtained.

Generation of Training Data

For every tweet from the time of generation till an hour, all the retweets of that particular tweet are
collected in that one hour time window which forms the positive binary feedback. Negative
feedback is obtained from all the followers of the tweeter who did not retweet. The author’s data

has 99.8% negative feedback as most tweets were not retweeted.
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2.2 USER INFLUENCE DETECTION

In real-world scenarios, an individual accepts any new piece of information based on his/her interest
as well as friends influence [9]. Each information sender influences its neighbors with some

probability [7]. If the probability is too high, the user can adopt the opinion [10].

The following are some of the models for influence computation.

2.2.1 INDEGREE, RETWEETS AND MENTIONS MODEL

Indegree, retweets and mentions are considered for influence computation in [6]. In Twitter, one
way to measure influence of any user is based on the number of retweets that happen to their
original tweets [6]. The author uses a part of this retweet consideration but not completely because
it doesn’t measure the influence of the root user for the grandchildren. Some other methods describe
the influence based on the number of reply’s he/she has got for his/her tweets. The relevant

definitions follow: [6]

Indegree: The number of people who follow a user.

Retweet: The number of times others “forward” a user’s tweet

Mentions: The number of times others mention a user’s name

Indegree influence: The number of followers of a user is measured by indegree.

Retweet influence: The number of retweets containing one’s name indicate value of the  user

generated content.

Mention influence: The number of mentions indicates the ability of the user to engage others in a

conversation.
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The author collected the data in august 2009 for all user IDs from 0 to 80 million. There is no single
user connected to user ID greater than 80 million. Out of the collected 80 million IDs, only 54,981,
152 users are active which were connected by social links. The authors gathered information about

user’s follow links and all tweets ever posted by a user. The private accounts were ignored by [6].

The authors mentioned that the social link is based on final snapshot of the network topology at the
time the data was collected and no idea about the links were made. Indegree measures the popularity
of a user, retweets represent content value and mentions measure name value of a user [6]. The
information about user’s social links and tweets are collected and the value of each influence
measure is computed which are then compared. The users are ranked based on the 3 influence

measures. The relative ranking is given based on the Spearman’s rank correlation coefficient.

p=1-63 (xivyi) 2/ (N3-N)

xi and yi are the ranks of users based on two different influence measures in a dataset of N users.

The user who has highest p is said to be more influential.

2.2.2 INFLUENCE INDEPENDENT OF DIFFUSION MODEL

The author of [8] said that influence can be computed without calculating diffusion first. Avoiding
the need to compute diffusion first, influence is learned directly from cascade data. A random graph
of users is first sampled from the distribution induced by a particular diffusion model and then a
function is defined for node reachability in the sampled graph [8]. The expectation of this function
is the influence for the random graphs. The author suggested that a sum over conditional

probabilities is used to learn influence function.

Random Reachability function
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Each sampled random graph ‘G’ is represented by a binary reachability matrix

R e {0, 1} dxd
Rsj = 1, j is reachable from source s,
0, otherwise

St row indicates the information that if s is the source, which nodes are reachable from it.

J" column indicates if j is reachable from other nodes.

dxd indicates the dimension of the matrix

Compute node reachability

With a given set of sources S, whether a node j will be influenced or not in graph G is computed

with a simple non-linear function ¢ defined as converge function below.

Firstly,

Given a set S of sources, S is represented as an indicator vector xS

xS € {0, 1} d, with ith entry

Where %S is an indicator vector of sources S
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The below formula is given by [8]

1,s€S
xS (s) = 0, otherwise
Inner product
Inner product tells us if the target node j is reachable from any of the source nodes in S.
XiR; € Zy

. P
Target node j is reachable if xsR; 21

If the target node j is not reachable, the above value is ‘0’

Concave function

A concave function @(u) is used to transform s R into a binary function.
¢(u)=min {u, 1} : Z+ — {0, 1}

Coverage Function

The coverage function is used to compute influence.

o(\l: R;) : 2V {0,1}

Where V is the set of nodes.
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The influence of ‘S’ in graph G is the number of target nodes reachable from the source set S.
#SIR) =3 &(x§ R;)

d is the total number of nodes in the user graph.
Expectation for random functions

The overall influence of a source set ‘S’ in a diffusion model is the expected value of #

(SIR)
ie. o (S) := ER~PR [#(S|R)]
PR is the distribution over binary matrix R.

Hence, the author confirms that the influence can be learned directly from cascade data without

computing diffusion first.
2.2.3 GENERAL THRESHOLD MODEL

General threshold model is proposed by [12]. At any given timestamp, any node u is either active
or inactive. Each node’s tendency to become active increases as most of its neighbors become
active [12]. With time, more and more neighbors of u become active increasing the chances of u to

become active which further triggers its neighbors to become active [23].

The activation threshold g, is chosen independently and uniformly at random from the interval [0,

1]. In this model each node has an activation function:
fu: 2N(u) = [0, 1]

N(u) — Set of neighbors of u

Node u becomes active at t+1 if fu(S) >= g,
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S — Set of neighbors of u that are active at time t

The author computed the influence probability by considering the following graphs.

Social Graph

An undirected social graph G = (V, E, T) is considered by the author.

V is the set of users and E is the social ties between the users.

T is the timestamp for the edge i.e. at which the social tie was created between any two users.

Action Log

An action log is also considered which is in the following form.

Actions (User, Action, Time) which has a tuple (u, a, t)

This indicates a user u has performed a particular action a at time t.

Action Propagation

The author denoted universe of actions by A and social tie between users by E. An action a € A

propagates from user vi to v; if and only if

(Vi, Vj)€E

A(vi, a, 1i),(vj, &, tj) € Actions with t; < t;

There must be a social tie between vi and vj, both must have performed the action after their social

tie has been created. This forms a propagation graph defined below.
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Propagation Graph

The users who performed the action are included in the propagation graph with the edges
connecting in the direction of propagation. When a user performs an action, he is activated and has
the ability to activate all the inactive friends. The power to influence the neighbors is called
influence probability. At any time, the user v tries to influence its inactive neighbor u has a fixed
probability of making u active. The influence probability is the ratio of number of successful
attempts over the total number of trials which is known as Jaccard index. The Jaccard index is often
used to measure similarity between sample sets and is defined as the size of the intersection divided
by the size of union of the sample sets [12]. The author adopted Jaccard index to estimate Py, , as

follows:
Py,u= Avul Ay

The probability is given by the following function.

pulS)=1=- H(J - Puu )

vES

P (v,u) is the probability of v influencing u.
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CHAPTER IlI

DATA COLLECTION AND DATA STORAGE

This thesis research focuses on algorithm design and implementation to analyze information
diffusion and determination of user influence. Also, two user influence models are compared. For

testing and comparison, Twitter data sets are used.

3.1 DATA COLLECTION

In this research, the initial part is to collect the data from Twitter through Twitter Application
Programming Interface (API) [11]. The streamed Twitter data is stored in HDFS. The data are
collected in three domains, namely Flu, Food Poisoning and Trump Politics. The size of Flu data

is 200GB, Food Poisoning data size is 20GB and Trump Politics data size is 200GB.

The Hadoop cluster has 24 nodes with node names hadoop1-hadoop24. Hadoopl is the name node.
Hadoop2-Hadoop24 are all data nodes. Each node has 2 CPU cores, 8GB RAM, 500GB Hard disk.

Fedora 21 operating system is installed on all the nodes.

3.1.1 APACHE HADOOP

Apache Hadoop is an open-source software that provides scalable, reliable and distributed
computing. For us to start the streaming of twitter data with flume, we should have Hadoop

installed either in standalone mode or multi-node cluster.
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3.1.2 APACHE FLUME

Apache Flume is an open-source software that helps to store the streaming data on HDFS. A flume
agent should be created through which we can stream the data. The following steps describe the

process to collect the twitter data.

1. Create an account for yourself in twitter and login with the credentials.

2. Navigate to https://apps.twitter.com/ and create a new app.

3. Get the consumer secret, consumer token, access token and access token secret for your
application.

4. There are 3 components for a twitter agent namely source, sink and channel.

5. The flume source connects to Twitter API and receives data in JSON format which in turn
are stored in HDFS.

6. Add the flume source to the flume class-path.

7. Now, create a configuration file for the flume agent by specifying the consumer key,

consumer secret, access token and access token secret and keywords, hdfs sink path.

A sample configuration file which | have used is shown in Figure 9. It shows all the keys and

keywords to be used to collect the twitter data.
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https://apps.twitter.com/

1w
1w
1w
1w

Fig 9: Twitter Configuration File
After starting the flume agent, check for data in hdfs sink path to see if the data is getting collected
properly. Counting the number of files collected regularly is one of the methods to check if the data
streaming is continuous. The other way is to check the log file for any errors occurred in the data
streaming process. Sometimes, the data collection stops when there is a power outage as the Hadoop

cluster gets shutdown. Once the power is back, we can restart the flume data collection process.

The data collected is in JSON format. A sample data file is shown in Figure 10.

There are many fields in the json data file which can be used for different types of analysis. | have
circled few fields in yellow ink. The data associated with the respective fields is obtained by

filtering the raw json data by using a python script.
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Fig 10: JSON Data

30



CHAPTER IV

IMPLEMENTATION

There are several information diffusion models available in the literature with different
perspectives. In the related work section we have reviewed several models and analyzed their
differences. Summary of our analysis can be found in Appendix 4. This chapter is primarily

concerned with implementation of models presented in [20].

4.1 TOPIC PROPAGATION

Social networks play an important role in information diffusion [8], understanding which is the
objective of this research. We assume that information is represented by “topics” and the
strength/volume of propagation is defined by a potential. In this work, algorithms are implemented

based on a previously defined model for information diffusion.

The twitter data is used to investigate information propagation. This thesis is concerned with topic
propagation analysis in twitter data. There are several models proposed in the literature to measure
the intensity of topic propagation. In this thesis, we consider the Topic Diffusion Model proposed
by [20]. We develop implementation methods for the potential model. We also implement the

diffusion network model proposed by [23] for comparison purpose.

The data that has been collected from twitter into HDFS through Twitter API is in json format and

contains many pieces of information. Certain fields are necessary for this research. In this research,
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tweet propagation is computed first which is followed by user influence. For computing both of

them, the following five fields are used.

1. Tweet Text
Tweet_text is an important field that denotes topic. The topic for which we are computing
the diffusion is based on the Tweet_text.

2. This_Timestamp
This_timestamp denotes the time at which the user has tweeted/retweeted the tweet. It is
the most critical field in this research for calculating the tweet propagation.

3. This_User
This_user denotes the current user who has tweeted/retweeted the tweet. This helps in
finding out how the tweet propagated from one to another.

4. Owner
Owner represents the user from which this_user [current user] has retweeted the tweet.
Both the field’s owner and this_user helps in finding out the influence of the users.

5. Owner_Timestamp
Owner_timestamp is the time at which the owner has created the tweet. Owner_timestamp

is used to compute the tweet propagation.

Level of a Tweet

The level indicates the hops taken by a tweet as retweets. All the original tweets are considered to
be of level ‘0’. Retweets have levels greater than zero. When a user retweets a tweet, the retweet’s
level is increased by ‘1’ [20]. In general if the level of a tweet/retweet is |, then the level of its

retweet will be [+1.
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Potential of a Tweet

Once the level of the tweets are computed, potential of the tweets can be calculated.

P (tw) =3 (keyword weight). p'

Keywords define a topic. They are used to identify tweets related to a particular topic. Every

keyword is given a weight in the topic.

‘p’ is a constant that serves as a scale factor.

‘I’ is the level of the tweet.

The summation of the tweet potentials at regular time intervals gives the topic potential in those

time intervals.

Calculating potential of the topic based on the level and potential of the tweets.

P(T)=Y P (tw)

Where,

P (T) is the potential of the topic. P (tw) is the tweet potential.

4.1.1 DATA DESCRIPTION

The extracted Twitter Data is in JSON format. A sample tweet in JSON format is shown below:

{"filter_level™:"low", ‘"retweeted":false, "in_reply_to_screen_name™:null, "truncated":false,
"lang":"en", "in_reply_to_status_id_str":null, "id":665536821493796864,
"in_reply_to_user_id_str':null, .... }

In this research, tweet propagation is computed using 3 map-reduce jobs written in python. We use

map-reduce framework here in order to handle the large input datasets. The first map-reduce job is
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to filter the raw json data. The second map-reduce job deals with computing the levels of the tweets.
The third map-reduce job deals with computation of topic potential. The map-reduce jobs are

described in the sections that follow.

412 FILTERING THE TWITTER DATA

The first job is to filter the data collected. Out of all the available fields in the JSON data, only the
required fields for this research are extracted. The fields extracted in this research for tweet

propagation are:

Tweet_text, This_User, This_Timestamp, Owner_Timestamp, Owner

Partitioning the tweets alphabetically

After extracting the above five fields from all the tweets, we need to partition them alphabetically.
Partitioning is done by taking the first letter of the tweet_text. All the tweets starting with the same
letter are grouped and sent to the same reducer. The tweets starting with special characters are
grouped together. Each group is sent to a reducer for processing. Therefore, we need a total of 27

reducers.

Appendix 12 shows the flowchart for filtering the twitter data.

4.1.3 TWEET LEVEL COMPUTATION

The level computation job computes levels of tweets. The length of retweet chains of a tweet at a
point in time is determined by computing the level of a tweet. The output obtained by filtering the
raw json data done by the first job is taken as input by the second map-reduce job that has the tweets
sorted by a custom partitioner. A tree called the User-Tree is constructed for the set of
tweets/retweets with the same text. The date of tweet/retweet is stored in the node along with the

user of the tweet. The root node of the tree is a dummy node. The children at the first level represent
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original tweeters called root user for that particular tweet and the rest of the users who retweet are

connected as descendant nodes to the root user based on their retweets. The levels are calculated

for the tweet from the User-Tree on the available dates.

A flowchart for the User-Tree construction is shown in Appendix 13. The User-Tree construction

and level computation process is explained in Example 1.

EXAMPLE 1: User-Tree construction and level computation

This example illustrates the User-Tree construction and level computation.

INPUT DATA

The following is the input dataset for which level of all the tweets will be computed.

>

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Thu Sep 24 16:58:40 +0000 2015,dxtarun N/A,N/A

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Tue Sep 08 22:25:45 +0000 2015,diiy_hacks N/A,N/A

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Tue Sep 08 22:32:06 +0000 2015,lexi_corona  diiy_hacks, Tue Dec
27 22:30:56 +0000 2011

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Thu Sep 10 03:00:22 +0000 2015,BethaniaG TheDIYHacks,Sun
Dec 02 11:20:07 +0000 2012

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Thu Sep 11 03:00:26 +0000 2015,diiy_hacks  lexi_corona,Tue Sep

08 22:32:06 +0000 2015
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USER-TREE CONSTRUCTION
(Root, Root) is the dummy node for initializing a tree

» The first tweet is an original tweet and hence we add the user and this_timestamp directly
to the dummy node.

» The second tweet is also an original tweet and hence we add the user and this_timestamp
to the dummy node again.

» The third tweet is a retweet of the second tweet. As the owner of the third tweet is already
present in the tree, we add the user of third tree to its owner i.e. diiy_hacks

» The fourth tweet is a retweet but, its owner is not in the tree so far constructed. So, we first

add the owner to the dummy node of the tree followed by its user.

The tree after adding all the users will be shown in Figure 11

Root, Root

2015-09-24,

dxtariin

2015-09-08,
diiv hacks

2015-09-08,
lexi_corona

2012-12-02,
TheDIYHacks

2015-09-11,
diiy_hacks

2015-09-10,

BethaniaG



Fig 11: User-Tree illustration for example

TWEET LEVELS COMPUTATION BY TRAVERSING THE USER-TREE

A tree with all the users of a similar tweet is constructed as above. We utilize a data structure-
dictionary “tweet levels = {date: level}” where date represents the calendar dates and level
represent a list of integers which are levels of tweets to store the levels of the tweets/retweets with
date and levels on that particular date. We initialize the variable “level = 0”. While traversing the
tree, we increase the variable level by ‘1’ for every child node. This way, we get the following

levels:

{2015-09-24: 1

2015-09-08: 1, 2

2015-09-10: 2

2015-09-11: 3}

The date range is 09/01/2015 — 09/30/2015. The data shown in the sample input in example 1 is

collected in this date range 09/01/2015 — 09/30/2015.

We initialize another list “this_propagation” with all 0’s in the dates from the given date range.

We will have to replace the 0’s on particular days when there exists tweet levels on those dates.

this_propagation = ['07] * (parser.parse(endDate) - parser.parse(startDate)).days
Now, the variable “this_propagation” is populated as follows with all 0’s in all the dates from

09/01/2015 to 09/30/2015
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Now, we update “this_propagation” with the tweet levels which are available in “tweet levels”

dictionary and attach the tweet_text before the levels.

FINAL OUTPUT

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughouttheday 0 0 0 0 O O O0 12 0 2 3 0 0 O
o o o o o o o o o 1 o o o0 o0 o 0

We will see the process of user-tree construction and level computation by traversing the tree in

the below sections.

4.1.3.1 USER-TREE CONSTRUCTION

The user-tree construction takes the sorted tweets as input. All the similar tweets are grouped before
the user-tree construction. All the users involved in similar tweets/retweets form the nodes of the
tree. A variable previous_tweet is maintained to keep track of the tweets. When a first tweet is read
from the input file, the variable previous_tweet is loaded with the tweet_text. For the rest of the
tweets, tweet_text is compared with the previous_tweet variable value. All the users involved in
similar tweets/retweets form a tree. Once, the first set of tweets are done and a different tweet
occurs, tweet levels are computed from the tree so far formed for the first group of tweets that is
discussed in the below sections. After the level computation is done, the tree is re-initialized to

(root, root). This process continues for all the tweets

4.1.3.2 TWEET LEVELS COMPUTATION BY TRAVERSING THE TREE

From the above section, we have seen the construction of a user-tree. Every node contains the user
who created the tweet and the date when the tweet is created. After a user-tree is formed, we
compute tweet levels by traversing the tree from the root. A variable level_count is maintained to
keep track of the tweet levels. While traversing the tree, each time a child node is encountered,

level_count variable is incremented by one. Once, all the levels of the tweets/retweets for similar
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tweets/retweets are found, we re-initialize the tree and proceed with other group of tweets. A

tweet_levels dictionary is maintained to store tweet levels every day.

The flowchart for level computation is shown as part of Appendix 14.

4.1.4POTENTIAL COMPUTATION FOR TWEETS

The potential computation job is used to compute the potential of the tweets for each day. Here, we
use a map-reduce job to compute the topic potential because we need to deal with large datasets.
Also, the mapper job outputs the tweet potential on particular days while the reducer sums up the
tweet potential giving us the topic potential. The output of the level computation map-reduce job
is taken as input by the potential computation map-reduce job. The mapper here calculates the
potential of tweets every day. The reducer sums up the potential of tweets occurred on same day

giving the potential of topic on every day. A sample input line for this job is given below:

if you drink enough fluids in the morning you will feel happier sharper and more energetic

throughouttheday 0000000 1,1 221 3321 443215543200

The text “if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day” is the tweet text and the numbers are the levels on each day separated by a

comma. The flowchart is shown in Appendix 15.

4.2 DIFFUSION NETWORK MODEL

The diffusion network model is proposed by [23]. Connected user count is used as diffusion
measure. A time-series of connected users is built in the diffusion network model. The date range
depends on when the data is collected. When a user ‘B’ retweets a tweet of user ‘A’, we say that
the users ‘B’ and ‘A’ are connected as B = A. The number of such connections are counted on

every day present in the time-series. These counts are plotted against the dates. This graph is
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compared with the topic potential graphs discussed in the above section which is an objective of

this research.

The algorithm to compute the diffusion network model is described by the flowchart shown in

Appendix 16.

Connections

We consider an example to explain the term connection. For example, a user “X” has
tweeted/retweeted a tweet on dayl. A user “Y” has retweeted X’s tweet/retweet on day2. We say a

connection exists on day2 from Y = X and the count of the connections on day2 is one.

Flowchart description

In the above section 4.1.2, the first map-reduce job filters the raw json data and gives the five fields
namely tweet_text, this_user, this_timestamp, owner, owner_timestamp. The output of the first
map-reduce job is used as input to the diffusion network model. Ignore the original tweets. For
retweets, check if there is a connection on this_timestamp. If there is no connection on
this_timestamp, we add user > owner connection on this_timestamp. If some connections already
exists on this_timestamp, we check if this_user is present in the connections. If the user doesn’t
exist, we then add the user > owner connection. If the user already exists, we process the next

input lines. Finally, we count the number of connections on every day.

4.3 USER INFLUENCE

User influence measures the influence of a user in Twitter. A twitter user is said to be influential if
the user’s tweets are retweeted by other users. There are few researchers who compute the influence
of a user based on the number of followers of a user, number of times that user is being mentioned
in other users tweets. In this research, we assume a user is influential if more number of retweets

occur to the tweets done by him/her.
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ASSUMPTIONS

My assumption for this paper to compute the user influence is that all the twitter users are equal.
User influence computed is the influence of the users who have participated in tweeting or
retweeting the tweets only. We do not compute the influence of the users whose tweets are not

retweeted. For example say, twitter user tweets:

“People suffering from flu are eligible for free treatment.”

If no body retweets this tweet, we do not calculate influence for the user since the tweet has no
contribution towards user influence for the flu topic. Based on our influence computation, such a
user would not be considered as influential even if the user has high influence in terms of power

and name recognition.

To compute user influence, based on retweets, we present two approaches:

1. Multi-Level Marketing Method

2. Root User Benefits Method

4.3.1 MULTI-LEVEL MARKETING

Multi-level marketing is also called network marketing or pyramid selling. Not only the direct
investor gains profit but the middle marketers who are responsible for the sales also gain percentage

of profit leading to multi-level marketing.

In this research, multi-level marketing strategy is applied for user influence computation over time.

In this strategy, partial influences to all the parents starting from the root user is assigned.

The computation of user influence is done in 3 map-reduce jobs. The first map-reduce job filters
the tweets as described in the section 4.1.2. The second map-reduce job computes the levels of

tweets. The third map-reduce job computes the influence of every user.
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The flowcharts given in Appendix 17, Appendix 18, and Appendix 19 denote the implementation

of the three stages.

4.3.1.1 TWEET LEVEL COMPUTATION

We have used a different approach to compute the tweet levels and tweet potential individually
because we need to have the tweet potential separately in order to use it in the user influence
computation formula. After filtering of raw json data is done, we take the output and give it as input
to the first job here. We group all the similar tweets by comparing the tweet_text in a tweet_list
dictionary. Now, we sort all the tweets based on this_timestamp using an inbuilt sort function in
python. For every tweet in the input file, we compare its owner with the user of other tweets.
Whenever a match is made, we increase the level by one associated with the parent tweet. Finally,

we get the levels of every tweet in the input file. The flow chart is given in Appendix 17.

4.3.1.2 TWEET POTENTIAL COMPUTATION

From the above tweet level computation, we will have a level for every tweet. Now, we have to
compute the tweet potential. We start by checking the tweet_text with the words in the keywords
list. We assign a default weight of one to all the keywords. We initialize a variable named “count”
with zero. Whenever a keyword from the keywords list is found in the tweet_text, we increase the
count variable by one. The flowchart is in Appendix 20. We then compute the tweet potential by

using the formula

Tweet_Potential = count*pow (rho, level)

4.3.1.3 USER INFLUENCE COMPUTATION

From the previous computation, we get the tweet_potential of every tweet. Now, we need to
compute the influence of all the users. We initialize a dictionary named “influence” to store the

dates and influence of the users on those dates. We initialize a variable named “relative level” to
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store the relative level of a tweet with respect to another tweet. We group the similar tweets based
on the tweet_text. We then start by taking the first tweet and check its owner. If owner is none,
proceed with the next input line. If owner exists, increment the relative_level variable by one.

Compute influence of the owner of the tweet by using the formula:

Influence [owner] = tweet_potential*POW (rho, relative_level)

Now, check the influence dictionary if the owner entry is made. If the owner is not present in the
dictionary, add this_timestamp, owner and their influence in the influence dictionary. If the owner
already exists in the influence dictionary, update the influence value by adding new influence value

to the existing influence value. The flowchart is given in Appendix 19.

4.3.2 USER INFLUENCE FORMULA FOR MULTI-LEVEL MARKETING METHOD

The following figure illustrates the sample network chain of tweeters and retweeters.

T1 Original Tweeter
T2 First Child
T3 Second Child

Fig 12: Sample network of users to show the levels

When B retweets from A at time T2,

Influence (A, T2) =3 P (Tw).p!  Level hereis ‘1’
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When C retweets from B at time T3,

Influence (B, T3) =Y P (Tw).p' Level hereis ‘1’

Influence (A, T3) =3 P (Tw).p!  Level here is ‘2’

4.3.3 ROOT-USER BENEFITS METHOD

Root-User Benefits Method is another method to compute the influence of Twitter users. As
discussed in section 4.3.1, in multi-level marketing method, we compute the influence for both the
root users and intermediate users. Root user benefits model computes the influence of the root users
only. Only the root users gets the complete credit. Whenever a retweet is made, only the root user

is said to be influential. None of the intermediate users is said to be influential.

As discussed in section 4.3.1, we follow the same steps for tweet level calculation in section 4.3.1.1
and tweet potential computation 4.3.1.2. The only difference in the user influence computation
4.3.1.3 is that we store the root users in a list and print the influence values for the root users only.

The formula to compute the influence of the Root User at time “T” is:

User_Influence (Root_User, T) =Y P (Tw).p'

Where,

P (Tw) is the potential of the tweet

“1” is the level of the tweet and p serves as scalable factor.

Let us illustrate this with an example:

EXAMPLE 1

Let the input dataset be as follows:
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if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Tue Sep 08 22:25:45 +0000 2015,A N/A,N/A

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Wed Sep 09 22:32:06 +0000 2015,B A, Tue Sep 08 22:25:45 +0000 2015

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Thu Sep 10 22:44:09 +0000 2015,C B,Wed Sep 09 22:32:06 +0000 2015

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Fri Sep 11 03:00:22 +0000 2015,D C,Thu Sep 10 22:44:09 +0000 2015

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Sat Sep 12 03:00:26 +0000 2015,E D,Fri Sep 11 03:00:22 +0000 2015

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Sat Sep 12 04:00:26 +0000 2015,Vishali D,Fri Sep 11 03:00:22 +0000 2015

if you drink enough fluids in the morning you will feel happier sharper and more energetic
throughout the day Fri Sep 13 05:00:26 +0000 2015,Pinky B,Wed Sep 09 22:32:06 +0000 2015

The influence of the users based on Multi-Level Marketing model will be as follows:

2015-09-09 A 4

2015-09-10 A 16

2015-09-10 B 8

2015-09-11 A 64

2015-09-11 C 16

2015-09-11 B 32
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2015-09-12 A 512

2015-09-12 C 128

2015-09-12 B 256

2015-09-12 D 64

2015-09-13 A 16

2015-09-13 B 8

Now, we will see the root user influence values based on Root-User Benefits model. The root user
in the above input dataset is “A”. So, the root-user benefits model computes only the influence

values for the root user over time.

2015-09-09 A 4

2015-09-10 A 16

2015-09-11 A 64

2015-09-12 A 512
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2015-09-13 A 16

Influence of the users in flu data, food poisoning data and politics data are computed by using both
the methods i.e. multi-level marketing and root-user benefits method. A comparison of both the
ranks is made and these results are compared with the user ranks based on followers, retweets and
mentions. A comparison table of user influences can be found in Appendix 8 for flu data, Appendix

10 for food poisoning data and Appendix 11 for politics data.
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CHAPTER V

RESULTS

In the previous chapter we presented several algorithms and their implementations for potential and
user influence computations. This chapter presents the results of applying those to three data sets.
The data sets are related to flu propagation, food poisoning and political discourse. Topics are
defined in each dataset for analysis. The keywords defining the topics are given in the Appendices
1-3. The results provided in this section illustrate the applicability of the algorithms for information

diffusion and user influence analysis. They also serve to compare the results to a similar model.

5.1 TWEET PROPAGATION RESULTS

Results of potential computation are shown for three datasets flu data, food poisoning data and
politics data in sections 5.1.1, 5.1.3 and 5.1.4 respectively. Daily comparison of tweet_count and
potential is also shown which indicate they are not similar. A deduction could be made that

tweet_count is not necessarily the best indicator for information diffusion.
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5.11 FLUDATA TWEET PROPAGATION RESULTS

Tweet propagation for flu data (flu topic) is computed in the date range September 9, 2015 to
November 26, 2015 with different RHO values that serves as a scale factor. The RHO values used
here are 1, 2, and -2. The keywords used for flu topic are listed in Appendix 1. All the keywords

are given a default weight ‘1°.

Figure 13 denotes flu tweet propagation with RHO value equals to 2. The value of highest flu topic

potential is 270.00k and is found on September 27, 2015.

Figure 14 denotes flu tweet propagation with RHO value equals to 1. The value of highest flu topic

potential is 140.00k and is found on September 27, 2015.

Figure 15 denotes flu tweet propagation with RHO value equals to -2. The value of highest negative

flu topic potential is -270.0