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Abstract

In complex, high-stakes tasks such as offshore oil and gas drilling where substantial number of monitoring parameters involve in the operation, the analyses of human operator’s situational awareness (or situation awareness, SA) become more important to avoid severe incidents initiated by the poor cognitive performance. Numerous SA measurement practices have been proposed in the previous researches, however, most of them employed the verbal and behavioral response analyses which are subjective to the researchers’ notions.

In this study, an integrated approach combining subjective measures (e.g. verbal responses) with physiological metrics (e.g. eye fixation data) was investigated to seek the benefits for SA analyses in the field of offshore oil and gas drilling. A pre-existing incident based experimental test in a high-fidelity simulator facility was designed for real-time log indicators monitoring tasks, and a set of eye tracking devices collected verbal responses and oculomotor information simultaneously during the real-time tasks. To quantify the verbal responses, scoring metrics were newly developed for this study. The metrics assigned the points to the participants’ verbal responses based on their uttered keywords (abnormal, kick or blow-out) reacting to the situation.

Quantitative statistical analyses were applied to ocular observations and verbal response scores collected from the predesigned Areas of Interests (AOIs) on the monitoring screen, using one-way ANOVA and Friedman test, respectively. The analyses provided unique and complementary insights that mapped the measures from both metrics to the level of situation awareness and that helped understand the cognitive process in time critical decision-making tasks in offshore oil and gas field. In addition
to the statistical investigation, data mining approach using time series clustering technique was introduced to group the participants’ scanning pattern with respect to the temporal sequences, and to find the correlation of the scanning pattern to the quantified situation awareness.

According to the analysis results, the expertise of the participants affected on their cognitive mechanisms to identify and respond to the situations to some extent. The content and timing of the situation also served as one of the important factors to determine the level of situation awareness. The participants’ scan patterns were clustered into four groups and suggested a potential correlation between the visual scanning pattern and the quantified situation awareness (i.e. verbal response scores). It was found that the vertical attending tendencies to the individual logs might lead a higher comprehension of the situation than the horizontally transitional attending tendencies between different logs.
Chapter 1: Introduction

With the recent advancement in oil and gas operations technology, the immense, complicated and interrelated information requires the concurrent analyses for immediate decision-making to prevent catastrophic incidents. Despite the automated system in the high-risk tasks, human operators’ cognitive performance is still considered to be one of the most critical factors to ensure reliable operations, as we have experienced in several well explosion incidents (US Chemical Safety and Hazard Investigation Board., 2010).

One popular way to assess the operator’s cognitive performance is to measure how accurately the person is aware of the surrounding situations. Previous researches observed that situation awareness (SA) of the operators is critical to the safety of the oil and gas operations (Roberts et al., 2015; Sneddon et al., 2006; Sneddon et al., 2013). It is also well known that poor SA prevents the proper decision making from the operators and diminishes the operation’s efficiency in any dynamic system (Endsley, 1995).

To measure the situation awareness, several techniques such as the Situation Awareness Global Assessment Technique (SAGAT) or the Situational Awareness Rating Technique (SART) were developed, however, these methodologies require to pause the experiment in the middle of the task to ask some queries to the test participants to obtain explicit SA (Endsley et al., 1998). To reduce the hindrance to a time-critical task where immediate decision-making is necessary, this study proposes a mixed approach combining verbal response evaluation with eye tracking analyses as a possible alternative to the conventional SA measurements. When a person could express their comprehension of the situation with verbal description, our eye movements may reinforce the evidence of comprehension by visually interrogating the information
simultaneously. Since the eye movements can be continuously captured during the experiment, this approach requires no pause of the test, therefore, might be effective to holistically study the SA throughout the task.

This study aims to draw a preliminary assessment of SA by employing the proposed mixed approach. To quantify the analysis outcome, the verbal responses and eye movement data collected from the pre-designed incident indicator monitoring tasks are statistically investigated using conventional parametric (within-subject design one-way ANOVA) and nonparametric tests (Friedman test). The results are then converged to understand the factors affecting the participants’ performance and eventually evaluate the level of SA. In addition to the statistical assessment, a data mining technique, “Time Series Clustering (a combination of Dynamic Time Warping and Density-Based Spatial Clustering of Applications with Noise)”, was applied as a supplementary method to identify the eye movement trajectories with respect to temporal sequence.

Chapter 2 provides a brief background knowledge about situation awareness and the measurements in high risk tasks. This chapter also states theoretical explanation of the data mining techniques to be employed in the visual scanning trajectory analyses. Chapter 3 presents a proposed way to conduct the experimental tasks and analyses. In this study, we develop new verbal response scoring metrics to quantify the participants’ comprehension, and adapt a combinatorial time series clustering model to analyze the pattern of indicator observation. The results of analyses and the corresponding discussion are included in Chapter 4. Chapter 5 concludes the study with some recommendations for future researches.
Chapter 2: Background

This chapter introduces the situation awareness (SA) and its most common measurements. Two main algorithms of the time series clustering method are introduced to provide an idea about the adapted scan pattern identification model described in Chapter 3.

2.1 Situational Awareness

Situation awareness (SA) is generally defined as a combination of three cognitive levels (Endsley, 1995). First level includes “perception” of the surrounding events, which indicates the acceptance of the presented information. In this study, perception can be considered to relate a participant’s attention to the given situation or to acknowledge the incident. Second level is “comprehension” of the observed events, which is associate with the understanding and retention of the accepted information. Third level is regarded as “projection” to make correct decisions based on the previous levels of SA.

Among several measures to evaluate SA, the Situation Awareness Global Assessment Technique (SAGAT) and the Situational Awareness Rating Technique (SART) are most widely used (Endsley et al., 1998; Selcon and Taylor, 1990). In SAGAT, the experiment is paused at random times to provide several queries to the participants to assess their knowledge of the test at the point when the experiment is frozen. The queries are customized to the tasks and typically include the contents to measure the three levels of SA. Participant’s verbal or written answers are compared with “ground truth” information or “expert’s answers” and scored. This method is an
objective, unbiased measure in that the participants cannot anticipate the queries arbitrarily asked during the task. However, it is intrusive since it requires the simulation experiment to be frozen to collect the participant’s responses. SART is a post-trial multidimensional scaling technique based on the operator’s subjective opinion. In SART method, the participants are asked to scale the degree of their perception to what they observed during the task. The rating is performed after the test, and each dimension of the queries are usually scaled by seven points (1 = low, 7 = high). The queries cover general contents, therefore need not be customized. Original SART was composed of ten dimensions to measure the test participant’s SA. Unlike SAGAT, this method does not disturb the simulation experiment, however, it embeds the problems of post-trial information gathering process. For example, participants may forget some periods of the task when they had a poor level of SA while relatively well remember the periods when they showed a better level of SA.

A variety of studies revealed that high risk tasks depend the task eligibility and reliability on the SA of the operators (Bhavsar et al., 2017; Deacon et al., 2010; Härtel, et al., 1989; Helmreich, 2000; Sanfilippo, 2016; Sharma et al., 2016; Williams et al., 2013). The task domain includes aviation, offshore oil and gas operation, process plant control room management, clinical operations, etc. Mostresearches employed the traditional behavioral measures to investigate the participants’ SA, however, recent studies started adapting the physiological measures such as eye movement analyses and claimed that the utility of eye tracking devices provided objective and qualitative approaches to assess the initial perception level of SA (Bhavsar et al., 2017; Sanfilippo, F., 2016; Sharma et al., 2016; Williams et al., 2013;).
2.2 Time Series Clustering

Clustering is a data mining technique to group a set of objects based on their similarity to each other without prior knowledge of the group’s nature (Rai and Singh, 2010). The objects in the same group (i.e. “cluster”) have the maximum similarity with other objects within the group. Clustering has been extensively used in data analytics to identify the structures in unlabeled data and organize the dataset into smaller subsets for in-depth analyses (Aghabozorgi et al., 2015).

Time series clustering is a special type of clustering to accommodate temporal elements into similarity evaluation when grouping the data. If a sequence of data is enumerated with respect to time, the data is considered “time series”. Since time series data is a prevalent type in real world, clustering time series data becomes a ubiquitous analysis in various fields (Liao, 2005). Researchers found that time series data was generally characterized with high dimensions and large size, and that it was difficult to measure similarity to determine clusters due to noise, shifts or different sequence length of each observation (Keogh and Kasetty, 2003; Lin et al., 2004; Rani and Sikka, 2012). Hence, time series data limits the implementation of conventional clustering techniques designed for static data.

The strategy to perform time series clustering to a set of data can be presented in three primary approaches (Aghabozorgi et al., 2015).

- Shape-based approach: original time series data are paired up and compared to match the shape by stretching or shrinking the time axes. Conventional clustering methods are applied afterwards with some modifications in the similarity measurement.
• Feature-based approach: original time series data are transformed into features of lower dimension. Conventional clustering algorithms are applied to the newly computed features later.

• Model-based approach: original time series data are transformed into model parameters (i.e. a parametric model for each dataset). A feasible model distance and conventional clustering algorithm are chosen, and then can be applied to the extracted model parameters.

Due to the ease of application, the shape-based approach is widely used in time series clustering. In this study, Dynamic Time Warping algorithm was chosen among the various techniques for modifying the time axes, and a density-based clustering method was selected as a conventional clustering tool.

2.2.1 Dynamic Time Warping

Dynamic Time Warping (DTW) is a very useful technique to compare the similarity between two different temporal sequences. The algorithm was originally discussed in the speech recognition studies to normalize the nonlinear fluctuation in speaking rates, hence to match the words and utterances by overcoming variations in timing and pronunciations (Sakoe and Chiba, 1978). DTW was then introduced to the data mining field for reducing the sensitivity to the time component in classification and clustering (Berndt and Clifford, 1994). In DTW, two given time series are stretched or compressed locally (i.e. “warped”) to align in a nonlinear manner so that the global distance between the two series (i.e. the summation of the local distances of individual aligned elements) becomes minimal (Giorgino, 2009; Ratanamahatana and Keogh, 2004). Researchers found that DTW distance measure outperformed the conventional
Euclidean distance metric where the distortion in time axis highly affected the grouping results. Since then, the similarity measurement using DTW has been more applied to classification and clustering in many domains such as gene expressions, medicine, and engineering (Aach and Church, 2001; Bar-Joseph et al., 2002; Caiani et al., 1998; Debrégeas and Hébrail, 1998; Kadous, 1999; Ratanamahatana and Keogh, 2004). Figure 2.1 visualizes the different metrics for measuring distance similarities. Note that the two temporal sequences (solid lines) are not aligned in the time axis (horizontal axis) even though their variation shape is similar. As shown in Figure 2.1(a), Euclidean distance metric maps the i\textsuperscript{th} point of one sequence to the i\textsuperscript{th} point of another sequence locally. Meanwhile, Figure 2.1(b) illustrates that DTW distance metric allows a nonlinear alignment between the points to shift the sequences for intuitive matching.

![Figure 2.1](image1.png)

(a) Euclidean distance metric

(b) DTW distance metric

**Figure 2.1. Distance similarity measurement for time series (Chu et al., 2002)**
To understand DTW algorithm, assume two time series, A of length \( n \), and B of length \( m \), where

\[
A = a_1, a_2, \cdots, a_i, \cdots, a_n \tag{2.1}
\]

\[
B = b_1, b_2, \cdots, b_j, \cdots, b_m \tag{2.2}
\]

The two sequences A and B can be aligned by creating an \( n \)-by-\( m \) matrix where each element \( (i, j) \) includes the distance \( d(a_i, b_j) \) between the two points \( a_i \) and \( b_j \). The distance \( d(a_i, b_j) \) is commonly computed using the Euclidean distance, hence,

\[
d(a_i, b_j) = (a_i - b_j)^2 \tag{2.3}
\]

The element therefore means the alignment between the points \( a_i \) and \( b_j \). A warping path, \( W \), is a combinational sequence of these alignments, represented as a set of adjacent elements mapped on the matrix as shown in Figure 2.2. The \( k^{th} \) element of \( W \) is defined as \( w_k = (i, j)_k \), hence,

\[
W = w_1, w_2, \cdots, w_k, \cdots, w_K \quad \text{where} \quad \max(m, n) \leq K < m + n - 1 \tag{2.4}
\]

The optimal path aims to minimize the warping cost as stated below:

\[
DTW(A, B) = \min(\sqrt{\sum_{k=1}^{K} w_k}) \tag{2.5}
\]

The path is also constrained by several constraints:

- Monotonicity: the points in \( W \) must be monotonically ordered in time, satisfying that \( i_k - i_{k-1} \geq 0 \) and \( j_k - j_{k-1} \geq 0 \).

- Continuity: the steps to the next element are limited to the adjacent points including the diagonal points, satisfying that \( i_k - i_{k-1} \leq 1 \) and \( j_k - j_{k-1} \leq 1 \).

- Boundary conditions: the warping space is restricted by the endpoint conditions such as \( w_1 = (1, 1) \) and \( w_K = (m, n) \). From this constraint, the warping path is required to start and finish in diagonally opposite corners of the matrix.
Figure 2.2. An example warping path between two time series A and B on a matrix

(Chu et al., 2002)

With the cost function and the constraints, the optimal path can be computed using dynamic programming to evaluate the following recurrence relation, which introduces the cumulative distance, $\gamma(i, j)$, for each element,

$$
\gamma(i, j) = d(a_i, b_j) + \min\{\gamma(i-1, j-1), \gamma(i-1, j), \gamma(i, j-1)\}
$$

(2.6)

where $d(a_i, b_j)$ denotes the distance found for the current points.

Equation (2.6) indicates that the cumulative distance, $\gamma(i, j)$, is the summation of the current distance ($d(a_i, b_j)$), and the minimum among the cumulative distances of the adjacent elements, $\min\{\gamma(i-1, j), \gamma(i-1, j-1), \gamma(i, j-1)\}$.
2.2.2 Density-Based Spatial Clustering of Applications with Noise

In general, density-based clustering divides the data into separate spaces by how much the points are packed over a contiguous region (i.e. high density) and by how much they are sparse (i.e. low density). The subspaces of dense objects are grouped as clusters, while the data objects in low-density subspaces are considered noise or outliers (Kriegel et al., 2011). Density-Based Spatial Clustering of Applications with Noise (DBSCAN) proposed by Ester et al. (1996) is one of the most popular density-based clustering methods to expand a cluster as long as the neighborhood points locate within certain distance thresholds. The method is well-known for its advantages that (1) the number of clusters does not need to be predefined before clustering, which leads to (2) a superior application for finding arbitrarily shaped clusters and identifying outliers, and (3) it has good efficiency on large databases (Ester et al, 1996; Ma and Angryk, 2017).

The basic understanding of DBSCAN starts from specifying “density” for a local data point, $p$, in data set, $D$, by two parameters:

- $Eps (\varepsilon)$: radius to declare the neighborhood of point, $p$. We set $\varepsilon$-neighborhood, $N_\varepsilon(p)$, as all points within $\varepsilon$ from the point $p$. Hence, for a point $q$ in $D$, $N_\varepsilon(p) := \{ q \in D | d(p,q) \leq \varepsilon \}$
  \hspace{1cm} (2.7)
  where $d(p,q)$ is a distance function for two points $p$ and $q$, for instance in this study, Euclidean distance metric is used.

- $MinPts$: minimum number of points in an $\varepsilon$-neighborhood of $p$ to form a cluster.

  If an $\varepsilon$-neighborhood of $p$ contains at least $MinPts$, the density of $p$ is considered high and sufficient to make a cluster, otherwise the density is low. Based on the density, data points in $D$ are classified into three categories:
• Core point: a point with high density for its $\varepsilon$-neighborhood. Hence, it locates inside a cluster.

• Border point: a point with low density, but in the $\varepsilon$-neighborhood of a core point. It positions on the edge of a cluster.

• Noise point: any point neither a core point nor a border point.

In DBSCAN algorithm, the cluster expands by connecting the points. The connectivity between the points is evaluated by the concept of “density-reachability”.

• Directly density-reachable: if a point $p$ is a core point and a point $q$ is in the $\varepsilon$-neighborhood of $p$, $q$ is directly density-reachable from $p$. The relation between $p$ and $q$ is not symmetric.

• Density-reachable: if there is a chain of points $p_1, p_2, \cdots, p_n$ where $p_1 = p$, $p_n = q$ such that the $p_{i+1}$ is directly density-reachable from $p_i$ (hence, all $p_i$’s except for $q$ must be core points and form a chain of $p \rightarrow p_2 \rightarrow \cdots \rightarrow p_{n-1} \rightarrow q$), then $q$ is density-reachable from $p$. It is also an asymmetric relation.

• Density-connected: if a pair of points $p$ and $q$ are both density-reachable from another point $o$, $p$ is density-connected to $q$. The relation is symmetric.

To sum up, given a data set $D$ and parameter $Eps$ and $MinPts$, a cluster in DBSCAN algorithm satisfies the following conditions:

• All points within the cluster are density-connected to each other.

• If $p$ is in a cluster and $q$ is density-reachable from $p$, then $q$ is in the cluster.

• Border points are considered to be included in the cluster.
Figure 2.3 illustrates the three data point types and the connectivity concepts with sample data points when $\text{MinPts}$ is 9. In the figures, the black solid circle groups represent the same cluster. Blue points are non-core points within the cluster.

(a) Data points
(b) Core point (red point), $p$, within $Eps$, $\epsilon$
(c) Border point (green point), $r$
(d) Density-reachable points (red points)

Figure 2.3. Sample DBSCAN Clusters (Modified from Xue et al., 2018)

When applied to clustering, DBSCAN method first starts with selecting an arbitrary point $p$ to create a cluster. If $p$ is a core point with respect to predetermined $Eps$ and $\text{MinPts}$, all density-reachable points from $p$ are found to form a cluster. If $p$ is not a core point, it is labeled as a noise or an outlier, and a new point is selected to measure the $Eps$ and $\text{MinPts}$ to make a cluster. This process is repeated to visit and label all the points on the data space whether they are clustered or considered noise (Kiware, 2010).
Chapter 3: Methodology

This chapter introduces the experimental test setups and procedures to collect the eye tracking data from a scenario-based offshore drilling monitoring simulation. A high quality offshore virtual simulator facility provided a realistic environment of the drilling exercise. A commercial eye tracking device was used to track the eye movements while the subject participants performed the task of observing the real-time data on the monitoring screen. Participant’s verbal responses were also recorded. The analysis software coupled with the eye tracker exported the digitized ocular data. Quantitative statistical analysis was conducted to assess the collected data based on the Areas of Interest (AOIs), and time series clustering method revealed the participant’s visual scanning pattern.

3.1 Participants

A group of 23 undergraduate and graduate students was recruited from the Department of Petroleum and Geological Engineering at the University of Oklahoma (OU) to represent the novice participants. Prior to the experiments, the novices learned how to read and interpret the drilling operation logs. Among the 23 novice participants, 2 participant datasets were omitted from the analysis due to the low quality of recording. Another 2 datasets were also excluded to avoid potential outliers since their number of eye fixation were precisely lower than those of other participants. A field expert with 30 years of hands-on experience also participated in the experiment to compare his physiological responses to those of novices. Therefore, the data from 19 novice participants and 1 expert participant involved in the analysis.
3.2 Apparatus

The state-of-the-art National Oilwell Varco (NOV) Drilling Virtual Simulator at OU’s Drilling Simulation Center (OUDSC) was used to reflect the real-life offshore drilling operation. Figure 3.1(a) shows the overview of the OUDSC equipped with three NOV Drilling Virtual Simulator chairs. The simulator setup with the control chairs resembled the actual drilling rig floor (Dadmohammadi et al., 2017). The participant sat on the chair and the Tobii TX 300 Eye Tracker (sampling rate of 300 Hz) was placed approximately three feet away from the participant to trail the eye movement. A 23” monitor (1,920 x 1,080 pixels) was fitted above the eye tracker as shown in Figure 3.1(b) to display the real-time drilling operation logs. The Tobii TX300 Eye Tracker collected the gaze information on the monitor screen every 3.3 to 33 ms using 4 built-in cameras (Tobii Technology AB., 2016). The visual angle error of the eye tracker was less than 0.5° for binocular visions (Tobii Technology AB., 2010). The ocular data from the eye tracker were recorded and digitized by Tobii Studio 4 software. The collected data were analyzed for statistical tests and time series clustering using R software (version 3.4.0) (Venables et al., 2004).

(a) NOV Drilling Virtual Simulator  (b) Tobii TX300 Eye Tracker

Figure 3.1. Test environment and apparatus
3.3 Scenario

The scenario was designed to collect the physiological responses of the participants while they were monitoring the real-time drilling logs, and to measure their situational awareness (SA). This real-time scenario was based on the preliminary events of an oil well control loss occurred at the North Sea rig (Norwegian Petroleum Directorate Guidance for Drilling and Well Activity, 2004). The actual incident involved a power failure to mud pumps and engaged gas influxes into the well beforehand and afterwards. The scenario focused on the influx indicators prior to the incident (i.e. the precursors). Influx indicators were detected as abnormal tendencies of the drilling logs such that the participants would recognize the well malfunction.

The twenty-minute actual log profiles were shortened into a 150-second duration to save the experimental time. In the scenario, the logs were displayed in real-time. Figure 3.2(a) shows the real-time scenario after 80 seconds and Figure 3.2(b) displays the scenario after the entire 150 seconds run. Both figures include 16 logs to monitor the regular trend and anomalies in drilling operations.

(a) Drilling log scenario after 80 seconds
Among the logs some showed major indicators of well control loss whereas others were supportive indicators to help the interpretation of the major indicators. The major indicators in the scenario are “rate of penetration” (i.e. “ROP”), “flow out” (i.e. “Flow out %”), “gas percentage” (i.e. “Gas %”), and “active pit volume” (i.e. “Active Pits”).

“Rate of penetration (ROP) [ft/hr]” represents the speed of the drill bit to break the rock and deepen the wellbore. It is one of the most important predictive indicators to understand the downhole condition since its value changes mainly based on either the solidity of the subsurface formation or the properties of the fluid/gas within the subsurface. For example, if the formation becomes softer or fluid/gas gets lighter, ROP will increase. However, since a drilling operator cannot conclude whether the increase of ROP is due to gas influx, or tender formation, or other many possible reasons, when understanding the ROP values, the operator should additionally interrogate other predictive indicators such as flow out.

(b) Drilling log scenario after 150 seconds

Figure 3.2. Real-time drilling log scenario
“Flow out [%]” means the return flow of the drilling mud from the well. If both the values of flow out and ROP increase, then we can suspect an influx into the well. Whether we have an influx is checked by shutting down the mud pumps. If the flow out does not decrease even if the mud pumps have been shut down, then it is highly likely that we have an influx.

“Gas [%]” that is represented in percentage is often called “trip gas” and shows the accumulation of gas that flows into the well when connecting or tripping (i.e. the vertical movement) the drill pipe string. Most of the gas in the well is cleared by circulating mud in the hole. Hence, if a consistent increasing trend of the connection gas is observed, it might indicate an influx from the formation.

“Active pits [bbls]” is an important parameter to monitor drilling operation. The pit is a large tank to store drilling mud. Several pits are usually placed to handle the fluctuating fluid volume. During the drilling operation, mud is constantly circulated through the drill pipe string to clean the wellbore and reduce friction. If pit gain (i.e. increase in pit volume) occurs during drilling, it might indicate an influx.

In this scenario, three major abnormal situations can be found in different time windows: in the beginning phase of 0 – 5 minutes window, ROP increased from 50 to 60 feet/hour, which led the increment of active pit volume (Active Pits) in the later time at around 5 minutes and 10 minutes. The ascending trend of the gas percentage (Gas) throughout the whole-time window engaged in the irregular picks of the flow-out (Flow out) from the well.
3.4 Task and Procedure

The task was to obtain the oculomotor information and vocal responses while the participants were monitoring the scenario-based drilling logs and observing any anomalies in the logs.

To ensure a constant level of knowledge within the participant group, each participant completed an online test before the experiment about the basic drilling operation and the relevant logs. After the online test, the participant was provided with a brief introduction to the experimental environment and the use of eye tracker. Participant’s eye position from the display screen and oculus detection accuracy were calibrated prior to the monitoring task. To do a calibration, the participant attended to a mobile red dot on the screen for a few seconds and the eye tracker adjusted the detection accuracy according to the distance of the participant from the screen.

After the calibration, the participant was asked to monitor the trend of the logs and diagnose any anomalies while the 150-second scenario was being displayed in real-time. The participant was not informed whether the abnormalities were imbedded in the scenario or not so that the test was not interfered by any biased attention to certain logs. Whenever an abnormality was detected the participant was requested to verbally explain how the log trend looks like, what would be the interpretation of the trend and if any action or decision is necessary. Three keywords (“abnormal”, “kick” and “blow-out”) were given to the participants to use in their verbal response for the assessment of the situation. The word “kick” and “blow-out” are common terminologies used in drilling operations, implying an influx into the oil well and an explosion of the well,
respectively. The eye movements and the verbal responses were concurrently recorded by the eye tracking device with a timestamp throughout the task.

3.5 Data Extraction and Preparation

The ocular data obtained during the log monitoring task were studied in two ways to understand the participant’s cognitive performance: a quantitative statistical analysis to relate the visual attention to the level of SA, and a time series clustering to assess the visual scan pattern. In the quantitative statistical analysis, the oculomotor information was corroborated with the verbal data as a mixed approach to evaluate the participant’s SA.

3.5.1 Data Extraction

For both approaches, Tobii Studio 4 software was used to digitize and export the oculomotor data collected by Tobii TX300 Eye Tracker. During a recording, raw eye movement data points from the eye tracker were identified with “X, Y” coordinates with respect to a timestamp (Tobii Technology AB., 2016). The software received the coordinate information and processed it further to provide a spatial fixation of the ocular attention on the monitor screen. The spatial fixation was regarded as an “eye fixation”. In this experiment, the “eye fixation” was defined as a continuous gaze of the oculus focusing on a certain “X, Y” coordinate pair for more than or equal to 100 ms. Each eye fixation was visualized as a circle overlaid on the screen. The size of each circle indicated how long the participant attended to the fixation point (i.e. duration of an eye fixation), and number in the center of the circle provided the sequential order of the eye fixation throughout the recording.
The eye fixation data were then exported from Tobii Studio 4 software in the excel file format (.xlsx). The software also provided several predefined data settings related to the fixation. In the excel output, the data settings were represented as column domains and each row contained the relevant information of single eye fixation. Among the setting options, five settings were selected for the analyses. The details and the units of the settings are described below (Tobii Technology AB., 2016):

- “Fixation Index” indicates the sequential order in which a fixation event was recorded. The index starts from 1 and is in increasing order.
- “Gaze Event Duration [milliseconds]” represents the time duration of an eye movement event. Since the gaze event was regarded as an eye fixation, this setting implies the duration of an eye fixation.
- “Fixation Point X (MCSpx) [pixels]” provides the horizontal coordinate of the eye fixation on the recorded screen. In the Media Coordinate System pixels (MCSpx), the data point is mapped into a 2D coordinate system on the screen.
- “Fixation Point Y (MCSpx) [pixels]” provides the vertical coordinate of the eye fixation on the recorded screen.
- “AOI [Name of AOI] Hit” reports whether the AOI is active and whether the eye fixation is made inside the AOI. “AOI” is an abbreviated term of “Area of Interest”. Since the software generates the spatial fixation on the entire screen area, it is necessary to define AOI to separate and export the eye fixation information based on the particular region of user’s interest. The number, shape, size and name of the AOI is determined by the software users per their application design. The users can also decide whether the AOI is activated in
certain time windows according to their research purpose. By selecting the “AOI Hit” setting, the excel output includes one column per AOI. If the AOI cell is empty, it implies that the recorded media for the subject AOI is not activated. If the cell has a value of -1, it means that the subject AOI is inactive. A value of 0 indicates that the subject AOI is active, but the eye fixation is not made within the AOI. Lastly, a value of 1 informs that the subject AOI is active and the eye fixation point is positioned inside the AOI.

Tobii Studio 4 software also provides the audio data recorded during the experiment. Not only the video data of eye tracking but the audio data are contained in the media file and can be exported in AVI (Audio Video Interleaved) format if needed.

3.5.2 Data Preparation for Quantitative Statistical Analysis

To perform the quantitative statistical analysis, two eye tracking metrics were computed from the eye fixations on the particular AOIs within the log monitoring screen: “eye fixation count” and “eye fixation duration”. “Eye fixation count” is the total number of eye fixations made on the designated AOI. “Eye fixation duration” means the total time of the individual eye fixations made on the AOI.

Figure 3.3 illustrates three predetermined AOIs for the real-time scenario. The AOIs are shown as square boxes with different colors from each other. These AOIs were designed to represent the major indicators of the well control loss during the task. AOI1 includes the ROP log indicator that increased from 50 ft/hr to 60 ft/hr at around 2 mins and 30 seconds time window, AOI2 covers the sudden picks in the Flow out log corresponding to the rising trend in Gas log, and AOI3 displays the Gas log indicator as well as the increment in Active Pits volume at around 6 mins and 10 mins time slots.
Since the eye tracker had the visual angle error (less than 0.5°), the AOIs were decided to be relatively larger than the actual log indicator area to accommodate the angular deviation.

**Figure 3.3. AOIs for the real-time drilling log scenario**

As a mixed approach to understand the participant’s SA, the eye tracking metrics of the participants were coupled with their verbal responses on each AOI. To quantify the verbal response, the audio records obtained from the Tobii Studio 4 software were first transcribed into text format, then scored from 0 to 10 by a “verbal response scoring metric” developed for the study. The metric was prepared based on two aspects: whether the participant correctly understood and interpreted the situation, and whether the verbal reaction to the situation was made fast enough. Table 3.1 shows how the score points were assigned to the AOI.
<table>
<thead>
<tr>
<th>Score</th>
<th>Score description</th>
<th>Response Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Attention but not related to the indicator log</td>
<td>Early/Late AOI</td>
</tr>
<tr>
<td></td>
<td>No reaction: no comment on the indicator log</td>
<td>Early/Late AOI</td>
</tr>
<tr>
<td>1</td>
<td>Incorrect interpretation and incorrect understanding</td>
<td>Early/Late AOI</td>
</tr>
<tr>
<td></td>
<td>Incorrect interpretation and no understanding explanation</td>
<td>Early/Late AOI</td>
</tr>
<tr>
<td></td>
<td>Incorrect understanding</td>
<td>Early/Late AOI</td>
</tr>
<tr>
<td></td>
<td>Attention to the situation</td>
<td>Late AOI</td>
</tr>
<tr>
<td>2</td>
<td>Correct understanding, but incorrect interpretation</td>
<td>Early/Late AOI</td>
</tr>
<tr>
<td></td>
<td>Attention to the situation</td>
<td>Early AOI</td>
</tr>
<tr>
<td>3</td>
<td>Correct/Decent understanding, but no interpretation</td>
<td>Late AOI</td>
</tr>
<tr>
<td>4</td>
<td>Decent understanding of the situation, but no interpretation</td>
<td>Early AOI</td>
</tr>
<tr>
<td>5</td>
<td>Correct interpretation and incorrect understanding</td>
<td>Late AOI</td>
</tr>
<tr>
<td></td>
<td>Correct understanding of the situation, but no interpretation</td>
<td>Early AOI</td>
</tr>
<tr>
<td>6</td>
<td>Decent interpretation</td>
<td>Late AOI</td>
</tr>
<tr>
<td></td>
<td>Correct interpretation, but curiosity in understanding</td>
<td>Late AOI</td>
</tr>
<tr>
<td></td>
<td>Correct interpretation after understanding in early AOI</td>
<td>Late AOI</td>
</tr>
<tr>
<td>7</td>
<td>Correct interpretation and incorrect understanding</td>
<td>Early AOI</td>
</tr>
<tr>
<td>8</td>
<td>Decent interpretation</td>
<td>Early AOI</td>
</tr>
<tr>
<td></td>
<td>Correct interpretation and correct understanding</td>
<td>Late AOI</td>
</tr>
<tr>
<td></td>
<td>Correct interpretation and no understanding explanation</td>
<td>Late AOI</td>
</tr>
<tr>
<td>9</td>
<td>Correct interpretation, but curiosity in understanding</td>
<td>Early AOI</td>
</tr>
<tr>
<td>10</td>
<td>Correct interpretation and correct understanding</td>
<td>Early AOI</td>
</tr>
<tr>
<td></td>
<td>Correct interpretation from the indicators in previous AOIs</td>
<td>Early AOI</td>
</tr>
<tr>
<td></td>
<td>Correct interpretation and no understanding explanation</td>
<td>Early AOI</td>
</tr>
</tbody>
</table>

In the score description, the term “understanding” was considered when the participant verbally explained the status of the log indicators. For example, a participant would indicate a gas issue with specific phrases such as “gas percentage is increasing”, which would be counted as an “understanding” of the issue on the target indicator. “Interpretation” was regarded when the participant verbally reacted with the given keywords (“abnormal”, “kick” and “blow-out”) after assessing the situation based on their “understanding”. For instance, if the trend of gas percentage log was correctly identified as abnormally ascending and the participant concluded the issue as an
“abnormal” situation or a “kick”, then the log indicator (gas percentage increment) was correctly interpreted.

The verbal responses were scored based not only on the description of the issue but also on the reaction time with respect to the indicators in the target AOI. In the response time column, “Early AOI” means that the participant reacted to anomalies while the log indicators were presented within the upper half area of the AOI. Hence, the response made on “Early AOI” can be understood as a prompt reaction to the issues. Meanwhile, if the participant verbally announced the anomalies in the logs while they were appearing within the lower half area of the AOI, it was considered as a “Late AOI” reaction. Therefore, if a participant had “Late AOI” with the correct interpretation of the indicator based on the correct understanding of the situation, the verbal response score would be an 8 instead of a perfect score of 10. To sum up, high scores can be related to the correct and/or prompt awareness of the situation, while lower scores relatively imply lack of awareness. If multiple interpretations were made on the same AOI, the maximum score was considered to avoid a replicated evaluation.

3.5.3 Data Preparation for Time Series Clustering

The time series clustering approach utilized the “X, Y” coordinates of the eye fixations on the entire log area instead of segmenting it into several AOIs. The coordinates of the eye fixation points were studied with respect to the fixation index, which provided the sequential order of each eye fixation during the recording. By considering the overall area without an assumption of the predetermined AOIs, the eye movement data required less adjustment prior to the analyses, and the holistic visual
scanning trajectory between the log indicators occurred at the same time window was able to be sought (Haass, 2016).

The scanning trajectory consists of three elements: “X, Y” coordinates of eye fixations, and the timestamps that the fixations were made. Tobii Studio 4 software produced Fixation Point X (MCSpx) and Fixation Point Y (MCSpx) to show the “X, Y” coordinates of the individual eye fixation point. These Fixation Points were collected with corresponding timestamps such as Recording Time Stamp and Fixation Index. Since every participant paid different amount of time on each eye fixation, the number of eye fixations were varied among the participants despite the same task time. Hence, the apple-to-apple comparison of the fixation coordinates at the same recording time may not be able to provide the global understanding of the scanning trajectories. Instead, it is more feasible to trace the fixations with their sequential order. Therefore, the Fixation Index was used to alter the actual timestamp and to represent the temporal information in clustering the scan pattern of all participants.

A thorough review of all eye fixation recordings suggested that the overall task time (150 seconds) be quantified approximately 400 fixation indices for most of the participants. Among them, the first 100 fixation indices covered the time window where most of the major log indicators appeared. The “X, Y” coordinates for the fixation index from 1 to 100 were employed for the clustering analyses.

When the log scenario was displayed on the monitor screen, the (0, 0) coordinates for the horizontal and vertical axes of the scenario were deviated for several participants due to an experimental error. Hence, the raw “X, Y” coordinates were examined and reassigned to ensure that the participants were monitoring the same
position when attended on the same indicators. The newly-assigned “X, Y” coordinates were then considered as spatial information for the scan pattern clustering.

### 3.6 Quantitative Statistical Analysis

To evaluate the participant’s SA, one-way ANOVA (Analysis of Variance) was applied as a quantitative statistical method. ANOVA is a form of statistical hypothesis testing to seek whether or not the means of three or more sample groups are equal. It is commonly presented in a linear model to relate the effect of independent variables to the values of dependent variables. In case that “only one” independent variable dataset involves in producing the numerical responses (i.e. dependent variables), the ANOVA is considered as “one-way” (Howell, 2012). In ANOVA, the assumption of null hypothesis is that the sample means do not show a significant difference between them. In other words, all groups are randomly sampled from the same population, therefore the means of the sample groups may differ only by a random chance. The null hypothesis is held true when the probability (\(p\)-value) of the model is same as or greater than the actual observed results (Wasserstein and Lazar, 2016). If the \(p\)-value is less than the threshold (i.e. significance level), the null hypothesis is rejected and implies that the means of the sample groups are significantly different.

The result of ANOVA is generally considered reliable when three assumptions about the probability distribution of the responses are satisfied. The first assumption is that the responses are independent. To achieve this, the observations from one participant must not directly rely on the observations from other participants. The second assumption is that the residuals of the responses are normally distributed. That
is, the dependent variable Y for a given independent variable X (i.e. Y|X or the distribution of Y within each X) should have a normal distribution. In this study, the residual normality was validated by Shapiro-Wilk test. If the residual normality is violated, a nonparametric test is required to alter ANOVA. The nonparametric test is often called “ANOVA on ranks” since it transforms the response data value to its rank and uses the rank for analysis of variance. Kruskal-Wallis test is a well-known nonparametric test for between-subject design experiments, while within-subject design experiments need to perform Friedman test for analysis. The third assumption is the homogeneity of variance. This means that the responses should have equal variance across the sample groups. To verify the assumption, Levene’s test was applied because it is less sensitive to the normality. To enforce the robustness of the statistical power, non-normal responses were tested using the median while normally distributed responses were tested using the mean (Brown and Forsythe, 1974).

When ANOVA or a nonparametric test reveals that the means of the sample groups have significant difference among them, post hoc analyses are required to scrutinize the impact of the independent variable. Tukey test after ANOVA or Mann-Whitney-Wilcoxon test after the nonparametric test is commonly applied for multiple comparisons within the levels of the independent variable.

The quantitative statistical analyses for this study were performed in two ways. First, the impact of log indicators on the oculomotor responses was examined. Since the predefined AOI1, AOI2 and AOI3 included the major log indicators, the eye fixation count and the eye fixation duration calculated from these AOIs became the dependent variable values corresponding to the independent variable – log indicator. Three levels
of the independent variable were determined in accordance with the number of AOIs. Secondly, the impact of log indicators on the verbal responses was investigated. Again, the verbal response scores computed for each AOI became the dependent variable values. In addition, the individual participants provided eye tracking data and verbal response data, therefore the experiment followed within-subject design.

Among the total 20 participants, 19 novice datasets were used for the statistical test. The expert data were separately studied to provide the comparison between the novice response and the expert response. To perform the statistical tests for the oculomotor responses and the verbal responses, three assumptions were verified in advance. Since the 19 participants were independently performed the task, the eye tracking metrics and the verbal scores for a participant were not directly related to others. Moreover, the log indicators simultaneously appeared on the monitor screen and were attended as per the participant’s decision. Hence, the order of log indicators was considered random and the physiological responses were deemed to be independent.

The normality and homogeneity of response residuals were then investigated using Shapiro-Wilk test and Levene’s test, respectively. It was found that the eye fixation counts were normally distributed and had the equal variance. The eye fixation durations also retained the homogeneity of variance, however, the assumption for normal distribution was not fulfilled for AOI2. For the verbal response scores, both normality and equal variance assumptions were not observed.

Upon the results stated above, one-way ANOVA was applied to the eye fixation count data. Eye fixation duration was also analyzed by one-way ANOVA although the data from AOI2 were not normally distributed. A research found from the extensive
investigation that parametric tests performed well with non-normal continuous data with some sample size guidelines (Minitab 17 Support, 2015 and The Minitab Blog, 2015). Especially for the data with 3 levels of a factor and more than 15 observations, one-way ANOVA can be applied.

Friedman test was implemented for verbal score data to examine the impact of log indicators. A significance level of $\alpha = 0.05$ was used for every test. To explore further to the outputs of one-way ANOVA and Friedman tests, pairwise comparison tests were performed as a post hoc analysis using a Tukey test for the eye fixation counts and Mann-Whitney-Wilcoxon test for the eye fixation durations and the verbal scores. These multiple comparison tests were adopted with Bonferroni correction.

After the statistical tests were completed for oculomotor information and verbal reaction, the results were analyzed in a combinatorial way to evaluate the SA of the participants during the task.

3.7 Adapted Time Series Clustering Model

In addition to the statistical approaches to quantify the level of SA, an analysis on the scan pattern of the subject participants could extend the understanding of the cognitive behavior responding to the stimuli from the surroundings. In this study, the scan patterns of the participants were identified with help of an unsupervised clustering technique; density-based spatial clustering of applications with noise (DBSCAN). The spatial information of the eye fixation for the clustering was obtained from the “X, Y” coordinates of the fixation points. Since the eye fixation occurred in a serial manner with respect to time, the temporal information (fixation index) was also included for the
analysis. The temporal information was preprocessed by dynamic time warping (DTW) method prior to the clustering.

Based on the DTW algorithm and the DBSCAN protocol introduced in Section 2.2.1 and 2.2.2, a time series clustering model was developed to apply the real-time data from the experimental test. A model validated by Alcock and Manolopoulos (1999) was referred as a basis. The model was created using a synthesized dataset. Figure 3.4 shows the “X, Y” coordinates of the synthesized data. One dataset consists of 60 fixation indices and the corresponding “X, Y” coordinates. Total 20 sets of mock data were prepared and displayed on the same plane in the Figure 3.4(a). The dataset was generated to manipulate the scanning trajectory on the monitoring screen in two patterns as shown in Figure 3.4(b) and (c): a circular trajectory of 10 data sets and a Z-shaped trajectory of another 10 data sets. As seen in Figure 3.4(a), many of the fixation points were overlaid on the same coordinates, thus it would be hard to distinguish the two scan patterns without considering the timestamp.

(a) Overall data points
In the proposed model, 2-dimensional DTW method discussed in Section 2.2.1 was first applied using “dtwDist” function in “dtw” package in R software (Giorgino and Giorgino, 2012) to partition the time series data and compute the optimal distances. To simplify the process, the data points on the 3-dimensional X, Y, and Time-axis were segregated into X-coordinate vs Time plane and Y-coordinate vs Time plane. Two separate DTW processes were applied respectively to each data plane. Figure 3.5 shows the profiles of the data points.

**Figure 3.4. Synthesized eye fixation data sets on the X-Y coordinate plane**

(a) X-coordinate vs Time

(b) Circular pattern points

(c) Z-shaped pattern points
After DTW found optimal alignments between the time series and constructed a 20-by-20 DTW distance matrix (the matrix dimension corresponded to the number of data sets) for each plane, DBSCAN using “dbscan” function in “dbscan” package in R software (Hahsler and Piekenbrock, 2017) was employed to identify the clustering structure.

Prior to the clustering, the DTW distance matrix went through a Kruskal nonmetric multidimensional scaling using “isoMDS” function in “MASS” package in R software (Ripley et al., 2013) to display the 20 objects of the matrix into 20 points on the virtual $N$-dimensional coordinate space such that the DTW distances between the objects are preserved as well as possible. In this study, the dimension, $N$, is selected 2.

Considering the small size of the objects to cluster, $MinPts$ of 3 was selected for “dbscan” function. The optimal $Eps$ was determined by computing and visualizing the k-nearest neighbor (kNN) distances using “kNNdistplot” function in “dbscan” package (Hahsler and Piekenbrock, 2017). In kNN method, the average of the distances of every point to its k nearest neighbors was calculated. The value of k should be same as $MinPts$, therefore, k became 3 in this model. Then the average k-distances were plotted.

**Figure 3.5. Synthesized eye fixation data sets on the X-Time and Y-Time planes**

(b) Y-coordinate vs Time
in an increasing order to find the “knee” which implied the threshold where a drastic change occurred in the k-distance profile. Figure 3.6 shows the optimal $Eps$ found for this model.

![Graph showing 3-NN distance for X-coordinate vs Time and Y-coordinate vs Time](image)

(a) X-coordinate vs Time ($Eps = 6$)  
(b) Y-coordinate vs Time ($Eps = 10$)

**Figure 3.6. Optimal $Eps$ for X-Time and Y-Time plane computed by kNN distance**

Using the parameters, DBSCAN grouped the 20 objects of time series into two clusters. Figure 3.7 illustrates the results of the clustering. Figure 3.7(a) and (c) visualize the original scanning pattern for X-coordinate vs Time plane data, and Y-coordinate vs Time plane data, respectively. Figure 3.7(b) and (d) show the clustering result for the corresponding plane data. The cluster outputs from both X-coordinate vs Time plane data and Y-coordinate vs Time plane data show a 100% match to the original scanning pattern.
Figure 3.7. DBSCAN results for X-Time and Y-Time plane data
Chapter 4: Results and Discussion

Using the methods described in Chapter 3, the outcomes from the experimental task were investigated. The quantitative statistical test results are introduced in Section 4.1 and the time series scan pattern clustering results are described in Section 4.2.

Figure 4.1 visualizes the sample snapshots of the cumulative eye movements during the task. The eye fixation points are described as red-filled circles and connected by the red lines. These red lines indicate the “saccades” which show the intermediate eye movements between the fixation points. As mentioned before, the number in the center of the circle represents the sequential order of the fixation, and the size of the circle is proportional to the fixation duration. Figure 4.1(a) depicts the eye fixation information after 80 seconds of the experiment and Figure 4.1(b) displays the same information after the full 150-second period. From the figures, we can glance the scanpath of the participant on the monitor screen.

(a) Eye fixations after 80 seconds
4.1 Statistical Analysis of interrogated Areas of Interests (AOIs)

The physiological assessment using the eye movement data and the analysis using verbal responses were conducted separately, then combined to provide a comprehensive understanding on the SA. For statistical evaluation, a significance level of \( \alpha = 0.05 \) was used.

4.1.1 Oculomotor Response Results

Using the oculomotor data, the average eye fixation count and duration on the individual AOIs were computed and illustrated in Figure 4.2. Note that the eye fixation information is plotted with its standard errors.
For both metrics, the novices showed an increasing trend from AOI1 to AOI3. A sharp increase in AOI3 (i.e. Gas % and Active pit volume log indicators) implies that the participants paid more attention to AOI3 indicators than those in other AOIs (i.e. ROP increment in AOI1 and Flow out abnormality in AOI2). One-way ANOVA based on the within-subjects design revealed significant differences on both eye fixation count
(F = 23.8, p < 0.001) and eye fixation duration (F = 21.3, p < 0.001). Post hoc analyses were done using the Tukey tests with $\alpha = 0.017$ (or 0.05/3). Significant differences in eye fixation count were found for AOI1 versus AOI3 ($z = 6.37$, $p < 0.001$) and AOI2 versus AOI3 ($z = 5.48$, $p < 0.001$). Similar statistical outcome was obtained for eye fixation duration, as significant differences were found for AOI1 versus AOI3 ($z = 5.99$, $p < 0.001$) and AOI2 versus AOI3 ($z = 5.23$, $p < 0.001$). The expert showed the similar ocular tendency, however, the difference between AOI1 and AOI2 is comparatively larger than that of novices. Meanwhile, the difference between AOI2 and AOI3 became smaller, indicating that the expert attended to AOI2 and AOI3 to almost the same extent.

4.1.2 Verbal Response Results

The verbal responses were quantified for each participant by the scoring metrics in Table 3.1. Figure 4.3 provides the distribution of the novices’ responses and the response score result for each AOI. As the residual distribution was not normal, median response scores are presented in Figure 4.3(b).
Verbal response score result

**Figure 4.3. Verbal response distribution and scores for the AOIs**

As illustrated in Figure 4.3(a), majority of novices won low scores (0 – 2) in AOI1 and AOI2 while obtaining high scores (8 – 10) in AOI3. This result is well reflected in Figure 4.3(b) with the highest median response score in AOI3.

The expert also showed the highest score in AOI3 suggesting that all the participants recognized the abnormal log indicators in AOI3 (i.e. Gas % and Active pits volume) better than the indicators in other AOIs. A Friedman test for the novice’s verbal response indicated that the three AOIs have significant differences in their median ($\chi^2 = 24, p < 0.001$). Post hoc analysis using Mann-Whitney-Wilcoxon test found that the significant difference occurred for AOI1 versus AOI3 ($p < 0.01$) and AOI2 versus AOI3 ($p < 0.01$). Interestingly, the expert obtained slightly higher score in AOI2 than AOI1, while novice’s median score was higher in AOI1 than AOI2.
4.1.3 Analyses of Situation Awareness from the Mixed Approach

The integrated method using eye fixation information and verbal response scores was investigated for analyses of situational awareness of the human operators in a complex, realistic oil well incident monitoring simulation task. Separate analyses of both metrics suggested two important convergent evidences. First, specific disparities in SA content or timing can be highly related to the differences in human performance, which reinforces the previous researches evaluating the level of operators’ SA using only behavioral and verbal response analyses (Endsley, 1995; Roberts et al., 2015; Sneddon et al., 2006; Sneddon et al., 2013). Secondly, the eye tracking measurement functioned as a reliable supplementary analysis to corroborate and possibly improve the understanding of traditional measurements (Guan et al., 2006; Van et al., 2005).

The multi-metric approach provided complementary insights to assess the human decision-making process in the time critical task. For instance, the log indicators in AOI3 were regarded as the most prominent indicators, as both participant groups – the novices and the expert – tended to identify the risk for well loss incident from it. If we considered the verbal response scores alone, the indicators in AOI1 and AOI2 would be concluded not very supportive in detecting the potential incident. However, with the help of the eye movement result, the study found an increasing attentional trend of AOI1 < AOI2 < AOI3. By combining the outputs from verbal response information and eye fixation information, we were able to notify the difference in the cognitive performance of novices and expert. For both the novices and the expert, the eye fixation was made more on AOI2 than on AOI1, implying that AOI2 was more visually observed than AOI1, even though the novices nevertheless less interpreted the situation.
Meanwhile, the expert tried to corroborate the indicators in AOI1 and AOI2 with the indicators in AOI3 to some extent so that the contribution of AOI1 and AOI2 was more appreciated.

The fact that the novices less attended to the log indicators in AOI1 and AOI2 than the indicators in AOI3 might inform of a potential decision vulnerability caused by less visible indicators. It escalates the risk that the human operators may turn their attention from such indicators, thus potentially lose awareness of the critical signals of the situation. In other words, the indicators in AOI1 and AOI2 appeared to be frequently overshadowed by the indicators in AOI3 during the simultaneous monitoring phase of the task, which makes the novices miss the risky elements. The expert, however, put similar amounts of efforts between AOI2 and AOI3, which implies that the expert was able to correlate the abnormal increasing trend of Gas % and Active pits in AOI3 with the Flow out anomalies in AOI2. AOI1 is relatively less attended since the ROP abnormality occurred in the short time in the beginning and kept the constant level throughout the AOI afterwards. The distinction between the novices’ and the expert’s ocular behavior might be understood by some previous researches claiming that lower-skilled people more opt to concentrate on the “first-mind direction” when they involve in non-routine situations, whereas people with more expertise are likely to integrate more information from multiple sources before making a final decision (Cokely et al., 2016; Van Gog et al., 2005). The study results provided an agreement to this assertion by showing that the novices tended to focus more on the explicit trends of the indicators in AOI3 rather than instead of validating the outputs with other AOIs.
4.2 Scan Pattern Clustering

By applying the time series clustering model introduced in Section 3.7, the real-time monitoring data were analyzed to explore the participant’s scan pattern in abnormal well control situation. As stated in Section 3.5.3, the “X, Y” coordinates for the fixation indices from 1 to 100 were subject to the clustering analysis.

The actual “X, Y” coordinate data were very complex to determine the clusters as shown in Figure 4.4. The profile of each eye fixation point changed with respect to time and locally overlapped each other. Hence, the original “X, Y” coordinates were processed with DTW computation to differentiate the time series points.

![Graph](image)

(a) X-coordinate vs Fixation index
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(b) Y-coordinate vs Fixation index

Figure 4.4. Actual time series monitoring data
After performing DTW, the Kruskal nonmetric multidimensional scaling displayed the virtual coordinates of the 20 objects from the optimal DTW distance matrix on the 2-dimensional space as depicted in Figure 4.5. From these result, $Eps$ of 5000 and $MinPts$ of 3 were selected for X-coordinate vs Fixation Index plane data, and $Eps$ of 2000 and $MinPts$ of 3 were selected for Y-coordinate vs Fixation Index plane data to apply DBSCAN method.

![Diagram](image1)

(a) DTW distance matrix objects for X-coordinate time series  
(b) DTW distance matrix objects for Y-coordinate time series

**Figure 4.5. Representation of the 20 DTW distance matrix objects on 2-D space**

The DBSCAN clustering results of the 20 participants (19 novices and 1 expert) for X-coordinate vs Fixation Index plane data and for Y-coordinate vs Fixation Index plane data are tabulated in Table 4.1 and visualized in Figure 4.6. Since $MinPts$ was set to 3, the Cluster ‘0’ in Y-coordinate vs Fixation Index plane should be regarded as noise or outliers. These noise points can also be seen in Figure 4.6(b) illustrated as black circles.
### Table 4.1. DBSCAN scan pattern clustering result

<table>
<thead>
<tr>
<th>Participant</th>
<th>Cluster for X vs Fix. Index plane</th>
<th>Cluster for Y vs Fix. Index plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Novice 1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Novice 3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 5</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Novice 6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 8</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 10</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 11</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 13</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 14</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 16</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Novice 17</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 19</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Novice 20</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 21</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 22</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Novice 23</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

(a) X-coordinate vs Fixation index  
(b) Y-coordinate vs Fixation index

**Figure 4.6. DBSCAN scan pattern clustering result**
To robust the analysis, the time series clustering model was re-applied after removing the two outliers (i.e. Expert and Novice 19) from eye fixation data sets. The Kruskal nonmetric multidimensional scaling suggested distribution of DTW distance matrix objects as presented in Figure 4.7. Based on the scaling result, \( Eps \) of 4000 and \( MinPts \) of 3 were selected for X-coordinate vs Fixation Index plane data, and \( Eps \) of 1000 and \( MinPts \) of 3 were selected for Y-coordinate vs Fixation Index plane data.

(a) DTW distance matrix objects for X-coordinate time series
(b) DTW distance matrix objects for Y-coordinate time series

**Figure 4.7. Representation of the 18 DTW distance matrix objects on 2-D space**

The new result of DBSCAN clustering with 18 participant data are summarized in Table 4.2 and Figure 4.8. Since the clusters were determined in two ways – X-coordinate vs Fixation Index plane, and Y-coordinate vs Fixation Index plane, clusters in each plane were paired up to provide a combined final cluster. For example, if a participant was clustered as ‘1’ in X-coordinate plane and ‘0’ in Y-coordinate plane, the participant’s final cluster was determined as ‘A’. Table 4.2 includes the final clusters of all 18 participants’ scan pattern.
Table 4.2. DBSCAN scan pattern clustering result after removing outliers

<table>
<thead>
<tr>
<th>Participant</th>
<th>Cluster for X vs Fix. Index plane</th>
<th>Cluster for Y vs Fix. Index plane</th>
<th>Combined cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novice 1</td>
<td>1</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td>Novice 2</td>
<td>0</td>
<td>0</td>
<td>B</td>
</tr>
<tr>
<td>Novice 3</td>
<td>1</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td>Novice 4</td>
<td>0</td>
<td>0</td>
<td>B</td>
</tr>
<tr>
<td>Novice 5</td>
<td>0</td>
<td>0</td>
<td>B</td>
</tr>
<tr>
<td>Novice 6</td>
<td>1</td>
<td>2</td>
<td>C</td>
</tr>
<tr>
<td>Novice 7</td>
<td>1</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td>Novice 8</td>
<td>0</td>
<td>1</td>
<td>Outlier</td>
</tr>
<tr>
<td>Novice 10</td>
<td>1</td>
<td>1</td>
<td>D</td>
</tr>
<tr>
<td>Novice 11</td>
<td>1</td>
<td>1</td>
<td>D</td>
</tr>
<tr>
<td>Novice 13</td>
<td>1</td>
<td>2</td>
<td>C</td>
</tr>
<tr>
<td>Novice 14</td>
<td>1</td>
<td>1</td>
<td>D</td>
</tr>
<tr>
<td>Novice 16</td>
<td>0</td>
<td>0</td>
<td>B</td>
</tr>
<tr>
<td>Novice 17</td>
<td>1</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td>Novice 20</td>
<td>1</td>
<td>1</td>
<td>D</td>
</tr>
<tr>
<td>Novice 21</td>
<td>1</td>
<td>2</td>
<td>C</td>
</tr>
<tr>
<td>Novice 22</td>
<td>1</td>
<td>1</td>
<td>D</td>
</tr>
<tr>
<td>Novice 23</td>
<td>1</td>
<td>1</td>
<td>D</td>
</tr>
</tbody>
</table>

(a) X-coordinate vs Fixation index  
(b) Y-coordinate vs Fixation index

Figure 4.8. DBSCAN scan pattern clustering result after removing outliers
By employing two-sided approaches of X-coordinate vs Fixation Index and Y-coordinate vs Fixation Index, the model suggested four major patterns of the participant’s strategy to monitor the given log indicators: four (4) scanning behaviors from novice 1, 3, 7, and 17 are grouped into a cluster ‘A’, another four (4) scanning results from novice 2, 4, 5 and 16 comprised a cluster ‘B’, three (3) novices 6, 13, and 21 formed a distinctive cluster ‘C’ and the rest of six (6) novices 10, 11, 14, 20, 22 and 23 was considered as a cluster ‘D’. Figure 4.9 briefly shows the approximate “X, Y” coordinates of the log area of interest for the clustering.

![Figure 4.9. Real-time log scenario’s “X, Y” coordinates](image)

The real-time log scenario started from the 400-pixel line on the Y-axis and propagated downwards. The log area was vertically partitioned into four regions where AOI1 corresponded to the first region (blue shade), AOI2 were mapped to the third region (red shade), and AOI3 covered the fourth region (green shade).
Figure 4.10 visualizes the ocular scanning trajectories of the four clusters projected on the original “X, Y” space.

(a) Cluster “A”: 4 participants

(b) Cluster “B”: 4 participants
(c) Cluster “C”: 3 participants

(d) Cluster “D”: 6 participants

Figure 4.10. Four clusters of scan pattern for real-time monitoring task
Compared to other clusters, pattern ‘A’ showed several scanning deviations to upper part of the monitoring screen. The deviations imply that the participants intended to check the legend of the logs more than the participants in other clusters, as the legend box was displayed on top of the logs. Participants in pattern ‘A’ also tended to switch their attention from one log area to another throughout the monitoring tasks.

Scan pattern ‘B’ had relatively uniform distribution on the four vertical regions of log area. This can be understood in a way that the participants in this group showed a tendency to try to collect the information from all logs. Although the transitions between the logs frequently occurred in the beginning of the task as presented by a number of horizontal trails in Figure 4.10(b), the participants generally focused on each log indicator rather than hopping between the logs during the task. The result that transitions happened mainly in the beginning of the log provides a reasonable inference of the participants’ reaction. Since the ROP log indicator in AOI1 experienced an abnormal change in the early phase of the task, the scan pattern ‘B’ might indicate a high and/or prompt SA of the participants on this event. Indeed, the average verbal response score of cluster ‘B’ to AOI1 was the second highest after cluster ‘C’.

In cluster ‘C’, the logs in the left two regions received higher attention than the right regions of the area. That is, the participants intensively focused on the ROP log indicator in AOI1, which probably led to a better SA on this indicator as proved by the highest average verbal response score for AOI1. In addition, pattern ‘C’ demonstrated that the transitions were often made between the first and second regions, and between the third and fourth region, but barely happened between second and third regions.
Scan pattern ‘D’ displayed the most scattered attention to every log. The eye fixation points roamed across the entire log area and created complex transitions between the four vertical regions. Hence, compared to other patterns, ‘D’ showed a lumplike ocular behavior.

The analyses of scan pattern integrated with the multi-metric study discussed in Section 4.1 provided a supportive understanding to assess the SA of human operators. Table 4.3 summarizes the average verbal response score of the clusters to the AOIs. Considering that the verbal response score was used to quantify the SA, it can be concluded that the participants showing the scan pattern B or C had relatively high level of SA than the participants showing the scan pattern A or D. As can be seen in Figure 4.10, the pattern B and C presented discrete attention to the log regions with comparably less transitions between the logs than the pattern A and D indicated. The result might suggest that if an operator retrieved visual stimuli and tended to interpret the meaning with frequent attention changes between the objects of interest, the cognitive performance such as anomaly detection or decision-making may deteriorate, hence leads to a poor SA.

<table>
<thead>
<tr>
<th>Table 4.3. Average verbal score of the clusters to AOIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>A</td>
</tr>
<tr>
<td>B</td>
</tr>
<tr>
<td>C</td>
</tr>
<tr>
<td>D</td>
</tr>
</tbody>
</table>
Chapter 5: Conclusion and Recommendation

5.1 Conclusion

Based on the scenario-based experimental investigation equipped with a high-fidelity virtual simulator and eye tracking device, this study provided a valuable insight to learn human operator’s cognitive performance in a time-critical task of interrogating log indicators. The interpretation of the results drew some notable conclusions.

Statistical analysis of interrogated Areas of Interests (AOIs):

(1) Novice operators more focused on the Gas % trends (i.e. AOI3) and less focused on other indicators (i.e. AOIs 1 and 2). The reason seems that the drastic incremental trend of the Gas % indicator drew more visual attention compared to other indicators. Therefore, their visual attention and comprehension (i.e. verbal response scores) of the other trends were low. On the other hand, the expert showed somewhat equally divided visual attention to most of the indicators, hence obtained better comprehension scores for the important indicators.

(2) The proposed mixed approach of analyzing eye tracking metrics along with newly developed verbal response scoring metrics allowed a holistic evaluation of human behavior. In general, eye fixation durations were somewhat related to the participants’ comprehension level. The study results showed an agreement to this assertion. Moreover, the proposed approach might be used to support the analysis of situation awareness in high risk operation environment.
Adapted time series clustering of visual scan paths:

(1) The adaptation of time series clustering model deconstructed the lump of eye tracking data into several groups to explore the implicit trends of visual attention and accommodated the temporal sequence into the eye fixation analyses without the need of defining AOIs.

(2) The application of the adapted model in the offshore oil and gas drilling log monitoring task showed that those who had tendencies to visually scan vertically (to spend more time on interrogating the historical trend of each indicator) scored higher in their comprehension evaluations compared to those who had tendencies to frequently go back and forth between multiple indicators in a horizontal manner.

5.2 Limitation and Recommendation

The results of the study are confined for general application by several limitations. Recommendations for future studies based on these limitations are listed.

(1) One limitation is due to the experimental design that there was no available action other than verbal announcement for the participant to take in order to inform their awareness of the situation. To validate the quantification of the participant’s SA and evaluate the decision quality, more distinctive measures need to be provided.

(2) The total length of time series data was trimmed to be the same for all data sets for the ease of study. Since the actual length of time series varies with the research interest, the different lengths need to be considered.
(3) The clustering analyses was limited to the early phase of the task to reduce
the computation time and to effectively apply the model algorithm. To
obtain the complete understanding of the scan pattern on the overall task, the
study needs to be extended to the entire test data.

(4) The clustering analyses employed 2-dimensional time warping method
separately (i.e. X-coordinate vs timestamp, and Y-coordinate vs timestamp)
and combined the outputs. For the investigation on the interactions between
the “X, Y” coordinate elements and for robust clustering analysis, it is
necessary to conduct 3-dimensional time warping where “X, Y” coordinates
and temporal sequence are incorporated together.
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