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#### Abstract

Mathematical models are developed to examine the interfaces of horizontallylayered beam systems. The application examined is that of concrete road overlays. We are particularly interested in how the normal displacement of the beams is affected by the shearing interface coefficient, $K_{S}$. We ignore any effect due to friction.

The static two-beam model gives results which were validated by laboratory data. We show that a unique solution exists and that this solution continuously depends on the parameter $K_{S}$. We also formulate the problem for multilayered systems. For the dynamic model, we show the existence of a unique soution to the weak form of the problem. We then consider a numerical example of an inverse problem in which we attempt to recover $K_{S}$ using data generated from the forward problem.

Both the static and dynamic models developed in this paper allow for cavitation between the two beams. This in effect corrects the problem of one beam penetrating the other and allows us to try to predict where the two beams may acutally separate. Also, with the addition of the time-dependent model, we can add a moving mass or rolling load.
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## 0. Introduction

There are many practical applications that involve horizontally layered media. This paper develops a mathematical model which can be used to evaluate what happens at the interfaces of such layers. In particular, we will focus our discussion to that of concrete road overlays as we have data with which to compare our results.[5]

The stability and maintenance of concrete road surfaces is an important topic in our modern-day infrastructure. A current method of extending the life of a road is to pour a new concrete block on top of the original concrete surface. Thus, it makes sense to examine what happens at the interface of these two surfaces. In this paper, we will develop simple mathematical models based on a linear theory and the Timoshenko beam which are an extension of a previous model.[14]

The Timoshenko beam models developed here are based on energy considerations assuming interfacial conditions and an elastic foundation. In addition, the models will incorporate the idea that the two surfaces may separate. This could be due to climate conditions or poor bonding. It is also important to note that while concrete is a very complicated nonlinear material, we are assuming linear elasticity conditions hold. This assumption is based on a laboratory experiment which showed a linear stress-strain relationship for the cases of interest.[5](see fig. 1)

We are particularly interested in the relation between the interfacial stiffness coefficient, $K_{S}$, and normal displacement. In chapter 1 , we develop the static 2-beam model and give a validation of the results based on laboratory data. We show that a unique solution exists and this solution continuously depends on the parameter $K_{S}$. For $K_{S}=[7,2]$, we get a relative error of .1059 and for the
optimal $K_{S}$ we get a relative error of .0253 . In addition, we look at where the model predicts that separation of the beams may occur. We then give an extension to multilayered systems.

Chapter 2 discusses the time-dependent 2-beam model. The main theorem here is the existence of a unique solution to the weak form of the problem. We then formulate a simplified inverse problem where we generate data using the forward problem. In a numerical experiment, we generate a surface describing the residuals between the predicted deformations and a given data set where the predicted deformations are a function of the interfacial stiffness and we assume $K_{S}=\left[K_{S}(1), \quad K_{S}(2)\right]$. This surface represents the error between model predictions and experimental data. The time-dependent case is significant for developing models to predict fatigue and degeneration properties under transient loads.




Compressive Stress vs. Longioudinal Strain

Figure 1

## 1. Static Case

### 1.1 Basic Model

The mathematical model we will use for analysis is the Timoshenko beam model.[13] A beam model is chosen in order to better approximate actual experimental data and results. In particular, the Timoshenko beam model is chosen because it is the simplest beam model which couples normal displacements with shearing displacements.

Suppose the beam is represented by a domain

$$
\Omega=\{(x, y, z): 0 \leq x \leq L,-k \leq y \leq k,-h \leq z \leq h\}
$$

where $h$ is small enough so that we may assume the stress $\sigma_{33}$ is incorporated in the body force. Then, under the small deformation gradient assumption[Hunter], we can write the stress-strain relationships as

$$
\begin{align*}
\sigma_{11} & =\frac{E}{1-\mu^{2}}\left[\epsilon_{11}+\mu \epsilon_{22}\right] \\
\sigma_{22} & =\frac{E}{1-\mu^{2}}\left[\mu \epsilon_{11}+\epsilon_{22}\right]  \tag{1.1}\\
\sigma_{33} & =0 \\
\sigma_{12} & =G \epsilon_{12}, \quad \sigma_{13}=G \epsilon_{13}, \quad \sigma_{23}=G \epsilon_{23}
\end{align*}
$$

where $E$ is Young's modulus, $\mu$ is Poisson's ratio, and $G=\frac{E}{1+\mu}$ is the shear modulus. We denote the displacements in the $x-, y-$, and $z$ - directions by the functions $U=U(x, y, z), V=V(x, y, z)$, and $W=W(x, y, z)$, respectively. The strain-displacement relations are

$$
\begin{gather*}
\epsilon_{11}=\frac{\partial U}{\partial x}, \epsilon_{12}=\frac{1}{2}\left(\frac{\partial U}{\partial y}+\frac{\partial V}{\partial x}\right), \epsilon_{13}=\frac{1}{2}\left(\frac{\partial U}{\partial z}+\frac{\partial W}{\partial x}\right) \\
\epsilon_{22}=\frac{\partial V}{\partial y}, \epsilon_{23}=\frac{1}{2}\left(\frac{\partial V}{\partial z}+\frac{\partial W}{\partial y}\right), \epsilon_{33}=\frac{\partial W}{\partial z} . \tag{1.2}
\end{gather*}
$$

The displacement assumptions associated with a Timoshenko beam are

$$
\begin{align*}
U(x, y, z) & =z \phi(x) \\
V(x, y, z) & =0  \tag{1.3}\\
W(x, y, z) & =\omega(x)
\end{align*}
$$

We define the strain energy as

$$
\begin{equation*}
\mathcal{V}(U, V, W)=\frac{1}{2} \int_{0}^{L} \int_{-k}^{k} \int_{-h}^{h}\left\{\sigma_{11} \epsilon_{11}+\sigma_{12} \epsilon_{12}+\sigma_{13} \epsilon_{13}+\sigma_{22} \epsilon_{22}+\sigma_{23} \epsilon_{23}\right\} d z d y d x \tag{1.4}
\end{equation*}
$$

and the Lagrangian by

$$
\begin{equation*}
\mathcal{L}(U, V, W)=\mathcal{V}(U, V, W)-\int_{0}^{L} f(x) W(x) d x \tag{1.4}
\end{equation*}
$$

where the last integral represents the work done by body forces and applied forces.
Substituting the stress-strain relations (1.1), the strain-displacement relations (1.2), and the displacement assumptions (1.3), the Lagrangian can be expressed as

$$
\begin{equation*}
\mathcal{L}(U, V, W)=\frac{1}{2} \int_{0}^{L}\left\{\frac{4 h^{3} k E}{3\left(1-\mu^{2}\right)} \phi_{x}^{2}+\frac{2 h k E}{1+\mu}\left(\phi+\omega_{x}\right)^{2}\right\} d x-\int_{0}^{L} f \omega d x \tag{1.6}
\end{equation*}
$$

### 1.2 Two-Beam System

Suppose now, that there are two bodies that we view as beam 1 and beam 2. Beam 1 occupies the set $\Omega_{1}=[0, L] \times[-k, k] \times\left[0,2 h_{1}\right]$ and beam 2 occupies the set $\Omega_{2}=[0, L] \times[-k, k] \times\left[-2 h_{2}, 0\right]$. We assign local coordinate systems 1 and 2 such that the relationships of the local coordinate systems to the global coordinate system are $x_{1}=x, y_{1}=y$, and $z_{1}=z-h_{1}$ for coordinate system 1 and $x_{2}=x, y_{2}=y$, and $z_{2}=z+h_{2}$ for coordinate system 2.(see fig. 2) The
displacement functions for the ith beam are

$$
\begin{aligned}
U_{i}\left(x, y, z_{i}\right) & =z_{i} \phi_{i}(x) \\
V_{i}\left(x, y, z_{i}\right) & =0 \\
W_{i}\left(x, y, z_{i}\right) & =\omega_{i}(x)
\end{aligned}
$$

As in (1.6), the strain energy for the ith beam is given by

$$
\begin{equation*}
\mathcal{V}_{i}\left(\phi_{i}, \omega_{i}\right)=\frac{1}{2} \int_{0}^{L}\left\{\frac{4 h_{i}^{3} k E_{i}}{3\left(1-\mu_{i}^{2}\right)} \phi_{i x}^{2}+\frac{2 h_{i} k E_{i}}{1+\mu_{i}}\left(\phi_{i}+\omega_{i x}\right)^{2}\right\} d x \tag{1.7}
\end{equation*}
$$

The total potential energy of the system is the sum of the individual strain energies,

$$
\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}
$$

and the Lagrangian for the system is

$$
\mathcal{L}_{0}=\mathcal{V}-\int_{0}^{\bar{L}} f \omega_{1} d x-\int_{0}^{L} f \omega_{2} d x
$$

where we have assumed here that the displacements of the two beams are independent.

Next, we impose interface conditions to relate the displacements of the two beams. If we assume that the displacements at the interface of the two beams are equal, we get

$$
h_{1} \phi_{1}(x)+h_{2} \phi_{2}(x)=0
$$

and

$$
\omega_{1}(x)-\omega_{2}(x)=0 .
$$

For linear theory, we use the integrals

$$
\mathcal{V}_{x}=\frac{1}{2} \int_{0}^{L} K_{S}(x)\left(h_{1} \phi_{1}(x)+h_{2} \phi_{2}(x)\right)^{2} d x
$$

and

$$
\mathcal{V}_{z}=\frac{1}{2} \int_{0}^{L} K_{N}(x)\left(w_{1}(x)-w_{2}(x)\right)^{2} d x
$$

where $K_{S}$ and $K_{N}$ are $L^{\infty}$ functions introduced as elastic coefficients at the interface. The elastic interface between the beams is then modeled by

$$
\mathcal{V}_{I}=\mathcal{V}_{x}+\mathcal{V}_{z}=\frac{1}{2} \int_{0}^{L}\left[K_{S}(x)\left(h_{1} \phi_{1}+h_{2} \phi_{2}\right)^{2}+K_{N}(x)\left(\omega_{1}-\omega_{2}\right)^{2}\right] d x
$$

We also assume that the beams are sitting on an elastic foundation. This is modeled by

$$
\mathcal{V}_{F}=\frac{1}{2} \int_{0}^{L}\left(K_{F S}(x) \phi_{2}^{2}+K_{F N}(x) \omega_{2}^{2}\right) d x
$$

Consider two types of forces acting on the beam system: the body forces and the applied forces. The work due to gravity for the ith beam is given by

$$
\mathcal{W}_{i}=\int_{0}^{L} \int_{-k}^{k} \int_{-h_{i}}^{h_{i}} \rho_{i} g \omega_{i} d z_{i} d y d x
$$

and the work done by the body forces for the system is

$$
\mathcal{W}_{B}=\mathcal{W}_{1}+\mathcal{W}_{2}=4 g k \int_{0}^{L}\left(\rho_{1} h_{1} \omega_{1}+\rho_{2} h_{2} \omega_{2}\right) d x
$$

The work due to a static applied load, $f_{a}$, is

$$
\mathcal{W}_{a}=\int_{0}^{L} f_{a}(x) \omega_{1}(x) d x
$$

Thus, the Lagrangian of the 2-beam system with an interface on an elastic foundation is given by

$$
\begin{equation*}
\mathcal{L}\left(\phi_{1}, \omega_{1}, \phi_{2}, \omega_{2}\right)=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{I}+\mathcal{V}_{F}-\mathcal{W}_{B}-\mathcal{W}_{a} \tag{1.8}
\end{equation*}
$$

To simplify notation, we make the following assignments:

$$
\begin{gathered}
\alpha_{i}=\frac{4 h_{i}^{3} k E_{i}}{3\left(1-\mu_{i}^{2}\right)}, \\
\beta_{i}=\frac{2 h_{i} k E_{i}}{1+\mu_{i}}, \\
\mathcal{E}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right], \\
\mathcal{A}=\left[\begin{array}{cccc}
\alpha_{1} & 0 & 0 & 0 \\
0 & \beta_{1} & 0 & 0 \\
0 & 0 & \alpha_{2} & 0 \\
0 & 0 & 0 & \beta_{2}
\end{array}\right], \\
\mathcal{A}_{S}=\left[\begin{array}{cccc}
h_{1}^{2} & 0 & h_{1} h_{2} & 0 \\
0 & 0 & 0 & 0 \\
h_{1} h_{2} & 0 & h_{2}^{2} & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \\
\mathcal{A}_{N}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0 \\
0 & -1 & 0 & 1
\end{array}\right], \\
\mathcal{A}_{F S}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],
\end{gathered}
$$

and

$$
\mathcal{A}_{F N}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

In addition, the displacement vector is defined by

$$
u=\left[\begin{array}{l}
\phi_{1} \\
\omega_{1} \\
\phi_{2} \\
\omega_{2}
\end{array}\right]
$$

and the forcing vectors are defined by

$$
F_{B}=\left[\begin{array}{c}
0 \\
4 g k \rho_{1} h_{1} \\
0 \\
4 g k \rho_{2} h_{2}
\end{array}\right]
$$

and

$$
F_{a}=\left[\begin{array}{c}
0 \\
f_{a} \\
0 \\
0
\end{array}\right]
$$

Using the above notation, the Lagrangian (1.8) may be written as

$$
\begin{align*}
\mathcal{L}(u)=\frac{1}{2} \int_{0}^{L}\left\{\left(u_{x}\right.\right. & +\mathcal{E} u)^{T} \mathcal{A}\left(u_{x}+\mathcal{E} u\right)+u^{T}\left(K_{S} \mathcal{A}_{S}+K_{N} \mathcal{A}_{N}+K_{F S} \mathcal{A}_{F S}\right.  \tag{1.9}\\
& \left.\left.+K_{F N} \mathcal{A}_{F N}\right) u\right\} d x-\int_{0}^{L}\left(F_{a}+F_{B}\right)^{T} u d x
\end{align*}
$$

Remark: We want to develop a model which agrees with the experimental results. In this paper, we ignore nonlinearities associated with contact forces and friction.

### 1.3 Minimization Problem

Hamilton's Principle says that the displacement assumed by the beam system is the minimizer of the Lagrangian.[Meirovitch] The previous model[14] enforces the interface condition by penalizing the relative displacements at the interface. While this model seems to give good results, it is physically unrealistic in the sense that the two beams may actually penetrate each other. In this section, we avoid this penetration by restricting the relative normal displacements to allow for separation of the two beams. We will formulate this minimization problem and prove the existence of a unique solution.

We define the following Hilbert spaces with their usual norms and inner products:

$$
\begin{gathered}
H=L^{2}\left([0, L], \mathbf{R}^{4}\right), \\
V=H^{1}\left([0, L] ; \mathbf{R}^{4}\right), \\
V_{0}=\left\{V: \omega_{1}(0)=\omega_{1}(L)=0\right\},
\end{gathered}
$$

and the bilinear form on $V \times V$

$$
\begin{aligned}
& a(u, v)=\frac{1}{2} \int_{0}^{L}\left\{\left(u_{x}+\mathcal{E} u\right)^{T} \mathcal{A}\left(v_{x}+\mathcal{E v}\right)\right. \\
&+u^{T}\left(K_{S} \mathcal{A}_{S}+K_{N} \mathcal{A}_{N}+K_{F N} \mathcal{A}_{F N}+K_{F S} \mathcal{A}_{F S}\right) v d x
\end{aligned}
$$

Using this notation and denoting the inner product on $H$ by $<,>$, the Lagrangian can be written as

$$
\begin{equation*}
\mathcal{L}(u)=a(u, u)-<F, u> \tag{1.10}
\end{equation*}
$$

where $F=F_{a}+F_{B}$.
Lemma 1.1 Let $K_{S}, K_{N}, K_{F N}$, and $K_{F S} \geq 0$. The bilinear form $a(u, v)$ is an inner product on $V_{0}$.

Proof: We only need to show that $a(u, u)=0$ implies that $u=0$. This follows from [14] that there exists a positive constant $\kappa_{0}$ such that

$$
\begin{equation*}
a(u, u) \geq \kappa_{0}\|u\|_{V}^{2} \tag{1.11}
\end{equation*}
$$

To enforce that the relative displacement is positive, we define the set

$$
P=\left\{u \in V_{0}: \omega_{1}(x)-\omega_{2}(x) \geq 0 \text { for any } x \in[0, L]\right\}
$$

Lemma 1.2: $P$ is a closed convex cone in $V_{0}$.

Proof: Let $u \in P$. Then $u^{T}=\left[\begin{array}{llll}\phi_{1} & \omega_{1} & \phi_{2} & \omega_{2}\end{array}\right]$ such that $\omega_{1}(x)-\omega_{2}(x) \geq 0$. Let $\alpha \geq 0$. Then $\alpha u^{T}=\left[\begin{array}{llll}\alpha \phi_{1} & \alpha \omega_{1} & \alpha \phi_{2} & \alpha \omega_{2}\end{array}\right]$ and $\alpha \omega_{1}-\alpha \omega_{2}=\alpha\left(\omega_{1}-\omega_{2}\right) \geq 0$. Thus $\alpha u \in P$ and $P$ is a cone.

Suppose $v$ is another element of $P$ and $v^{T}=\left[\begin{array}{llll}\xi_{1} & \eta_{1} & \xi_{2} & \eta_{2}\end{array}\right]$. Let $0<\alpha<1$. Then

$$
\alpha u+(1-\alpha) v=\left[\begin{array}{c}
\alpha \phi_{1}+(1-\alpha) \xi_{1} \\
\alpha \omega_{1}+(1-\alpha) \eta_{1} \\
\alpha \phi_{2}+(1-\alpha) \xi_{2} \\
\alpha \omega_{2}+(1-\alpha) \eta_{2}
\end{array}\right] \in P
$$

since

$$
\left(\alpha \omega_{1}+(1-\alpha) \eta_{1}\right)-\left(\alpha \omega_{2}+(1-\alpha) \eta_{2}\right)=\alpha\left(\omega_{1}-\omega_{2}\right)+(1-\alpha)\left(\eta_{1}-\eta_{2}\right) \geq 0
$$

Hence, $P$ is convex.
Let $\left\{u^{(k)}\right\}$ be a sequence in $P$ that converges to an element $u^{(0)}$ in $V$. We need to show that $u^{(0)}$ is in $P$. Since $u^{(k)} \in P$ for all $k$, we have

$$
\omega_{1}^{(k)}(x)-\omega_{2}^{(k)}(x) \geq 0 \text { for any } x \in[0, L]
$$

Since $V_{0}$ imbeds in the space of continuous functions[4], we have pointwise convergence or

$$
u^{(k)}(x) \longrightarrow u^{(0)}(x) \quad \text { for each } x \in[0, L]
$$

This implies that $\omega_{1}^{(k)}(x) \rightarrow \omega_{1}^{(0)}(x)$ and $\omega_{2}^{(k)}(x) \rightarrow \omega_{2}^{(0)}(x)$. Since

$$
\left(\omega_{1}^{(k)}-\omega_{2}^{(k)}\right)(x) \geq 0 \quad \text { for all } k>0
$$

the limit

$$
\lim _{k \rightarrow \infty}\left(\omega_{1}^{(k)}-\omega_{2}^{(k)}\right)(x)=\left(\omega_{1}^{(0)}-\omega_{2}^{(0)}\right)(x) \geq 0
$$

Thus, $u^{(0)} \in P$ and $P$ is closed proving the lemma.

We pose the minimization problem: Find $u_{0} \in P$ such that

$$
\begin{equation*}
\mathcal{L}\left(u_{0}\right)=\operatorname{minimum} \mathcal{L}(v) \quad \text { for any } v \in P \tag{MP}
\end{equation*}
$$

Theorem 1.1: There exists a unique solution to the above mimization problem.
Proof: First, we show that $\mathcal{L}(v)$ is bounded below for any $v \in P$. Recall (1.11) $a(v, v) \geq \kappa_{0}\|v\|_{V}^{2}$ for some $\kappa_{0}>0$ and the Lagrangian (1.10)

$$
\mathcal{L}(v)=a(v, v)-<F, v>.
$$

Also,

$$
<F, v>\leq\|F\|\|v\|_{H} \leq M\|v\|_{H} \leq M\|v\|_{V}
$$

Thus,

$$
\mathcal{L}(v) \geq \kappa_{0}\|v\|_{V}^{2}-M\|v\|_{V} .
$$

The right hand side is a parabola in $\|v\|_{V}$ which has a minimum when $\|v\|_{V}=\frac{M}{2 \kappa_{0}}$.
Hence, $\{\mathcal{L}(v): v \in P\}$ is bounded below and $d=\inf \{\mathcal{L}(v): v \in P\}$ exists.
Also, note the parallelogram identity

$$
\begin{equation*}
\mathcal{L}\left(\frac{u_{1}+u_{2}}{2}\right)+a\left(\frac{u_{1}-u_{2}}{2}, \frac{u_{1}-u_{2}}{2}\right)=\frac{1}{2} \mathcal{L}\left(u_{1}\right)+\frac{1}{2} \mathcal{L}\left(u_{2}\right) \tag{1.12}
\end{equation*}
$$

holds for all $u_{1}$ and $u_{2}$ in $V$.
Let $\left\{u_{n}\right\} \subseteq P$ be a minimizing sequence. (i.e. $\mathcal{L}\left(u_{n}\right) \rightarrow$ d.) We show that $\left\{u_{n}\right\}$ is Cauchy. From (1.12)

$$
\mathcal{L}\left(\frac{u_{n}+u_{m}}{2}\right)+a\left(\frac{u_{n}-u_{m}}{2}, \frac{u_{n}-u_{m}}{2}\right)=\frac{1}{2} \mathcal{L}\left(u_{n}\right)+\frac{1}{2} \mathcal{L}\left(u_{m}\right)
$$

or

$$
a\left(\frac{u_{n}-u_{m}}{2}, \frac{u_{n}-u_{m}}{2}\right)=\frac{1}{2} \mathcal{L}\left(u_{n}\right)+\frac{1}{2} \mathcal{L}\left(u_{m}\right)-\mathcal{L}\left(\frac{u_{n}+u_{m}}{2}\right) .
$$

Since P is convex, $\left(u_{n}+u_{m}\right) / 2 \in P$ and $\mathcal{L}\left(\frac{u_{n}+u_{m}}{2}\right) \geq d$. Thus,

$$
a\left(\frac{u_{n}-u_{m}}{2}, \frac{u_{n}-u_{m}}{2}\right) \leq \frac{1}{2} \mathcal{L}\left(u_{n}\right)+\frac{1}{2} \mathcal{L}\left(u_{m}\right)-d .
$$

Since the right hand side converges to zero, we have $a\left(\frac{u_{n}-u_{m}}{2}, \frac{u_{n}-u_{m}}{2}\right)$ converges to zero. Now,

$$
0 \leq \kappa_{0}\left\|\frac{u_{n}-u_{m}}{2}\right\|_{V}^{2} \leq a\left(\frac{u_{n}-u_{m}}{2}, \frac{u_{n}-u_{m}}{2}\right)
$$

Hence, $\left\|u_{n}-u_{m}\right\|_{V}$ converges to 0 and $\left\{u_{n}\right\}$ is Cauchy in $V_{0} .\left\{u_{n}\right\}$ Cauchy implies that $\left\{u_{n}\right\}$ converges to some $u \in V_{0}$. In fact $u \in P$ since $P$ is closed. Also, $\mathcal{L}$ is continuous and $\mathcal{L}\left(u_{n}\right)$ converges to $\mathcal{L}(u)$. Since the limit is unique, $\mathcal{L}(u)=d$ and we have existence.

For uniqueness, suppose $u_{0}, v \in P$ are both solutions to the minimization problem. Then $\mathcal{L}\left(u_{0}\right)=\mathcal{L}(v)=d$. (1.12) implies

$$
\begin{gathered}
\mathcal{L}\left(\frac{u_{0}+v}{2}\right)+a\left(\frac{u_{0}-v}{2}, \frac{u_{0}-v}{2}\right)=\frac{1}{2} \mathcal{L}\left(u_{0}\right)+\frac{1}{2} \mathcal{L}(v)=d . \\
0 \leq \kappa_{0}\left\|\frac{u_{0}-v}{2}\right\|^{2} \leq a\left(\frac{u_{0}-v}{2}, \frac{u_{0}-v}{2}\right)=d-\mathcal{L}\left(\frac{u_{0}+v}{2}\right) \leq d-d=0 .
\end{gathered}
$$

Hence, $\left\|u_{0}-v\right\|=0$ or $v=u_{0}$ and $u_{0}$ is unique.

The associated variational problem can be stated as follows: Find $u_{0} \in P$ such that

$$
\begin{equation*}
a\left(u_{0}, v-u_{0}\right)-<F, v-u_{0}>\geq 0 \quad \text { for any } v \in P \tag{VP}
\end{equation*}
$$

It is easy to show that the minimization and variational problems are equivalent.[see Luenberger, p. 178]

Suppose now that the displacement $u_{0}$ is a function of $K_{S}$, the elastic coefficient at the interface. Since $K_{S} \in L^{\infty}$, we can approximate $K_{S}$ in the $L^{2}$ sense by step functions. Thus, it suffices to look at $K_{S}$ as a vector in $\mathbf{R}^{\mathbf{n}}$ such that $K_{S}$ lies in a bounded set.

Theorem 1.2: The mapping $K_{S} \rightarrow u_{0}\left(K_{S}\right)$ is continuous from $\mathbf{R}^{\mathbf{n}}$ into $P$. (That is we assume $K_{S}$ are bounded and piecewise constant.)

First, we need to prove some claims.
Claim 1: Fix $v \in P$. Then $K_{S} \rightarrow \mathcal{L}\left(v ; K_{S}\right)$ is continuous. We assume $K_{S}$ is piecewise constant.

Proof: The proof of claim 1 is straight-forward and is omitted.
Claim 2: $\left\{u_{0}\left(K_{S}\right): K_{S}\right.$ bounded in $\left.\mathbf{R}^{\mathbf{n}}\right\}$ is bounded in $V_{0}$. That is, we assume $K_{S}$ are bounded and piecewise constant.

Proof: From Claim 1, for a fixed $v \in P, K_{S} \rightarrow \mathcal{L}\left(v ; K_{S}\right)$ is continuous. Also, $\mathcal{L}$ is linear in $K_{S}$. Thus, assuming $K_{S}$ are bounded, the map $K_{S} \rightarrow \mathcal{L}\left(v ; K_{S}\right)$ is bounded. Recall that $u_{0}\left(K_{S}\right)$ satisfies the minimization problem

$$
\mathcal{L}\left(u_{0}\left(K_{S}\right) ; K_{S}\right)=\min _{v \in P} \mathcal{L}\left(v ; K_{S}\right) \leq \mathcal{L}\left(0 ; K_{S}\right)=0
$$

since $0 \in P$. This implies that

$$
a\left(u_{0}\left(K_{S}\right), u_{0}\left(K_{S}\right) ; K_{S}\right)-<F, u_{0}\left(K_{S}\right)>\leq 0
$$

From the coercivity condition (1.11) we get

$$
\kappa_{0}\left\|u_{0}\left(K_{S}\right)\right\|_{V}^{2}-M\left\|u_{0}\left(K_{S}\right)\right\|_{V} \leq a\left(u_{0}\left(K_{S}\right), u_{0}\left(K_{S}\right) ; K_{S}\right)-<F, u_{0}\left(K_{S}\right)>\leq 0 .
$$

In order for $\left\|u_{0}\left(K_{S}\right)\right\|\left(\kappa_{0}\left\|u_{0}\left(K_{S}\right)\right\|-M\right) \leq 0$, we need

$$
\left\|u_{0}\left(K_{S}\right)\right\| \leq \frac{M}{\kappa_{0}}
$$

Hence, $\left\{u_{0}\left(K_{S}\right): K_{S}\right.$ bounded in $\left.\mathbf{R}^{\mathbf{n}}\right\}$ is bounded in $V_{0}$.
Claim 3: If $K_{S} \rightarrow K$ in $\mathbf{R}^{\mathbf{n}}$ with $K_{S}$ bounded then

$$
u_{0}\left(K_{S}\right) \xrightarrow{w} u_{0}(K) \quad \text { in } V_{0} .
$$

Proof: From claim 2, $\left\{u_{0}\left(K_{S}\right): K_{S}\right.$ bounded in $\left.\mathbf{R}^{\mathbf{n}}\right\}$ is a bounded set in $V_{0}$. Since $V_{0}$ is a Hilbert space and reflexive, $\left\{u_{0}\left(K_{S}\right): K_{S}\right.$ bounded in $\left.\mathbf{R}^{\mathrm{n}}\right\}$ is relatively weakly compact. Thus, there is a subsequence $K_{S_{i}}$ such that

$$
u_{0}\left(K_{S_{i}}\right) \xrightarrow{w} u
$$

for some $u$ in $V_{0}$. In fact, $u \in P$ since P is closed, convex and hence weakly closed.
Let $v \in P$ be arbitrary. Then $\mathcal{L}\left(v ; K_{S_{i}}\right) \geq \mathcal{L}\left(u_{0}\left(K_{S_{i}}\right) ; K_{S_{i}}\right)$ or

$$
a\left(v, v ; K_{S_{i}}\right)-<F, v>\geq a\left(u_{0}\left(K_{S_{i}}\right), u_{0}\left(K_{S_{i}}\right) ; K_{S_{i}}\right)-<F, u_{0}\left(K_{S_{i}}\right)>
$$

Taking the limit inferior of both sides, we get from weak lower semicontinuity of $\mathcal{L}$

$$
\begin{aligned}
a(v, v ; K)-<F, v> & \geq \liminf \left[a\left(u_{0}\left(K_{S_{i}}\right), u_{0}\left(K_{S_{i}}\right) ; K_{S_{i}}\right)-<F, u_{0}\left(K_{S_{i}}\right)>\right] \\
& \geq a(u, u ; K)-<F, u>
\end{aligned}
$$

Thus, $\mathcal{L}(v ; K) \geq \mathcal{L}(u ; K)$ for any $v$ in $P$ and

$$
\mathcal{L}(u ; K)=\min _{v \in P} \mathcal{L}(v ; K)
$$

But we've shown the solution to this minimization problem is unique. Hence, $u=u_{0}(K)$ and $u_{0}\left(K_{S_{i}}\right) \xrightarrow{w} u_{0}(K)$. It is easy to show that in fact,

$$
u_{0}\left(K_{S}\right) \xrightarrow{w} u_{0}(K) .
$$

Claim 4: If $K_{S} \rightarrow K$ in $\mathbf{R}^{\mathbf{n}}$ where $K_{S}$ is bounded and piecewise constant then

$$
a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K_{S}\right) \longrightarrow a\left(u_{0}(K), u_{0}(K) ; K\right)
$$

## Proof: Consider

$$
\begin{aligned}
\mid a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K_{S}\right)- & a\left(u_{0}(K), u_{0}(K) ; K\right) \mid \\
\leq & \left|a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K_{S}\right)-a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K\right)\right| \\
& +\left|a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K\right)-a\left(u_{0}(K), u_{0}(K) ; K\right)\right| .
\end{aligned}
$$

Since $a(u, v ; K)$ is an inner product on $V_{0}$ and by claim $3 u_{0}\left(K_{S}\right) \xrightarrow{u} u_{0}(K)$ in $V_{0}$, we have that

$$
a\left(u_{0}\left(K_{S}\right), v ; K\right) \longrightarrow a\left(u_{0}(K), v ; K\right) \quad \text { for any } v \in V_{0}
$$

Since $u_{0}(K) \in V_{0}, a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K\right) \rightarrow a\left(u_{0}(K), u_{0}(K) ; K\right)$. Hence,

$$
\left|a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K\right)-a\left(u_{0}(K), u_{0}(K) ; K\right)\right| \longrightarrow 0
$$

Now,

$$
\begin{aligned}
\mid a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K_{S}\right) & -a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K\right) \mid \\
& =\frac{1}{2}\left|\sum_{j=1}^{n} \int_{x_{j-1}}^{x_{j}} u_{0}\left(K_{S}\right)^{T}\left(K_{S}^{(j)}-K^{(j)}\right) \mathcal{A}_{S} u_{0}(K) d x\right| \\
& \leq \frac{1}{2} \sum_{j=1}^{n}\left|K_{S}^{(j)}-K^{(j)}\right| \int_{x_{j-1}}^{x_{j}}\left|u_{0}\left(K_{S}\right)^{T} \mathcal{A}_{S} u_{0}(K)\right| d x \\
& \leq \frac{1}{2}\left\|K_{S}-K\right\|_{\infty} \int_{0}^{L}\left|u_{0}\left(K_{S}\right)^{T} \mathcal{A}_{S} u_{0}(K)\right| d x
\end{aligned}
$$

Taking the limit as $K_{S}$ goes to K , we get

$$
\int_{0}^{L}\left|u_{0}\left(K_{S}\right)^{T} \mathcal{A}_{S} u_{0}(K)\right| d x \longrightarrow \int_{0}^{L}\left|u_{0}(K)^{T} \mathcal{A}_{S} u_{0}(K)\right| d x
$$

and $\left\|K_{S}-K\right\|_{\infty} \rightarrow 0$. Hence,

$$
\left|a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K_{S}\right)-a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K\right)\right| \longrightarrow 0 .
$$

and claim 4 is proved.
Proof of Theorem 1.2: Suppose $K_{S} \rightarrow K$ in $\mathbf{R}^{\mathbf{n}}$. We need to show that $u_{0}\left(K_{S}\right) \rightarrow u_{0}(K)$ strongly in $V_{0}$. Consider
$a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K_{S}\right)=a\left(u_{0}\left(K_{S}\right), u_{0}(K)-u_{0}\left(K_{S}\right) ; K_{S}\right)+a\left(u_{0}\left(K_{S}\right) ; u_{0}\left(K_{S}\right) ; K_{S}\right)$
and recall the variational condition

$$
a\left(u_{0}, v-u_{0}\right)-<F, v-u_{0}>\geq 0 \quad \text { for any } v \in P
$$

By claim 3, $u_{0}\left(K_{S}\right) \xrightarrow{w} u_{0}(K)$ in $V_{0}$. Since $P$ is closed and convex, $P$ is weakly closed and $u_{0}(K) \in P$. Thus,

$$
a\left(u_{0}\left(K_{S}\right), u_{0}(K)-u_{0}\left(K_{S}\right) ; K_{S}\right)-<F, u_{0}\left(K^{\prime}\right)-u_{0}\left(K_{S}\right)>\geq 0
$$

and we have

$$
\begin{aligned}
a\left(u_{0}\left(K_{S}\right), u_{0}\left(K_{S}\right) ; K_{S}\right) \leq & {\left[a\left(u_{0}\left(K_{S}\right), u_{0}(K)-u_{0}\left(K_{S}\right) ; K_{S}\right)\right.} \\
& \left.\quad-<F, u_{0}(K)-u_{0}\left(K_{S}\right)>\right]+a\left(u_{0}\left(K_{S}\right), u_{0}\left(K_{S}\right), K_{S}\right) \\
= & a\left(u_{0}\left(K_{S}\right) ; u_{0}(K) ; K_{S}\right)-<F, u_{0}(K)-u_{0}\left(K_{S}\right)>
\end{aligned}
$$

Taking limits, we get

$$
\begin{aligned}
a\left(u_{0}(K), u_{0}(K) ; K\right) & \leq \varliminf \underline{\lim } a\left(u_{0}\left(K_{S}\right), u_{0}\left(K_{S}\right) ; K_{S}\right) \\
& \leq \varlimsup a\left(u_{0}\left(K_{S}\right), u_{0}\left(K_{S}\right) ; K_{S}\right) \\
& \leq \lim _{K_{S} \rightarrow K}\left(a\left(u_{0}\left(K_{S}\right), u_{0}(K) ; K_{S}\right)-<F, u_{0}(K)-u_{0}\left(K_{S}\right)>\right) \\
& =a\left(u_{0}(K), u_{0}(K) ; K\right)-0
\end{aligned}
$$

by claim 4. Therefore, $a\left(u_{0}\left(K_{S}\right), u_{0}\left(K_{S}\right) ; K_{S}\right) \rightarrow a\left(u_{0}(K), u_{0}(K) ; K\right)$. But

$$
a\left(u_{0}(K), u_{0}(K) ; K\right)=\left\|u_{0}(K)\right\|_{V_{0}}^{2} .
$$

Thus, we have

$$
\left\|u_{0}\left(K_{S}\right)\right\| v_{0} \longrightarrow\left\|u_{0}(K)\right\| v_{0} .
$$

This implies since $V_{0}$ is a Hilbert Space that $\left\|u_{0}\left(K_{S}\right)-u_{0}(K)\right\| v_{0} \rightarrow 0$ or that $u_{0}\left(K_{S}\right) \rightarrow u_{0}(K)$ in $V_{0}$. Thus, the mapping $K_{S} \rightarrow u_{0}\left(K_{S}\right)$ is continuous.

### 1.4 Numerical Model and Validation

We want to test the above model against experimental data obtained in the laboratory. In particular, we want to compare normal displacements of beam 1 with the displacement observed on a concrete sample in the laboratory. For this purpose we ignore any foundation terms and assume the ends of the beam are fixed.

We need to write the discrete version of the Lagrangian (1.9) and the minimization problem (MP). We approximate $u_{0}$ by piecewise linear elements as follows: We partition $[0, L]$ into $N$ subintervals of width $L / N$. Let $\underline{c}^{T}=\left[\begin{array}{llll}c_{1} & c_{2} & \ldots & c_{4(N+1)}\end{array}\right]$ and

$$
B(x)=\left[\begin{array}{cccc}
\underline{b}(x) & 0 & 0 & 0 \\
0 & \underline{b}(x) & 0 & 0 \\
0 & 0 & \underline{b}(x) & 0 \\
0 & 0 & 0 & \underline{b}(x)
\end{array}\right]
$$

where $B(x)$ is a $4 \times 4(N+1)$ matrix with $\underline{b}(x)=\left[\begin{array}{llll}b_{1}(x) & b_{2}(x) & \ldots & b_{N+1}(x)\end{array}\right]$ and $b_{i}(x)$ is the piecewise linear element which is 1 at $x_{i}=\frac{L}{N} i$ and 0 at all other partition points. Then

$$
u^{(N)}(x)=B(x) \underline{c}
$$

is an approximation of $u_{0}$. Define the matrices

$$
\begin{gathered}
G_{A}=\int_{0}^{L}\left(B_{x}+\mathcal{E} B\right)^{T} \mathcal{A}\left(B_{x}+\mathcal{E} B\right) d x \\
G_{S}=\int_{0}^{L} K_{S}(x) B(x)^{T} \mathcal{A}_{S} B(x) d x
\end{gathered}
$$

and

$$
G_{N}=\int_{0}^{L} K_{N} B(x)^{T} \mathcal{A}_{N} B(x) d x
$$

Also, define the vectors

$$
\mathcal{F}_{a}=\int_{0}^{L} F_{a} B(x) d x
$$

and

$$
\mathcal{F}_{B}=\int_{0}^{L} F_{B} B(x) d x
$$

Our goal is to examine what is happening at the interface between the two beams. Thus, we assume that the shear interface coefficient, $K_{S}$, is a function of $x$, the location along the length of the beam. For this analysis we assume that $K_{S}(x)$ is piecewise constant with $p$ pieces where $p$ is a factor of $N$. Let $G=G_{A}+G_{S}+G_{N}$ and $\mathcal{F}=\mathcal{F}_{a}+\mathcal{F}_{B}$. Then the Lagrangian becomes

$$
\mathcal{L}(c)=\frac{1}{2} \underline{c}^{T} G \underline{c}-\mathcal{F}_{\underline{c}}
$$

From Hamilton's principle, the displacement of the beam system occurs at the minimum of the Lagrangian. For the discrete case, the minimization problem (MP) becomes: Find $\underline{c}_{0} \in \mathbf{R}^{4(N+1)}$ such that $B(x) \underline{c}_{0} \in P$ and

$$
\begin{equation*}
\mathcal{L}\left(\underline{c}_{0}\right)=\min \{\mathcal{L}(\underline{c}): B(x) \underline{c} \in P\} \tag{MPN}
\end{equation*}
$$

where we are now minimizing the Lagrangian over a finite dimensional subset of $P$. The following theorem shows that in fact the solutions to the discrete problem converge to the solution of (MP).

Theorem 1.3 Let $u_{0}^{N}=B(x) \underline{c}_{0}$ be the unique solution to (MPN). Then as $N \rightarrow \infty$,

$$
u_{0}^{N} \longrightarrow u_{0} \quad \text { in } V_{0}
$$

where $u_{0} \in P$ is the solution to the original minimization problem(MP).
Proof: Define the set

$$
P^{N}=\left\{B(x) \underline{c}: \sum_{i=1}^{N+1} b_{i}(x) c_{N+1+i}-\sum_{i=1}^{N+1} b_{i}(x) c_{3(N+1)+i} \geq 0\right\}
$$

Then $P^{N} \subset P$ for all $N$. Since $u_{0}^{N}$ is the solution to (MPN) and $0 \in P^{N}$ for all $N$

$$
\mathcal{L}\left(u_{0}^{N}\right)=\min \left\{\mathcal{L}(v): v \in P^{N}\right\} \leq 0
$$

Also, from (1.11), we have

$$
\kappa_{0}\left\|u_{0}^{N}\right\|_{V}^{2}-M\left\|u_{0}^{N}\right\|_{V} \leq \mathcal{L}\left(u_{0}^{N}\right)=a\left(u_{0}^{N}, u_{0}^{N}\right)-<F, u_{0}^{N}>\leq 0
$$

For this to hold, we need $\left\|u_{0}^{N}\right\|_{V} \leq M / \kappa_{0}$ for all $N$ which says that $\left\{u_{0}^{N}\right\}$ are bounded in $V_{0}$. But this implies that $\left\{u_{0}^{N}\right\}$ is weak compact. Thus, there exists a subsequence such that $u_{0}^{N} \xrightarrow{w} u \in P$.

Let $v \in P$ and let $v^{N}$ be its piecewise linear approximation. Then $v^{N} \rightarrow v$ and $\mathcal{L}\left(v^{N}\right) \rightarrow \mathcal{L}(v)$ as $N \rightarrow \infty$. Since $v^{N} \in P^{N}$, we have that $\mathcal{L}\left(v^{N}\right) \geq \mathcal{L}\left(u_{0}^{N}\right)$. From weak lower semicontinuity of $\mathcal{L}$, we get

$$
\mathcal{L}(v)=\varliminf \underline{L}\left(v^{N}\right) \geq \varliminf \mathcal{L}\left(u_{0}^{N}\right) \geq \mathcal{L}(u)
$$

and $u$ solves (MP). But the solution to (MP) is unique, hence $u=u_{0}$ and the theorem is proved.

If we were to ignore the cone condition, the minimum of $\mathcal{L}(\underline{c})$ is achieved when $D \mathcal{L}(\underline{c})=0$ which happens when $G \underline{c}=\mathcal{F}^{T}$. Suppose $u^{N}=B \underline{c}$ is not in $P$. Then we change the coefficients $c_{i}$ to get a new point $B \hat{\underline{\hat{c}}}$ which is in $P$ where $\underline{\hat{c}}$ is determined by comparing the discrete coefficients corresponding to $\omega_{1}(x)$ and $\omega_{2}(x)$ and adjusting them so that we are still in the cone. In other words, if $\omega_{1}(x)=$ $\sum_{i=1}^{N+1} c_{N+i+1} b_{i}$ and $\omega_{2}(x)=\sum_{i=1}^{N+1} c_{3(N+1)+i} b_{i}$, and $c_{N+1+i}-c_{3(N+1)+i}<0$, we let $\hat{c}_{3(N+1)+i}=c_{N+1+i}$. Thus $\underline{\hat{c}}$ is just modified from $\underline{c}$ so that we remain in the cone. We then use Newton's method to find the minimum, $\underline{c}_{0}$.

For the numerical model, we use data from the laboratory experiment for the 3 inch overlay. The length of the beam is

$$
L=37
$$

and the loads were applied along the length of the beam at

$$
x=L / 3 \quad \text { and } \quad x=2 L / 3 .
$$

The observed displacements were

$$
w_{d}=\left[\begin{array}{c}
0 \\
-.0014 \\
-.00245 \\
-.0017 \\
0
\end{array}\right]
$$

at locations

$$
x_{d}=\left[\begin{array}{lllll}
0, & 9.25, & 18.5, & 27.75, & 37
\end{array}\right] .
$$

We want to see how well our model fits with the experimental data. For the graph in fig. 3, we assume $N=10$ subintervals of length $L / 10$ and we choose the shear interface coefficient to consist of $p=2$ pieces

$$
K_{S}= \begin{cases}7 & \text { if } 0 \leq x \leq L / 2 \\ 2 & \text { if } L / 2<x \leq L\end{cases}
$$

Consider the fit-to-data functional

$$
J\left(K_{S}\right)=\sum_{i=1}^{N_{d}}\left(\omega_{1}\left(x_{d}(i)\right)-w_{d}(i)\right)^{2}
$$

where $N_{d}$ are the number of data points. In order to write this in matrix form, let

$$
\mathcal{C} \underline{\boldsymbol{c}}=\left[\begin{array}{c}
\omega_{1}\left(x_{d}(1)\right) \\
\vdots \\
\omega_{1}\left(x_{d}\left(N_{d}\right)\right)
\end{array}\right]
$$

where $\mathcal{C}: \mathbf{R}^{4(\mathrm{~N}+1)} \rightarrow \mathbf{R}^{\mathbf{N}_{\mathrm{d}}}$ is defined by

$$
\mathcal{C}=\left[\begin{array}{cccc} 
& \underline{b}\left(x_{d}(1)\right) & & \\
0 & \vdots & 0 & 0 \\
& \underline{b}\left(x_{d}\left(N_{d}\right)\right) & &
\end{array}\right]
$$

Then the fit-to-data functional can be written as

$$
J\left(K_{s}\right)=\left\|\mathcal{C} \underline{c}\left(K_{S}\right)-w_{d}\right\|^{2}
$$

The relative error of our model is calculated by

$$
R E=\frac{\sqrt{J\left(K_{S}\right)}}{\left\|w_{d}\right\|}
$$

and for the above data

$$
R E=.1059
$$

These are as good as the original model with two pieces. Consider the relative displacements of the two beams.(see figs. 4 and 5) In fig. 4 for the previous model, beam 1 actually penetrates beam 2 which is not physically possible. In fig. 5, for the present case where the two beams can separate, there is no such difficulty.

We can improve on these results as we let $K_{S}$ consist of more than two pieces. For the graph in figure 6, we assume $N=10$ and

$$
K_{S}=\left[\begin{array}{llllllllll}
13.3 & 9.5 & .85 & 0 & 3.2 & 0.66 & 0 & 0 & 0.3 & 6.9
\end{array}\right]
$$

which was the optimal vector for the previous case.[14] In this case, we get a relative error of

$$
R E=.0253
$$

If we look at the relative displacements of the two beams(see fig. 7), the model predicts that the beams separate between $x=11$ and $x=26$. Note we are not as concerned about the endpoints as they are assumed to be fixed.

### 1.5 Existence of Lagrange Multipliers

Recall the minimization problem:

$$
\text { Find } u_{0} \in P \text { such that } \mathcal{L}\left(u_{0}\right)=\min _{v \in P} \mathcal{L}(v)
$$

Let $\Gamma=\left[\begin{array}{llll}0 & 1 & 0 & -1\end{array}\right]$. Then the above minimization problem can be rewritten as

$$
\text { Find } u_{0} \in P \text { such that } \mathcal{L}\left(u_{0}\right)=\min \left\{\mathcal{L}(v):-\Gamma v \leq 0, v \in V_{0}\right\}
$$

In other words, we want to find the minimum of the Lagrangian (1.10) subject to the inequality constraint $\omega_{2}(x)-\omega_{1}(x) \leq 0$. Note that $\mathcal{L}: V_{0} \rightarrow \mathbf{R}$ is Gateaux differentiable and $-\Gamma: V_{0} \rightarrow \hat{V}_{0}$ is also Gateaux differentiable where

$$
\hat{V}_{0}=\left\{\omega \in H^{1}([0, L] ; \mathbf{R}): \omega(0)=\omega(\mathrm{L})=0\right\}
$$

Clearly the Gateaux differentials of $\mathcal{L}$ and $-\Gamma$ are linear in their increments. Define

$$
\hat{P}=\left\{\omega \in \hat{V}_{0}: \omega(x) \geq 0 \text { a.e. }\right\}
$$

Lemma 1.3: $\hat{P}$ is a positive cone with nonempty interior.
Proof. If $\omega_{1} \geq \omega_{2}$ then $\omega_{1}-\omega_{2} \in \hat{P}$ and $\hat{P}$ is a positive cone.
Since $H^{1}([0, L] ; \mathbf{R})$ imbeds in $C([0, L] ; \mathbf{R})$, it suffices to show that

$$
P_{0}=\{f \in C(0, L): f(x) \geq 0\}
$$

has nonempty interior. Let $g \in P_{0}$ such that $g(x)>0$ on $[0, L]$ and let $\delta=$ $\min _{x \in[0, L]}|g(x)|>0$. We show that the ball centered at $g$ of radius $\frac{\delta}{2}$, denoted by $B\left(g ; \frac{\delta}{2}\right)$, is contained in $P_{0}$.

Let $f \in B\left(g ; \frac{\delta}{2}\right)$. Then $\|f-g\|=\max _{x \in[0, L]}|f(x)-g(x)|<\frac{\delta}{2}$. But this implies that $|f(x)-g(x)|<\frac{\delta}{2}$ for any $x \in[0, L]$. Thus,

$$
f(x) \in\left(g(x)-\frac{\delta}{2}, g(x)+\frac{\delta}{2}\right) \quad \text { for any } x \in[0, L]
$$

and $f(x) \geq 0$ for any $x \in[0, L]$. But this says that $f \in P_{0}$. Hence, the interior of $P_{0}$ is nonempty and the lemma is proved.

Let $u_{0}$ be the unique solution to the minimization problem.
Lemma 1.4: $u_{0}$ is a regular point of the inequality $-\Gamma v \leq 0$.
Proof: We need to show that
(i) $-\Gamma u_{0} \leq 0 \quad$ and
(ii) There exists $h \in V_{0}$ such that $-\Gamma u_{0}+\delta\left[-\Gamma\left(u_{0} ; h\right)\right]<0$.

By definition, if $u_{0} \in P$, then $-\Gamma u_{0} \leq 0$. For (ii)

$$
\begin{aligned}
\delta\left[-\Gamma\left(u_{0} ; h\right)\right] & =\lim _{\alpha \rightarrow 0} \frac{1}{\alpha}\left[-\Gamma\left(u_{0}+\alpha h\right)-\left(-\Gamma\left(u_{0}\right)\right)\right] \\
& \left.=\lim _{\alpha \rightarrow 0} \frac{1}{\alpha}\left[\begin{array}{llll}
0 & -1 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
\phi_{1}+\alpha \xi_{1} \\
\omega_{1}+\alpha \eta_{1} \\
\phi_{2}+\alpha \xi_{2} \\
\omega_{2}+\alpha \eta_{2}
\end{array}\right]-\left[\begin{array}{llll}
0 & -1 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\phi_{1} \\
\omega_{1} \\
\phi_{2} \\
\omega_{2}
\end{array}\right]\right] \\
& =\lim _{\alpha \rightarrow 0} \frac{1}{\alpha}\left[-\left(\omega_{1}+\alpha \eta_{1}\right)+\left(\omega_{2}+\alpha \eta_{2}\right)+\omega_{1}-\omega_{2}\right] \\
& =\lim _{\alpha \rightarrow 0} \frac{\alpha\left(\eta_{2}-\eta_{1}\right)}{\alpha} \\
& =\eta_{2}-\eta_{1}=-\Gamma h .
\end{aligned}
$$

Choose $h \in V_{0}$ such that $-\Gamma u_{0}+(-\Gamma h)<0$ or $\eta_{2}-\eta_{1}>\omega_{2}-\omega_{1}$ and (ii) is proved. Thus, $u_{0}$ is a regular point of the inequality $-\Gamma v \leq 0$.

Theorem 1.4: There is a Lagrange multiplier, $\lambda \in\left(\hat{V}_{0}\right)^{*}$, where $\lambda \geq 0$ such that $L(v ; \lambda)=\mathcal{L}(u)+\lambda(-\Gamma u)$ is stationary at $u_{0}$ i.e.

$$
\delta L\left(u_{0} ; h\right)=0 \quad \text { for all } h \in V_{0}
$$

Also, $\lambda\left(-\Gamma u_{0}\right)=0$.
Proof: This follows from Lemma 1.3, 1.4 and the Kuhn-Tucker Theorem.

### 1.6 M-Beam System

Many applications may involve more than two layers. For example, we could apply the techniques used in this paper to extend the current seismic models to include shearing. Thus, it makes sense to look at a model for such multi-layered media.

Suppose that we have M Timoshenko beams lying on top of one another. If we let

$$
\mathcal{D}=\{(x, y): 0 \leq x \leq L,-k \leq y \leq k\}
$$

and let beam 1 occupy the set $\mathcal{D} \times\left[0,2 h_{1}\right]$, beam 2 occupy the set $\mathcal{D} \times\left[2 h_{1}, 2 h_{1}+\right.$ $\left.2 h_{2}\right]$, etc. then the ith beam occupies the set $\mathcal{D} \times\left[\sum_{j=1}^{i-1} 2 h_{j}, \sum_{j=1}^{i} 2 h_{j}\right]$.(see fig. 9) We define the local coordinates for beam 1 as

$$
x_{1}=x, y_{1}=y, \text { and } z_{1}=z-h_{1}
$$

and for the ith beam, we have

$$
x_{i}=x, y_{i}=y, \text { and } z_{i}=z-\left[\sum_{j=1}^{i-1} 2 h_{j}+h_{i}\right] \quad \text { when } 2 \leq i \leq M
$$

For each beam, we assume the following displacements:

$$
\begin{aligned}
U_{i}\left(x, y, z_{i}\right) & =z_{i} \phi_{i}(x) \\
V_{i}\left(x, y, z_{i}\right) & =0 \\
W_{i}\left(x, y, z_{i}\right) & =\omega_{i}(x)
\end{aligned}
$$

As in the two-beam case, we can write the strain energy for the ith beam as

$$
\mathcal{V}_{i}=\frac{1}{2} \int_{0}^{L} \int_{-k}^{k} \int_{-h_{i}}^{h_{i}}\left\{\sigma_{11} \epsilon_{11}+\sigma_{12} \epsilon_{12}+\sigma_{13} \epsilon_{13}+\sigma_{22} \epsilon_{22}+\sigma_{23} \epsilon_{23}\right\} d z_{i} d y d x
$$

and simplifying with $\alpha_{i}$ and $\beta_{i}$ defined as in the 2 beam system we get

$$
\mathcal{V}_{i}=\frac{1}{2} \int_{0}^{L}\left\{\alpha_{i} \phi_{i x}^{2}+\beta_{i}\left(\phi_{i}+\omega_{i x}\right)^{2}\right\} d x
$$

The strain energy for the M-beam system is then given by

$$
\mathcal{V}=\sum_{i=1}^{M} \mathcal{V}_{i}\left(U_{i}, V_{i}, W_{i}\right)
$$

We need to relate the displacements between adjacent beams. For $M$ beams we have 2(M-1) interface conditions and coefficients. We model the elastic properties
of the interfaces by

$$
\begin{aligned}
\mathcal{V}_{I}=\frac{1}{2} \int_{0}^{L}\left\{\sum _ { i = 1 } ^ { M - 1 } K _ { S _ { i } } ( x ) \left(h_{i} \phi_{i}(x)\right.\right. & \left.+h_{i+1} \phi_{i+1}(x)\right)^{2} \\
& \left.+\sum_{i=1}^{M-1} K_{N_{i}}(x)\left(\omega_{i+1}(x)-\omega_{i}(x)\right)^{2}\right\} d x
\end{aligned}
$$

As before, we assume that the beams are sitting on an elastic foundation. This is modeled by

$$
\mathcal{V}_{F}=\frac{1}{2} \int_{0}^{L}\left(K_{F S}(x) \phi_{1}^{2}+K_{F N}(x) \omega_{1}^{2}\right) d x
$$

We still assume that there are both body forces and applied forces acting on the beam system. The work due to body forces is given by

$$
\mathcal{W}_{B}=\int_{0}^{L} 4 g k \sum_{i=1}^{M} \rho_{i} h_{i} \omega_{i}(x) d x
$$

and the work due to applied static forces is given by

$$
\mathcal{W}_{a}=\int_{0}^{L} f_{a} \omega_{M}(x) d x
$$

Thus, the Lagrangian for the M-beam system with interface and foundation terms is

$$
\mathcal{L}=\mathcal{V}+\mathcal{V}_{I}+\mathcal{V}_{F}-\mathcal{W}_{B}-\mathcal{W}_{a} .
$$

For simplification, define the matrices

$$
\begin{gathered}
\mathcal{A}_{M}=\left[\begin{array}{ccccc}
\alpha_{1} & 0 & 0 & \ldots & 0 \\
0 & \beta_{1} & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & \alpha_{M} & 0 \\
0 & & \cdots & 0 & \beta_{M}
\end{array}\right], \\
E_{0}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right],
\end{gathered}
$$

$$
\begin{gathered}
\varepsilon_{M}=\left[\begin{array}{cccc}
E_{0} & 0 & \ldots & 0 \\
0 & E_{0} & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \ldots & 0 & E_{0}
\end{array}\right], \\
\mathcal{A}_{F N}=\left[\begin{array}{ccccc}
0 & 0 & \ldots & & 0 \\
0 & 1 & & & \vdots \\
\vdots & & 0 & & \\
0 & \ldots & & & 0
\end{array}\right],
\end{gathered}
$$

and

$$
\mathcal{A}_{F S}=\left[\begin{array}{ccccc}
1 & 0 & \cdots & & 0 \\
0 & 0 & & & \vdots \\
\vdots & & 0 & & \\
0 & \cdots & & & 0
\end{array}\right]
$$

For the interface conditions, let $\mathcal{A}_{S_{i}}$ be the $2 M \times 2 M$ matrix such that for $1 \leq$ $i \leq M-1$

$$
\begin{aligned}
& \mathcal{A}_{S_{i}}(2 i-1,2 i-1)=h_{i}^{2} \\
& \mathcal{A}_{S_{i}}(2 i-1,2 i+1)=h_{i} h_{i+1} \\
& \mathcal{A}_{S_{i}}(2 i+1,2 i-1)=h_{i} h_{i+1} \\
& \mathcal{A}_{S_{i}}(2 i+1,2 i+1)=h_{i+1}^{2}
\end{aligned}
$$

and let

$$
G_{S}=\sum_{i=1}^{M-1} K_{S_{i}}(x) \mathcal{A}_{S_{i}}
$$

Similarly, let $\mathcal{A}_{N_{i}}$ be the $2 M \times 2 M$ matrix such that for $1 \leq i \leq M-1$

$$
\begin{aligned}
\mathcal{A}_{N_{i}}(2 i, 2 i) & =1 \\
\mathcal{A}_{N_{i}}(2 i, 2 i+2) & =-1 \\
\mathcal{A}_{N_{i}}(2 i+2,2 i) & =-1 \\
\mathcal{A}_{N_{i}}(2 i+2,2 i+2) & =1
\end{aligned}
$$

and

$$
G_{N}=\sum_{i=1}^{M-1} K_{N_{i}}(x) \mathcal{A}_{N_{i}}
$$

We define the displacement vector by

$$
u=\left[\begin{array}{c}
\phi_{1} \\
\omega_{1} \\
\phi_{2} \\
\omega_{2} \\
\vdots \\
\phi_{M} \\
\omega_{M}
\end{array}\right]
$$

The vectors associated with the body forces and applied forces for $M$ beams are defined by

$$
F_{B}=\left[\begin{array}{c}
0 \\
4 g k \rho_{1} h_{1} \\
0 \\
4 g k \rho_{2} h_{2} \\
\vdots \\
0 \\
4 g k \rho_{M} h_{M}
\end{array}\right]
$$

and

$$
F_{a}=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
f_{a}
\end{array}\right]
$$

Using this notation, the Lagrangian for the $M$ beams on a foundation with elastic interfaces and a static applied force becomes

$$
\begin{aligned}
\mathcal{L}_{M}(u)=\frac{1}{2} & \int_{0}^{L}\left\{\left(u_{x}+\mathcal{E}_{M} u\right)^{T} \mathcal{A}_{M}\left(u_{x}+\mathcal{E}_{M} u\right)+u^{T}\left(G_{S}+G_{N}\right.\right. \\
& \left.\left.+K_{F N} \mathcal{A}_{F N}+K_{F S} \mathcal{A}_{F S}\right) u\right\} d x-\int_{0}^{L}\left(F_{B}+F_{a}\right) u d x
\end{aligned}
$$

We formulate the minimization problem for the M-beam system. Define the following Hilbert spaces with their usual norms and inner products

$$
H=L^{2}\left([0, L], \mathbf{R}^{2 \mathrm{M}}\right)
$$

$$
\begin{gathered}
V=H^{1}\left([0, L] ; \mathbf{R}^{2 \mathrm{M}}\right) \\
V_{0}=\left\{V: \omega_{i}(0)=\omega_{i}(L)=0 \quad 1 \leq i \leq M\right\}
\end{gathered}
$$

and the bilinear form on $V \times V$ by

$$
\begin{aligned}
a(u, v)=\frac{1}{2} \int_{0}^{L}\left\{\left(u_{x}+\mathcal{E}_{M} u\right)^{T}\right. & \mathcal{A}_{\mathcal{M}}\left(v_{x}+\mathcal{E}_{M} v\right) \\
& +u^{T}\left(G_{S}+G_{N}+K_{F N} \mathcal{A}_{F N}+K_{F S} \mathcal{A}_{F S}\right) v d x
\end{aligned}
$$

Define the sets for $1 \leq i \leq M$

$$
P_{i}=\left\{u \in V_{0}: \omega_{i+1}(x)-\omega_{i}(x) \geq 0\right\}
$$

where each set $P_{i}$ is a closed convex cone in $V_{0}$. Then

$$
\hat{P}=\bigcap_{i=1}^{M} P_{i}
$$

is also a closed convex cone in $V_{0}$.
The minimization problem for the M-beam system is :

Find $u_{0} \in \hat{P}$ such that $\mathcal{L}_{M}\left(u_{0}\right)=\min \left\{\mathcal{L}_{M}(v): v \in \hat{P}\right\}$.

The following theorem follows from the two beam case.
Theorem 1.5: There exists a unique solution to the above minimization problem.


Figure 2: Orientation of the Two-Beam System


Figure 3: Model Displacement vs. Given Data for the case $K_{S}=\left[\begin{array}{ll}7 & 2\end{array}\right]$


Figure 4: Relative displacement without cone condition for $K_{S}=\left[\begin{array}{ll}7 & 2\end{array}\right]$


Figure 5: Relative displacement with cone condition for $K_{S}=\left[\begin{array}{ll}7 & 2\end{array}\right]$


Figure 6: Model Displacement vs. Given Data for the optimal $K_{S}$


Figure 7: Relative displacement with cone condition for the optimal $K_{S}$


Figure 8: M-Beam Orientation

## 2. Dynamic Model

### 2.1 Two-Beam System

In this section we develop models of time-dependent 2-beam systems. The models will include structural damping and elastic interface conditions. As in the static case, we model the road and its overlay as two Timoshenko beams with the displacement for the ith beam in the $x$-, $y$ - and $z$-directions defined by

$$
\begin{align*}
U_{i}\left(x, y, z_{i}, t\right) & =z_{i} \phi_{i}(x, t) \\
V_{i}\left(x, y, z_{i}, t\right) & =0  \tag{2.1}\\
W_{i}\left(x, y, z_{i}, t\right) & =\omega_{i}(x, t)
\end{align*}
$$

For the dynamic model, we introduce a kinetic energy term. The kinetic energy for the ith beam is

$$
\mathcal{T}_{i}=\frac{1}{2} \int_{0}^{L} \int_{-k}^{k} \int_{-h_{i}}^{h_{i}} \rho_{i}\left(U_{i t}^{2}+V_{i t}^{2}+W_{i t}^{2}\right) d z_{i} d y d x
$$

where $\rho_{i}$ is the density of the ith beam. Substituting for $U, V$, and $W$ and performing the integrations, we obtain

$$
\begin{equation*}
\mathcal{T}_{i}=\frac{1}{2} \int_{0}^{L} \rho_{i}\left(\frac{4 h_{i}^{3} k}{3} \phi_{i t}^{2}+4 h_{i} k \omega_{i t}^{2}\right) d x \tag{2.2}
\end{equation*}
$$

as an expression of the kinetic energy for the ith beam. The total kinetic energy of the system is then given by $\mathcal{T}=\mathcal{T}_{1}+\mathcal{T}_{2}$. In order to simplify the notation, let

$$
a_{i}=\frac{4 h_{i}^{3} k \rho_{i}}{3} \text { and } b_{i}=4 h_{i} k \rho_{i}
$$

and define

$$
\mathcal{M}=\left[\begin{array}{cccc}
a_{1} & 0 & 0 & 0 \\
0 & b_{1} & 0 & 0 \\
0 & 0 & a_{2} & 0 \\
0 & 0 & 0 & b_{2}
\end{array}\right]
$$

Then the total kinetic energy can be written as

$$
\begin{equation*}
\mathcal{T}=\frac{1}{2} \int_{0}^{L} u_{t}^{T} \mathcal{M} u_{t} d x \tag{2.3}
\end{equation*}
$$

where $u=u(x, t)$ is the displacement vector as defined in Chapter 1.
The potential energy, $\mathcal{V}$, of the 2 beam system is obtained by

$$
\begin{equation*}
\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{I}+\mathcal{V}_{F}+\mathcal{G}-\mathcal{W}_{B}-\mathcal{W}_{a} \tag{2.4}
\end{equation*}
$$

where $\mathcal{V}_{1}, \mathcal{V}_{2}, \mathcal{V}_{F}$, and $\mathcal{W}_{B}$ are defined as for the static case.
$\mathcal{W}_{a}=\int_{0}^{L} f_{a}(x, t) \omega_{1}(x, t) d x$ is the work due to applied forces where the applied forces are now assumed to be functions of time as well as location. For the interfacial conditions

$$
\mathcal{V}_{I}=\frac{1}{2} \int_{0}^{L} K_{S}(x)\left(h_{1} \phi_{1}+h_{2} \phi_{2}\right)^{2} d x
$$

is the shear component at the interface and

$$
\mathcal{G}=\frac{1}{2} \int_{0}^{L} K_{N}(x)\left[\left(\omega_{1}-\omega_{2}\right)-\right]^{2} d x
$$

is a modeling term that reflects the elastic properties at the interface and ensures we stay in the cone $P$ as defined for the static case. If we set $\Gamma=\left[\begin{array}{llll}0 & 1 & 0 & -1\end{array}\right]$, then

$$
\begin{equation*}
\mathcal{G}=\mathcal{G}(u)=\frac{1}{2} \int_{0}^{L} K_{N}\left[(\Gamma u)_{-}\right]^{2} d x \tag{2.5}
\end{equation*}
$$

From (1.9) we can express the potential energy by

$$
\begin{gather*}
\mathcal{V}=\frac{1}{2} \int_{0}^{L}\left\{\left(u_{x}+\mathcal{E} u\right)^{T} \mathcal{A}\left(u_{x}+\mathcal{E} u\right)+u^{T}\left(K_{S}(x) \mathcal{A}_{S}+K_{F S} \mathcal{A}_{F S}\right.\right. \\
\left.\left.+K_{F N} \mathcal{A}_{F N}\right) u\right\} d x-\int_{0}^{L}\left(F_{B}+F_{a}\right)^{T} u d x+\mathcal{G} \tag{2.6}
\end{gather*}
$$

The Lagrangian is defined by $\mathcal{L}=\int_{0}^{t_{f}}(\mathcal{T}-\mathcal{V}) d t$ or

$$
\begin{equation*}
\mathcal{L}=\int_{0}^{t_{f}}\left[\mathcal{T}-\left(\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{I}+\mathcal{V}_{F}+\mathcal{G}-\mathcal{W}_{B}-\mathcal{W}_{a}\right)\right] d t \tag{2.7}
\end{equation*}
$$

Substituting (2.3), (2.6), and (2.5), we can write the Lagrangian as

$$
\begin{aligned}
\mathcal{L}(u) & =\int_{0}^{t_{f}} \int_{0}^{L}\left[\frac { 1 } { 2 } \left\{u_{t}^{T} \mathcal{M} u_{t}-\left(u_{x}+\mathcal{E}_{u}\right)^{T} \mathcal{A}\left(u_{x}+\mathcal{E}_{u}\right)-u^{T}\left(K_{S}(x) \mathcal{A}_{S}\right.\right.\right. \\
& \left.\left.\left.+K_{F S} \mathcal{A}_{F S}+K_{F N} \mathcal{A}_{F N}\right) u\right\}-\frac{1}{2} K_{N}\left[(\Gamma u)_{-}\right]^{2}+\left(F_{B}+F_{a}\right)^{T} u\right] d x d t
\end{aligned}
$$

Let $H, V$, and $V_{0}$ denote the Hilbert spaces defined in Chapter 1. We define a bilinear form on $V \times V$ by

$$
\begin{equation*}
a(u, v)=\frac{1}{2} \int_{0}^{L}\left\{\left(u_{x}+\mathcal{E} u\right)^{T} A\left(v_{x}+\mathcal{E} v\right)+u^{T}\left(K_{S} \mathcal{A}_{S}+K_{F S} \mathcal{A}_{F S}+K_{F N} \mathcal{A}_{F N}\right) v\right\} d x \tag{2.8}
\end{equation*}
$$

As in the static case, if $K_{S}, K_{F S}, K_{F N}>0$, we can find $\kappa_{0}>0$ such that

$$
\begin{equation*}
a(u, u) \geq \kappa_{0}\|u\|_{V}^{2} \tag{2.9}
\end{equation*}
$$

According to Hamilton's Principle, the displacement occurs at a critical point of the Lagrangian. Thus, calculating the variation of the Lagrangian, we obtain

$$
\begin{aligned}
\delta \mathcal{L}= & \int_{0}^{t_{f}}(\delta \mathcal{T}-\delta \mathcal{V}) d t \\
= & \int_{0}^{t_{f}} \int_{0}^{L}\left[-\left(a_{1} \phi_{1 t t} \delta \phi_{1}+b_{1} \omega_{1 t t} \delta \omega_{1}+a_{2} \phi_{2 t t} \delta \phi_{2}+b_{2} \omega_{2 t t} \delta \omega_{2}\right)\right. \\
+ & \left(\alpha_{1} \phi_{1 x x} \delta \phi_{1}+\beta_{1}\left(\phi_{1}+\omega_{1 x}\right)_{x} \delta \omega_{1}+\alpha_{2} \phi_{2 x x} \delta \phi_{2}+\beta_{2}\left(\phi_{2}+\omega_{2 x}\right)_{x} \delta \omega_{2}\right) \\
- & \left(\beta_{1}\left(\phi_{1}+\omega_{1 x}\right) \delta \phi_{1}+\beta_{2}\left(\phi_{2}+\omega_{2 x}\right) \delta \phi_{2}+K_{S}\left(h_{1} \phi_{1}+h_{2} \phi_{2}\right) h_{1} \delta \phi_{1}\right. \\
& \quad+K_{S}\left(h_{1} \phi_{1}+h_{2} \phi_{2}\right) h_{2} \delta \phi_{2}+K_{F S} \phi_{2} \delta \phi_{2}+K_{F N} \omega_{2} \delta \omega_{2} \\
& \left.\quad+\frac{1}{2} K_{N}\left[(\Gamma u)_{-}\right]\left(\frac{\Gamma u}{|\Gamma u|}-1\right) \delta \omega_{1}-\frac{1}{2} K_{N}\left[(\Gamma u)_{-}\right]\left(\frac{\Gamma u}{|\Gamma u|}-1\right) \delta \omega_{2}\right) \\
+ & \left.\left(4 g k \rho_{1} h_{1} \delta \omega_{1}+4 g k \rho_{2} h_{2} \delta \omega_{2}+f_{a}(x, t) \delta \omega_{1}\right)\right] d x d t .
\end{aligned}
$$

The minimum occurs when $\delta \mathcal{L}=0$ or when each of the coefficients of the variations $\delta \phi_{1}, \delta \omega_{1}, \delta \phi_{2}, \delta \omega_{2}$ are equal to zero. This gives the following system of differential
equations:

$$
\begin{gathered}
a_{1} \phi_{1 t t}-\alpha_{1} \phi_{1 x x}+\beta_{1}\left(\phi_{1}+\omega_{1 x}\right)+K_{S} h_{1}^{2} \phi_{1}+K_{S} h_{1} h_{2} \phi_{2}=0 \\
b_{1} \omega_{1 t t}-\beta_{1}\left(\phi_{1}+\omega_{1 x}\right)_{x}+\frac{1}{2} K_{N}\left[(\Gamma u)_{-}\right]\left(\frac{\Gamma u}{|\Gamma u|}-1\right)=4 g k \rho_{1} h_{1}+f_{a}(x, t) \\
a_{2} \phi_{2 t t}-\alpha_{2} \phi_{2 x x}+\beta_{2}\left(\phi_{2}+\omega_{2 x}\right)+K_{S} h_{2}^{2} \phi_{2}+K_{S} h_{1} h_{2} \phi_{1}+K_{F S} \phi_{2}=0 \\
b_{2} \omega_{2 t t}-\beta_{2}\left(\phi_{2}+\omega_{2 x}\right)_{x}+K_{F N} \omega_{2}-\frac{1}{2} K_{N}\left[(\Gamma u)_{-}\right]\left(\frac{\Gamma u}{|\Gamma u|}-1\right)=4 g k \rho_{2} h_{2}
\end{gathered}
$$

Lemma 2.1:

$$
\frac{1}{2}\left[(\Gamma u)_{-}\right]\left(\frac{\Gamma u}{|\Gamma u|}-1\right)=-(\Gamma u)_{-}
$$

Proof: This follows from

$$
\frac{\Gamma u}{|\Gamma u|}-1= \begin{cases}-2 & \text { if } \Gamma u<0 \\ 0 & \text { if } \Gamma u>0\end{cases}
$$

Using matrix notation and Lemma 2.1, we can rewrite the initial value problem as

$$
\begin{align*}
& \mathcal{M} u_{t t}-A\left(u_{x}+\mathcal{E} u\right)_{x}+\mathcal{E}^{T} A \mathcal{E}\left(u+\mathcal{E}^{T} u_{x}\right)+\left(K_{S} \mathcal{A}_{S}+K_{F S} \mathcal{A}_{F S}+K_{F N} \mathcal{A}_{F N}\right) u \\
& \quad-K_{N} \Gamma^{T}(\Gamma u)_{-}=F  \tag{2.10}\\
& u(x, 0)=0 \\
& u_{t}(x, 0)=0
\end{align*}
$$

where $F=F_{a}+F_{B}$.

Remark 1: These equations may also be obtained using conservation of energy. If we express the total energy at time $t$ as the sum of the kinetic and the potential energy, then conservation of energy states that the total energy is a constant function of time.

Remark 2: To incorporate the strong damping properties of the concrete structures of interest we include a structural damping term to obtain the weak form of the initial value problem: Find $u \in L^{2}\left(0, t_{f} ; V_{0}\right)$ such that for any $\varphi \in V_{0}$

$$
\begin{equation*}
\int_{0}^{L} \varphi^{T} \mathcal{M} u_{t t} d x+a\left(\varphi, u_{t}\right)+a(\varphi, u)-\int_{0}^{L} K_{N} \varphi^{T} \Gamma^{T}\left[(\Gamma u)_{-}\right] d x=<\varphi, F> \tag{2.11}
\end{equation*}
$$

for almost all $t \in\left[0, t_{f}\right]$ with initial conditions

$$
u(x, 0)=0 \quad \text { and } \quad u_{t}(x, 0)=0
$$

where we have added a term, $a\left(\varphi, u_{t}\right)$, for structural damping of the concrete beams.

Theorem 2.1: There exists a unique solution to the weak formulation of the initial value problem.

Proof: We use the Galerkin Technique. Suppose $u=u^{N}=B(x) c(t)$ where

$$
B=\left[\begin{array}{cccc}
\frac{\psi}{0} & 0 & 0 & 0 \\
0 & \underline{\psi} & 0 & 0 \\
0 & 0 & \underline{\psi} & 0 \\
0 & 0 & 0 & \underline{\psi}
\end{array}\right]
$$

$\underline{\psi}=\left[\begin{array}{llll}\psi_{1} & \psi_{2} & \ldots & \psi_{N}\end{array}\right]$, and $\psi_{j}$ are independent functions in $H^{1}(0, L ; \mathbf{R})$. In (2.11), set $\varphi=B$ and $u=u^{N}$ to get

$$
\begin{align*}
& {\left[\int_{0}^{L} B^{T} \mathcal{M} B d x\right] c_{t t}+\left[\int_{0}^{L} B^{T}\left(K_{S} \mathcal{A}_{S}+K_{F S} \mathcal{A}_{F S}+K_{F N} \mathcal{A}_{F N}\right) B d x\right] c_{t}} \\
& +\left[\int_{0}^{L}\left(B_{x}+\mathcal{E} B\right)^{T} A\left(B_{x}+\mathcal{E} B\right) d x\right] c_{t}+\left[\int_{0}^{L}\left(B_{x}+\mathcal{E} B\right)^{T} A\left(B_{x}+\mathcal{E} B\right) d x\right] c \\
& +\left[\int_{0}^{L}\left(B^{T} K_{S} \mathcal{A}_{S}+K_{F S} \mathcal{A}_{F S}+K_{F N} \mathcal{A}_{F N}\right) B d x\right] c-\left[\int_{0}^{L} K_{N} B^{T} \Gamma^{T}[(\Gamma B c)-] d x\right] \\
& \quad=\int_{0}^{L} B^{T} F d x \tag{2.12}
\end{align*}
$$

Let

$$
\begin{gathered}
G_{0}=\int_{0}^{L} B^{T} \mathcal{M} B d x \\
G_{A}=\int_{0}^{L}\left(B_{x}+\mathcal{E} B\right)^{T} A\left(B_{x}+\mathcal{E} B\right) d x \\
G_{S}=\int_{0}^{L} B^{T} K_{S} \mathcal{A}_{S} B d x \\
G_{F}=\int_{0}^{L} B^{T}\left(K_{F S} \mathcal{A}_{F S}+K_{F N} \mathcal{A}_{F N}\right) B d x \\
H(c)=\int_{0}^{L} K_{N} B^{T} \Gamma^{T}\left[(\Gamma B c)_{-}\right] d x \\
\underline{F}=\int_{0}^{L} B^{T}\left(F_{a}+F_{B}\right) d x
\end{gathered}
$$

and

$$
G=G_{A}+G_{S}+G_{F}
$$

Then (2.12) can be rewritten as

$$
G_{0} c_{t t}+G c_{t}+G c-H(c)-\underline{F}=0
$$

and as a first-order system as

$$
\left[\begin{array}{cc}
I & 0 \\
0 & G_{0}
\end{array}\right]\left[\begin{array}{c}
c \\
c_{t}
\end{array}\right]_{t}+\left[\begin{array}{cc}
0 & -I \\
G & G
\end{array}\right]\left[\begin{array}{c}
c \\
c_{t}
\end{array}\right]+\left[\begin{array}{c}
0 \\
-H(c)
\end{array}\right]-\left[\begin{array}{c}
0 \\
\underline{F}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

Since $(\xi)_{-}=\frac{1}{2}(|\xi|-\xi)^{2}$, it is clear that the negative part of a Lipschitz continuous function is Lipschitz. Also note that $H(c)$ is Lipschitz since it is a composition of Lipschitz functions. Thus from the theory of differential equations, there exists a unique solution to the initial value problem

$$
G_{0} c_{t t}+G c_{t}+G c-H(c)-\underline{F}=0 \quad c(0)=0, \quad c_{t}(0)=0
$$

Using a Gronwall argument, we develop a priori estimates for the system. From equation (2.10), multiply by $u_{t}^{T}$ and integrate over $[0, L]$ to get

$$
\begin{aligned}
\int_{0}^{L}\left\{u_{t}^{T} \mathcal{M} u_{t t}\right. & -u_{t}^{T} A\left(u_{x}+\mathcal{E} u\right)_{x}+u_{t}^{T} \mathcal{E}^{T} A \mathcal{E}\left(u+\mathcal{E}^{T} u_{x}\right)+u_{t}^{T}\left(K_{S} \mathcal{A}_{S}+K_{F S} \mathcal{A}_{F S}\right. \\
& \left.\left.+K_{F N} \mathcal{A}_{F N}\right) u-K_{N} u_{t}^{T} \Gamma^{T}\left[(\Gamma u)_{-}\right]-u_{t}^{T}\left(F_{B}+F_{a}\right)\right\} d x=0
\end{aligned}
$$

With $u=u^{N}$, rewrite this as

$$
\frac{d}{d t}\left\{\frac{1}{2} \int_{0}^{L}\left(u_{t}^{T} \mathcal{M} u_{t}+K_{N}\left[(\Gamma u)_{-}\right]^{2}\right) d x+a(u, u)\right\}=\int_{0}^{L}\left(F_{B}+F_{a}\right)^{T} u_{t} d x
$$

and

$$
\begin{aligned}
\frac{d}{d t}\left\{\int _ { 0 } ^ { L } \left(u_{t}^{T} \mathcal{M} u_{t}\right.\right. & \left.\left.+K_{N}\left[(\Gamma u)_{-}\right]^{2}\right) d x+2 a(u, u)\right\}=2 \int_{0}^{L}\left(F_{B}+F_{a}\right)^{T} u_{t} d x \\
& \leq \int_{0}^{L}\left(F_{B}+F_{a}\right)^{T} \mathcal{M}^{-1}\left(F_{B}+F_{a}\right) d x+\int_{0}^{L} u_{t}^{T} \mathcal{M} u_{t} d x
\end{aligned}
$$

Set

$$
E(u)=\frac{1}{2} \int_{0}^{L}\left(u_{t}^{T} \mathcal{M} u_{t}+K_{N}\left[(\Gamma u)_{-}\right]^{2}\right) d x+a(u, u)
$$

which is positive provided $K_{S}, K_{N}, K_{F S}$, and $K_{F N}$ are positive. Then we get

$$
\begin{aligned}
\frac{d}{d t} E(u) & \leq \frac{1}{2} \int_{0}^{L}\left(F_{B}+F_{a}\right)^{T} \mathcal{M}^{-1}\left(F_{B}+F_{a}\right) d x+\frac{1}{2} \int_{0}^{L} u_{t}^{T} \mathcal{M} u_{t} d x \\
& \leq \frac{1}{2} \int_{0}^{L}\left(F_{B}+F_{a}\right)^{T} \mathcal{M}^{-1}\left(F_{B}+F_{a}\right) d x+E(u)
\end{aligned}
$$

We can rewrite this as

$$
\frac{d}{d t}\left(e^{-t} E(u)\right) \leq \frac{e^{-t}}{2} \int_{0}^{L}\left(F_{B}+F_{a}\right)^{T} \mathcal{M}^{-1}\left(F_{B}+F_{a}\right) d x
$$

Integrating from 0 to $t$, we get

$$
e^{-t} E(u)(t) \leq E(u)(0)+\int_{0}^{t} \frac{e^{-s}}{2} \int_{0}^{L}\left(F_{B}+F_{a}\right)^{T} \mathcal{M}^{-1}\left(F_{B}+F_{a}\right) d x d s
$$

or

$$
E(u)(t) \leq e^{t} E(u)(0)+e^{t} \int_{0}^{t} \frac{e^{-s}}{2} \int_{0}^{L}\left(F_{B}+F_{a}\right)^{T} \mathcal{M}^{-1}\left(F_{B}+F_{a}\right) d x d s
$$

We notice that the right hand side of this inequality is independent of $N$. Thus, for a fixed $t$ and every $N$

$$
E\left(u^{N}\right) \leq \kappa
$$

where $\kappa$ is independent of $N$. From the definition of $E(u)$ and the above inequality it is easy to see that

$$
u^{N} \text { is bounded in } L^{2}\left(0, t_{f} ; V_{0}\right)
$$

and

$$
u_{t}^{N} \text { and } u_{x}^{N} \text { are bounded in } L^{2}\left(0, t_{f} ; H\right) .
$$

Thus, there are subsequences such that

$$
\begin{equation*}
u_{t}^{N} \rightarrow u_{t} \text { weakly in } L^{2}\left(0, t_{f} ; H\right) \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{x}^{N} \rightarrow u_{x} \text { weakly in } L^{2}\left(0, t_{f} ; H\right) . \tag{2.14}
\end{equation*}
$$

Define the set

$$
\mathcal{Y}=\left\{v \in L^{2}\left(0, t_{f} ; V_{0}\right), v_{t} \in L^{2}\left(0, t_{f} ; H\right)\right\} .
$$

Since $V_{0} \subset H \subset H$ and $V_{0}$ imbeds compactly in $H$, we know that the map

$$
\mathcal{Y} \rightarrow L^{2}\left(0, t_{f} ; H\right)
$$

is compact.[Temam] Since $u^{N} \in L^{2}\left(0, t_{f} ; V_{0}\right)$ and $u_{t}^{N} \in L^{2}\left(0, t_{f} ; H\right)$, then $u^{N} \in \mathcal{Y}$ and there exists a subsequence that converges strongly in $L^{2}\left(0, t_{f} ; H\right)$, i.e. $u^{N} \rightarrow u$. In fact, since $u_{x}^{N} \xrightarrow{w} u_{x}$ in $L^{2}\left(0, t_{f} ; H\right)$,

$$
u^{N} \longrightarrow u \text { weakly in } L^{2}\left(0, t_{f} ; V_{0}\right) .
$$

Let $\left\{b_{i}\right\}_{i=1}^{\infty}$ be a basis in $V_{0}$ and let $\alpha \in C_{0}^{\infty}\left(0, t_{f}\right)$. Then from (2.11) we have

$$
\begin{align*}
\int_{0}^{t_{f}}\left\{\int _ { 0 } ^ { L } \left\{b_{i}^{T} \mathcal{M} u_{t t}^{N}\right.\right. & \left.-K_{N} b_{i}^{T} \Gamma^{T}\left[\left(\Gamma u^{N}\right)_{-}\right]\right\} d x  \tag{2.15}\\
& \left.+a\left(b_{i}, u_{t}^{N}\right)+a\left(b_{i}, u^{N}\right)-<b_{i}, F>\right\} \alpha d t=0
\end{align*}
$$

Suppose $u^{N} \xrightarrow{w} u$ in $L^{2}\left(0, t_{f} ; V_{0}\right)$. From (2.13) and (2.14), we know that $u_{x}^{N} \xrightarrow{w} u_{x}$ in $L^{2}\left(0, t_{f} ; H\right)$ and $u_{t}^{N} \xrightarrow{w} u_{t}$ in $L^{2}\left(0, t_{f} ; H\right)$. Thus, as $N \rightarrow \infty, a\left(b_{i}, u_{t}^{N}\right) \rightarrow$ $a\left(b_{i}, u_{t}\right)$ and $a\left(b_{i}, u^{N}\right) \rightarrow a\left(b_{i}, u\right)$. Also,

$$
\int_{0}^{t_{f}}\left\{\int_{0}^{L} b_{i}^{T} \mathcal{M} u_{t t}^{N} d x\right\} \alpha d t=-\int_{0}^{t_{f}}\left\{\int_{0}^{L} b_{i}^{T} \mathcal{M} u_{t}^{N} d x\right\} \alpha_{t} d t
$$

We need to show that $\left[\left(\Gamma u^{N}\right)_{-}\right] \rightarrow\left[(\Gamma u)_{-}\right]$. Recall that the negative part of a function can be written as $(\xi)_{-}=\frac{1}{2}(|\xi|-\xi)$ and

$$
\int_{0}^{t_{f}} \int_{0}^{L}\left(\left|\Gamma u^{N}\right|-|\Gamma u|\right)^{2} d x d t \leq \int_{0}^{t_{f}} \int_{0}^{L}\left(\Gamma u^{N}-\Gamma u\right)^{2} d x d t \rightarrow 0
$$

Taking the limit of (2.15) as $N \rightarrow \infty$ we get

$$
\begin{aligned}
\int_{0}^{t_{f}}\left\{\int _ { 0 } ^ { L } \left\{b_{i}^{T} \mathcal{M} u_{t t}\right.\right. & \left.-K_{N} b_{i}^{T} \Gamma^{T}\left[(\Gamma u)_{-}\right]\right\} d x \\
& \left.+a\left(b_{i}, u_{t}\right)+a\left(b_{i}, u\right)-<b_{i}, F>\right\} \alpha d t=0
\end{aligned}
$$

for any $\alpha \in C_{0}^{\infty}\left(0, t_{f}\right)$.
Since $\left\{b_{i}\right\}_{i=1}^{\infty}$ spans $V_{0}$ and $\alpha \in C_{0}^{\infty}\left(0, t_{f}\right)$, we have for any $\varphi \in V_{0}$

$$
\int_{0}^{L}\left\{\varphi^{T} \mathcal{M} u_{t t}-K_{N} \varphi^{T} \Gamma^{T}\left[(\Gamma u)_{-}\right]\right\} d x+a\left(\varphi, u_{t}\right)+a(\varphi, u)-<\varphi, F>=0
$$

Thus, $u$ is a solution of the weak version of the initial value problem and we have existence.

For uniqueness, suppose $u$ and $\tilde{u}$ are weak solutions of the problem (2.11). Then for any $\varphi \in V_{0}, u$ satisfies

$$
\int_{0}^{L}\left\{\varphi^{T} \mathcal{M} u_{t t}-K_{N} \varphi^{T} \Gamma^{T}\left[(\Gamma u)_{-}\right]\right\} d x+a\left(\varphi, u_{t}\right)+a(\varphi, u)-<\varphi, F>=0
$$

and $\tilde{u}$ satisfies

$$
\int_{0}^{L}\left\{\varphi^{T}, \mathcal{M} \bar{u}_{t t}-K_{N} \varphi^{T} \Gamma^{T}[(\Gamma \bar{u})-]\right\} d x+a\left(\varphi, \bar{u}_{t}\right)+a(\varphi, \bar{u})-<v, F>=0
$$

Subtracting we get

$$
\begin{aligned}
\int_{0}^{L}\left\{\varphi^{T} \mathcal{M}(u-\bar{u})_{t t}-K_{N} \varphi^{T} \Gamma^{T}\left(\left[(\Gamma u)_{-}\right]\right.\right. & -[(\Gamma \tilde{u})-])\} d x \\
& +a\left(\varphi,(u-\bar{u})_{t}\right)+a(\varphi, u-\bar{u})=0
\end{aligned}
$$

for any $\varphi \in V_{0}$. Let $w=u-\bar{u}$ and choose $\varphi=w_{t} \in L^{2}\left(0, t_{f} ; V_{0}\right)$ to get

$$
\int_{0}^{L}\left\{w_{t}^{T} \mathcal{M} w_{t t}-K_{N} w_{t}^{T} \Gamma^{T}\left(\left[(\Gamma u)_{-}\right]-\left[(\Gamma \bar{u})_{-}\right]\right)\right\} d x+a\left(w_{t}, w_{t}\right)+a\left(w_{t}, w\right)=0
$$

We can rewrite this as

$$
\begin{aligned}
\frac{d}{d t} \frac{1}{2}\left\{\int_{0}^{L} w_{t}^{T} \mathcal{M} w_{t} d x+a(w, w)\right\} & +a\left(w_{t}, w_{t}\right) \\
& =\int_{0}^{L} K_{N} w_{t}^{T} \Gamma^{T}\left(\left[(\Gamma u)_{-}\right]-\left[(\Gamma \bar{u})_{-}\right]\right) d x
\end{aligned}
$$

or

$$
\begin{aligned}
\frac{d}{d t}\left\{\int_{0}^{L} w_{t}^{T} \mathcal{M} w_{t} d x+a(w, w)\right\} & +2 a\left(w_{t}, w_{t}\right) \\
& =2 \int_{0}^{L} K_{N}\left(\Gamma w_{t}\right)^{T}\left(\left[(\Gamma u)_{-}\right]-\left[(\Gamma \bar{u})_{-}\right]\right) d x \\
& \leq 2\left\|K_{N}\right\|\|\Gamma\|\left\|w_{t}\right\|_{H}\left\|\left((\Gamma u)_{-}\right)-\left((\Gamma \bar{u})_{-}\right)\right\| \\
& \leq \delta\left\|w_{t}\right\|_{H}^{2}+\frac{1}{\delta}\left\|K_{N}\right\|^{2}\|\Gamma\|^{2}\left\|\left((\Gamma u)_{-}\right)-\left((\Gamma \bar{u})_{-}\right)\right\|^{2}
\end{aligned}
$$

which holds for any $\delta>0$. Also, from (2.9) there is $\kappa_{0}>0$ such that

$$
2 a\left(w_{t}, w_{t}\right) \geq 2 \kappa_{0}\left\|w_{t}\right\|_{V}^{2}
$$

Thus, we get

$$
\begin{align*}
\frac{d}{d t}\left\{\int_{0}^{L} w_{t}^{T} \mathcal{M} w_{t} d x+a(w, w)\right\} & +\left(2 \kappa_{0}-\delta\right)\left\|w_{t}\right\|_{V}^{2}  \tag{2.16}\\
& \leq \frac{1}{\delta}\left\|K_{N}\right\|^{2}\|\Gamma\|^{2}\left\|\left((\Gamma u)_{-}\right)-\left((\Gamma \tilde{u})_{-}\right)\right\|^{2}
\end{align*}
$$

where we choose $\delta$ such that $2 \kappa_{0}-\delta>0$.
For the right-hand side, recall that the negative part of a function can be written as $(\xi)_{-}=\frac{1}{2}(|\xi|-\xi)$ and consider

$$
\begin{aligned}
\left\|\left((\Gamma u)_{-}\right)-\left((\Gamma \bar{u})_{-}\right)\right\| & =\left\{\int_{0}^{L}\left(\left[(\Gamma u)_{-}\right]-\left[(\Gamma \bar{u})_{-}\right]\right)^{2} d x\right\}^{\frac{1}{2}} \\
& =\frac{1}{2}\left\{\int_{0}^{L}[(|\Gamma u|-|\Gamma \bar{u}|)-(\Gamma u-\Gamma \bar{u})]^{2} d x\right\}^{\frac{1}{2}} \\
& \leq \frac{1}{2}\{\||\Gamma u|-\mid \Gamma \tilde{u}\|\|+\| \Gamma u-\Gamma \bar{u} \|\}
\end{aligned}
$$

Also,

$$
0 \leq(|\Gamma u|-|\Gamma \bar{u}|)^{2} \leq|\Gamma u-\Gamma \tilde{u}|^{2} .
$$

Hence

$$
\begin{aligned}
\||\Gamma u|-|\Gamma \bar{u}|\| & =\left\{\int_{0}^{L}(|\Gamma u|-|\Gamma \bar{u}|)^{2} d x\right\}^{\frac{2}{2}} \\
& \leq\left\{\int_{0}^{L}(\Gamma u-\Gamma \bar{u})^{2} d x\right\}^{\frac{1}{2}}=\|\Gamma u-\Gamma \tilde{u}\|
\end{aligned}
$$

and we have that

$$
\begin{equation*}
\left\|\left((\Gamma u)_{-}\right)-\left((\Gamma \bar{u})_{-}\right)\right\|^{2} \leq\|\Gamma u-\Gamma \tilde{u}\|^{2}=\|\Gamma w\|^{2} . \tag{2.18}
\end{equation*}
$$

It follows from (2.16) and (2.17) that

$$
\frac{d}{d t}\left\{\int_{0}^{L} w_{t}^{T} \mathcal{M} w_{t} d x+a(w, w)\right\}+\left(2 \kappa_{0}-\delta\right)\left\|w_{t}\right\|_{V}^{2} \leq \frac{1}{\delta}\left\|K_{N}\right\|^{2}\|\Gamma\|^{2}\|\Gamma w\|^{2}
$$

Since $2 \kappa_{0}-\delta>0$, we get

$$
\frac{d}{d t}\left\{\int_{0}^{L} w_{t}^{T} \mathcal{M} w_{t} d x+a(w, w)\right\} \leq \frac{1}{\delta}\left\|K_{N}\right\|^{2}\|\Gamma\|^{4}\|w\|_{H}^{2} .
$$

Recall that $a(u, u) \geq \kappa_{0}\|u\|_{V}^{2} \geq \kappa_{0}\|u\|_{H}^{2}$ and let $\mathcal{K}(t)=\int_{0}^{L} w_{t}^{T} \mathcal{M} w_{t} d x+a(w, w)$. Thus, we have

$$
\frac{d}{d t} \mathcal{K} \leq \hat{\kappa} a(w, w) \leq \hat{\kappa}\left(a(w, w)+\int_{0}^{L} w_{t}^{T} \mathcal{M} w_{t} d x\right)=\hat{\kappa} \mathcal{K}
$$

where $\hat{\kappa}>0$ is a constant. The solution to $\frac{d}{d \hat{t}} \mathcal{K} \leq \hat{\kappa} \mathcal{K}$ is

$$
0 \leq \mathcal{K} \leq \mathcal{K}(0) e^{\bar{\kappa} t}=0
$$

Hence, $\mathcal{K}=0$ which implies that $a(w, w)=0$. But this implies that $w=0$ or $u=\vec{u}$ and we have uniqueness.

### 2.2 Estimation Problem

To formulate the inverse problem, it is convenient to make additional simplifying assumptions. In particular, let

$$
\begin{align*}
\mathcal{L}(u)=\int_{0}^{t_{f}} \int_{0}^{L}\left[\frac { 1 } { 2 } \left\{u_{t}^{T} \mathcal{M} u_{t}\right.\right. & -\left(u_{x}+\mathcal{E} u\right)^{T} \mathcal{A}\left(u_{x}+\mathcal{E} u\right)-K_{S}(x) u^{T} \mathcal{A}_{S} u  \tag{2.18}\\
& \left.\left.-K_{N} u^{T} \mathcal{A}_{N} u\right\}-\left(F_{B}+F_{a}\right) u\right] d x d t
\end{align*}
$$

where we have ignored any foundation terms and replaced the cone condition by a term that forces the two beams together with $\mathcal{A}_{N}$ defined as in Chapter 1.

The weak formulation of the minimization problem can be written as: Find $u \in L^{2}\left(0, t_{f}, V_{0}\right)$ such that

$$
\begin{align*}
\int_{0}^{L}\left\{\varphi^{T} \mathcal{M} u_{t t}+\left(\varphi_{x}+\mathcal{E} \varphi\right)^{T} \mathcal{A}\left(u_{x}+\mathcal{E} u\right)+\varphi^{T}\right. & \left(K_{S} \mathcal{A}_{S}+K_{N} \mathcal{A}_{N}\right) u  \tag{2.19}\\
& \left.-\varphi^{T}\left(F_{B}+F_{a}\right)\right\} d x=0
\end{align*}
$$

for any $\varphi \in V_{0}$. Note that we are ignoring damping here.
Let $u(x, t)=B(x) c(t)$ where

$$
B=\left[\begin{array}{llll}
\underline{\ell} & 0 & 0 & 0 \\
0 & \underline{\ell} & 0 & 0 \\
0 & 0 & \underline{\ell} & 0 \\
0 & 0 & 0 & \underline{\ell}
\end{array}\right]
$$

with $\underline{\ell}=\left[\begin{array}{llll}\ell_{1} & \ell_{2} & \ldots & \ell_{N+1}\end{array}\right]$ and $\ell_{j}$ are hat functions. In (2.19), set $\varphi=B$ to get

$$
\begin{aligned}
& {\left[\int_{0}^{L} B^{T} \mathcal{M} B d x\right] c_{t t}+\left[\int_{0}^{L}\left(B_{x}+\mathcal{E} B\right)^{T} \mathcal{A}\left(B_{x}+\mathcal{E} B\right) d x\right] c} \\
& +\left[\int_{0}^{L} B^{T}\left(K_{S} \mathcal{A}_{S}+K_{N} \mathcal{A}_{N}\right) B d x\right] c-\left[\int_{0}^{L} B^{T}\left(F_{B}+F_{a}\right) d x\right]=0 .
\end{aligned}
$$

Let

$$
\begin{gathered}
G_{0}=\int_{0}^{L} B^{T} \mathcal{M} B d x \\
G_{A}=\int_{0}^{L}\left(B_{x}+\mathcal{E} B\right)^{T} A\left(B_{x}+\mathcal{E} B\right) d x \\
G_{S}=\int_{0}^{L} B^{T} K_{S} \mathcal{A}_{S} B d x \\
G_{N}=\int_{0}^{L} B^{T} K_{N} \mathcal{A}_{N} B d x
\end{gathered}
$$

and

$$
\underline{F}(t)=\int_{0}^{L} B^{T}\left(F_{B}+F_{a}\right) d x
$$

We need to solve

$$
\begin{equation*}
G_{0} \frac{d^{2} c}{d t^{2}}+G c=\underline{F}(t) \tag{2.20}
\end{equation*}
$$

where

$$
G=G\left(K_{S}\right)=G_{A}+G_{S}+G_{N}
$$

We approximate

$$
\frac{d^{2} c}{d t^{2}}=\frac{1}{(\Delta t)^{2}}\left(c_{i-1}-2 c_{i}+c_{i+1}\right)
$$

and

$$
c=\frac{c_{i+1}+2 c_{i}+c_{i-1}}{4}
$$

where $c_{i}=c\left(t_{i}\right)$ the value of $c$ at time $t_{i}$. Substituting these into (2.20) and letting $\underline{F}_{i}=\underline{F}\left(t_{i}\right)$ we get

$$
G_{0}\left[\frac{1}{(\Delta t)^{2}}\left(c_{i-1}-2 c_{i}+c_{i+1}\right)\right]+G\left[\frac{1}{4}\left(c_{i+1}+2 c_{i}+c_{i-1}\right)\right]=\underline{F}_{i}
$$

or

$$
\left(G_{0}+\frac{(\Delta t)^{2}}{4} G\right) c_{i-1}+2\left(-G_{0}+\frac{(\Delta t)^{2}}{4} G\right) c_{i}+\left(G_{0}+\frac{(\Delta t)^{2}}{4} G\right) c_{i+1}=(\Delta t)^{2} \underline{F}_{i}
$$

which holds for $1 \leq i \leq N_{t}-1$. Define

$$
A_{1}=\left(G_{0}+\frac{(\Delta t)^{2}}{4} G\right) \text { and } A_{2}=2\left(-G_{0}+\frac{(\Delta t)^{2}}{4} G\right)
$$

We get the following system of equations:

$$
\begin{align*}
c_{0} & =c_{0} \\
c_{1}-c_{0} & =(\Delta t) c_{t}(0) \\
A_{1} c_{0}+A_{2} c_{1}+A_{1} c_{2} & =(\Delta t)^{2} \underline{F}_{1}  \tag{2.21}\\
\cdots & \\
A_{1} c_{N_{t}}+A_{2} c_{N_{t}-1}+A_{1} c_{N_{t}-2} & =(\Delta t)^{2} \underline{E}_{N_{t}-1}
\end{align*}
$$

## Define

$$
\begin{gathered}
\bar{c}=\left[\begin{array}{c}
c_{0} \\
c_{1} \\
c_{2} \\
\vdots \\
c_{N_{t}}
\end{array}\right], \\
\tilde{G}=\left[\begin{array}{cccccc}
I & & & & & \\
-I & I & & & & \\
A_{1} & A_{2} & A_{1} & & & \\
& A_{1} & A_{2} & A_{1} & & \\
& & \ddots & \ddots & \ddots & \\
& & & A_{1} & A_{2} & A_{1}
\end{array}\right],
\end{gathered}
$$

and

$$
\tilde{F}=\left[\begin{array}{c}
c_{0} \\
(\Delta t) c_{t}(0) \\
(\Delta t)^{2} \underline{F}_{1} \\
\vdots \\
(\Delta t)^{2} \underline{F}_{N_{t}-1}
\end{array}\right]
$$

Using this notation, the system of equations (2.21) can be written

$$
\begin{equation*}
\tilde{G}\left(K_{S}\right) \tilde{c}\left(K_{S}\right)=\tilde{F} \tag{2.22}
\end{equation*}
$$

We define the fit-to-data functional by

$$
J\left(K_{S}\right)=\int_{0}^{t_{f}} \sum_{i=1}^{N_{d}}\left(\Pi_{\omega_{1}} B^{(i)} c\left(K_{S}, t\right)-\omega_{1}^{(i)}\right)^{2} d t
$$

where $x_{d}^{(i)}$ are the observation points; $N_{d}$ is the number of observation points; $\Pi_{\omega_{1}}$ is the projection of $u$ onto $\omega_{1} ; B^{(i)}=B\left(x_{d}^{(i)}\right)$, and $\omega_{1}^{(i)}=\omega_{1}\left(x_{d}^{(i)}\right)$ is the observed data. Define $\mathcal{C}: \mathbf{R}^{4 n} \longrightarrow \mathbf{R}^{\mathrm{N}_{\mathrm{d}}}$ by

$$
\mathcal{C}=\left[\begin{array}{c}
\Pi_{\omega_{1}} B^{(1)} \\
\Pi_{\omega_{1}} B^{(2)} \\
\vdots \\
\Pi_{\omega_{1}} B^{\left(N_{d}\right)}
\end{array}\right]
$$

and the observation vector

$$
z(t)=\left[\begin{array}{c}
\omega_{1}^{(1)}(t) \\
\omega_{1}^{(2)}(t) \\
\vdots \\
\omega_{1}^{\left(N_{d}\right)}(t)
\end{array}\right]
$$

Thus the fit-to-data functional may be written as

$$
\begin{equation*}
J\left(K_{S}\right)=\int_{0}^{t_{f}}[\mathcal{C} c(t)-z(t)]^{T}[\mathcal{C} c(t)-z(t)] d t . \tag{2.23}
\end{equation*}
$$

We use the trapezoidal method to write the discrete version of the fit-to-data functional.

$$
\begin{aligned}
J\left(K_{S}\right)=\frac{\Delta t}{2} & \left\{[\mathcal{C} c(0)-z(0)]^{T}[\mathcal{C} c(0)-z(0)]+2\left[\mathcal{C} c\left(t_{1}\right)-z\left(t_{1}\right)\right]^{T}\left[\mathcal{C} c\left(t_{1}\right)-z\left(t_{1}\right)\right]\right. \\
& +\ldots+2\left[\mathcal{C} c\left(t_{N_{t}-1}\right)-z\left(t_{N_{\mathrm{t}}-1}\right)\right]^{T}\left[\mathcal{C} c\left(t_{N_{\mathrm{t}}-1}\right)-z\left(t_{N_{\mathrm{t}}-1}\right)\right] \\
& \left.+\left[\mathcal{C} c\left(t_{N_{\mathrm{t}}}\right)-z\left(t_{N_{\mathrm{t}}}\right)\right]^{T}\left[\mathcal{C} c\left(t_{N_{\mathrm{t}}}\right)-z\left(t_{N_{\mathrm{t}}}\right)\right]\right\}
\end{aligned}
$$

or rewriting we get

$$
J\left(K_{S}\right)=\frac{\Delta t}{2}\left[\hat{M} \bar{c}\left(K_{S}\right)-\tilde{z}\right]^{T} M\left[\hat{M} \bar{c}\left(K_{S}\right)-\tilde{z}\right]
$$

where

$$
\begin{gathered}
\hat{M}=\left[\begin{array}{llll}
\mathcal{C} & & & \\
& \mathcal{C} & & \\
& & \ddots & \\
& & & \mathcal{C}
\end{array}\right] \\
M=\left[\begin{array}{lllll}
I & & & & \\
& 2 I & & & \\
& & \ddots & & \\
& & & 2 I & \\
& & & & I
\end{array}\right],
\end{gathered}
$$

and

$$
\hat{z}=\left[\begin{array}{c}
z(0) \\
z\left(t_{1}\right) \\
\vdots \\
z\left(N_{t}\right)
\end{array}\right]
$$

The fit-to data functional was plotted in Matlab assuming $K_{S}$ to be piecewise constant with two pieces using a time increment $\Delta t=.2$ and 20 time steps. It was assumed that the $K_{S}$ values fell between .01 and 6.76. In addition, we assume that the applied force depends on both time and the location along the length of the beam. In particular, we assume that $f_{a}=f \sin (\pi t)$ occuring at $x=L / 3$ and $x=2 L / 3$. Since there is no actual data for this case, data was generated using the forward model to see if we could retrieve a given $K_{S}=\left[\begin{array}{ll}K_{S}(1) & K_{S}(2)\end{array}\right]$.

For this purpose, the values were chosen to be $K_{S}(1)=1$ and $K_{S}(2)=5$. Fig. 9 shows the contour plot of $J\left(K_{S}(1), K_{S}(2)\right)$. Notice the minimum falls within a trough. We can look at the individual matrix entries to see that the minimum is $1.985 \times 10^{-7}$ which occurs at

$$
K_{S}(1)=.76 \text { and } K_{S}(2)=5.26
$$

which are close to the desired values.


Figure 9: Contour Plot of Fit-to-Data Functional Note: The minimum occurs at $\mathrm{Ks}=[.76$ 5.26]

## Conclusion

In this paper, we have developed mathematical models to examine the interfaces of layered beam systems. The particular application examined was that of concrete road overlays. We were particularly interested in how normal displacement of the beams was affected by the shearing interface coefficient, $K_{S}$. We ignored any effect due to friction.

For the static two-beam case, we observed that for $K_{S}=\left[\begin{array}{ll}7 & 2\end{array}\right]$, we got reasonably good correspondence to laboratory data with a relative error of . 1059 . We are able to improve on these results as we refine the vector $K_{S}$ and for the optimal case we got a relative error of .0253 . For the time-dependent case, we incorporated a structural damping term in the model. We then considered the inverse problem to verify that we could recover a given $K_{S}$ using data generated from the forward problem.

Both the static and dynamic models developed in this paper allowed for separation of the two beams. This in effect corrected the problem of one beam penetrating the other and allows us to try to predict where the two beams may acutally separate. Also, with the addition of the time-dependent model, we can now add a moving mass or rolling load which more closely approximate real world applications.
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## Appendix

This appendix contains the Matlab programs and functions used to generate the graphs in this paper. Ovrlay2 is the numerical model for the static two-beam problem. Ovrlyte0 is the estimation problem for the dynamic case. zdata is the forward problem for the dynamic case which generates the data used in Ovrlyte0.

```
\xiovrlay2: timoshenko beam with two layers.
EThe purpose of this program is to minimize the iagrangian
ffor 2 Timosinenko beams. In order to minimize when the 2
#beams can separate, put cone=1.
&
clear
cone=1;
pen=1.0e+03;
Kn=1.0e+03;
force=1400;
E=1;
f2=1;
き
Ebeam and material parameters
grav=32;
hi=9/2;
h2=3/2;
k=6;
L=37;
EI=3.63;
E2=2.9;
mul=0.14;
mu2=0.12;
rnoI=\41/(:2^3);
rno2=150/(12^3);
まDisplacement data
NC=5;
wd (I)=0;
wd (2)=-0.0014;
wci(3) =-0.00245;
wd(4)=-.0017;
wd(5)=0;
wd=wd;
xd(I)=0;
xd(2)=9.25;
xd(3)=18.5;
xd(4)=27.75;
xd(5)=37;
z
N=10;
M=2;
The Ks vector is of dimension M. It penalizes the interface
まcondition on each of the N subintervais in the beam.
ミ
Ks(1)=7;
Ks(2)=2;
全
n=N+1;
m=4*n;
hs=L/N;
#
set basic matrices for piecewise linear basis functions
#
g0=eye(n);
gI=zeros(n);
g2=eye(n);
go(1,1)=2;
```

```
g0(n,n)=2;
gl(1,1)=-0.5;
gI(n,n)=0.5;
for i=2:n-I
    g0(i,i)=4;
    g2(i,i)=2;
end
for i=1:n-i
    gO(i,i+i)=i;
    G0(i-iri)=1;
    gI (i,i+i)=-0.5;
    G1(i-1, i ) =0.5;
    g2(i,i+I)=-I;
    g2(i+1,i)=-1;
end
g0=hs/6*g0;
g2=1/ns*g2;
%
SErain Energy
#
alpnai=(4*k*nI^3*EI)/(3*(1-muI^2));
alpha2=(4* k*h2^3*E2)/(3* (1-mu2^2));
becaI=2***iI*EI/(I+muI);
beta2=2*k*n2*E2/(1+mu2);
z
GA=[aiphaI*g2+betal*g0 betaI*gI' zeros(n) zeros(n)
    betai*gl betai*g2 zeros(n) zeros(n)
    zeros(n) zeros(n) aipha2*g2+beta2*g0 be=aこ*gi'
    zeros(n) zeras(n) beta2*gI beta2*g2i;
z
spenaiizes displacement at x=0 and x=I to zero
z
for i=I:4
for j=I:m
    bL(i,j)=0;
    b0(i,j)=0;
end
end
E
e0=[\begin{array}{llll}{0}&{0}&{0}&{0}\end{array}]
    O I 0 O
    0 0 C 0
    0 0 0 11;
$
bL(1,n)=1;
bL (2, 2*n)=1;
bL (3,3*n)=1;
bL (4,4*n)=1;
b0(1, 1)=1;
bo (2,n\div1)=1;
bo(3,2*n+1)=1;
b0(4, 3* M+1)=1;
BL=bL'*e0*bL;
B0=b0'*e0*b0;
F
The is the stiffness matrix and the boundary condition.
z
```

```
Bdry=BO+BL;
G=GA+pen*Bdry;
z
# Interface conditions
玉
BS=zeros(4);
BN=zeros(4);
BS (I,1)=ni^2;
3S(1,3)=h1*h2;
BS (3,1)=h2*h1;
BS (3,3)=h2^2;
BN (2,2)=1;
BN (2,4)=-1;
BN (4,2)=-1;
BN(4,4)=1;
#
#matrix that describes the penalization over the interfece
Ebetween the beams
\Xi
Gs=eia(Ks,n,N,M);
GI=kron(Kn*BN,g0) +kron(BS,Gs);
#
G=G+GI;
#
*Work Terms
&
fib=[0 4*k*grav*rhol*h1 0 4*k*grav*rho2*h2];
*
for i=1:4
For j=1:m
    Ebody0(i,j)=0;
end
end
#
for j=1:n
    EbodyO(2,n+j)=i;
    fbocyo(4,3*n+j)=i;
end
z
Ebody0(2,n+1)=0.5;
EDody0(2,2*n)=0.5;
Ebody0(4,3*n+I)=0.5;
Ebocy0(4,4*n)=0.5;
fbody0=hs* fbody0;
Ebody=fb*Ebodv0;
z
for i=i:4
for j=1:m
    fapld0(i,j)=0;
end
end
for j=1:n
    fapldO(2,j+n)=f1*b(L/3,j-1,N+1,L)+f2*b(2*L/3,j-1,N+1,L);
end
z
fa=[0 2*k*force 0 0];
fapld=fa*fapldo;
```

```
f=fbody+fapld;
f=1.0e-06*f;
C=-G\f';
s
sign=0;
if cone==1
ま
FTest to see if soIution is in the cone.
*
for i=I:n
    if c(n+i)-c(3*n+i)<0
    c(3*n+i)=c(n+i);
    sign=sign+1;
        enc
end
sign
end
*
For i=1:n
    CW(i)=C(i+n);
    x(i)=(i-i)*ins;
end
z
icompute wI{x) and compare with data.
#
EOr j=I:Nc
    Wi(j)=sovriv(CW,xa(j),r,I);
end
plct(xd,wI,xd,wd,'*')
title('wI,wd, in cone before minimizing')
pause
#
ミUse Newton's Method to minimize Lagrangian.
if sign>0
    For j=i:20
\xi
            gradL=G'*C-E';
            grad2L=G';
            lagr(j)=.5*C'*G*C-f*C;
&
                    c=c-inv(grad2L)*gradL;
c=-c;
if cone==1
₹
#Test to see if solution is in the cone.
ミ
For i=1:n
        if c(n+i)-c(3*n*i)<0
        c(3*n+i)=c(n+i);
        end
end
end
        end
end
*
for i=1:n
    CW(i)=C(i+n):
```

```
    cw2(i)=c(3*n+i);
    x(i)=(i-l)*hs;
end
ECompute wl(x) and w2(x) and compare with data.
&
for j=l:n
    wI(j)=sovrly(Cw,x(j),n,I);
    w2(j)=sovrly(CW2,x(j),n,L);
    deltaw(j)=w1(j)-w2(j);
enc
plot(x,wI,xci,wci,'*')
ylabel('displacement wI')
xlabel('distance along x-axis')
title('model displacement(wl) vs. data')
pause
Eplot(x,wi,'+',x,w2)
dwn=deltaw/norm(wI);
plot(x,dwn)
ylabel('deltaw/norm(wI)')
title('Do the 2 beams separate?')
S
F
Find the relative error
cwd=0;
reler=0;
for i=I:Nd
    wev(i)=sovrlv(cw,xd(i),n,L);
    reier=reler+(wev(i)-wdi(i))^2;
    cwd=cwd+wd(i)^2;
end
zeler=sqre(reler/cwd)
```

```
fovrlyteO.m: timoshenko beam with two layers.
EThe purpose of this program is to plot the discrete
zversion of the fit-to-data functional (jEnl) as a
Efunction of Ks.
#
ciear
formar long e
cone=0;
pen=1.0e+03;
Kn=1.0e+03;
force=1400;
£ミ=1;
f2=1;
ま
#beam and material parameters
grav=32;
h1=9/2;
h2=3/2;
k=б;
I=37;
E1=3.63;
E2=2.9;
mul=0.I4;
mu2=0.12;
rhol=141/(12^3);
rho2=150/(12^3);
ミ
N=4;
M=2;
三The Ks vector is cf dimension M. It penalizes the
#interface condition on each of the N subincervais in
#the beam interface.
z
Ks(1)=1;
Ks(2)=5;
#
n=N\divI;
m=4*n;
hs=L/N;
Nt=20;
mfactor=10^(-6);
\xi
zi=zdata(N,M,Ks,Nt,mfactor);
for j=I:Nt+I
    zhac((j-I)*n+I:j*n)=2i(:,j);
end
*
Eset basic matrices for piecewise linear basis functions
#
go=eye(n);
g1=zeros(n);
g2=eye(n);
g0(1,1)=2;
g0(n,n)=2;
GI(1,1)=-0.5;
G1(n,n)=0.5;
for i=2:n-1
```

```
    g0(i,i)=4;
    g2(i,i)=2;
end
for i=I:n-i
    g0(i,i+1)=1;
    g0(i+I,i)=i;
    g1(i,i+I)=-0.5;
    gl(i+i,i)=0.5;
    g2(i,i+I)=-I;
    g2(i+1,i)=-1;
end
g0=hs/6*g0;
g2=1/hs*g2;
*
for ix=1:10
    for iy=i:10
        Ks(I)=.0I\div0.75*(ix-I);
        Ks(2)=.0I*0.75*(EY-I);
        K1v(ix)=Ks(1);
        K2v(iy)=Ks(2);
*
al=4*h1^3*k*rnol/3;
a2=4*h2^3* k* =ho2/3;
bl=4*h1*k* rhol;
b2=4*h2*k*rho2;
#
Gmass=[ al*g0 zeros(n) zeros(n) zeros(n)
            zeros(n) bI*g0 zeros(n) zeros(n)
            zeros(n) zeros(n; a2*go zeros(n)
            zeros(n) zeros(n) zeros(n) b2*g01;
Gmass=m〒acこor*Gmass;
#
#
alphal=(4*k*h1^3*E1)/(3*(I-muI^2));
aipha2=(4*k*h2^3*E2)/(3*(1-mu2^2));
betal=2*k*hI*EI/(I+mul);
beta2=2*k*h2*E2/(1+mu2);
ま
GA=[alphal*g2+be\tauaI*g0 Detal*gI' zeros(n) zeros(n)
    betal*gl betal*g2 zeros(n) zeros(n)
    zeros(n) zeros(n) alpha2*g2+be\taua2*g0 beこa2*g1'
    zeros(n) zeros(n) beta2*g1 beta2*g21;
z
*
for i=1:4
for j=1:m
    bL(i,j)=0;
    bO(i,j)=0;
end
enc
三
eO=[lllllll}
    O I 0 0
    0}00
    0 0 0 11;
₹
bL(1, n)=1;
```

```
bL (2,2*n)=1;
bL}(3,3*n)=1
bL (4, 4* n)=I;
b0 (1,1)=1;
bo(2,n+1)=1;
bo(3,2*n+1)=1;
b0(4,3*n+1)=1;
BL=bI'*e0*bI;
30=bo'*e0*bo;
z
₹The is the stifiness matrix and the boundary condition.
#
BCIry=B0+BI;
G=GA+pen*Bcry;
\xi
ミInterface conditions
z
BS=zeros(4);
BN=zeros(4);
BS(I,I)=h1^2;
BS (1,3)=hI*h2;
BS (3,I)=n2*hI;
BS (3,3)=n2^2;
SN (2,2)=1;
BN (2,4)=-1;
BN}(4,2)=-1
BN(4,4)=1;
z
#matrix thar describes the penalization over the interface
EDetween the beams
ミ
Gs=ela(Ks,n,N,M);
GI=kron(Kn*BN,G0)+kron(BS,Gs);
#
G=G+GI;
z
fb=[0}04*\mp@subsup{k}{*}{*}grav*rho1*h1 0 4*k*grav*rho2*h2]
ミ
for i=1:4
for j=1:m
    Ebody0(i,j)=0;
end
end
*
for j=1:n
    foody0(2,n+j)=1;
    fiodyo(4,3*n+j)=1;
end
き
fbody0 (2,n+1)=0.5;
fbody0 (2,2*n)=0.5;
fbody0(4,3*n+1)=0.5;
fbody0(4,4*n)=0.5;
fbody0=hs* fbody0;
fbody=Eb* fbody0;
%
for i=1:4
```

```
for j=1:m
    fapido(i,j)=0;
end
end
for j=1:n
    fapld0 (2,j+n)=£1*b(L/3,j-i,N+1,I)+f2*b(2*I/3,j-1,N+1,L);
end
\xi
fa=[0 2*k*force 0 01;
Eapld=Ea*EapldO;
E=fbody+Eapld;
f=1.0e-06*F;
#
#We need to solve Gmass*c"(t) + G*c(t) = f.
Note that f is adjusted below to depend on time.
z
it=.2;
GM=(I/(dt)^2)*Gmass+(1/4)*G;
aIphaMI=-.ड*G+(2/(dこ)^2)*Gmass;
aiphaM2=-(.25*G+(i/(dt)^2)*Gmass);
ci=zeros(4*n,I);
cimI=zeros(4*n,I);
S
omega=pi;
EOr it=0:I
    こ(こと+I)=iヒ*dた;
    c=ci;
    chati:,iこ+1)=c;
    for i=1:n
        CW(i)=c(i+n);
        x(i)=(i-1)-hs;
    end
    for j=1:n
        wI(j)=sovrly(Cw,X(j),n,L);
    end
    WInac(iこ*n+i:(iご!)*n)=wl;
enc
z
for ミニ=1:Nた-I
    t(it-I)=(it`I)*Ct;
#
    fa=fa*sin(omega*t(it));
    fapld=fa*Eapldo;
    f=fbody+fapld;
    E=I.OE-06*E;
#
    Cipl=GM\(£'+alphaMI*Ci+alphaM2*cimi);
    ciml=ci;
    ci=cipl;
    c=-cipl;
    chat(:,it+2)=c;
    for i=1:n
        CW(i)=c(i+n);
        x(i)=(i-1)*hs;
    end
ミ
*Compute wi.
```

```
&
    for j=1:n
        wl(j)=sovrly(cw,x(j),n,L);
    end
    wlhat((it+1)*n+I:(it+2)*n)=wl;
end
z
jfnl(ix,jy)=jovrlyt(dt,wlhat, zhat,n,Nt);
end ziy loop
end まix loop
mesh(jEnl)
palise
contour(Klv,K2v,jfnl,20)
xlabel('E゙心: ')
ylabel(':-: ')
title('Contour Plot of Eit-to-data Functional')
```

```
Eevaluates the i-th piecewise linear basis function at the
zpoint x along a beam of lengtin i
ま
function y=b(x,i,m,L)
y=0;
h0=L/(m-1);
xi=i*h0;
xipl=(i+1)*h0;
ximl=(i-1)*hC;
if x>=ximi
    y=(x-ximl)/ho;
end
if x>=xi
    y= -(x-xipi)/h0;
end
if x>=xipl
    y=0;
enc
```

```
function Gs=ela(K, n,N,M)
& ela provides the interface stiffness in ovrlay2.m
ま
r=N/M;
Gs=zeros(n);
for i=1:M
    for j=(i-1)*上+1:i*r
        Gsi=elai(j,n,N,M);
        Gs=Gs+K(i)*Gsi;
    end
end
```

```
function Gsi=elai(i,n,N,M)
₹elai provides the component interface stiffness in ovrlay2.m
F
Gsi=zeros(n);
Gsi(i,i)=2;
Gsi(i,i+1)=1;
Gsi(iчl,i)=I;
Gsi(i+i,i+1)=2;
```

```
kevaluates the displacement for the overiay problem
function w=sovrly(c,x,n,I)
w=0;
for i=1:n
    w=w+c(i)*b(x,i-1,n,L);
end
```

```
₹overlay: timoshenko beam with two layers.
FThis function generates data for use in time cependen=
fcase. The data is put in a matrix (N+1)x Nt. N is the
ミnumber Of subincervais and M is the dimension OE Ks.
#
function z=zdata(N,M,Ks,Nt,mfactor)
cone=0;
pen=1.0e+03;
Kn=1.0e+03;
force=2000;
fl=1;
f2=1;
&
ibeam and material parameters
grav=32;
h1=9/2;
h2=3/2;
k=6;
I=37;
E =3.63;
E2=2.9;
mul=0.14;
mu2=0.12;
rhoI=141/(12^3);
rho2=150/(12^3);
#
#
n=N+1;
m=4*n;
hs=L/N;
き
₹ set basic matrices for piecewise linear basis functions
ま
g0=eye(n);
gl=zeros(n);
g2=eye(n);
GO(1,1)=2;
O(n,n)=2;
GI(I,I)=-0.5;
gI (n,n)=0.3;
for i=2:n-I
    gO(i,i)=4;
    g2(i,i)=2;
end
for i=1:n-1
    gO(i,i+1)=1;
    g0(i+1,i)=1;
    gl(i,i+1)=-0.5;
    g1(i+1,i)=0.5;
    g2(i,i+I)=-1;
    g2(i+1,i)=-1;
end
g0=hs/6*g0;
g2=1/hs*g2;
\xi
#
21=4*h1^3*k*rhol/3;
```

```
a2=4*h2^3*k*rho2/3;
bl=4*hI*k*rhol;
b2=4*h2*k*rho2;
z
Gmass=[ al*go zeros(n) zeros(n) zeros(n)
    zeros(n) bl*g0 zeros(n) zeros(n)
    zeros(n) zeros(n) a2*g0 zeros(n)
    zeros(n) zeros(n) zeros(n) bi*gol;
Gmass=mfac=or*Gmass;
#
z
alphal=(4*k*hI^3*EI)/(3*(I-muI^2));
alpha2=(4* **n2^3*E2)/(3* (I-mu2^2));
betai=2*k*h1*EI/(1+muI);
beta2=2*k*h2*E2/(1+mu2);
\xi
GA=[alphai*g2+betai_*g0 betai*gI' zeros(n) zeros(n)
    betal*gi betal*g2 zeros(n) zeros(n)
    zeros(n) zeros(n) alpha2*g2+beta2*g0 beta2*g?'
    zeros(n) zeros(n) beta2*g1 beta2*g2l;
#
for i=1:4
for j=1:m
    bI(i,j)=0;
    bo(i,j)=0;
end
end
#
e0=[\begin{array}{llll}{0}&{0}&{0}&{0}\end{array}]
    O I 0 0
    0 0 0 0
    0 0 0 I1;
z
bi(1, n)=i;
bi (2,2*n)=1;
bL(3,3*n)=1;
bI (4,4*n)=1;
bo(I,I)=i;
b0 (2,n+1)=i;
b0 (3,2*n+I)=1;
b0 (4, 3* n+1)=1;
BL=bL'*e0*bL;
BO=b0'*e0*b0;
z
The is the stiffness matrix and the boundary condition.
#
Bdry=BO+BL;
G=GA+pen*Bdry;
#
* Interface conditions
z
BS=zeros(4);
BN=zeros(4);
BS (1, 1)=h1^2;
BS}(1,3)=h1*h2
BS (3,I)=h2*hI;
```

```
BS (3,3)=h2^2;
BN (2,2)=1;
BN (2,4)=-1;
BN (4,2)=-1;
BN (4,4)=1;
#
mmatrix that describes the penalization over the interface
between
f the oeams
*
Gs=ela(Ks,n,N,M);
GI=kron(Kn*BN,GO)+kron(BS,GS);
*
G=G+GI;
*
fb=[0 4*k*grav*rhoI*hi 0 4*k*grav*rho2*h2];
%
for i=1:4
for j=1:m
    fbody0(i,j)=0;
end
end
z
Eor j=i:n
    Fbody0(2,n+j)=1;
    fbodyo(4, 3*n\divj)=i;
end
#
fbocy0(2,n+1)=0.5;
foodyo (2,2*n)=0.5;
Ibody0(4,3*n+I)=0.5;
Ebody0 (4,4*n)=0.5;
fbodyo=hs* fbody0;
fbody=fo* fbodvo;
z
for i=1:4
for i=1:m
    fapldC(i,j)=0;
end
end
for j=1:n
    fapld0 (2,j+n)=f1*b(I/3,j-1,N+I,I)+E2*b(2*I/3,j-1,N+I,L);
end
#
fa=[0 2*k*force 0 01;
fapld=fa*fapldo;
f=fbody+fapld;
f=1.0e-06*f;
き
きWe need to solve Gmass*C"(t) + G*C(r) = f.
E
dt=.2;
GM=(1/(dt)^2)*Gmass+(1/4)*G;
alphaMl=-.5*G+(2/(dt)^2)*Gmass;
alphaM2=-(.25*G*(1/(dt)^2)*Gmass);
ci=zeros(4*n,1);
cimi=zeros(4*n,1);
```

```
omega=pi;
for i=1:n
    x(i)=(i-I)*hs;
enc
for it=0:1
    こ(iᄃせ1)=it*dt;
    c=ci;
    for i=1:n
        Cw(i)=c(i+n);
    end
%
scompute wi(x). This wili be the data used in the
Einverse problem.
q
for j=1:n
    z(j,it\divI)=sovrly(CW,x(j),n,I);
end
end
for it=1:Nt-1
    t(iヒサI)=(iこ+I)*dこ;
₹change applied force to depend on time
    fa=fa*sin(omega*t(iた));
    fapld=fa*fapldo;
    f=fbody+fapld;
    f=1.0e-06*f;
#
\xi
    Cipl=GM\(f'+alphaM1*ci+alphaM2*ciml);
    ciml=ci;
    ci=cip1;
    c=-cipl;
    for i=1:n
        Cw(i)=C(i+n);
    enc
z
FCompute wl(x). This will be the dara used in the
#inverse problem.
\xi
for j=1:n
    z(j,it+2)=sovrly(cW,x(j),n,L);
end
end
```

```
gfit-to-data functional for the overlay problem time dependent.
function valj=jovrlyt(dE,wi, 2,n,Nt)
M=eye((Nt+1)*n);
for i=n+I:Nt*n
    M(i,i)=2;
end
valj=(dt/2)*(wI-z)*M* (wI-z)';
```

