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PREFACE 

1. This investigation is based squarely upon the con­

flicting beliefs at responsible levels of management 

that: 

a. Because electronic computers have enjoyed such 

phenomenal success in extending man's knowl-

edge and capacity through compressing time and 

performance in otherwise impossible computa-

tional situations, they are, quid pro quo, 

adaptable as black box solutions in an itera­

tive mode to any complex problem challenging 

human intellect or capacity -- such as that 

of scheduling resources to satisfy a random 

demand in a heuristic environment. 

b. There are some situations in which human 

intellect and heuristic judgments alone 

suffice to solve problems at hand. 

2. The hypothesis contained within the proposal for re­

search, Appendix A, adopts neither of these proposi= 

tions per se but assumes they are on opposite ends of 

a continuum. The original hypothesis reads: 

That there is a combination of human intelli­
gence and computer application which may be 
assembled for most efficient handling of the 
Range [any complex] scheduling problem. 
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3. A series of procedural objectives were established as 

a positive guide for the research effort and as a 

means in at least one case of validating or invali­

dating the hypothesis. These procedural objectives 

were: 

a. To search for, identify and describe a complex 

scheduling operation in the real world in­

volving random arrivals of "customers" varying 

demands for "service" , decisions heuristically 

derived, and on which opposing points of view 

concerning computer automation sharply impinge. 

b. To conduct research of means for isolating the 

factors and their a:i:-rangement in the scheduler's 

mind of which he may not be aware but which are 

the real basis for his heuristic judgments. 

c. To develop algorithms containing the factors 

and which approximate such heuristic processes, 

and finally, 

d. To determine to what degree, if any, algorithms 

so evolved and computerized can be used to 

assist the scheduler in assuring safety of op­

erations and achieving greater scheduling 

efficiency in terms of customer satisfaction, 

time, and resources. 

4. The things inviting particular attention as subsequent 

parts of this thesis unfold are: 

a. That the procedural objectives have been 
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accomplished in sequence with one reserva­

tion. The Range scheduling operation was 

modeled, programmed for the 1620 computer, 

and tested for its ability to duplicate a 

typical week's schedule produced manually 

by scheduling officers. The pilot model 

in active use will serve the purpose of 

establishing the man-machine combination best 

suited to over-all Range scheduling needs~ 

b. That the pilot model can be practically 

employed in its present form when the problem 

of ready accessibility to a computer facility 

is solved. 

c. That the bypothesis as stated has been vali­

dated with the degree of machine automation 

remaining to be determined. 

d. That, since many scheduling situations exist 

in our complex society in which heuristic 

judgments to varying degrees are the primary 

means of achieving successful operations~ the 

experiences and findings recorded will have 

many direct or translational applications. 

e. That important applications to the broad body 

of science have been made: 

(1) By focusing attention on not hereto­

fore identified and published quasi­

psychiatric techniques essential 
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to the algorithm seeker in successfully 

extracting from the mind of the schedul­

ing decision maker the factorial basis 

for his heuristic judgments. 

(2) By demonstrating that heuristic judgments 

can be approximated by algorithms which, 

in turn, may be employed to fix the de­

gree to which computer automation may be 

used to supplement human judgment in suc­

cessful solution of real world problems. 
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CHAPTER I 

INTRODUCTION 

This dissertation discusses research conducted over 

the period July, 1963, to April, 1964,relative to test 

scheduling at Cape Kennedy (Canaveral) for the Atlantic 

Missile Range. A predominant number of this nation's 

large missiles and spacecraft are launched from Cape 

Kennedy. An iterative manual sequencing and sch?duling 

process is used. The objectives are to schedule tests to 

be run concurrently or in sequence precluding conflicts 9 

assure safety of operations~ and to maximize service to 

range users in terms of their requested test times and 

spatially distributed instrumentation requirements. 

The over-all objective of research in this area was 

to develop.a pilot model of actual scheduling operations 

useful in determining an optimal man-machine combination. 

A fundamental a priori objective was to determine whether 

considerations influencing scheduling decisions could be 

identified and structured in the form of algorithms re­

producable by computer programs. 

It is important, at the outset, to define terms used 

in the title of this thesis. Scheduling: The sequencing 

of commodities requiring service and assignment of arrival 
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times at each facility involved to optimize an objective 

function and produce a desired product. In this thesis, 

commodities are missile or spacecraft launch or support 

tests, facilities are items or systems of test instrumen-

2 

tation, the objective function is to maximize service to 

the test range user (minimize or avoid queuing delay), and 

the product is test data. Sisson (1) in his chapter o:n 

Sequencing Theory draws a fine distinction between sequenc-

ing and scheduling assigning to the former 11 the order in 

which units requiring service are serviced (Churchman~ 

1957, p. 450)" and the latter "the time of arrival of 

units requiring service. 11 This distinction suffers con= 

siderable compromise as Sisson presents and discusses the 

works of other contributors. In this dissertation~ by 

definition, sequencing is assumed to be a procedure inher-

ent in scheduling. 

Probabilistic demanrl.: This term connotes that the 

number of commodities arriving for service in any futu.re 

time period is not known, but conforms to some probability 

distribution (2). It has been demonstrated that the ar-

rival of missiles and spacecraft for testing is approxi·­

mated by a Poisson distribution (3)~ 

p(n:µ) 
µne=µ 

= ---' n! 

where n is the number of launches to arrive within a giYen 

week andµ is the average number of launches per weeko 
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Comparisons between the statistics for each of five years 

running and cumulatively were compared with theoretical 

distributions. The chi-squared test was used to test the 

hypothesis that the theoretical frequency function was a 

satisfactory fit to the empirical frequency fun~tion. The 

Poisson hypothesis was tested at the 95% confidence level 

corresponding to a chi-squared probability of 0.05e In all 

cases the computed value of chi-squared was less than the 

critical value. Figure 1 is presented to show the fit of 

the actual data and theoretical curve. Figure 2 is pre­

sented to show the use of such conclusions in terms of 

prediction of future launch load which has a bearing on 

the size of the scheduling model to follow the pilot model 

developed in this thesis. The Poisson distributionresults 

from the fact that many independent programs contribute to 

the launch workload and experience slippage, acceleration 

or cancellation, as they progress in time. 

Heuristic Environment: Webster (4) provides some in­

sight concerning the meaning of heuristic: "Applies to 

methods [of scheduling] which are persuasive rather than 

logically compelling." This definition in its brevity 

does not fit the circumstances involved in this thesis 

since it cannot be admitted that test schedules of mis­

siles, spacecraft, and support tests are arrived at through 

persuasion. The Office of Aerospace Research~ Bulletin 17, 

defines heuristic as "using the information obtained in 

one step of a solution to aid in deciding upon the next 



60 

54 

48j -~J ~)~ ATLANTIC MISSILE RANGE 

17 December 1962 

4 

Cl) 36 
~ 
r:r::i 
::S: 30 I I 'l' II I II I II I 11 • 
J:r.i 
0 

· 24 0 z 

181 111r 111111111~ 
12 

0 1 2 3 4 5 7 9 10 11 12 13 14 
Launches per week 

Figure 1. Poisson Distribution Fitted to Summary of Launch Statistics 
for FY-58 Through FY-62 

+=" 



Number 
Of Weeks 

12 I I I I I I I I I I I I 

10 r----+----'---

8 I I I/ 
FY-65 

6----

4. • .. 

2 

0 1 2 3 4 5 6 7 8 9 10 

Number of Launches Per Week 

Figure 2. Poisson Distribution Fitted to Launch Data for FY-63.,-64.,-65.,-66.,-
67., -68. 

11 

\Jl 



6 

step; it also means using a problem solving procedure that 

does not necessarily guarantee an optimal solution" (5). 

It goes on to say: 

"In the past, experimenters studying human in­
formation processing in complex tasks have been 
primarily concerned with algorithmic procedureso 
However, a great many of the problems people 
must solve in everyday life, and many military 
problems, require the use of heuristic proce­
dures for one of the following three reasons: 
First, the person has no algorithma for solving 
the problem; second, there is only partial in­
formation present; or third, the cost in time 
or money makes the use of an algorithm unfeasi­
ble. Examples of problems where heuristics are 
often applied for one or more of these reasons 
are the scheduling of work by people and/or 
production machines, the stock market problem, 
the transportation problem, and the weapons 
assignment problem. 11 

The bulletin may have included missile and spacecraft 

testing since the definition applies superbly to the actual 

environment in which such test scheduling is conducted. In 

research and development testing, the numbers of vehicles 

per test program, per phase of test program, and test ob­

jectives per phase and by serial number are identified at 

the outset in as much detail as possible for attainment of 

a desired operational status. However, numbers and objec-

tives are altered in time and sequence to benefit from all 

prior test experience as the program progresses. Similarly 

the sub-system or support tests run between major launches 

vary in character, sequence, and numbero These circum-

stances, combined with the relative national priority of 

programs, and other influences such as actual versus 

planned rate of achievement, imminence of the next launch, 
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etc., create a highly complex heuristic environment in 

which scheduling must operate. Each periodic scheduling 

of tests is, to a degree, interdependent with and influ­

enced by prior test schedules and their outcome, and, each 

periodic schedule is not necessarily optimal in terms of 

range time or instrumentation resources scheduled to maxi­

mize service to range users. It is this heuristically 

based scheduling decision process which the research de­

scribed approximates by algorithms and a pilot computer 

program. The pilot scheduling program in evolutionary ap­

plication will provide the basis for cost/effectiveness 

analysis and decisions concerning the optimum man-machine 

combination for accomplishing the range scheduling 

function. 

In the process of defining the terms, one of the 

basic reasons for selecting the area of resea~ch for a 

doctoral thesis has been identified: The challenge repre­

sented by two opposing points of view. Though the opinions 

have been separated into two groups to aid understanding 

and discussion, it should not be concluded that opinions 

are necessarily bimodally distributed. 

There are managerial and technical people outside the 

arena in which the scheduling process takes place who view 

it intuitively or through" classical lenses II as a job shop 

to which sequencing models and computers may be appropri­

ately applied. They view scheduling automation as partic­

ularly desirable to reduce or eliminate absolute dependence 
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on the art of scheduling and the talent possessed by a 

handful of schedulers on which the success of a multi­

billion dollar operation and achievement of national ob­

jectives sharply impinge. Some of these do not resort to 

such concerns but view computer applications to management 

and operations as the popular way to go. 

There are managers or operators associated with the 

scheduling process who are impressed with the heuristic 

environment in which scheduling operates, its "ifiness'\ 

and large number of interdependent alternatives. They 

believe that scheduling "can't get there" by machine proc­

esses. Th.eir attitudes varied from passiveness concerning 

the proposed research effort to open invitations with res­

ervations that inherent complexities could preclude a 

practical product. 

A high percentage of all concerned, however, adopted 

the commendable point of view that the research effort was 

worth the try. It is worthy of note that Appendix A1 the 

original proposal for research, has on its front cover an 

uninfluenced and unexpurgated reaction to the proposal for 

research in the area of scheduling. The individual in= 

volved has been one of the most cooperative from the out­

set, and indeed, has been the prime source of encouragement 

and participation without which this thesis would have been 

impossible. 

An early attempt was to employ one of the first 

principles of scientific inquiry -- search of the 



literature -- to identify any prior publications which 

would aid in tackling the then speculated features of the 

9 

. . . I 
scheduling problem.. · This initial approach was more pro-

ductive in its .negative rather than its positive results. 

Per~ps this result can be correlated with conclusions 

reached.by8~haef'fer·(6) in.his treatise on Th~ Logic of 

,!!! Approach·to the Analysis of Complex Systems. Following 

an intriguing monologue replete with convincing references 

·to and quotes from renowned scientist and philosophers he 

concludes that the objective of science is the development 

of theories which describe the 11 world ", while the objective 

of syste~s analysis is the formulation of adequate solu­

tions to specific predesignated problems. He further con­

cludes that the methods of science and systems analysis~ 

though not opposed, differ in four major respects: In 

terms of definition of fact and verification "the system 
. . . 

analyst's greater concern is to arrive at an answer -- any 

answer being better than none -- and his lesser concern 

with. a rigorous methodology. " In terms of fact selection 

and prediction, the systems analyst's concern is "with 

specific truth applicable to ~ time ~ts in centre.st 

1E. Bright Wilson, Jr., An Introduction to Scientific 
Research (New York, N. Y. , 1952), p. 10: '°Six hours in the 
library may save six months in the laboratory. 11 11 Instead 
of the.Uliattainable ideal of completeness, there are two 
goals which are usually important and feasible. The first 
of the1pe is to find out if the information which is the 
object of the proposed research is already available. The 
second is to acquire a broad general background in the 
given field." 
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to the scientist's concern for general truth applicable to 

an infinite set of events." While the distinctions made 

are relevant to the research described in this disserta­

tion, Schaeffers' forced separation of scientific method 

and systems analysis for purposes of argument obscures the 

fact that Syste~s Analysis, Operations Research, et al., 

though not presuming to put on the mantle of science, are 

continuously engaged in bridging the gap with a methodol­

ogy to solve a particular problem and extend knowledge 

beyond one-time events subjected to study. 

A logical decision was made to embrace the scheduling 

problem by actual· part,icipation in scheduling procedures 

and use the resulting experience for bracketing the type 

and extent of literature search best suited to the needs. 

In the pre-involvement literature search and subsequently, 

it became increasingly clear that the area of research 

selected was untrammeled and, therefore, that any achieve­

ment would clearly make a unique contribution to the body 

of applied science. 

Relative to the above, Ackoff (1) presents prime 

bibliographical sources and reviews the chronology and 

most ?,dvanced status of scheduling and sequencing models. 

An examination of Chapter 6, Dynamics of Operational 

Systems: Markov !!E:,g ~ueuing Processes, by Morse, revealed 

that its contents were not particularly applicable to the 

actual scheduling problem being addressed for three rea­

sons. One is that the philosophy of the range in 
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scheduling to achieve maximum service to the range user 

(minimize or avoid queuing delay) is antithetical to 

queuing theory which assumes queuing as desired to achieve 

some other objective function such as minimum cost, maxi-

mum profit, etc., not particularly compatible withnational 

missile and spacecraft testing objectives. The second is 

that queuing theory and practice assumes models whose 

parametric values are determinable and repetatively useful 

in solving real world problems. A third is that the most 

astute of queuing models appears to fall short of the in­

herent complexity of the scheduling situation studied. 

This is not to say that Morse, if he were actually involved, 

could not make significant contributions in those cases 

where queuing is unavoidably admitted in the scheduling· 

process, but that fine mathematical instruments involved 

in queuing theory are not compatible at this time with the 

applied research methods adopted for tackling the actual 

problem. 

An examination of Chapter 7, Sequencing Theorx, by 

Sisson (1) revealed a very orderly and succinctly exposed 

number of sequencing models and the impact which computers 

could have in translating some of the more astute ones from 

laboratory to practical use particularly in cases where 

simulation is employed. He reports: 

Finally, in the more complex cases, several 
researchers reported the use of general simu­
lations (approach C). Jackson has done this 
for one-machine cases with complex objectives 
(case I, Table 7.1). Rowe (1959) in particu­
lar has published results, and other groups 



are working along similar lines. These efforts 
are laboratory experiments and are not always 
intended to optimize but to give insight. One 
experimental procedure has been to simulate the 
sequencing procedures from a specific shop 
(where they can be determined) and to show that 
the simulator will predict the shop activity. 
Then, using a "better" procedure, the simula­
tion is rerun and shown to give what would be 
better results in the actual shop. Dr. W. E. 
Barnes, of General Electric Schenectady (letter, 
August 4, 1959), using Rowe's approach, reports, 
'Some of the sequencing techniques under study 
here have been tried in a job shop of another 
General Electric Department. No results have 
been released, but in general they prove (the) 
validity of simulation and improved the sched­
uling of the shop.' 

Simulation of the scheduling operation is not a de­

sired approach nor the objective; actual (or proximate) 

modeling is. Further, the job shop routine is a rela-

12 

tively II clean" operation compared to the heuristic environ-

ment in which the scheduling and execution of missile and 

spacecraft tests are performed. 

Concerning sequencing models in general, Sisson (1) 

in the first part of the chapter says: 

Every researcher abstracts or assumes his own 
model. First, we will present a model which is 
more general than any considered by many re­
searchers active in the past two years from 
which logical (not simulation) deductions have 
been made. We can then discuss various simpler 
versions of this model, which have been analyzed~ 
and also discuss the ways in which real sequenc= 
ing situations are even more complex. 

The principal assumptions made on the model are as 

follows (Sisson, 1959, p. 3, and Giffler, 19591 p. 1): 

1. No machine may process more than one opera­
tion at a time. 

2. Each operation, once started, mus·t be per­
formed to completion. 



3. A commodity is an entity; that is, even 
though the commodity represents a lot 
of individual parts, no lot may be proc­
essed by more than one machine at one 
time. 

,, 

4. A known, finite time is required to per­
form each operation and each operation 
must be completed before any operation 
which it must precede can begin. 

5. The time intervals for processing are 
independent of the order in which the 
operations are performed. 

6. Each commodity must be processed by a 
designated sequence of machines, this 
sequence being also called "the techno­
logical ordering" or 19 the routing. " 

7. There is only one of each type of 
machine. 

8. A commodity is processed as soon as pos­
sible subject only to routing require­
ments given above. 

9. All jobs are known and are ready to 
start processing before the period under 
consideration begins. 

10. The time required to transport commodities 
between machines is negligible. 

11. In-process inventory must be allowable 
(Wagner, 1959, p. 131). 

Translating machines as test instrumentation, and 

13 

commodities as tests required, it was determined that 9 of 

the 11 characteristics of models discussed cannot be al-

lowed in the missile and spacecraft testing acti"',ri ty due 

to the heuristic environment and floating parametric val-

ues characteristic of such activity. 

Thus, the ability to identify models described within 

the chapter even of the more astute types which could be 
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applied or adapted to the scheduling operation under study 

met with little success. The leading sentence, however, 

is significant: "Every researcher abstracts or assumes 

his own model." 

An Armed Services Technical Information Agency 

(ASTIA) bibliography on Operations Research (7) was used. 2 

Several publications which may have been fruitful are 

listed in the selected bibliography of this thesis. In 

general, they dealt with rather limited or classical ex­

amples of the job shop. In those cases where heuristic 

properties affecting scheduling rules were embraced, they 

turned out to be rather basic expositions related to 

classical problems such as that of the traveling salesman. 

Churchman, Ackoff, and Arnoff (8) discuss the non­

analytic solution of allocation problems to show that 

judgment and experience can be used to solv~ problems in­

volving a small matrix to arrive at more timely and im-

proved solutions that may otherwise be expected. The 

achievement of optimality with reference to some criteria, 

however, was demonstrated to be a difficult and unachiev-

able goal abrogating timeliness and human capacity as the 

matrix size increases beyond some size, say 15 x 6. Such 

nona,nalytic solutions assume linearity and known parameters 

neither of which are applicable in the scheduling process 

2ASTIA now the DDC -- Defense Documentation Center 
for Scientific and Technical Information. DOD Instruction 
5100.38, dated 19 March 1963. 
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studied. Churchman, et al., point out that frequently a 

major difficulty is the derivation of data to make up such 

a matrix. They also emphasize that, though computers may 

be able to solve large allocation problems, the dynamics 

of the job may preclude their use; that is, lack of imme­

diate access to or cost of machine time which may exceed 

intended savings sought through dedication to optimization. 

These are significant points relative to the model pre­

sented in this dissertation. It is demonstrated that com­

puters may be used to schedule missiles, ~pacecraft and 

related support tests. Efficiency gains over human ability 

in terms of the optimum man-machine combination are dis­

cussed in Chapter V. 

Having searched the literature of academic and pub­

lished paper origin, the search turned inward to unpublish­

ed documents resulting from government contracts or 

originated by government research bodies which had a direct 

bearing on the problem at hand. 

The title of the first of these clearly identified 

its objective: Operational Automatic Scheduling Informa­

tion System (OASIS) (9) (10). This costly study and in­

stallation contract resulted in a computer center at Point 

Mugu, the Navy Control Center for the Pacific Missile 

Range (PMR) which, indeed, automatically prepares and dis­

patches missile launch and support test schedules. Signif­

icantly, the system, though automatic, publishes schedules 

after they have been prepared by human schedulers in much 
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the same way as performed at Cape Kennedy, The Atlantic 

Missile Range (AMR). The major difference in PMR and AMR 

scheduling is in collation, printing and distribution of 

the manually developed schedules .. At the PMR, the Com­

puter Center serves this function. At the AMR a typewriter 

and messenger service performs the function. It was in­

tended that the OASIS system would eventually actually 

perform scheduling operations or, in retrospect, to a de­

gree indicated by analysis of the optimum man-machine com= 

bination. Partial or complete automation to solve the 

scheduling problem at the referenced location does not 

exist at this writing. 

Access was provided to another unsolicited study and 

proposal by a systems development contractor who exercised 

proprietary rights over its contents (11). The proposal 

describes generally ~hat to do to achieve automatic sched­

uling at the PMR and identifies several obvious files in 

memory storage which would be required to play the comput­

er scheduling game. The presentation is based on the 10 out­

sider" point of view previously referred to, identifies 

the problem but is deficient in providing a blueprint of 

how to effect a solution. 

A third reference is a Pacific Missile Range Opera­

tions Research informal note "On the Use of Computers in 

the Range Scheduling Process 91 (12). The author discovered 

this note after his enlightening involvement in the AMR 

scheduling processes had resulted in appreciation of the 
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problem and formulation of a plan of attack. The findings 

in the referenced note in many instances parallel those of 

the author so far as identifying the features of the prob­

lem but.are not pre-emptive. While a high regard for the 

paper is freely acknowledged, it served only as others in 

the series referenced above, to identify some elements of 

the problem -- not to develop actual approaches or means 

for solving it. 

For instance, Frisbie, et al., (12), conclude that, 

assuming the gap between a classical model and a unique 

model representing the real world scheduling problem could 

be clo~ed, it would not be feasible to solve such a model 

by the methods of linear programming, integer linear pro­

gramming or complete enumeration. They go on to say that 

not only would the solution of such a mathematical model 

be· a formidable task but a major obstacle to the use of 

such otherwise n~at mathematical methods would be the 

"value system" in scheduling. The value system discussed 

is synonomous with the "heuristic system" of subjective 

judgment to which this dissertation has made frequent prior 

reference. 

The method of total enumeration was considered because 

it is the only known method for finding an optimal initial 

schedule for the Range when all the physical factors are 

included. '!'his would be a task involving number manipula­

tions of astronomical proportions. If it is assumed that 

100 vital resources such as various instrumentation 
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systems, ships, aircraft, frequencies, etc., are to be 

scheduled and that the investigation of each resource for 

each operation will require three elementary digital com­

puter operations, then the total number of computations 

necessary to evaluate a possible schedule containing k of 

then requests for operations is 300 k. Continuing this 

reasoning, it follows that the total number of elementary 

operations which are required to evaluate all possible 

schedules is: 

n 
300 I: k(nk)k! = 

k=l 
300(n!) ~ "(' k kJ! 

k=l n-

~ 300 e(n-l)n! 

Some appreciation of the magnitude and infeasibility 

of this approach to the problem in terms of IBM 7090 com-

puter time required for various values of n are shown 

below: 

Number of Computing Time 
for IBl.'1 7090 

Operations. :Jli.gital Comput~ 

5 2.0 seconds 

10 1.5 days 

15 2.4 years 

20 6 billion years* 

30 1.0 X 1024 years 

40 4.1 X 1039 years 

-i~Approximate age of solar system. 
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Frisbee, et al., (11) refer to an article by Teager. 

Teager (12) proposes that man and machine may work together 

via suitable communication links.to arrive at an educated 

intuitive solution to such a problem as scheduling. 

Properly designed, the system could work much more effi­

ciently than either man or machine independently. Teager 

summarizes capabilities of man and machine as follows: 

1. A Computer 

a. Possesses perfect, rapid recall of a 
very large quantity of precise bits 
of information. 

b. Performs simple operations in logic 
and arithmetic very rapidly. 

c. Can efficiently produce continuous 
logs of all states and actions of the 
whole system of which it is cognizant. 

d. Can efficiently summarize and collate 
large quantities of data, such as can 
be obtained from the continuous logs 
of states and actions. 

2. A man 

a. 

b. 

c. 

d. 

e. 

Can make heuristic decisions (i.e., 
decisions based on less than total in­
formation and/or less than perfect 
logical operations). 

Can decide which contradictions are 
not meaningful for particular 
operations. 

Can be illogical (can be an advantage 
or a disadvantage). 

Can recognize abstract patterns and 
consequently may be able to quickly 
eliminate many unsuitable schedules. 

Communication with man is 5enerally 
easier (i.e., more natural) but less 
precise. 
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In summary, it is reasonable to assume that a man­

machine system for scheduling would employ machines as a 

large memory aid and for executing rapidly many logical 

processes including arithmetic operations to check for 

conflicts and to include as many programmed judgment fac­

tors as can be approximated by appropriate algorithms. The 

system would use human beings to reduce the number of com­

binations and permutations of tests and equipments to rea­

sonable proportions so that the advantages of enumeration 

of the remainder may be practically employed. The system 

would reserve for the human scheduler final judgments 

which cannot otherwise be anticipated or feasibly 

incorporated. 



CHAPTER II 

THE DESCRIPTION OF A COMPLEX SCHEDULING 

PROCESS INVOLVING PROBABILISTIC 

DEMAND AND HEURISTICALLY 

DERIVED SOLUTIONS 

The Atlantic Missile Range consists of a launch area, 

(Cape Kennedy, Station 1), many mainland instrumentation 

sites, a series of down range instrumentation stations on 

islands and the continent of Africa, transportable vans, 

and mobile shipborne and airborne instrumentation stations 

as required. See Figure 3. 

Figure 4 presents an over-all view of land areas in­

volved in AMR launch operations. Figure 5 presents a typ­

ical listing and location of types of instrumentation on 

Cape Kennedy, Station 1. Figure 6 lists and shows the lo­

cation of typical mainland instrwnentation associated with 

Station 1. Figure 7 lists and shows the location of in­

strumentation on a selected down range station. 

The Atlantic Missile Range (AMR) is developed, main­

tained, and operated for the Department of Defense (DOD) 

by the United States Air Force (USAF). The administrative 

organization is the Air Force Missile Test Center (AFMTC) 

21 
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AMR STATIONS 
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Figure 6. Typical Mainland Instrumentation Associated 
with the Station 1 Complex 
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located on Patrick Air Force Base (PAFB) approximately 15 

miles south of Cape Kennedy. 

Range users, primarily the Armed Services and NASA, 

having received approval or coordination of proposed pro­

grams to involve the AMR, make first official contact with 

the AFMTC by submitting a Program Requirements Document 

(PRD) couched in technological terms. The AFMTC responds 

with a Program Support Plan (PSP) which identifies abili­

ties and inabilities to satisfy technological requirements. 

Negotiations proceed for funding, developing and installa­

tion of additional instrumentation to meet jointly resolved 

requirements in the projected time period. An Operations 

Requirements Document (OR), in much more detail than the 

PSP, follows from the range user and, based on it, the 

AFMTC prepares an Operational Directive (OD). The OD iden-· 

tified the types of tests, their number and general dis= 

tribution in time, and specific equipment arrays required. 

The range user in due course submits a Test Schedule Re= 

quest (TSR) by Wednesday of the week preceding the week in 

which he wants a test run. He identifies such tests by OD 

number and requests a particular day and test start time, 

S-Time, or T-0 time if countdown is involved. The sequence 

described above is diagrammed in Figure 8 with the area of 

research emphasized. A typical test request line entry as 

insterted on the scheduling board appears on page 29. 
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The scheduler accepts TSR's for the following week up 

to 1,000 hours on the preceding Wednesday. He performs 

his sequencing and assignment function identifying and re­

solving conflicts in the process. He then coordinates the 

proposed schedule in assembly with range users on Thursday 

and publishes and distributes the result as a schedule for 

the next week. A declassified section from an actual pub­

lished schedule is shown in Figure 9. Many scrubs, addi-

tions, and modifications of tests are requested and occur 

in real time during the active week and are accepted as is, 

shifted to open slots, or denied to maintain "no conflict" 

schedule control. The cycle repeats itself weekly. 

General knowledge of the flow process from program 

identification to ultimate submission of test data to the· 

range user was possessed by the author at the time he be­

came a participant in the scheduling process for resear·ch 

purposes previously described. The fact that scheduling 

could be broken down into three phases, Forecasting, 

Weekly Scheduling, and Real Time Scheduling was one of the 

early significant results of actual observer involvement 

in the scheduling process. This identification permitted 

the logical concentration of research effort on the Weekly 

Schedule phase. 
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This step to narrow and bracket the problem deserves 

emphasis at this point because it was the first of a se­

ries which would obviously be required to reduce the area 

of research to manageable dimensions to fit the urgency 

for a solution and computer capacity available for model 

development. It was conservatively estimated, based on 

knowledge of the cost of systems development contracts and 

resulting computer installations, that a 15-man ye,ar effort 

and computer storage capacity many times that available 

would be required to put all range equipments in active 

inventory and equipments called out by active OD's in 

memory for machine manipulation in a fully automated 

scheduling model. 

Further, such extensive effort and cost would be 

based on the outsider point of view that extensive auto­

mated scheduling (and other uses of the system) were, ipso 

facto, feasible and warrantedo One of the prime objectives 

of the research effort described in this dissertation was 

to develop a pilot scheduling model for investigating such 

feasibility and for use as a tool in cost/effectiveness 

analysis of the optimum man-machine combination for sched­

uling applications. 

To further confine the area of research while allowing 

little compromise with realism, a 95% rule was adopted. It 

was arranged with the Chief Scheduler that only those in­

strumentation classes, frequencies, communication links, 

and stations which were the source of 95% of his scheduling 



conflicts would be identified for inclusion as inventory 

in the pilot scheduling model. 

As a result, seven classes were selected containing 

13 items of equipment or components out of 44 for inclu-
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sion in the scheduling model. The remainder were excluded~" 
__ _:.._ ..... 

By similar evaluation, equipments and systems on down 

range stations were excluded from the model since tests 

requiring the use of down range stations only were con­

cluded to cause conflicts in the scheduling process only 

rarely. Therefore, Station 1 and Station O (PAFB) and 

seven classes of resources were to be included in the 

model. A provision was to be incorporated in the sched­

uling model, however, to preclude scheduling of tests in­

volving down range stations only when they were in time 
\ 

conflict with launches since major launches invariably in-

volve nearly all down range facilities and instrumentation. 

Another logical restraint adopted to reduce the mag­

nitude of the modeling job to manageable size without sig­

nificantly affecting its practicality was the restriction 

of the model to a typical week. Thus, those classes of 

instrumentation, frequencies, communications, and stations 

required by support test OD's active during the selected 

week were to be considered as representative of the total 

range inventory. Even with this restraint, a preliminary 

-·--··estimate of the total number of unique items of equipment 

to be involved totaled 124. It was estimated that the 

making up of a computer "clock" file to record the in/out 
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status (availability) of 121+ items to be scheduled aga:inst 

requirements of support test OD's involved. in the selected 

weeks activity would absorb ap:proximately one-third of the 

40k memory available in the IBM 1620 computer accessible 

for developing the pilot model. It was also estimated 

that various other "files" would absorb least another 

one-third of the memory leaving a maximum of one-third for 

the complex scheduling :program itself. Since the sched= 

uling problem at this point had been reduced to a bare 

minimum without sacrificing its :potential to represent the 

actual scheduling process when modeled, it was decided to 

proceed on this basis and use multiple passes in the 1620 

computer if required. This technique was ·t;o be avoided~ 

however, if at all. possible in the interest of a single 

pass so that the scheduling program would operate as an 

entity from test request input to II no conflict II Weekly 

Schedule output -- the final test. 

This :preliminary stage of planning concerning the 

character of the scheduling model was the product of sev­

eral weeks of participation in or exposure to the sched= 

uling process. The experience also validated the early 

suspicion that the modeling of the scheduling process 

not be so straightforward as was often concluded those 

having the outsider point of -view. Th.is outsider point 

view rested. its case on the conclusion that range equip= 

ments were obviously known and OD test requirements Vlere 

specific -- making it necessary only to have access to a 
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computer of sufficient capacity and to develop a program 

to "beat" requirements against availability to arrive at a 

logical "no-conflict" schedule. 

It is important at this point to review certain obser­

vations many of which indicated that the CD's in reality 

were in many instances only good departure poi~ts for 

scheduling as practiced. 

In a given week it was observed that two support tests 

from two given programs had requested test times which 

overlapped -- not an unusual occurrence since frequently 

tests are scheduled concurrently. In this case the sched= 

uling officer selected and contacted one of the test re­

questers (say program officer "A 11) asking him to slip his 

test to clear the time conflicto Receiving approval, the 

tests were scheduled in sequence. Questioned concerning 

this step, the scheduling officer revealed that both tests 

required the use of a one-only item of equipment -- that 

both could not be served simultaneously. This experience 

and the respective CD's were recorded in notes as a ground 

rule. 

On a later week it was observed that these same two 

tests were requested and that their T-times again were in 

conflict. In this case the scheduling officer scheduled 

the tests in conformity with the test times requested! 

When reminded of the prior week's ground rule and action 

relative to these two tests, he explained that one of the 

test requesters had "deleted" the requirement for the 
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previously critical one-only item of test instrumentation. 

He further explained that the remainder of equipments 

called out were not in conflict. He expanded further by 

stating that if the equipment had been in common demand, 

there was sufficient inventory to permit simultaneous 

scheduling. This II if" situation was recorded as a special 

case which would have to be managed by the proposed model 

if it were to play the game realistically. Again, this 

experience was recorded in notes and the respective OD's 

studied. 

On yet another week, the two tests under discussion 

arrived on the schedule with conflicting T-times and aQ 

deletion of the critical one-only item of equipment by 

either. The scheduling officer proceeded to record the 

tests for running in obvious conflict. Questioned again, 

he explained that the vital piece of instrumentation in­

volved was to be used on both tests on a "readout" basis. 

This meant that there was to be a random demand during the 

test intervals recorded for each test which could be con­

trolled by the Superintendent of Range Operations (SRO) on 

a non-interference basis. Thus, simultaneous use could be 

avoided. Therefore, another II if 11 circumstance was 

recorded. 

On yet another week, the same T-time-request-in­

conflict situation arose relative to the two tests under 

discussion. In this case the scheduling officer contacted 

one of the test requesters, in this case program officer 
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"B 11 , and asked him to slip his test out of conflict with 

test "A" -- a reversal of the first observation in this 

series. Questioned, he explained that test 11 .A. 11 had pri­

ority this week for the c~itical item of equipment, 

whereas previously, test "B" had had the priority. When 

questioned concerning the documented source of such pri­

ority reversals, he explained that support test "B" in the 

former case had priority because it was associated at that 

time with an imminent launch test; that the reverse was 

true in the latter case. Further, it was revealed, that 

one of the support tests was associated with a missile 

program which had a DOD priority of 11 1 11 , duly documented, 

and that the other had an assigned DOD priority of 11 2 11 • 

Since the DOD priorities are published to give a fundamen= 

tal preference rating in all matters of support testing or 

otherwise, one of these decisions appeared to be in 

violation. 

This discovery of floating and seemingly contradictory 

priorities, sharpened the observer sensitivity of the 

author. He was able to record a host of other apparently 

conflicting actions taken in the scheduling process. By 

meticuously recording and studying these anomalies over a 

period of several weeks, a pattern appeared to emerge which 

indicated scheduling officers were using a II shadow n pri.= 

ority system of considerable depth to accomplish their no= 

conflict (or allowed conflict) schedules. 

An initial reaction of scheduling officers to this 
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proposition was that they were not fully aware of their 

use of a priority system as such. A second reaction was 

that, apparently being so, the basis for the priority sys­

tem could not be initially described except as the product 

of experience. It was decided that this proposition and 

the evidence deserved particular attention. Several 

special sessions were arranged to satisfy the mutual inter­

est of all concerned. 

Questions were developed preceding each session to 

guide exploration of the individual and collective expe­

riences of scheduling officers to reveal the origin of the 

apparently conflicting scheduling decisions and the sus­

pected priority system at play. 1 In the process a host of 

other factors and combinations of factors giving unique 

properties to scheduling decisions were identified and 

catalogued. Some of these have been mentioned previously. 

All were followed to a logical source. Another was the 

"substitution" rule which applies to some particular tests 

(OD's). In these cases 5 if the prime equipment called out 

1Thomas Fansler, Creative ?ower !.:t!E.~ Discussion 
(New York, N. Y. , 19 50) , p. 149: 11 The method of scientific 
inquiry also follows a general pattern, a pattern whichcau 
be stated as follows: 

1. a statement of the problem in such a way that 
intelligent and answerable questions may be 
asked about the problem. 

2. asking questions 
3. making observations in the light of the ques= 

tions that have been asked 
4. reporting the observations made 
5. revising tentative conclusions concerning the 

answers to the problem according to the re= 
ports received." 
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in a given OD is not available due to conflict in demand 

by another test, a combination of different equipments may 

be assembled and scheduled (a technical equivalent) per­

mitting both tests to run simultaneously assuming the pri­

ority network and proximity of other tests permit. 

This "if-and-but" matrix in which the scheduling pro­

cess is imbedded epitomizes and justifies the term heuris­

tic environment contained in the title and used throughout 

this dissertation. Enthusiasm and confidence stemming 

from the initial concept that the scheduling process could 

be modeled suffered violent fluctuations in the exploratory 

sessions described. A plan ultimately emerged to attempt 

to put in the form of algorithms the more obvious and 

traceable networks of factors making up otherwise heuristic 

judgments influencing scheduling, and, to make these algo­

rithms part of the model. In those cases where the factors 

were transient or reserved for use by scheduling officers, 

the decision was made to have the scheduling model ignore 

them but to identify and print out apparent conflicts for 

final resolution by human schedulers. 

Other factors, mentioned in passing, which may influ­

ence scheduling judgments and which, therefore, are part 

of the "shadow" priority system are: 

1. The subjectively derived "probability" that 

a given test will be run as scheduled. Such 

"probability" is based on background knowledge 

of the scrub/run ratio and current circumstances 



influencing the particular test under consid­

eration. Prediction based on experience 

appears to be sound. A low probability im­

plicitly assigned to actual arrival of a 

given test as scheduled may be used in the 

scheduling of other tests relating to it to 

minimize disruption of the over-all schedule 

in the event of its expected cancellation or 

early scrub. 

2. The past performance of the range in supporting 

the test under consideration when previously 

scheduled, or, in relation to other prior tests 

in the series. 
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Factors for the above could be derived from appro­

priate records and included in the priorities algorithm.and 

scheduling model. By making such subjective factors ex­

plicit, all concerned could play the game by the rules. In 

the event of disagreements, issue could be taken with the 

rules rather than individuals using them in spirit if not 

in fact. 

In summary, the relationships of the Department of 

Defense, Armed Services and NASA as range users, and the 

Air Force Missile Test Center as the Department of Defense 

Executive Agency for the Atlantic Missile Range have been 

identified. The steps by which the Range is involved by 

programs from their inception to live test participation 

and delivery of test data have been traced. See Figure 9. 
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The process of random arrival of tests, probabilistic de­

mand for test instrumentation, the complexity of the sched­

uling process and the character of heuristically based 

scheduling decisions have been adequately described. The 

necessity for eliminating a large·number of combinations 

and permutations of equipments required versus available, 

the 95% rule, for reducing the proposed scheduling model 

to manageable proportions within restraints imposed on the 

research effort has been identified. It was conceived 

that the pilot model would be developed to manipulate test 

requests and produce a schedule for a typical week consid­

ering all practical elements and approximations of heuris­

tic judgments employed; that·~ through evolutionary 

expansion and gaming for analysis purposes~ the model 

would provide the answer to the question: What is the 

optimum man-machine combination for scheduling processes? 



CHAPTER III 

THE PROCEDURES FOR IDENTIFYING FACTORS IN THE 

SCHEDULER'S MIND THAT ARE THE BASIS FOR 

HEURISTICALLY DERIVED SCHEDULING 

DECISIONS AND IMPLICATIONS FOR 

OPERATIONS RESEARCHERS 

An introduction to the existence and character of the 

heuristic environment in which range scheduling operates 

was made in Chapter II. The purpose of this chapter is: 

1. To review experiences with schedulers in 

secluded sessions arranged to explore in 

detail the network of factors making up 

the heuristic environment in which sched­

uling is performed. The probing question 

quasi-psychiatric technique instrumentally 

employed will be emphasized. 

2. To offer some generalized-to-specific obser­

vations and procedures useful to operations 

researchers who may be involved i:n. :modeling 

scheduling operations== particularly those 

conducted in a heuristic environment. 

3. To record some cursory remarks concerning 

the transition of operations researchers 
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from student to professional status. 

A life long interest in psychology has been nurtured 

by considerable reading of popular and semi-technical lit­

erature on the subject, participation in management 

courses, and experiences in dealing with people in profes­

sional associations over the years. This background 

coupled with the experience reported in this dissertation 

is the basis for the observations and conclusions to 

follow. 

It was discussed earlier that the author, because of 

the heuristic environment in which missile and spacecraft 

scheduling operates, found no way to analyze the scheduling 

problem from a peripheral vantage point but, of necessity, 

became an observer participant. This included listening 

in on many telephone conversations between schedulers and 

range users over an extended period -- an apparently triv­

ial step which none-the-less was responsible for initially 

determining that scheduling was made up of three identifi­

able time phased parts: Forecasting, Weekly Scheduling, 

and Real-time Scheduling. 

Observati.on of scheduling steps performed on the 

scheduling boards on which all test requests are initially 

assembled provided the first indication that a "shadow" 

priority system was at play. As was mentioned in Chapter 

II, when this proposition was presented to scheduling of­

ficers their initial reactions were that they were not 

aware of a priority system, as such, underlying their 



judgments; that they were not immediately able to outline 

its scope or origin. Fin~s to the research effort may 

have been written here since it was obvious that to gain 

full appreciation of the "shadow" priority system and the 

over-all scheduling process would require full-time par­

ticipation in the scheduling operation for a period of 

approximately two years -- the period of on-the-job 

training estimated to be required to achieve full compe­

tence as a scheduling officer. It was not possible to 

secure sufficient concentration by scheduling officers to 

determine the character of the priority system because of 

continuous interruptions by jangling telephones and visitor 

scurryings which are normal features of the scheduling 

control environment. 

Because of mutual interest in exploring the "priority" 

situation, it was agreed that scheduling officers in groups 

of two's could, at appropriate slack periods, be made 

available in a remote, closed room. The selection of an 

appropriate initial question as a gambit for exploring the 

source(s) of the priority system posed the first problem. 

Previously in this paper it was discussed that the DOD 

priority associated with test programs was, at times, 

violated; that the reason given was that a prelaunch sup­

port test for a low priority program assumed a higher pri­

ority if it were associated with an imminent launch. In 

preparation for the secluded session, the author noted and 

listed this and other seemingly contradictory scheduling 
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decisions which appeared to be based on identical sets of 

circumstances. These were accumulated as propositions .~o 

be used in conducting the secluded session. 

In the process of preparation it became obvious that 

if each contradictory scheduling decision or proposition 

on the list were discussed exhaustively, a session of great 

length or several sessions would be required. This did 

not allow for necessary excursions which would undoubtedly 

arise during the discussions. An estimate that many hours 

would be required was discussed with the Chief Scheduling 

Officer. It was agreed that as many afternoons as would 

be required in as rapid a sequence as possible would be 

arranged and the first such session was scheduled. 

The opening proposition served its designed purpose 

but the subsequent trend of discussion bore little resem­

blance to the outline as conceived. Many productive and 

unproductive excursions occurred in the flow of discussion 

with only sporadic attempts made to return to the outline. 

When such attempts were made~ it was noted that the spon­

taneity being enj eyed just prior to such regimen was imme~­

diately dispelled requiring considerable effort on the part 

of the researcher and participant to induce its 

re-establishment. 

The productive excursions raised new sets of 11 if-and­

but" conditional circumstances making up parts of the 

heuristic environment. It was necessary for the author to 

note these new conditional circumstances, concentrate on 
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their detection in subsequent periods of observation, and 

develop related lists of questions for efficient explora­

tion in follow-on secluded discussion sessions. 

Frequently, the schedulers would introduce experiences 

and recall examples which were related to the Forecast and/ 

or to the Real Time phase of scheduling-~ not the Weekly 

Schedule isolated for the research effort. Often much was 

learned from these excursions. When such excursions were 

judged to be either non-contributory to the main research 

effort or to have reached diminishing returns, gentle ef­

forts were made to steer the conversation back to the main 

propositions. On occasion, the scheduling officers them­

selves recognized the excursions and abruptly broke them 

off creating a temporary vacuum or loss of spontaneity as 

noted previously. The frequency of departures from the 

main issues diminished in time as awareness of the specific 

objectives, and means for isolating the factors having a 

bearing on them, evolved. 

The provocative listing of propositions and questions, 

though not followed in order, was highly productive in 

over-all guidance of the discussion. Sometimes the natural 

flow of discussion concerning propositions or the injec­

tion of ideas would jump order. Having learned early not 

to stick to the script it, nevertheless, served as a check 

list which allowed all the preidentified propositions and 

questions to be covered. Intensive concentration by the 

author was required to catalogue the desired information 
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arriving more or less at random in the flow of discussion 

while at the same time applying gentle control to avoid 

covering the same ground or making abrupt changes in sub­

ject matter. 

Another important, perhaps the most important, obser­

vation resulting from the first secluded session, was that 

enthusiasm and spontaneity in the exploratory atmosphere 

enjoyed by researcher and participants was maintained at 

high level for approximately one and one-half hours. After 

that time the interest waned. Sensitivity to this reaction 

caused the researcher to call the session to a halt even 

though only a few of the propositions and questions on the 

list had been dealt with. Researcher and participating 

scheduling officers alike noted a feeling of uncommon men­

tal fatigue and, yet, complete unawareness of the passage 

of such a significant bloc of time. No thought was given 

at this time to decreasing the frequency or reducing the 

length of sessions as previously planned. 

The author found that the hours of effort required to 

recapitulate the information stored mentally and in cryptic 

notes resulting from responses to propositions and ques­

tions was much greater than that anticipated. Findings 

had to be collated and netted with the objective of struc­

turing algorithms to approximate heuristically based fac­

tors underlying scheduling decisions. The recapitulation 

process was a vital link in the preparation of new propo­

sitions and questions for subsequent sessions and the 
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recalling of old propositions in part to fill identified 

gaps. 

The next follow-on session, two days after the first, 

was "flat" -- failed to achieve either spontaneity or to 

produce much usable information. A hypothesis was formed 

as a result of retrospection on these contrasting results: 

Failure of the second secluded session relative to success 

of the first could be correlated with the short time in­

terval between sessions and some output/recovery cycle 

having a psychological origin. 

The time separation between subsequent sessions was 

increased. A return to the productivity of the original 

session was noted. Because the separation between secluded 

sessions was in part dictated by the match of time avail­

able on the part of the researcher and participants, this 

experiment in timing sessions and measuring productivity 

cannot be classed as either a designed or controlled ex­

periment. Results of these experiences, however, were 

provocative and were considered of sufficient importance 

for inclusion in this dissertation. The author has not 

been able to find references in the literature which deal 

with the spacing of discussion sessions or their length 

and bearing on the psychological reactions of researcher 

and participant engaged in "brain storming" session of 

this type. 

It is the conclusion of the author that maximum pro­

ductivity of secluded sessions was attained when the 
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sessions were separated by a minimum of one and not more 

than two weeks and the time per session did not exceed two 

hours. Further, it is concluded that maximum responsive­

ness and productivity was achieved when one researcher and 

two scheduling officers were involved. Combinations of l 

to 1, 1 to 2, and 1 to 3, were tried. 

The implications of the above for other operations 

researchers involved in similar endeavors are that, first, 

proper appreciation of the psychological response of one 

human being to another is a vital consideration in progress 

from problem formulation to ultimate solution and, second~ 

rate of achievement may be sensitive to some mental output/ 

restoration cycle which cannot be violated without dis­

couraging results or ultimate failure. This latter sug­

gests an axiom: If one man can do a job in three months, 

thirty men cannot necessarily be expected to accomplish 

the job in three_ days -- particularly where human psychol­

ogy may be a significant factor. Systems Analysis by 

large teams of operations researchers intending to make 

short work of a major problem may fi.nd that the :psycholog­

ical response of individuals or groups involved may play a 

significant role in both efficiency and success of the 

endeavor. 

Some generalized-to-specific observations and recom­

mendations concerning modeling of scheduling operations 

can now be assembled. These will range from comments con·­

cerning scheduling models studied during search of the 
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literature to the modeling of the scheduling operation in 

a heuristic environment just described. Emphasis will be 

devoted to the latter. 

In the broadest sense~ all managers of organizational 

elements are schedulers of men, money and/or material. The 

success of this nation in progressing from an agricultural 

to an industrial economy can be attributed to a penchant 

for visualizing human wants and ingenuity in simultaneously 

achieving rationalization, specialization and coordination 

in the scheduling of resources from raw materials to fin­

ished products. Whether the output of an organization is 

a physical product or a service, the tendency has been to 

depend on human schedulers and their rational subjective 

decisions until the operation became so complex that the 

capacity of the scheduler to handle the job was threatened 

or some objective was believed to be compromised. From 

Frederick Taylor to the present, it is at this point that 

Operations Research modeling can and has demonstrated its 

most remarkable influence and payoff. 

Many scheduling situations involving products or 

services have characteristics in common. A number of 

classical models, or adaptations, can be employed manually 

or through use of computers to optimize scheduling proc­

esses to satisfy given objective functions. Such models 

assume that the product is uniform and the parametric val­

ues are specifically known or follow some identifiable 

distribution. However, the particular scheduling problem 
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facing an operations researcher may not fulfill these re­

quirements. Consider a scheduling function having the 

following features: 

1. Schedules resources and/or services of high 

economic or national significance. 

2. Has reached (or will reach) the saturation 

point of human capacity, or, is suspect from 

the standpoint of satisfying some objective 

criteria, and 

3. Has previously been considered analytically 

unassailable because of its operation in a 

heuristic environment where human reasoning 

and negotation are involved. 

Under such circumstances, the application of classical 

models, or even their extensions, offer little promise of 

success unless extensive surgery to modify the scheduling 

operation to fit the model is conceivable and in order. 

When such a scheduling operation is encountered and man­

agement voices concern about its future capacity or effi­

ciency and elects to use Operations Research to effect a 

solution, the researcher is in line for a most interesting 

and challenging experience. The research described in 

this dissertation had such a setting. 

It is important to review some of the potential 

"people" situations which must be appreciated if modeling 

of scheduling operations performed in a heuristic environ­

ment is to be given every opportunity for success. The 
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first thing to recognize is that the scheduler of acts or 

resources of great eco.nomic or other significance occupies 

a highly strategic position. He is invariably a .man of 

proven unusual talent, mental capacity, emotional durabil­

ity, and dedication. His intimate knowledge of all the 

ramifications of a complex scheduling job is responsible 

for its successful achievement usually measured by subjec­

tive standards. There rarely, if ever, is a rule book or 

guide in sufficient detail to describe his decision-making 

processes. Besides official publications, the reference 

sources he uses may involve charts, tabulations, or other 

devices. of his own invention which may or may not be or­

derly or replete to the uninitiated. They usually provide 

"key" information to him which, integrated mentally, gives 

him the basis for scheduling decisions. He is a man of 

self-esteem, may entertain feelings of indispensability, 

has considerable vested interest in his successful accom­

plishments, and may or may not exhibit symptoms of self­

protection against an outsider (the researcher) attempting 

to enter his domain. 

The first impression may be a lasting one. The re­

searcher's initial contact with the scheduler is all impor­

tant in setting the stage for the degree of success which 

his research effort will achieve. Before direct involve­

ment with the scheduler,the researcher should become famil­

iar with the services or resources sought by customers. 

He should have some knowledge of the satisfactions 
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resulting from the heuristically executed scheduling deci­

sions. This preparation will obviously provide a basis 

for discussion and generate interest in the involvement of 

the researcher. Also, the researcher may, before the fact 

or early in his involvement, discover product flow points 

above, below, or within the scheduling function which 

yield to measurement and data collection sufficient for 

modeling and analysis of the scheduling operation. This 

was the case as reported in the OR study, Traffic Delay at 

Toll Booths. 1 Edie remarks only casually that toll ser­

geants responsible for scheduling toll collectors were in­

terviewed by operations researchers involved. If the data 

essential to the study can be collected by external obser-

vation without dependence on information available only 

from the principals involved, so much the better. This is 

not a very likely circumstance if the scheduling operation 

is imbedded in a heuristic environment and services are 

the primary product. 

In other cases where the product flow into and out of 

the scheduling function are intangible or dispersed, such 

as requests for service and subsequent allocations, there 

may be no obvious or reliable "pulse" points to determine 

input/output qualitatively and quantitatively. In such 

a case, involvement of the researcher as a participant and 

1Leslie C. Edie, Journal of the Oterations Research 
Society of America, 2, No. 2, 107-138 May, 1954-Y:-
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observer on the job becomes a necessity. Such a circum­

stance puts a premium on compatibility with the principals 

involved at the outset. 

The researcher must make every effort to be accepted 

as "one of the team." He must be especially sensitive to 

the sincerity and quality of the cooperation he receives 

as he gathers experience and isolates meaningful data col­

lection points. Schedulers may be fully cooperative in 

skillfully exposing the researcher to the key elements in 

the scheduling function and answer all questions fully, or 

they may be uncooperative by various means rationalized by 

the necessity for maintaining their prerogatives. Only 

the researcher can tell and must adapt his observation 

techniques accordingly. No amount of authority exercised 

from above will accomplish results which the researcher 

can achieve by his own deportment -- and authority should 

be avoided until all other means have failed. 

Once the researcher gets a "feel II for the scheduling 

function from participation, he should begin to identify 

and classify scheduling decisions observed into two broad 

categories: Those which are predictable and occur repeti­

tively based on identical sets of circumstances which ap­

pear from time-to-time and those which appear to be 

contradictory when apparently identical sets of circum­

stances occur. This latter list is the basis for the 

quasi-psychiatric technique for extracting from the sched­

uler's mind the factual basis for heuristic judgments. 
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Having assembled such a list of seemingly contradic­

tory scheduling decisions, or propositions_, the researcher 

should arrange a special discussion session with the 

scheduler remote from the work place and under secluded 

conditions to minimize distractions. He should then begin 

his review of "contradictions" and propositions identifying 

apparently identical circumstances under which they were 

made. The obvious objective is to have the scheduler 

identify the factor(s) or consideration(s) which modified 

the apparently identical set of circumstances and resulted 

in contradictory scheduling decision(s). 

By proceeding down the list of contradictions and 

propositions, the major and minor elements underlying 

heuristically based decisions can be identified. The ex­

planations of contradictions, in themselves, will be the 

basis for identifying other seeming contradictions. This 

process will.also sharpen the researcher's sensitivity of 

observation during subsequent on-the-job participation. 

This serial process of observation and participation, 

secluded discussion sessions, and post-discussion recapit­

ulation and analysis can be very effective in accelerating 

the identification of the network of factors underlying 

the scheduler's decisions. The interesting fact is that 

gross-to-incidental influences affecting scheduling deci­

sions will come from the decision maker's mind as a result 

of this iterative quasi-psychiatric technique which he 

would not be able to identify or list if asked to do so 

directly. 
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The next steps are to arrange and select the major and 

repetitive factors identified which exercise the predomi­

nant influences on scheduling decisions and to make the 

first attempt to put them in the form of a logic flow dia­

gram. In a subsequent conference with the scheduler, the 

logic flow diagram should be presented for his response as 

to whether it more-or-less approximates his heuristic 

judgment process for arriving at scheduling decisions. 

This puts the scheduler in the position of having either 

to accept the researchers translation of his decision 

making processes or to identify necessary changes in the 

flow network. Either of these results is equally 

satisfactory. 

When the propositions-and-logic-flow-diagram.­

discussion-routine reaches a point of stability, or of 

diminishing returns, the next step in the process may be 

initiated. The logic flow diagrams can be converted to a 

set of rules of engagement for clarifying and simplifying 

the scheduling function. (This stage will represent a 

significant level of achievement in its own right because 

"customers" aware of the rules may argue with the II system" 

in the event of disagreement with scheduling decisions in­

stead of making the decision maker their target.) 

A follow-on step, depending on the scope of the prob­

lem, is to develop a computer program for the scheduling 

operation, in whole or in part, including the algorithm of 

factors previously imbedded in the heuristic environment. 
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Such a model and computer program will provide the best 

base possible for cost/effectiveness analysis to support 

decisions concerning the optimum man-machine combination. 

General guidelines may now be summarized in the form 

of questions and answers to aid an operations researcher 

in bracketing the type of scheduling operation with which 

he is to be involved and the method for tackling the 

modeling problem. 

1. Does the scheduling function to be studied 

control resources or services of sufficiently 

high cost or other significance to justify 

the cost of making an analysis, modeling the 

function, and introducing computer aids? If 

so, the analysis is worth the effort. 

2. Does it involve the category of production 

line or job shop scheduling -- a physical 

end product? If it does, many models already 

developed, or their adaption, may solve the 

problem. Consult the bibliography and other 

appropriate references. 

3. Does it fit into the category of scheduling 

services or acts for which rules of engage­

ment exist or may be straightforwardly 

identified? Similarly, many existing models 

or their adaptions may apply. 

4. Does it fit into the category of service and/ 

or resource scheduling to meet custom demands 



in a heuristic environment? If so, existing 

models or their extensions are inadequate. 
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Knowing that the operation to be analyzed depends on 

human schedulers employing heuristic judgment and is of 

sufficient economic or other consequence to warrant model­

ing, the operations researcher can employ the following 

steps: 

1. Look for check points in the system at which 

data concerning services or resources offered 

and schedule results may be collected by im­

personal means outside or within the scheduling 

operation. If such check points exist, data 

collection and analysis may proceed without 

necessity for direct participation of the 

researcher in the scheduling function and/or 

dependence on interview of principals involved. 

If check points adequate to the purpose do not 

exist, resorting to participation and discussion 

sessions to accumulate data for modeling pur­

poses will be necessary. 

2. Study the operation which the scheduling func­

tion services and develop familiarity with the 

acts or resources sought by customers and ac­

quire some knowledge of satisfactions resulting 

from the heuristically executed scheduling 

process. 

3. Develop a logical plan for being II invited" to 
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observe and participate in the scheduling proc­

ess with emphasis on becoming an accepted member 

of the scheduling team. 

4. Observe and follow the pattern of scheduling de­

cisions with particular attention to those which 

seemingly are inconsistent involving apparently 

identical circumstances. Assemble such seeming 

contradictions over a respectable period and 

arrange a secluded discussion session with the 

scheduler(s) so that he can supply the qualifying 

education. Try to induce the "Hawthorne 

effect. " 2 

5. Continue the participation, discussion, and re­

capitulation procedure until sufficient back­

ground is accumulated to attempt an initial 

logic flow diagram of the scheduling process. 

Submit this to the scheduler(s) for evaluation, 

criticism, correction, and evolutionary develop­

ment backed by increasingly effective observa­

tion until the model approximates the scheduling 

process. 

6. Employ the logic flow model (algorithm) to iden-

tify areas where increased scheduling discipline 

can be imposed with little loss in effectiveness. 

2Improvement of an operation induced by interest of 
the participating subjects somewhat independent of experi­
mental conditions varied. 



7. Program ,the algorithm(s) for computer assist­

ance to the scheduling function. 

8. Continue evolutionary development of the com­

puter model. Such a model can provide an 

inherently effective base for continuous cost/ 

effectiveness analysis of the degree of auto~ 

mation which should ultimately be embraced. 
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It seems appropriate to include some cursory remarks 

concerning the transition of operations researchers from 

student to professional status. The exposure of students 

in problem oriented Operations Research, Mathematics, 

Statistics, etc., courses almost invariably is accompanied 

by data inputs being "given"• The problems presented are 

usually "sanforized" to avoid complexities in the interest 

of concentrating the exposure of students to principles or 

techniques. 

The professional world in which the former student 

must exercise his training requires three major adjust­

ments which are difficult to teach but must be learned. 

First, he must have the imagination to ·correlate academic 

problems with real world problems. Second, he must develop 

his own models through identifying and extracting meaning­

ful inputs from people of widely varying capabilities for 

appreciating the objectives and the means. (Such input 

data is rarely as "clean" as that to which he was exposed 

in the academic scene.) Third, he must perform these 

model developments and secure their implementation through 
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people at all levels whose attitudes may vary from open 

hostility, through passiveness, to uninhibited cooperation. 

The more complex the problem, _in general, the greater 

will be the range of challenge in the three aspects de­

scribed above and the more important will be the skillful 

adaption of the operations researcher to the "people" 

equation if success in his endeavors is to be achieved. 

Since the operations researcher is a human being himself 

he must maintain a degree of self-disciplined detachment 

from emotional fluctuations of discouragement and enthusi­

asm which are bound to arise in transporting his objectives 

over the rocky route from conception to achievement. 

In summary, the necessity for actual involvement by 

the author in Range Scheduling operations rather than ob­

servation and/or collection of data at a peripheral vantage 

point was reviewed. The need for special discussion ses­

sions with schedulers to explore in detail the network of 

factors making up the heuristic environment in which they 

operate was identified. The recording and use of appar­

ently contradictory scheduling decisions, separated in 

time, as a device for inducing schedulers to identify 

causes and, therefore, heuristic factors at play, was 

emphasized. The role of scheduling in our society and 

generalized procedures for extracting data from schedulers 

operating in a heuristic environment were discussed. 

Finally, a cursory review of the problems which operations 

research students may encounter in transition from academic 

to professional status was presented. 



CHAPTER IV 

DEVELOPMENT OF THE IMPLICIT PRIORITY SYSTEM, 

ALGORITHMS, AND A COMPUTER PROGRAM 

TO APPROXIMATE HUMAN SCHEDULING 

DECISIONS 

Up to this point the complex scheduling process and 

the use of heuristically derived judgments have been iden­

tified. The relationship of these judgments, the "shadow" 

priority system which underlies their qualitative charac­

ter, and the research techniques used in secluded sessions 

to identify the fundamental factors involved have been 

established. It now remains to identify those factors se­

lected, assemble them in the form of an algorithm(s), 

express the algorithm in machine language, and develop an 

over-all scheduling model and computer program containing 

them. 

It was initially revealed in the secluded sessions 

that major launch tests as a category take precedence over 

all "other 11 tests and generally require commitment of 

nearly all major range instrumentation systems. The 

"other 11 tests for the moment are identified as support 

tests. Also revealed was the fact that a number of the 

support tests do not require the commitment of common 
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range resources and may be scheduled at times requested 

without interference even though test times are congruent 

or overlap. These two categories of tests were conceived 

as occupying the highest and the lowest priority rating, 

respectively, on a scale along which the remainder of the 

supports tests, properly categorized and ordered by pri­

ority, could be placed. This supposition was validated 

and a priority category system was developed letter A 

through H as·follows: 

A. Major launch tests. 

B. Associated Tests. A category of tests run for 

purposes of research of phenomena, equipment 

calibration, or measurement. By definition 

and arrangement they are run concurrently 

with launch tests on a no-conflict basis. 

C. Down Range Support Tests. A category of tests 

involving down range stations only. Under the 

95% rule they are considered as non-conflict 

tests and may be scheduled at times requested 

if they do not interfere with major launches. 

D. F-1 Day Tests. A category of support tests 

run one week, prerequisite to a major launch 

forecast for the following week. 

E. F-6 Day Tests. A category of support tests 

run one week, prerequisite to a launch fore­

cast for the second week removed. 

F. F-X Day Tests. A category of support tests 



run one week prerequisite to a launch forecast 

for a future week more than two weeks removed. 

G. Support Test Other. A category for Al"IR or 

other agency development tests not connected 

with a particular launch or program involving 

launches. They may be assigned relative 

priorities. 

H. Non-interference Support Tests. 
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It developed that within the major launch tests, 

Category A, if two tests were requested with conflicting 

T-times, the DOD priority may or may not suffice to give 

precedence of one test over the other. For instance they 

may be of the same priority. In one instance in which 

this happened there was little hesitation on the part of 

the scheduling officer as to which test would be given the 

anchor position on the schedule and which would be tenta­

tively slipped or advanced out of the conflict time zone. 

The underlying reason was that one of the tests had an 

"hours launch window. 11 Translated, this meant that the 

anchor test had a T-0 time± 15 minutes so that upon re­

entry of the nose cone at T + 20, some miles down range, 

phenomena could most favorably be recorded by photographic 

means. Outside this re-entry time window the opportunity 

for observation and recording would be subject to rapid 

deterioration. It was subsequently determined that there 

are launches which have "day launch windows." Here a span 

of days are involved during which the launch can 
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successfully attain some objective relative to celestial 

mechanics with deterioration on both ends of the "day 

window" spectrum. Many classified test objectives gener­

ate the requirement for hour and/or day launch windows. 

Therefore, combinations of the time period in which a fu­

ture launch is to occur, its DOD priority and the existence 

of a days or hours launch window can be used to establish 

schedule priorities. 

For example, a launch which is to occur in the follow­

ing week, has a DOD priority II l ", has a days launch window 

.:5 3 days, and an hours launch window .:S. 3 hours may be as­

signed a scheduling priority of 11 1 11 because of its inherent 

DOD published priority and its lack of tolerance for manip­

ulation of its requested T-0 time. Similar reasoning would 

assign a scheduling priority of "3" to a launch which is 

to occur the following week, has a DOD priority of "l ", has 

a days launch window but does not have an hours launch 

window. In this case the launch has complete tolerance for 

shifting to other T-times on any requested day if it is in 

conflict with a launch of higher priority without such 

tolerance for slippage. Similar reasoning would assign a 

scheduling priority of "2" to a launch to occur the follow­

ing week, having a DOD priority "2 ", and having both days 

and hours launch windows. The scheduling priority algo­

rithm, for launches, Figure 10, was developed to yield 

scheduling priorities 1 through 8 corresponding to the 

combinations of DOD priori ties "l" and "2 ", days launch 
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windows "yes" or "no"~ 3 days, and hours launch windows 

"yes" or "no" ~ 3 hours. 
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Considering that the F-1, Category D, support tests 

are prerequisite to a major launch, they can be assigned 

the same priority as the major launch which they are to 

precede. Analogously, the F-5, Category E, and F-X cate­

gory F support tests can be assigned a priority consistent 

with the launch and the future period in which the launch 

is forecast to occur. The algorithm was extended for this 

purpose. The extension of the scheduling priorities algo­

rithm to include priorities 9 through 16 reflects the de­

creasing influence of the future time period and the hours 

and days launch windows respectively on the assignment of 

priorities. 

Thus, the composite algorithm of categorization of 

tests in the order of their importance and the ordering of 

scheduling priorities of tests within the categories ap­

proximates the "shadow" priority system applied by the 

human scheduler. A machine program for this scheduling 

priority algorithm has been prepared but is not included 

in this dissertation. It has not been included in the 

computer scheduling model to avoid a demonstration which 

would involve the use of launch forecast information and 

which could violate security restrictions. Also consider­

ing at this early stage the optimum man-machine combina­

tion, the categorization of tests and the assignment of 

priorities within categories has been reserved as a 
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function of scheduling officers for insertion in a tabular 

form used to prepare tests requests cards (tape) as the 

basic input to the computer scheduling model. 

There are many factors influencing scheduling priori­

ties which have not been included in the priority algo­

rithm. These excluded factors are for the most part 

associated with special or rarely repetitive circumstances. 

An example is the assignment of precedence to a test it 

would not otherwise enjoy because of the expected presence 

of an important visitor interested in a particular pro­

gram. Another example is the assignment of an overriding 

precedence to a launch which is the subject of national 

popular interest, possesses extensive news value, or is 

significant for its expected influence on national pres­

tige. In such cases, the algorithm can be employed to 

select an outsized priority for a test which will assure 

it priority attention by the machine scheduling program. 

The Scheduling Request Working Form designed to sup­

ply all necessary test request and supporting data for 

machine scheduling of a typical week is shown in Figure 11. 

These data were transferred to punch cards (tape) by stand­

ard processes as the basic input to the 1620 computer 

scheduling program. The scheduling model, the description 

of which is to follow, will be exercised to test its abil­

ity to reproduce a weeks schedule for comparison with the 

schedule prepared and published by scheduling officers. 

Before presenting the scheduling model in its final 



Range Test Test With <'.3 Hour (3 Days Test S- T- E- o.D. cti::iYlges Remarks 
Test O.D. Equ_1.p. Short T1.tle Cate- Test Launch Launch Pri- (St;.art) (Test) (End) Limit Wr1.tten Coded 

Day Date No. No. Req 1d? gory No. W1.ndow W1.ndow o.r1.ty Time Time Time Code 

Mon. 09/12 8232 07470 No Tranet Readout C - - 0000 0100 0200 

8233 07470 No Tranet Readout C - 1400 1500 16oo 

8452 MS No Gem1.n1 H - 0001 - 2359 - WB pairs looped si.m lengths • . 

8453 061H No R1.ometer Absorp. H 0001 2359 
No 0/r auth. - - - - -

8454 o66B No STC CAT II Ops. G 0001 - 2359 - - Trl. 40 Hrs. BOM Disc. 

8455 0930 2/3/4/5 
Delete Sta. 91 

097 Yes Bridge Gap G+ - 12 1130 · Delete All support Optl.cs sl.tes 1.5,3.5,4.1 1 5.1,. 

8456 0345 
except optics Timing . .ARCPE follows 

MS No Geml.nl. H - 1130 - Seq. Op. to BH 

8457 0930 No GMCF #1 Boresight H - 1200 
0/r Authorl.zed 

8458 1131E No Tl.tan Gnd. Inst. H - - 1200 - - Pad , l shift 

8459 069 No Trope Refract . H - - 1300 1500 
PaC, 2 shifts 

8460 095A No SAC RBS C - - 1345 - 1715 

8461 069A No Tropo Refract. G - - 1630 - - C-131 Acft only, T/0 PAFB T-150 

8462 0058 Loki II Launch G 16oo 16oO 1635 
Flt. plan F, Phase II 

Yes - - Pad 

8463 11058 Yes Titan IX D 3787 Yes No 5 1635 1700 1715 Pad _ Mal N-29 

8464 1131A Yea Tl.tan S1.m. Flt. D -8463 Yea No 5 1635 1700 1715 - W/8463 

8465 166 Yes MDS D- -8463 Yes No 5 1635 1700 1715 Delete Tel 2 2 a W/8463 

8466 068A Yea GARDE A/B G - 1630 1700 1830 Delete All support 3/5 CF-100 Stage PAFB 

8467 0958 No SAC RBS H 1745 
except timing - - 2100 

8468 098E Yes Baloon Track G - - 1930 1930 2030 

8469 098D Yes Nike Smoke Rocket G - 1930 1930 1933 I!elete Pre Cal-Post Cal 2"a 11/211b 11 Pad - Leh Az. 06o 

8470 098A No Wind Data G -8469 - l-930 - W/8469 

8471 097 Ye~ Bridge ·oap G+ 2230 0030 Delete All support 2/3/4/5 Optics sl.tes 1.5,3.5,4.1,5.1,. 

G 0401 
except optics Timing. ARCPE follows 

Tiles. 10/12 8472 093F Yes ~/E A1rborne 2231 0001 C-131 #803. FH plans 
G & Q2. T/0 T-6o 

8234 07470 No Tranet Readout C - 0100 

8235 G7470 No Tranet Readout C - 1500 

8473 1131E No Titan Gnd. Inst. H 1200 - Pad l shift, pad 2 shifts 
Delete' Seq. & timing-

8453 061H No Ri9met~r Absorp. H - 0001 2359 See Monday 

8454 066B No STC CNr II Ops. G 0001 2359 See Monday 

8456 MS No Gemini. H 1200 See Monday 

8459 069 No Trope Refract. H 1300 - 1500 - See Monday 

8474 0930 No GMCF #1 Boresight_ H 1200 

8475 2532 Yea Delta Acceptance E 5332 Yes Yes 9 1300 1700 ~~ i~6.g/.921.~;.~3g_g!:0 (c) 

Figure 11. Scheduling Request Working Form Containing all Necessary Test Request and 
Supporting Data for Machine Scheduling of a Typical Week 

CY\ 
(X) 



Tues. 10/12 8476 095A No SAC RBS C 1345 1715 
(cont'd) . 061G 1400 (" 8477 No ATL Duct C Tri radar 2 Hrs. 

8478 1230 No Atlas tanking F 575 Yes No 15 1500 - Mal 137F, Pad _,A/F Tlm Rad, 

8260 203A Yes .Polar.is Dry RW1 D 6666 No No 7 1450 1650 1740 Delete Tu.t 248. 6, 253J. · ~v./~i,:t.4 ..1 .• Msl 46, Dock only, MOPS 12, 
C-BCN. & AMR Comd. · Delete Conun nets, 8q Azuza R/0 • s 

8480 098E Yes Baloon track G - 1930 1930 2030 

8481 1131C No Titan tanking B 3787 Yes No 5 24oO - - Pad ~ Mal N-29 

8482 1131D No Titan tank.1.ng B 3787 Yes No 5 2400 Pad _, Msl N-29 

8479 095B No SAC RBS C - - 1730 - 2045 

Wed. 11/12 8483 093F Yes GE Airborne G - - 2331 0001 0401 C-131 #803, Flt plans 

8236 07470 No Tranet Readout C 0100 
G & Q2 

8237 07470 No Tranet Readout C 1500 

8484 097 Yes Bridge ·oap G+ 0930 - 1130 Delete All Support 2/3/4/5 Optics sites 1.5,3.5,4.1,5.1,, 
Except Optics Timing. ARCPE follows 

8485 093c No GMCF #1 Boreaight H 1200' 

8486 1131E No Titan Gnd. Inst. H - 1200 Pad l shift, Pad 2 shifts 

8487 068A CARDE A/B 1130 Delete 
Delete Seq. & timing-:-

Yes 0 1200 1330 All Except Mod II 5 CF-100 PAFB 
and timing Sta. 1 Mod II Radar 

8271 203A Yes Polaris Dry Run D 6666 No No 7 1300 1500 Delete TLM 248.6, 253,l 2.w/2,q;ijl R/O's TLM, Azusa, C-BCN. 
& AMR Command MOPS & TLM Same OD 203 

8453 061H No Riometer Absorp. H 0001 2359 See Mon. 

8454 o66B No STC CAT II Ops, 0 - - 0001 2359 - See Mon. 

8456 MS No Gemini H - 1200 - - See Mon. 

8459 06g No Tropo Refract. H 1300 1500 See Mon. 

8488 095A No SAC RBS C 1345 1715 

8489 098E Yes Baloon Track G 1400 1400 1500 

8274 232H No Start racker Calib. D 6666 No No 7 1510 W/6666 or T-590/6666 until EAG 

8490 069A 1630 1830 
undway. Delete Comd. 

No ,Tropo Refract. G - - C-131 Acft only T/0 PAFB T-150 

6 
Flt. Plan F. Phase II 

8491 2430D Yes Network Op. Readiness F 6780 Yes No 1200 1700 2100 Mal SA-5 

8276 232G No Lorac Cruise B 6666 No No 7 1710 - - Larae A Stable T-470/6666 

8492 095B No SAC RBS C 1745 - 2100 
until EAO Ports 12/1300E -

8493 098D Yes Nike Smoke Rocket G ·1930 1930 1933 Delete Pre Cal, Post Cal 2 11 a"/2 11 b11 Pad 

8494 098A t-.o Wind Data 0 1930 - - - W/8493 

3787 1105-8 Yes Ti tan II Launch A 3787 Yes No 5 1650 2000 2100 Mal N-29, Pad Leh Az 85 

3787 
Flt Az 106.6o•ml! etc, 

8495 008 No DRO Spec. Test B - 2000 - - Brief.No. 56 Sites_ etc. 

8496 009 No A/B Rad Mon, B .37d7 2000 - C~l31 Actf T/0 PAFB T-60 

8497 051 No Fly1.ng Dutchman B 3787 - 2000 C-131 Acft Stage PAFB Sta. 
Mod II Rdr. 

8011 06oB No SPP B 3787 - 2000 

8498 061ABC No OAR SDr B 3787 2000 

8499 068 No CARDE A/B B 3787 2000 CF-100 Stage Sta, l 
· Flt plan 1-160-40, Mod II 

Figure 11. (Continued) m 
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Wed, 11/12 8500 OT3W/A No N1ke Zeus B 3787 - - - 2000 Sta. 12 Code 10 
(col/t'd) EC-121 Aoft 

8501 o8oc No Navy GED B 3787 - - 2000 

8502 084 No RAMP B 3787 - - 2000 KC-135 Acft F /P l-195-40 

8503 162 DC-6 Rad 3787 
Optics V&M, Sta l Mod II 

No B - 2000 DC-6 stage ASC 

8504 166 No MDS B 3787 - - - 2000 

8505 177 No Army Acoustic B 3787 - - - 2000 

8506 179 No Army Backscatter B 3787 - - 2000 

8507 181 No = B 3787 - - 2000 

8508 185 No LRFDT B 3787 - - 2000 

8509 005D No Areas Robin Launch B 3787 - 2000 Or T+l20 Pad 

85.10 005G No Areas Robin Launch B 3787 - 2000 - Or T+l80 Sta, 12 

Thurs. 12/12 6666 203-3 Yes Polaris - Launch A 6666 No No 7 2210 0100 0200 - Mal 46,. Flt Az 115 
EAG lmderway T-410 etc. 

8074 009 No A/s Rad, Mon, B 6666 - 0100 C-131 Aoft Stdby PAFB T-60 

8520 A/s Tlm, Ant, Ckout. 6666 
Wx obs w/comm to cc Wx con 

020 No B - - 0100 C-130 Aoft #628 Stage ASC 
Phase III 

8076 051 N<1 Flying Dutchman B 6666 0100 

8077 061ABC No AFG ED B 6666 - 0100 

8078 o80c No Navy OED B 6666 - 0100 

8079 084 No RAMP B 6666 0100 - KC-135 Stage WPAFB F/P 1-040-32 

8080 163 6666 
Optics Vftl, Sta l Mod II 

No oosr B - 0100 - Sta. l only. Delete all support 
except green phones--etc. 

8081 17ow/A No AREX, Opns. B 6666 - 0100 

8082 177 No Army Acoustic B 6666 0100 

8084 179 No Army Backscatt!3r B 6666 - 0100 

8083 181 No = B 6666 0100 

8085 185 No LRFDT B 6666 0100 

8086 240 No PX Inst, Suppox-t B 6666 0100 -· Phase II 

9325 ITD031 No Glotrac Track.: .-.g B 6666 - 0100 Sta l,5,7,91 BDA,ATL. 

8521 093F Yes GE Airborne G - 2231 0001 0401 C-131 #803, F /P Cl&Q2 

8238 07470 No Trsnet R/0 C - - - 0001 

8239 07470 No Tranet R/0 C - 1500 

8511 093c · No GMCF #1 Boresight H - 1200 

8512 1131E No Titan Gnd, Inst. H - 1200 - Pad 1 shift, Pad 2 shifts 

8515 2400A 6780 6 1600 1730 
delete Seq. & Timing-

Yes Saturn Dry Run D Yes No 2000 :;r;1r!A~~/~~ T+i5gr.c all 

8513 095B No SAC RBS C - - - - 1345 - 1715 

8516 095B No SAC RBS C - 1745 - 2100 

8514 0610 No Atl. Duct C 1300 1400 1500 - Tri Rdr 2 Hrs 

8517 2533 Yes Delta All Systems E 5332 Yes Yes 9 1800 - 2000 - - No. 22, Pad , S/C rad clnc 
136, 23/,92/,'§'5, 235,0,_( C) 

Figure 11. (Continued) --.J 
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Thurs. 12/12 8518 098E Yes Baloon track G - - 1930 1930 2030 - 0.18 & Mod II 
(co~t 1 d) n 

8519 068A Yes CAHDE A/B G - 1900 1930 2100 Delete All support except 3/5 CF-100 Acrt .p AFB 

8453 06lH No Riometer Absorp. H - - 0001 
timng - 2359 - - - See Monday 

8454 o66B No STC CNr II Ops G - - - 0001 2359 - - See Monday 

8456 MS No Gem:Ln1. H - - j\~ - C'S45 - See Monday 

8459 069 No Tropo Refract . H - - - 1300 - 1500 - - See Monday 

Fri. 13/12 8240 07470 No Tranet Readout C - - - 0000 0100 0200 

8241 07470 No Tranet Readout C - 1400 1500 l6oO 

7243 17030 Yes Hound Dog Cap. Flt. F - - 0100 0200 0230 - AG M-28, B-52 Ellsworth 

7244 17030 Yes Hound Dog Cap. Flt. F - - 0730 0830 0900 
etc. - Same as 7243 

8522 097 'f«"i, Bridge Gap G+ - - 0930 0930 1130 Delete All support except 2/3/4/5 Optics 1.5,3.5,4.l,5.1, 

8523 0430 
optics Timing. ARCPE rollows. 

No OMCF #l Boresight H - - 1200 

8524 ll3lE No Ti tan Gnd. Inst. H - 1200 - - Pad l shift., Pad 2 shifts 

8525 3630B 16 1437 1500 1510 
delete Seq. & timing-

Yes Gem1n1. Gnd Inst. F 275 NA NA - Pad 

8526 005B Yes LOKI II Launch 0 - l6oO l6oO 1635 - - Pad 

8527 2430D Yes Network Op. Readiness F 6780 Yes No 6 1200 1700 2100 - - Mal SA-5 

8528 095B No SAC RBS C - - 1700 - 2100 

8529 2001A Yes MM Systema D 447 Yes No 5 1700 1900 1905 Delete TUI 225.7, 252.4, l/2.a./2x/2z Msl No. 447, Silo 
255.1 c/c 

8530 098E Yes Baloon track G - - - 1930 1930 2030 -
8531 098D Yes Nike Smoke Rocket G - ~ - - 1930 1930 1933 Oc!dt ~re-Cul, i',<l.{111 'z'l'.1z ,'o' Pad __, Leh AZ 060 

8532 098A Yes Wind data G - 1930 - W/8531 

8533 200lB Yes Ordnance Test D 447 Yes No 5 2000 2100 2108 - Msl No. 447, Silo 

8453 06lH No Riometer Absorp. H - 0001 2359 
Cr1t pwr T-100 - - - - See Mon. 

8454 o66B No STC CNr II Ops G - - 0001 - 2359 - - See Mon. 

8456 MS No Gemini H - - - - - 1200 - - See Mon. 

8459 069 No Trope Retract. H - 1300 - 1500 - See Mon. 

Sat. 14/12 8242 07470 No. Tranet Readout C - - 0000 0100 0200 

8243 07470 No Tranet Readout C - - 1400 1500 1600 

8453 06lH 1$0 R1ometer Abaorp. H - - 0001 - 2359 - - - See Mon. 

Sun. 15/12 8244 07470 No Tranet Readout C - - - - 0000 0100 0200 

8245 07470 No Tranet Readout C - - - - 1400 1500 1600 

8345· · 054 No SQ AVE C - - - - llOO - - Delete all support except Sta 91 

0001 2359 
timing to NAV VAC 

8453 06lH No Riometer Absorp. H - - - - - Se.e Mon. 

Figure 11. (Continued) 
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machine form, it is logical to identify its several parts 

and the sequence of its development. 

Several files in computer memory are required: 

1. Unigue ID of eguipment for Calendar Clocks File: 

Under the 95% rule, 7 basic pieces of 

equipment or instrumentation systems, classes, 

were identified. Each class has sub-systems -­

town to individual items of hardware or frequen­

cies. These basic systems and breakdown into 

sub-systems and components were initially pre­

pared in outline form as shown typically in 

Figure 12. In turn, each meaningful outline 

level was assigned a unique 6-digit identifica­

tion number (ID), also shown typically in Figure 

12. As will be recalled, the pilot scheduling 

model was designed to accept schedule information 

and turn out a weekly schedule for a typical 

week. All instrumentation systems, sub-systems, 

and items of hardware in range inventory are 

thus to be represented by those required by iden­

tity and number to satisfy the test demands for 

the typical weeko The list so compiled numbered 

124 items which are uniquely identified in 

"clocks", equipments versus time, in computer 

memory. The purpose of the clocks,. or in/out 

file, is to record the times that the individuals 

systems and/or item of equipment are set aside to 



1. Command 

2, 

a. High Power/Lo Power 
b. Low Power 

Telemetry 
a. Tel 2 

(1) TLM 18 Antennae 
(2) Tri helix antennae 

(a) 

(3) 
(4) 

( 5) 

(6) 

(7) 

(8) 

(9) 

. 
( d) 
Seven turn antennae 
Receivers (1401) 
(a) 

. 
( y) 
1/2" tape recorders 
(a) 

. 
( f) 
SS & CE recorders 

. 
(c) 
Combiners 
( a) 

. 
(c) 
Discriminators 

Decoms (Parsons) 
(a) 

0 

( f) 
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Unique Identification 
Numbering System 

1-----
100001 
100002 

2-----
21----
210100 
2102--
210201 

210204 
210300 
2104--
210401 

210425 
2105--
210501 

210506 
2106--

210603 
2101--
210701 

210703 
2108--

2109--
210901 

210906 

Figure 12. Seven Basic Classes of Resources Selected Under 
the 95% Rule and Subelements in Outline Form 
With Unique Identification Number System 
Shown 



(10) 

( 11) 

DW Recorders 
(a) 

. 
(c) 
Oscillographs 
( a) 

0 

(m) 
( 12) Other 

b. Tel 3 (similar to Tel 2 above) 
c. Frequency 
d. Frequency 

f.f. Frequency 

3. S-Band Radar 
a. 

2110--
211001 

211003 
2111--
211101 

211113 
211200 
22----
200300 
200400 

203300 

3-----
300001 

c. 300003 

4 .. C-Band Radar 4-----
a. 1.16 (Sta. 1) 410000 
b. 0.18 (Sta. 0) (Not interchangeable 

except s~ecial circumstances 420000 

5. Subcable w/o Supv. Control 

6. Impact Predictor Computer 

7. Subcable with Supv. Control 

Figure 12 continued 

500000 

600000 

700000 

74 



Unique 
Ident. 
Number 
203100 
203200 
203300 
210100 
210201 
210401 
210402 

satisfy test demands. It also serves the pur­

pose of identifying a conflict for a piece of 

test equipment required by another test for all 

or part of the same time period. In the event 

of conflict, the computer program searches fur­

ther down the list in the "clocks" to see if 

other identical pieces of equipment in inven­

tory are available for substitution. If so, 

the conflicting tests can be scheduled concur­

rently. Failing this, the program searches the 

"clocks" right and left for a no-conflict open 

slot and schedules or rejects the test accord­

ingly. The clocks are maintained for each day. 

A fragment of the listing of the 124 unique 

items of equipment in the "clock" file is shown 

in Figure 13 in conjunction with a diagramatic 

sketch of in/out status. 

Normal Range 

Equipment t Hours . + 
Tel Freq.-----11,.....~...FZ.i~?.a-~~~~~~--~--~~I 

II II 

II II 
' 

Til'l 18 Ant.--- 1t-----------------"""""---------~ Trihelix Ant.-11---...JZZ:z:zzz:za.. ____________________ --l 
Receiver ----- 11-----------JZZZ222'ZZ22ZZi!'Z21..------------~ 
Receiver----- ll-..--.11:i~+a-................. __ _..._.. ..... _,..._,...-i-1i--,,.~ 

75 

0000 0600 1200 1800 2400 

Figure 13. 

CLOCK TIME-ZEBRA 
Fragment of the Listing of 124 Unique Items 

of Equipment in the "Clock" File and 
Representative In/Out Status 



76 

2. OD Requirements File: 

Test requests identify individual Operational 

Directives (OD's), publications in which are 

listed the range equipments and frequencies re­

quired for conductfng each test. In this file the 

equipments and frequencies identified by unique 

6-digi t numbers are listed .for each OD to be in­

volved in the .selected week. A typical listing 

appears in Figure 14. The scheduling model plays 

each OD call-out against the "clock" file to ar­

rive at a feasible schedule for each test or 

reject it as the case may be. 

OD Number 
Selected 

Unique 
Ident. 
Number 

Equipment Identified by 
Unique Ident. Number 

+ 0970 
0970 
0970 
0970 
0970 
0970 
0970 

+ 210100 
210601 
211200 
203300 
300001 
410000 
500000 

Telemetry, Tll'I 18 Antenna 
" SS and CF Recorder 
11 , Other Special Equipment 
11 , Frequency, 100.0 m.c. 

S-Band Radar, 1st of 3 available 
C-Band Radar, Station 1, one-only 
Subcable w/o supv. control 

Figure 14. Listing of Equipments and Frequencies Required 
and Unique Identification Numbers for a 
Typical OD Callout 

3. Frequency Table: 

In this table all command and telemetry 
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frequencies involved in the typical week, 

totaling 35, are listed versus the unique 6-digit 

identification number previously assigned in the 

"clock" and OD requirements files. A fragment of 

such a listing appears in Figure 15. The computer 

program, assuming it has arrived at a feasible 

no-conflict schedule for a test by playing the OD 

requirements against the "clock" file, will not 

schedule the test if any of the frequencies are 

within given± limits of any other frequencies 

(16). The frequencies table provides the essen­

tial information for this conflict test by the 

computer program. In the event of frequency 

interference as specified by limits, the program 

searches right and left through a new cycle in-

vol ving the OD requirements file, "clock" file, 

and frequency table finally scheduling or reject­

ing the test as appropriate. 

Unique Ident. 
, Number 

. ' 100300 

Frequercies 

100400 
100500 
100700 
200300 
200400 
200500 
200600 

~ig) Command Frequencies (Coded) 
220 

2257)' 2272 Telemetry Frequencies 
2282 · 225.7 mc--etc. 
2299 

Figure 15. Fragment of the Listing of 35 Command (Coded) 
and Telemetry Frequencies Involved in the 
Typical Week 
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4. Class table: 

Seven basic pieces of equipment or instrumen­

tation systems, classes, were previously mentioned 

as making up the inventory for the typical week. 

Test requests specify certain start and end times 

or T-0 times from which the span or duration of 

the test can be determined.- These times estab­

lish the active test span. It takes a period of 

time to warm-up or pre-calibrate and post­

calibrate equipments in addition to the test 

running item. These times vary with the class 

of equipment and, in some cases, with the config­

uration in which the equipment was operating for 

a prior test. A mean or conversative pre­

calibration and post-calibration time for each 

class is listed in this table. See Figure 16. 

Before the scheduling program enters the "clock" 

file in an attempt to schedule an OD call-out, it 

increments the test start and end times with the 

appropriate pre-calibration and post-calibration 

allowances unique to the class of equipment or 

system involved and proceeds with scheduling 

steps as previously described. 
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Pre-calibration 
time increments 

in minutes 

Post-calibration 
time increments 

in minutes Class of Equip~ent 

60 
50 
60 
90 
30 

150 

105 

50 
20 
60 
45 
30 

30 

30 

1. 
2. 
3. 
4. 
5. 

6. 

7. 

Command 
Telemetry 
S-Band Radar 
C-Band Radar 
Subcable w/o supv. 

control 
Impact predictor 

computer 
Subcable with supv. 

control 

Figure 16. Pre-calibration and Post-calibration Times for 
Seven Basic Classes of Equipment Selected 
Under the 95% Rule 

5. Replacement table: 

A conflict for a piece of equipment in the 

"clock" file may be resolved by search for an-

other piece of equipment which is not busy dur-

ing otherwise conflicting times of two or more 

tests. If so found, the tests may be scheduled 

concurrently assuming no frequency interference. 

In some cases, only one-of-a-kind of an inven-

tory item exists and conflicts in its use cannot 

be so resolved. In particular circumstances, one 

or more other dissimilar equipments may be as­

sembled to substitute in performance for the one­

only item in conflict. The machine program has 

appropriate flags to identify such circumstances 

of dissimilar permissible substitution. Tests in 
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conflict for one-only pieces of ·· equipment and so 

flagged cause the computer routine to revert to 

the replacement table to search for the approved 

substitute combination. Having identified an 

approved substitution, the machine scheduling of 

a test in original conflict with another proceeds 

as previously described. See Figure 17. The 

figure, as interpreted by the computer, says: 

When a test request involving OD 098E is to be 

scheduled, if it is in conflict with another 

test calling out the Station 1, C-Band radar, 

1.16, unique identification number 410000, then 

a Station 1 S-Band radar for initial tracking, 

unique ID 3000001 and a C-Band radar, unique ID 

420000, at Patrick Air Force Base, Station O, may 

be combined as a substitute to satisfy OD 098E 

requirements. 

OD Number 

0985 

Sta. 1 
C-Band 

410000 

Sta. 1 
S-Band 

300001 

Sta. 0 
C-Band 

420000 2 

Figure 17. A Listing of Combinations of 
Equipment Which are Technical 
Substitutes for a One-Only 
Piece of Equipment in the Basic 
Seven Classes Selected Under 
the 95% Rule 
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Date cards, heading cards, short titles, and remarks, 

in conjunction with the input and files described, consti­

tute the base f'or the machine scheduling program from test 

requests input to weekly schedule output. 

Test requests enter the computer sorted by days; the 

computer scheduling model completes the scheduling in f'our 

passes as shown in Figure 18. 

Pass I: Sorts tests by categories within days and 

priorities within categories (14). 

Pass II: Schedules all launches f'or each day and 

the whole week. 

Pass III: Schedules tests requiring common range 

equipment and those requiring no common range equipment. 

Pass IV: Sorts and prints the weekly schedule by 

categories by days with identifying short titles, remarks, 

and other pertinent data. 

In the process of scheduling, the computer prints· out:, 

as it encounters them, tests which may be rejected for 

many reasons. Some reject notifications are listed below: 

Reject no category: If test request line entry is 

inadequately filled out in this respect. 

Reject overload: If the number of launch tests re­

quested in any one day exceed capacity of the 

range and scheduling model. 

Reject no shift: If a launch has an hours win4ow 

and cannot be shifted to a no-conflict time 

relative to a priority test previously scheduled. 



All Tests 
Sched. ,Request 
Working Form 

Category A, 
launGh, tests 
for each day 

Replacement 
table 

.... 

Class 
Table 

Frequency 
table 

OD Equipment' 
required 

file 

Unique items 
... 

., 

i"' 

~ 

.. 

of equipment ~ 
11 clock" file 

Launch Sched. 
by day 

by category 

Short test 
itles by day 
by category 

Remarks 
by day 

by category 

82 
Punch paper tape Type 

Pass II 
Scnea:ule 

by 
by 
in 

aunch tests 
for 

each day 

~ l 
Pass III 

Sched common 
equip req. & ..... 
non-interfer 

f-.P!=!.T.!=!. 

.---------Tests by Days, RNC: Reject 
categories, No category 
priorities 

Launch tests 
schedule for 

this day 

Category A 
table 

Sup~ort. test~ 
Cat - H Sch. 

this day 

ROL: Reject 
overload 

RNS: Reject 
no shift 

< 3 Hr. window 

~ 

RML: Reject· 
Major launch 

RIC: Reject 
• irresolvable 

conflict 

RCF: Reject 
--command 

frequency 

RML: Reject 
-:re"l emet ry 

frequency 

Schedule 
for 

this 
day 

' 

', 

Figure 18. Logic Flow Diagram Showing the Four Passes Making 
up the Computer Scheduling Program 
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Reject major launch: If a down range only or other 

support test not directly associated with the 

launch conflicts in time with the major launch. 

Irresolvable conflict: If a test cannot be sched­

uled after an exhaustive search for a no-conflict 

blank spot within range hours. 

Reject frequency: If a frequency conflict is identi­

fied. The machine program continues the search 

for no-conflict slot and schedules or rejects as 

Irresolvable conflict as appropriate. 

It needs to be emphasized here that much more astute 

scheduling capability and finesse has been built into the 

computer sch~duling program than required to satisfy the 

demands for scheduling the typical week's test request 

load, e.g., the capacity to accept and schedule up to 

three launch tests in any one day. While so scheduling, 

the model will check on the latitude to slip or advance 

T-times based on window tolerances and shift them out of 

conflict while staying within or minimizing overtime range 

hours. 

Relative to support tests, assuming that the model 

has selected a technical equivalent combination of equip­

ments for a basic equipment in conflict and, in turn, 

finds that the technical equivalent combination is in con­

flict in whole or in part, it will play both alternately 

against the II clock II file in the search for a blank spot 

and select the basic equipment or the substitute for 
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scheduling whichever first clears the double conflict. 

Many other features and capabilities have been provided in 

the model to handle situations whtch have been and may be 

encountered outside the typical week. 

Original logic flow diagrams are included in Appendix 

B, Figures 20 through 31. The functions of various rou­

tinef> and sub-routines are appropriately identified. From 

these, detailed machine logic flow diagrams were developed. 

These are broken down bypasses as identified above and 

presented in Appendix C, Figures 32 through 36. 

Descriptive materials have been included in Appendices 

Band Conly where appropriate to give continuity and per­

spective to the various functional parts of the logic dia­

grams. Such description is not exhaustive. Rather, it is 

intended that the body of the dissertation provide the 

major source of appreciation of the logic and flow of the 

functional parts of the scheduling operation and its 

translation into routines and sub-routines designed and 

assembled to perform the scheduling operation. 

Finally, the weekly schedule output for the typical 

week is shown in Figure 19. It does not agree in.format 

with the weekly schedule, Figure 9, as it is presently 

prepared and distributed by the Schedule Control Office. 

In the manually derived test schedule, Figure 9, it 

may be noted that the tests are listed by day more-or-less 

in the c);lronology of their T-times or start times. In 

some cases, this chronological ordering is violated, e.g., 
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1 ~ .!ll!J:!li> 3 
TEST -CD ~ WTST ..§._ .I.. ...t -
8232 J 0747. 0 3 -1 0 100 200 

TR.ANET READOUT 

8233 10747. 0 3 -1 1400 1500 1600 
TRANET READOUT 

8460 95.1 3 -1 1345 .;. 1 1715 
SAC RBS 

... 

8463 1105.'2 4 3787 1634 1700 1715 
T ITAN--IX 
PAD--, MSL. NO. N-29 

8465 166'~'0 4 -8463 0 0 0 
MDS 
W/8463 

8464 1131.l 4 -8463 0 0 0 
· T I TAN S I M .' FLT • 
W/8463 . 

8461 69~·1 7 -1 -1 1630 -1 . 
.. INCOR TEST NO Note 

8468 98~5 7 -1 1930 
2 · .. 

1930 2030 
BALOCN TRACK 

8469 98~4 7 -1 1930 1930 193~ .. 
NIKE SMOKE ROCKET 

_ PAD- LCH.' AZ.1 o60 

8470 98.1 7 -8469 -1 0 -1 . 
WIND DATA 
W/8469 

8455 97.o 7 -1 930 -1 1130 
BRIDGE GAP -- _, 

OPTICS SITES 1.5, 3.5, 4.1~ 5.1. TIMING. ARCPE FCL~CWS 

8466 68~ J 7 -1 1630 1700 1830, 
CARDE A/B 
CF-100 STAGE PAFB 

Figure 19. The Computer Schedule of Tests and Reject 
Notifications for a Typical Week 



.. 
8462 5.2 7 

U}K I 11 LAUNCH 
PAD--

-1 1600 

8454 66~-2 7 -1 O 
STC CAT. 11. CPS. . .. -
TRI 40 HRS.BOM DISC.,DELETE STA; 91 

1600 1634 

-1 2358 

8471 97~0 7 -1 2230 -1 30 
BR I DG E GAP _ ---- .. - . 
CP11CS SITES 1.5, 3.5, 4.1, 5.1. TIMING. ARCDE FCLLCWS 

.. 
8452 .9 8 -1 0 -1 2358 

GEMINI __ 
W/8 PAIRS LOOPED SIM. LENGTHS; NC 0/T AUTHCRIZED 

8453 61.8 8 -1 O -1 2358 
RI CMET ER ABSCRP. 

8467 
SAC RBS 

95.2 8 

8457 _ 93.3 8 
GMCF NC. 1 BCRESIGHT 

84 5 8 11 3 1 •· 5.. 8 
TITAN GND.' INST.' 
PAD-- 1 SHIFT. PAD--

845q 69~0 8 
INCCR TEST NC 

-1 1745 

-1 1200 

-1 1200 
.. 

2 SHIFTS. 

-1 1300 

8456 • 9 8 -1 1130 
.GEM.IN I .. 
'SEQ: CP. TC BH; C/T AUTHCRIZED 

2-l2£;L63 
TEST CD ~ WTST 

8481 1131.3 2 3787 0 
-TITAN TANKING 
PAD--, MSL. NC. N-29 

8482 1131.4 2 3787 0 
TITAN .. TANKING 
PAD--..... M.SL. NP. N-29 

Figure 19 continued 

-1 

-1 

-1 

-1 

-1 

T 

-1 

-1 

2100 

-1 

-1 

1500 

345 

E 

-1 

-1 

86 

Note 
2 
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.. 
8479 95.2 3 -1 1730 -1 2045 

SAC RBS 

8234 10747.0 3 -1 -1 100 -1 
TRANET READCUT 

8235 10747: 0 3 -1 -1 1500 -1 
TRANET READOUT 

8477 61.7 3 -1 -1 1400 -1 
INCCR TEST NC 

8476 95.'1 3 
INCCR TEST NC 

-1 1345 -1 1715 
Note 

2 
8260 203 ~· 1 4 6666 1449 1649 1739 

PCLJ\R I S DRY RUN .. .. __ 
MSL. 46 DCCK CNLY, MCPS 12,DELETE CCMM NETS,AZUSA R/CS 

8475 2532.0 5 5332 1849 -1 2249Note 
DELTA ACCEPTANCE .. .. .. 3 
NC. 22,PAD--,SC RAD CLNC. CN 136.23/.92/.95,235.o,-~c~ 

84 7 8 1 2 3 o ~ 0 6 5 7 5 1 5 00 - 1 - 1 
ATLAS TANKING -

. NC.'137F, PAD--, A/F TLM RAD CLNC 18002 Lex: NIB 8475 

8454 66:2 7 -1 0 -1 2358 
STC CAT 11 OPS.· 

SEE MCNDAY 

8472 93.6 7 
G/E AIRBORNE .. 
C-131 NC. 803. FLT 

84Bo .98:s 1 
BALCCN TRACK 

8453 61. 8 .. 8 

-1 2230 0 400 

PLANS G AND Q2~ T/C T-60 

-1 1930 1930 2030 

-1 0 -1 2358 
-RICMETER ABSCRP. 

SEE MCNDAY 

E31f 73 1_131.5. 8 -1 1200 -1 -1 
TITAN GND. INST.· ··- ..• 

P~P-- 1 SH I FT, PAD-- 2 SHIFTS. DELETE SEQ.· + TIM I NG -

Figure 19 continued 
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.. 
8456 .9 8 -1 -1 1200 -1 

GEMINI 
SEE MCNDAY 

8459 ... 69.0 8 -1 1300 -1 1500 
TROPC. REFRACT.' 

SEE MCNDAY 

8474 -· 93.3 8 -1 1200 -1 -1 
GMCF NC. I BCRESIGHT 

3-~MJj!j} 
TEST- CD .£ WTST s l. E -
3787 1105. 0 1 1105 1649 2000 2100 

TITAN II LAUNCH 
MSL;N-29,PAD--, LCH:Az: 85, FLT .'AZ.' 106. 60 MN BIH ETC 

.. 
8510 5.7 2 1105 -1 2000 -1 

ARCAS RCBIN LAUNCH 
OR T-180 STA. 12 

8495 .. 8.o 2 1105 -1 2000 -1 
ORD SPEC. TEST .. -
BRIEF NC. 56 SITES--, ETC • 

.. 
8496 9.0 2 1105 -1 2000 -1 

A/BRAD. MCN.1 

C-131 ACFT. T/C PAFB T+60 

8497 51.0 2 1105 -1 2000 -1 
FLYING DUTCHMAN 
C-131 ACFT. STAGE PAFB STA 1, MCD II RADAR 

8011 60.2 2 1105 -1 2000 -1 
SPP 

8498 61. 1 2 1105 -1 2000 -1 
0/\.R SOT 

-1 61.2 2 -8498 -1 2000 -1 
0/1.R SOT 

-1 61.3 2 '.""8498 -1 2000 -1 
OAR SOT 

Figure 1~ co~~inued 
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8504 166.0 2 1105 -1 2000 -1 
MOS 

8499 68:·o 2 1105 -1 2000 -1 
CARDE A/B .. .. --
CF-100 STAGE STA; 1, FLT .i PLAN 1-160-40, MOO II 

8500 73. 0 2. 1105 -1 2000 -1 
N IK.E ZEUS ... 

ST A •1 1 2 C COE 1 0, EC-121 ACFT. 

8501 80~3 2 1105 -1 2000 -1 
NAVY GED 

8502 84~-o 2 1105 -1 2000 -1 
RAMP 
KC-135 ACFT F/P 1-195-40, OPTICS V/M, STA • 1, MOD II 

8503 .. 162~·0 2 1105 -1 2000 -1 
DC-6 RAD. 
DC-6 STAGE ASC 

8505 177.0 2 1105 -1 2000 -1 
ARMY ACOUSTIC 

... 
8506 179. 0 2 1105 -1 2000 -1 

ARMY BACKSCATTER 

8509 5.4 2 1105 -1 2000 -1 
ARCAS ROBIN LAUNCH 
OR T - 12 0 PA 0--

8508 185.0 2 1105 -1 2000 -1 
LRFDT 

8507 181.0 2 1105 -1 2000 -1 
RFDT 

... 
8276 232.7 2 6666 1709 . -1 -1 

LCRAC CRUISE 
LORAC A STABLE T-470 UNTIL EAG PORTS 12/13002 

8236 10747~- 0 3 -1 -1 100 -1 
TRANET READCUT 

Figure 19 continued 



8492 
SAC RBS 

95.2 3 

8237 10147.o 3 
TRANET READOUT 

-1 1745 

-1 -1 

8274 232.8 4 6666 1509 
STARTRACKER CALIB 
W/6666 CR T-590/6666 UNTIL EAG UNDWAY. 

'8494 98.1 7 -8493 -1 
WIND DATA 
W /8493 

8483 93.6 7 -1 2330 
GE A IRBCRNE 
C-131 NC. 803. FLT. PLANS G AND Q2 

8454 66.2 7 -1 O 
STC CAT II CPS.' 

SEE MCNDAY 

90 

-1 2100 

1500 -1 

-1 -1 

DELETE COMMAND 

0 -1 

0 400 

-1 2358 

8484 97.'0 7 -1 930 -1 1130 
BRIDGE GAP - - __ 
OPTICS SITES 1.5. 3.5. 4. 1• 5. 1. TIMING. ARCPE FOLLOWS 

8487 68.·1 7 -1 1130 1200 1330 
CARDE A IRBCRNE 
CF-100 PAFB, STA 1 MOD II RADAR 

8486 1131.5 8 -1 1200 -1 -1 
TITAN GND. INST. . 
PAD-- lSHIFT, PAD-- 2 SHIFTS.' DELETE SEQ. AND TIMING 

8490· 69.1 8 -1 1630 
INCCR TEST NC 

8459 69.0 8 -1 1300 
TRCPC REFRACT. 

SEE MONDAY 

8488 95:1 8 -1 1345 
INCCR TEST-NC 

8453 61.8 8 -1 0 
RICMETER ABSCRP. 

SEE MCNDAY 

Figure 19 continued 

-1 

-1 

-1 

-1 

1830 
Note 

2 
1500 

1715 
Note 

2 
2358 



8485 93.3 8 
GMCF NO. 1 BCRESIGHT 

8456 .9 8 
GEMINI 

SEE MONDAY 

4-12/12/63 
£EE! > ~> 

TEST CD C 

-1 

-1 

WTST 

1200 -1 -1 

-1 1200 -1 

s T E 

6666 203:0 1 6666 2209 100 200 
POLARIS++++ LAUNCH --
MSL---46, FLT AZ 115, EA6 U NDWY~-, T-41 0 ETC~-

8074 _ 9.0 2 6666 -1 100 -1 
A/8 RAD; MON.' .... 
C-130 ACFT STDBY PAFB T-60, WX CBS W/CCMM TC CC WX CCN 

8520 20.'0 2 . 6666 -1 100 -1 
A/B TLM ANI. CHECKOUT 
C-130 ACFT. NC. 628 STAGE ACS PHASE Ill 

8076 51.0 2 
FLYING DUTCHMAN 

8077 61:1 2 
AF GED 

-1 61.2 2 
AF GED 

-1 . 6('3 2 
AF GED 

8078 80.3 2 
NAVY GED 

8079 
RAMP 

6666 -1 

6666 -1 

-8077 -1 

-8077 -1 

6666 -1 

6666 -1 

100 -1 

100 -1 

100 -1 

100 -1 

100 -1 

100 -1 

KC-135 STAGE WPAFB F/P 1+o40+32 OPTICS V/M STA 1 MCD I 

8080 163 ~· 0 2 6666 -1 1 00 -1 
GCST 
ST~ 1 ONLY. DELETE ALL SUPPORT EXCEPT GREEN PHONES ETC 

Figure 19 continued 

91 
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.. 
8081 170.0 2 6666 -1 100 -1 

AREX •1 OPNS. 

8082 111 .'o 2 6666 -1 100 -1 
.l\RMY ACOUSTIC 

8084 179. 0 2 6666 -1 100 -1 
ARMY BACKSCATTER 

8083 181 ~- 0 2 6666 -1 100 -1 
RFDT 

8085 185~- 0 2 6666 -1 100 -1 
LRFDT 

8086 240.0 2 6666 -1 100 -1 
PX INST. SUPPORT 
PHASE I I 

9325 5031.0 2 6666 -1 100 -1 
G LOTRAC TRACK I NG ..• . .. 
STA 1, 5, 7, 91, BOA, ATL.· 

..• 

85)6 95.2 3 -1 1745 -1 2100 
SAC RBS 

8238 17470."o 3 -1 -1 0 -1 
TRANET READOUT 

823q ' 17470~·0 3 -1 -1 1500 -1 
TRANET READOUT 

.. 
8513 95.2 3 -1 1345 -1 1715 

SAC RBS 

8514 61 ··7 
- . 3 -1 1300 1400 1500 

ATLANTIC DUCT r 
.. 

TRINIDAD RADAR 2 HRS. 

8454 66.Z 7 -1 0 -1 2358 
STC CAT I I OPS.' 

SEE MONDAY 

Figure 19 continued 



8512 1_ 131. 5 · .. 8 -1 1200 -1 -1 
·"·- ··· TITAN GND •. INST. 
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8240 10747.0 3 
TRANET READOUT 
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6-14/12/63 :::;..:g;:: ·. 
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RML 
1 1 1 2 203. 1 1 6666 0 7 1300 -1 1500 1 223 227 1 0 8271 3 4 4 

RML 
1 1 1 2 243004 1 6780 1 6 1200 1700 2100 0 0 0 0 0 8491 3 6 4 

RML 
1112 98.4 1 

RML 
-1 0 0 1950 1950 1955 1 -3 0 0 0 8493 3 7 4 

1112 98.5 1 -1 0 0 1400 1400 1500 0 0 0 0 0 8489 3 7 4 

RML 
1212 2400. 1 1 6780 1 6 1600 1750 2000 0 () 0 0 0 8515 4 4 4 

R.ML 
1212 2533. 0 1 5332 1 9 18()0 -1 2000 0 0 0 0 0 8517 4 5 4 

RML 
1212 93.6 1 -1 0 0 2251 -1 2401 0 0 0 0 0 8521 4 7 4 

RML 
1212 98.S 1 -1 0 0 1950 1950 2050 0 0 0 0 0 8518 4 7 4 

RML 
1212 68. 1 1 -1 0 0 1900 1950 2100 1 3 5 0 0 8519 4 7 4 

1. RML (Reject Major Launch): The machine program rejected these support 
test"sa:"s instructed based on overrun of 2 1/2 hour limit prior to launch 
test entering Range countdown. In practice, these tests were scheduled 
with their end times approaching within 1 1/2 hours of Range count time 
of major launch. This suggests a revision of the limit, fixed or vari­
able, to fit circumstances or its enforcement. 

Figure 19 Continued 

'° (;I 
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,2. Incorrect Test Nwnber: Machine program identified · 
that no data for Short Titles and Remarks had been provid­
ed to go along with test number--but scheduled tests any­
way. In another test case., the machine program identified 
that the category of test as inserted was in error and was 
unable., therefore., to find a matching Short Title and 
RE:marks. 

FC 2532.0 228.2 1217 1733 227.2 
FC 25~2"'0 234.o 1217 1733 234.o 
FC 2532.0 234.o 1217 1733 234.o 
FC 2532.0 234 .. o 1242 1758 234.o 
FC 2532 .. 0 234.o 1267 1783 2J4.o 
FC . 2532 .. 0 234.o 1292 1808 234.o 
FC 2532 .'O 234 .. o 1317 1833 234.o 
FC 2532 .. 0 234 .. o 1342 1858 234. 0 
FC 2532 .. 0 234.o 1367 1883 234.o 
FC 2532 .. 0 234.o 1392 1908 234.o 
FC 2532_:o 234 .. o 1417 1933 234.o · 
FC 2532.0 234.o 1442 .· 1958 234.o · 
FC 2532.0 234 .. o 1467 1983 . 234~0 
FC 2532 .. 0 234.o 1492 2008 234.o 
FC 2532.0 234.·0 1517 2033 234.o 
FC 2532.0 234.o 1542 2058 234.o 
FC 2532 •. 0 234 .. o 1567 2083 234.o 
FC 2532.0 234.o 1592 2108 234.o 
FC 2532~0 234 .. o 1617 2133 234.o 
FC 2532 .. 0 234.o 1642 2158 234.o 
FC 2532.0 234 •. o 1667 2183 234.o 
FC 2532.0 234.o 1692· 2208 234.o .. 
FC. 2532 .. 0 234.o 1717 2233 234.o · 
FC 2532 .. 0 234.o 1742 2258 234.o 
FC 2532;0 234 .. 1767 228~ 234.o .. o 
C 2532~0 234~0 1792 230 234 .. o -· 

3. FC (Frequency Conflict): The machine record shows th.at 
The attempt to schedule OD 2532 on Tuesday was initially 
rejected because of a+ 1.5 me. telemetry frequency con;..; 
flict with a prior tesE scheduled on 228.2 me; also shows 
a direct conflict on 234.0 me. The Machine program then. 
attempted a left shift but ran into a range hours limit., 
then shifted right advancing the start time of test,., OD 
2532., by 15 minutes., performed frequency conflict checks 
with each such shift until an open slot was found--finally 
scheduled the test to enter Rane;e count at l849Z (1759Z 
incremented by preparation· time). 

·' . ,. . . . 

Figure 19 continued 



------·4c· 
----~4c ________ ..,. 4c 
-----..4c 

--------.- :Zt.C' 

210401. 
210402 
210501 
210502 

300001 

Receiver (1401) I 
Receiver (1401) 
1/211 Tape Recorder 
112" Tape Recorder 

S-Band Radar 
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·OD 3630 B 

OD 098 D 

.~ 4ci: Only three entries or "use times" were provided in 
calendar "clocks" because of limited memory and the desire 
to test the program should the number of entries (separate 
·test usages of a unique item of equipment) exceed 3. The 
machine record shows that OD's 3630B and 098D on Friday 
were the fourth tests respectively involving the equipments 
identified by unique ID numbers. The program printed out 
the "4C" overflow notice to the Chlef Scheduler and., howev·er., 

· scheduled tests at requested T-times subject to manual 
.verification. 

Figure 19 Continued 
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when two identical tests are to be run at different times 

during the day or, similarly, when two or more tests a.I;'e 

related. In these cases, the tests are grouped in the 

otherwise chronological listing. 

The machine developed test schedule is printed out by 

days by category •. several fortunately compatible reasons 

for this difference in format are presented. First, the 

machine Weekly Schedule format conforms to limitations of 

the 1620 computer print-out system involved. Second, :i,e­

membering that the machine derived schedule is initially 

to aid human schedulers, the print-out of scheduled tests 

by categories followed by reject.notifications is concluded 

to be the most appropriate form for ease of correlation, 

cross checking, and final scheduling a:i,rangements by 

scheduling officers. Third, the memory capacity of the 

1620 available has been pushed to the limit to contain the 

necessary files and the complex scheduling program. A 

sub-routine for odering the tests for print-out in chrono­

logical order, grouping related tests, or any other format 

desired can.be easily written and appended to the basic 

computer program when employed on a machine of larger 

capacity. 

Though of different format, the machine derived 

Weekly Schedule and the human derived Weekly Schedule are 

identical except in those cases where differences were in­

tentionally included in the computer program. The most 

significant of these differences, it will be recalled, is 
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that the computer program having identified a conflict in 

frequencies, prints out a temporary reject notification 

and proceeds.to search for a·free slot to arrive at a no­

conflict schedule. This is done for the Chief Scheduler 

so that he may decide. which alternative of several to use· 

in completing his scheduling function.·· Iri .the above case, 

he may choose to take the machine solution and clear the 

.revised test times.with the Program Office affected. He 

may choose to schedule the ·· tests technically ili conflict 

to be run simultaneously if random read-out, no-conflict 

control,· is to be exercised by the SuperH1tendent of Range · 

Operations •. Other alternative·s are available to him. It 

should be pointed out that even thqugh the.machine sched­

uling program was designed to the Chief· Scheduler's speci­

fication ·with respect to· rad{ating frequencies and flagg:tng 

conflicts for his attentiori, it originally contained a 

method for identifying "exclusive" and "readout" demands 

for frequencies and other equipments. It would have 

possessed the capability for scheduling by-slipping tests 

out of the conflict range or running them simultaneously 

in technical conflictC:respectively. Thus, it would have 

operated to sele~t and schedule tests using one of the 

alternatives res~rved for the scheduling officer as de­

scribed above. 

In summary, the factors underlying the heretofore 

•i shadow" priori ties.· system. at play in the scheduling 

.process were identified and reassembled in the form of an 
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algorithm, The Scheduling Request Working Form for sched­

uling officers, Figure 11, designed to satisfy the machine 

scheduling program, has been presented. Test requests and 

supporting data entered by line item on this form,·cbn­

verted to cards (tapes) as the basic input to the schedul­

ing model, have been identified as a sequential step·. 

Over'.""all development of the computer scheduling model from 

logic flow to machine program has been des.cribed. The 

ability of the computer scheduling program to print-out a 

Weekly Schedule for a typical week in different format but 

identical in content with the human developed Weekly 

Schedule, with the exception of design differences noted, 

has been demonstrated. 



CH.APTER V 

. . 

THE PILOT COMPUTER SCHEDULING MODEL: ITS EVOLUTIONARY 

USE FOR ANALYSIS OF THE MAN-MACHINE COMBINATION 

FOR OPTIMUM SCHEDULING EFFICIENCY 

The major contribution of the research effort de­

scribed has been to demonstrate that computer scheduling 

to satisfy a probabilis.tic demand in a heuristic environ­

ment is possible with degree of automation only remaining 

to be resolved. The pilot m.odel, with moderate expansion 

and adaption to a larger computer, can be of substantial 

aid to scheduling officers in the preparation of Weekly 

Schedules. A significant portion of its immediate value 

lies in its ability to identify and flag equipment and 

frequency conflicts particularly those associated with 

destruct systems on missiles and spacecraft. Various 

other uses are its application in the training of sched­

uling officers, delineation of a set of rules of engage­

ment in scheduling processes, and use in the analysis of 

equipment utilization and requirements. 

The most significant value of the pilot model, how­

ever, lies in its potentiality as a means for determining 

the optimum man-machine combination on a sound cost/ 

effectiveness basis at each evolutionary step in its 

102 
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development and application. This is particularly true if 

one considers the future missile and spacecraft launch and 

support test work-load. It is not possible at this writing 

to specify the over-all man-machine combination to yield 

optimum scheduling efficiency for the Atlantic Missile 

Range. 1 It is possible to identify and outline the tran..;. 

sitional steps for modifying, expanding, and working the 

model to exploit the research to date: 

1. Convert the 1620 pilot scheduling program to 

a 7094 program. 

2. · Continue the use of the limited range inven­

tory of equipment; that is, plan on manipu-

lating the scheduling model using the seven 

classes of equipment previously identified 

as responsible for 95% of scheduling conflicts 

encountered -- the 95% rule. 

3. Expand the OD requirements file for OD's which 

will be encountered in the forseeable future, 

say six months. 

4. Expand the Unique ID of Equipment Calendar Clock 

File, Frequency Table, and Replacement Table 

accordingly. 

1since submission of this dissertation in final draft, 
the Secretary of Defense has ordered the establishment ofa 
National Range Division for central management of all 
National Ranges on a global basis. This gives a new dimen­
sion to the scheduling problem and the significance of 
automation. 
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5. In conference with the Chief Scheduler, select 

a future week, supply the machine Scheduling 

Request Working Forms to the Scheduling Control 

Office, monitor their appropriate execution, 

prepare appropriate input cards (tapes)-, and 

exercise the scheduling model to produce a 

Weekly Schedule. 

6. Compare the computer schedule with the manual 

one which has proceeded currently. Identify 

and evaluate desirable and undesirable differ­

ences. Be alert to other features which may 

be incorporated in the model to provide addi­

tional aid to schedulers. 

7. Repeat steps 2 through 6 until a sound working 

knowledge of the time, effort, and payoff of 

computer scheduling is acqµired relative to the 

existing location of the Scheduling Control 

Office, the computer used, its accessibility, 

availability of software and delivery support, 

timeliness of the product, etc. Superimpose 

this working knowledge onto a more efficient and 

achievable computer service arrangement for fur­

ther analysis in terms of timeliness, payoff and 

cost. 

8. Consider modifications to the computer schedul­

ing model such as the inclusion of other 

classes of equipment beyond the basic 7, down 



range stations, etc., previously excluded by 

the 95% rule. Analyze the storage capacity 

required for the "clock file", the OD require-

. ments file, and other files assuming that a 

full fledged computer scheduling model is to 

be embraced. From this and vantage point, 

analyze cost/effectiveness of the system at 
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each evolutionary step relative to the present, 

intermediate (6 to 18 months) and future sched­

uling work-loads. (A critical consideration 

throughout should be the use of the scheduling 

model in each of its evolutionary configurations 

not only to satisfy the Weekly Scheduling phase, 

but, to support the Real·Time Scheduling phase 

involving cancellations, additions, and modifi­

cations of tests on a day-to-day, hour-to-hour, 

and minute-to-minute basis in the active test· 

week.) 

9. Finally, analyze computer scheduling as an 

assist in the scheduling process in terms of 

its cost/effectiveness assuming the provisions 

of a computer solely for the scheduling function 

or, remote read in/out devices and time shared 

rapid access to computers serving other 

functions. 

Such evolutionary development, though conservative in 

terms of the build-up of the number of computer systems 
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people and computer usage, may not be so considered from 

the standpoint of the increased discipline which computer 

usage will impose on scheduling officers. An example is 

the faithful filling of the newly proposed Scheduling 

Reguest Working.Form. 

This form requires the entry of start and end times 

of tests if such tests require range common equipment in 

one or more of the seven classes identified. In present 

practice, the entry of a T-0 time is adequate to the needs 

of the human scheduler who mentally adds start and end 

times derivable from the OD or from experience and scans 

the test request board with these augmenting times in 

mind in the process of visually inspecting for conflicts. 

The columnar headings of the Schedule Request Working Form, 

Figure 11, identify the requirement for insertion of 

other data or instructions which the scheduling officer at 

present only considers and integrates mentally in perform­

ing his scheduling function. 

The nature of the problem, particularly its heuristic 

properties, has required that every effort initially be 

exerted to model the scheduling operation as it is. This 

is not to say that major-to-minor changes in procedures 

for receiving test requests and scheduling tests can or 

should be avoided. The above sets the stage for three 

concluding rema~ks: 

1. The pilot scheduling model, itself, can be used 

as a vehicle for recognizing, testing and 
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instituting worthwhile changes in the scheduling 

process. 

2. By faithfully sticking to the modeling of sched­

uling operations as they are, a minimum of 

changes in procedure to fit the requirements 

imposed by computer applications will initially 

be introduced. Though inefficient in some 

respects, the price is worth the result in terms 

of avoiding early difficulties and disruption of 

existing scheduling practices. 

3. However, a computer application to a resourc~s 

management problem ultimately demands its pound 

of flesh for by its very nature it forces a dis­

cipline and conformity on the user -- changes in 

the way of doing things -- which he may not have 

anticipated and may be ill disposed to accept. 

There is nothing so resistant to proposed change 

as a successful operation and present methods of 

scheduling are successful by subjective standards. 

Stillson (15) treats the subject of "Implementation 

of Problems in O.R." with vigor and finesse concluding 

that this is truly one of the most neglected vital con­

siderations in the spectrum of Operations Research 

endeavors. 

In summary, the research described in the preceding 

chapters has been confined to the development of a pilot 

scheduling model useful in its present form when adapted 
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to a machine of larger memory and higher output capacity. 

It has been stated that the model contains all the prac­

tical features -- encountered in the research effort 

for evolutionary expansion and exploitation to serve the 

purpose of analyzing and determining the optimum man­

machine combination for the Atlantic Missile Range. The 

evolutionary steps to an idealized goal have been listed 

in conjunction with factors and circumstances to be in­

volved in phased cost/effectiveness studies. Some conclu­

sions were given at the outset concerning early usefulness 

of the machine scheduling model as an aid in the scheduling 

process. These must be qualified by such considerations 

as computer location and accessibility, in-line software 

support, and surface delivery service of input/output data. 

Reference has been made to the discipline which schedulers 

must understand and faithfully observe if computer sched­

uling is to be successful. 



CHAPTER VI 

SUMMARY AND CONCLUSIONS 

The hyI)othesis contained in the original proposal for 

research approved by the committee reads: 

"that there is a combination of human intelli­
gence and computer application which may be 
assembled for most efficient handling of the 
Range [any complex] scheduling problem. 1·1 

This hyI)othesis was developed from exposure to con­

flicting beliefs at responsible levels of management that 

the missile, spacecraft, and support test scheduling func­

tion could and could not be performed by computers. 

The "could'' advocates based their beliefs on the ob-

servation that electronic computers had been repeatedly 

applied successfully in other complex resources management 

situations. They further reasoned that the process of 

scheduling consisted of knowing resources available, the 

Range inventory; resources required, specified in Opera­

tional Directives·(OD's) for each test and program current 

on the Range; and test times required, submitted with each 

test request. They concluded that with these "knowns", a 

machine was well suited to the task of performing a 

scheduling operation. This was called the "outsider" 

point of view throughout the dissertation. 
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The "could not" advocates were people directly in­

volved in or acquainted with the manual scheduling process. 

They reasoned that Operational Directives (OD's) were a 

departure point for scheduling in a real world involving 

innumerable compromises, judgments, and negotiations with 

test requesters that a computer cannot handle. The latter 

group, then, believed that the heuristic atmosphere in 

which test Scheduling operates could not be broken down 

into factors or networks of factors underlying scheduling 

decisions; that no algorithm adaptable to computer pro­

gramming was possible. This was referred to as the 

11 insider'' point of view throughout the dissertation. 

The research described in this dissertation was em­

braced to establish, first, whether the sources of the 

heuristic judgments could be identified and put in the 

form of algorithms, second, whether the scheduling process 

could be duplicated through development and use of a ma­

chine program, and third, the degree to which computers 

could be efficiently employed in the scheduling process. 

The introductory chapter records that the over-all 

objective of research was the development of a pilot model 

for actual scheduling operations to be useful in determin­

ing an optimal man-machine combination on a much larger 

scale. The results of the search of literature were shown 

to be more productive in revealing that classical and ap­

plied attacks on scheduling problems to date were not par­

ticularly helpful relative to the problem described than 
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·otherwise may have been anticipated. 

In Chapter II the relationships of the Department of 

Defense, Range users, and the Air Force Missile Test Center 

as the Executive Agent for the Atlantic Missile Range were 

developed. The steps by which the Range is involved in 

supporting test programs from the·ir inception· to their 

receipt of test data were traced. The process of random 

arrival of tests (probabilistic demand), the complexity of 

the scheduling process and t:b.e character of heuristicallly 

derived scheduling decisions were (lescribed. The necessity· 

for eliminating a large number of combinations and permu­

tations of equipments required versus available to reduce 

the scheduling model to manageable proportions within re­

straints imposed was justified. The pilot model was con­

ceived in final form to contain all practical considerations 

and approximations of heuristic judgments was generally 

described. The adaptability of the model and its potential 

value in gaming exercises to determine the optimum man­

machine combination for scheduling processes were 

discussed. 

Chapter III has as its main theme the importance of 

psychological rapport between schedulers and the researcher 

when engaged for the purpose of modeling heuristically 

based scheduling operations. The need for intimate in­

volvement of the researcher in range scheduling operations 

.was initially discussed. The necessity for special se­

cluded session with schedulers to explore the network of 
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factors making· up the heuristic environment in which they 

operate was identified. The use of apparent.ly contradic­

tory scheduling decisions as the basis for· the probing 

questio~ qti,asi-psychiatric technique employed to ex_tract 

heuristic factors from schedulers' minds was developed .. 

The follow-<>n development of logic flow. diagrams approxi­

matihg the pattern of heuristic considerations used by · 

schedulers was discussed. 

Implications of this experience and findings concern­

ing themodeli;ng of scheduling operations in general re­

sulting from search of the literature were then integrated 

and presented-as_ procedures useful to operations research­

ers. Finally, some cursory observations were made concern­

ing the transition of operations-researchers from student 

to professiona+ status. 

In Chapter IV major factors underlying the heretofore 

. II ShadOW II prJ.o:ritieS System. at play iII. the SCheduling prOC­

eSS were identified and reassembled in.the form of· an 

algorithm:. The Scheduling Request Working Form for sched­

uling officers, designed to include priority :entries from· 

the algorithm and other data essential to the machine 

scheduling program, was presented. The follow-on step of 

converting test request line entry data to.cards (tapes) 
. . 

as the· basi~ input. to the· scheduling model was noted. 

Over-all deyelo:pment of the computer scheduling model from 

logic flow diagram to machine program was described. The 

ability of the. computer scheduling program to print-out a 
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weekly schedule for a typical week was demonstrated. That 

this print-out wa1:1 in different format but identical in 
. . . 

content with the weekly schedule developed by scheduling· 

officers, with the exception of design differences in­

tended, was noted, 

In Chapter V, it was initially concluded that a major 

contribution of the research effort was to demonstrate 

that computer scheduling of missile and spacecraft launch 

and support tests in a heuristic environment was possible. 

Immediate uses of the pilot scheduling model were identi­

fied. It was concluded, however, that its most signifi­

cant value was its potential for determining the optimum 

man-machine combination on a sound cost/effectiveness 

basis at each evolutionary step in its larger development 

and application to the over-all range.scheduling problem. 

Translational steps for evolutionary development were 

given. The increased discipline which computer usage by 

its very nature will impose on scheduling processes was 

discussed. 

Conclusions 

l. The ability of the pilot scheduling model to 

print out a typical week's schedule has been 

demonstrated. 

2. The conclusions of qualified scheduling 

officers is that the model more than satis-

fies early expectations; that there is ·a 



man-machine combination which will materially 

aid their scheduling process; therefore, that 

the hypothesis has been validated with degree 

only remaining to be determined by evolution­

ary growth of the pilot model as described 

and phased cost/effectiveness analysis. 

3. The scheduling model in evolutionary phases 

has the potential for many applications other 

than purely as a weekly scheduling aid. One 

of these is to concentrate and foreshorten the 

period of training of scheduling officers. 

Another is to accumulate and evaluate statis­

tics from the II clock" file concerning the 

utilization of equipment inventories. A third 

use related to the second, is the use of the 

model to investigate future inventories of 

equipments required to satisfy projected test 

loads. A fourth is its application in real 

time scheduling (rescheduling) on a daily or 

other time unit or event basis. 

4. Much more scheduling capability and finesse 

has been built into the model than required 

to satisfy the demands for scheduling the 

typical week's test request load, e.g., the 

capability of accepting and scheduling up to 

three launch tests in any one day, testing for 

latitude to slip or advance T-times based on 
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"window" tolerances , and slipping or advancing 

them out of conflict while staying within range 

operating hours or minimizing overtime. 

5. Important contributions to the bod1 of applied 

science have been made. 

Proposals for Further Study 

1. These have been discussed throughout the several 

preceding chapters, but in particular Chapter V. 
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FOREWORD 

Most of the large size missiles and space vehicles· 

are launched and controlled from Cape Canaveral, Florida. 
' ' 

Testing of vehicles from the time they arrive on the Cape 

varies from checkout of vehicle components and systems 

gradually integrated culminating in full scale dry runs 

·and ultimately live launches. The staff unit responsible 

for scheduling all tests and associated measurement and 

control equipments is an organizational element of the 

Air Force Missile Test Center (AFMTC). The Commander, 

AFMTC,.is the executive agent for the Department of 

Defense. He is responsible for developing, equipping and 

operating the Atlantic Missile Range (AMR) to best serve 

the testing needs of Range users: The National Aeronautics 

and Space Administration, the U.S. Air Force, U. s. Navy, 

and U. S • Army. 

It is the scheduling problem involving many range 

users, many pJ:'.ograms, the variety of missile and space 

vehicles involved, their particular requirements for in­

strumentation and· measurement systems distributed spatially 

and in time, to which this proposal is addressed •. 
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. INTRODUCTION 

Under actual. circumstances, missile and space vehicles 

and, therefore, requests for support and live launch tests 

tend · to '·'arrive" at random from the body of programs ac­

tive on the AMR. Such requested tests are arranged in 

weekly scheduling meetings.considering program priority, 

availability of test support resources specified in the 

Operational Directive for each program, and other criteria. 

Each Operational Directive, one per· program·, may con­

sist of several volumes listing in exacting detail indi­

vidual test measurement requirements for both support and 

·1aunch tests. AMR scheduling effectiveness under such 

dynamic circwnsta.nces depends on: (1) experienced indi­

viduals having thorough familiarity with OD. test .specifi­

cations, (several feet of documentation i:ri mental storage), 

( 2) knowledge of the critic al response ti.me for range set­

up of instrumentation and measurement system arrays 

tailored to each test requirement, (3) knowledge of non~ 

interference testing which may proceed simultaneously, (4) 

the relative essentiality of measurement equipments to any 

given test on which basis the test originator may.or may 

not wish to proceed, etc. 

124 



125 

The effectiveness of such scheduling (and operation) 

impinges at present, therefore,· almost totally on human 

intelligence and experience. No reliable means for pre­

selection of individuals having scheduling aptitude are 

known. The training period is extensive -- estimated to 

be from three to five years. The stakes associated with 

scheduling decisions are high from any point of view. 

There have been a plethora. of "black box" and" automation 

by computer" suggestions but none backed up by sufficient 

research to relate economy reliability and responsiveness 

of scheduling systems along a continuum from the we:y this 

complex operation is performed now to the way it theoret­

ically may be with primary dependence on modeling and com­

puter technology. 



PROPOSITION 

It is hypothesized that there is a combination of 

human intelligence and computer application which may be 

assembled for most efficient handling of the range sched­

uling problem. ·The research would involve the modeling of 

the operation the way it is .done now, the potentiality for 

mechanizing information storage and retrieval.frequently 

in a rapid state of revision, and the evolving and testing 

of several mixes of human and machine decision making proc­

esses relative to the problem. Proper appreciation would 

be taken of any approaching limitation of the continued 

absolute dependence·on human intelligence to satisfy an 

increasingly.complex function. Conversely, decreasing 

elasticity in judgment·and adaption,which increasing com­

puter automation by its very nature could cause, would be 

of significant C·oncern. 

A sub-objective may very well emerge: That a model 

of scheduling operations computerized to a degree may be 

used in gaming exercises to foreshorten the .training of 

schedulers and actually extend their quality and capacity 

for their human decision making. Research concerning 

scheduling modeling and an optimum man-machine system may 

provide a reliable me;ans through simulation for estimating 
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inventories of instrumentation, equipment and facilities 

for future time perio.ds given the projected testing load 

or vice versa. Also, it is expected the research and 

modeling will ··be sufficiently fundamental to· be applicable 

in a · wide range of scheduling situations other than missile 
. : : . . 

tests -- where resources.to be expanded are costly and 

.ad.aptability "to changing circumstances is of primary 

significance •. 
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· · Figure 26. ·· Flow Diagram.,· Sub-routine Command Class . 
Inventory Check and Frequency Conflict · · 
Check · 
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Figure 35. Machine Flow Diagram, .Sort 
and Print Test Schedule 
by Day by Category with 
.Pertinent Data, Short 
Test Titles, and Remarks 
(Pass IV) 
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