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## PREFACE

The solution of large scale allocation problems is an important factor in the current complex world economy．Decisions that were once made based solely upon subjective judgement must now be aided by powerful mathematical tools．Those factors which influence or control industrial management decisions are sometimes so numerous and compli－ cated that intuition alone cannot be relied upon to render optimum decisions．

The objective of this investigation is to add to the tools avail－ able for solution of such problems．The technique developed in this thesis can be used to obtain the solution of many types of integer programming problems，such as the allocation problem，without being restricted by the＂curse of dimensionality＂which limits the size of problem that can be handled with conventional dynamic programming techniques．
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## NOMENCLATURE

| i | index indicating project |
| :---: | :---: |
| j | index indicating time period |
| A | overall budget constraint |
| $\mathrm{A}_{\mathbf{i}}$ | maximum allocation for the $i^{\text {th }}$ project |
| B ${ }_{j}$ | maximum allocation for the $j^{\text {th }}$ time period |
| $f_{k}^{*}\left(s_{k}\right)$ | optimum total return for stages 1 through $k$ for input $s_{k}$ |
| $r_{i}\left(x_{i}\right)$ | return function for $i^{\text {th }}$ stage with allocation $\mathbf{x}_{\mathbf{i}}$ |
| $r_{i j}\left(x_{i j}\right)$ | ```return for the i }\mp@subsup{}{}{\mathrm{ th}}\mathrm{ project in the }\mp@subsup{j}{}{\mathrm{ th }}\mathrm{ time period for allocation }\mp@subsup{\mathbf{x}}{\mathbf{ij}}{``` |
| $s_{k}$ | input for the $k^{\text {th }}$ stage |
| $\tilde{\mathbf{s}}_{\mathbf{k}}$ | output for the $k^{\text {th }}$ stage |
| S | state vector |
| $\mathbf{x}_{\mathbf{i}}$ | allocation for the $i^{\text {th }}$ stage |
| $\mathbf{x}_{\mathbf{i} \mathbf{j}}$ | allocation for the $i^{\text {th }}$ project in the $j^{\text {th }}$ time period |
| X | allocation vector |
| $\Delta$ | allocation variable incrementing value |

## CHAPTER I

## INTRODUCTION

The allocation problem has received a considerable amount of attention in the literature，as might well be expected．The allocation of resources in order to maximize some kind of return is a fundamental problem in mathematical economicso As such，it is a fruitful area for study by the methods of operations research．Operations research is based in economics；it is the science of getting the most output for the least input－－i。e．，optimization，and optimization is measured in terms of the economics of some objective function．

## Types of Allocation Problems

Gue and Thomas（1）divide allocation problems into three broad areas．The first type occurs when there are tasks to be performed and there are exactly enough resources to perform the tasks．If each task requires only one resource，it is called an assignment problem。 If there are tasks to which more than one resource is required，and if each resource may be used for more than one task，it then becomes a distribution problem．The transportation problem is a specific form of the distribution problem。

A second class of problem concerns the allocation or assignment of resources to activities when there are insufficient resources to satisfy all of the requirements，and one must decide which activities to include
in the allocationo．In this case，it is a zero－one problem in that activities are either included or excluded．

In the third type of problem，it is possible to control not only which activities are to be included，but also the level of resource that will be allocated to each of the activities．

This thesis is concerned with the third type of allocation problem， which may be described as follows：

Given a limited quantity of resource，such as money，time， materials，machines，etco，it is desired to distribute this resource in an optimum manner among competing activities，such as projects， products，etco For each activity，the allocation of a quantity of resource provides a return of some kind。 This return，or utility function，may be a linear or non－linear function of the amount of resource allocated to that activity。

## Examples of Allocation Problems

Allocation problems of many forms arise in business and industry。 The basic allocation problem considered in most texts is the＂knapsack＂ problem。 This general type of problem is aimed at determining the optimum loading of cargo，weapons，etco，in order to maximize return， whether the return is profit，damage potential，or some other measure of utility。 These problems are usually referred to as one－dimensional， since only one resource is considered and there is a single constraint， such as volume or weight。

More complicated problems arise when there are multiple constraints because of several resources to be allocated，or because of several constraints on the allocation of a single resource。

The transportation and distribution problem are forms of the allocation problem with multiple constraints．In the transportation problem，it is desired to determine the least expensive routing system for shipping goods between shipping points and demand points．The distribution problem considers the optimum placement of goods or services at various facilities．

One of the important allocation problems with multiple constraints is that of budgeting and project selection．In this general type of problem，there are limited resources that must be divided among competing projects．There may be limitations on the amount of resource that can be given to a single project，as well as limitations on the amount of resources available in any given time period．Baker and Yormark（2）refer to this as the allocation problem with two－dimensional constraintso Two－dimensional refers to the fact that there are constraints on two entities，such as projects and time periods．

As an example，a manufacturer may produce automobiles and boats， each requiring a specific amount of a raw material such as steel． Since both products are to be produced，there is a limit as to the amount of steel that can be given to each production line。 Also，since steel is provided to the manufacturer over a period of time，there may be limitations as to the amount of steel available to both production lines during any given time period。 Because of seasonal variations， the return（profit）to the manufacturer may be a function of the time period；i。e．，period of year，as well as the type of product． Additionally，the market can become saturated with either of these products，so that the return may not be a linear function of the amount produced，which complicates the problem even further．Thus，
determining the optimum allocation for each production line and time period is not a simple problem.

A mathematically similar problem is that of portfolio selection, where a limited amount of money is available for investment in each of several time periods. In addition to the time period constraints, there may also be constraints on the type of investment, such as a limitation on the investment in a particular industry, or limitations on the general types of investments, etc.

There are innumerable other examples of allocation problems. In fact, many problems that at first appear to be totally unrelated can be shown to be a form of the allocation problem, or can be formulated and solved as such. For example, a linear or non-1inear programming problem can be formulated as an allocation problem where a resource is to be "allocated" to each of the variables, and the amount of resource is governed by the problem constraintso

## Mathematical Formulation

The allocation problem may be mathematically formulated as follows:

$$
\operatorname{Maximize} R(X)=\sum_{i=1}^{n} r_{i}\left(x_{i}\right)
$$

subject to:

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i j} x_{i} \leq A_{j} \quad j=1,2, \ldots \infty, m \tag{1-1}
\end{equation*}
$$

where $r_{i}\left(x_{i}\right)$ is the return obtained from the $i^{t h}$ of $n$ activities when an amount of resource $\mathbf{x}_{\mathbf{i}}$ is allocated to that activityo There are $m$ constraints, each constraint controlled by an allocation amount $\mathbf{A}_{\mathbf{j}}$ 。

In those cases where the return（or utility）functions are linear， the solutions can usually be obtained through one of several mathe－ matical programming techniques．The problem becomes more complex when the return functions are non－linear，al though techniques are available which make them tractable，such as Beale＇s algorithm when the objective function is quadratic（1）．In some instances，linear approximations to the objective function can be used and an approximate solution obtained using linear programming techniques．However，the linearized versions are usually inadequate。

The introduction of an additional requirement for integer solutions eliminates most available mathematical programming techniques．Exhaus－ tive search is a possible，but very expensive，alternative．An approach often suggested is to assume a continuous problem，obtain a solution， then round or truncate to an integer solution．Unfortunately，the solution obtained in this manner is usually infeasible and／or non－optimal．

There have been various approaches to the solution of the differ－ ent types of allocation problems．Some of the original techniques for the solution of linear versions of Equation（1－1）were developed by Koopmans（3）．The capital budgeting version of the allocation problem was attacked through Lagrange multipliers by Lorie and Savage（4）。 Weingarten（5）applied integer programming。 However，Nemhauser（6） concluded that dynamic programming provided the most efficient tech－ nique when there are not more than three constraints．

A survey of various approaches to the capital budgeting alloca－ tion problem is contained in Weingarten（7）．

## Solution by Dynamic Programming

Most of the work on allocation problems with integer solutions has been accomplished with dynamic programming. Examples are contained in Gue and Thomas (1) and Hillier and Lieberman (8). Unfortunately, this approach can be used only if there are few constraints. When there are several constraints, usually more than two or three, the number of calculations and size of computer memory required prohibit the use of this technique. This results from the fact that computer memory requirements increase exponentially with the number of problem constraints. This is referred to by Bellman as the "curse of dimensionality" (9).

The technique proposed by this thesis circumvents the limitations of conventional dynamic programming through the use of a recursive search technique. This technique eliminates the need for large computer memory which usually makes the solution of large scale problems impossible.

## CHAPTER II

THE RESOURCE ALLOCATION PROBLEM

The general form of the resource allocation problem is given by Equation (1-1). When there is only one constraint, the problem may be written in the following form:

$$
\begin{equation*}
\operatorname{Maximize} R(X)=\sum_{i=1}^{n} r_{i}\left(x_{i}\right) \tag{2-1}
\end{equation*}
$$

subject to:

This particular form is referred to in the literature as the LoriSavage model, since it was discussed originally by Lorie and Savage (4). Wagner (10) refers to this as the when-or-where model. This title comes from the fact that the Lorie-Savage model has several interpretations from an allocation standpoint. The usual definition is that there are $n$ projects (products, etc.) and it is desired to maximize the return given by Equation (2-1) when an amount of resource $A$ is distributed among these projects during a single time period, or single planning horizon. By a redefinition of terms, it can be considered as a problem of allocating an amount of resource $A$ among the $n$ time periods of a single project. Since only one constraint is present, this is a one-dimensional allocation problem.

Although the problem description has been in terms of projects and time periods, it could have easily been defined as availability and requirements in a transportation problem, or in many other terms. Throughout this thesis, the problem will be described as one of allocating resources over projects and time periods, recognizing the many other possible interpretations of this model.

## Multiple-Constraint Problems

Generally, the allocation problems solved in textbooks are of the form given by Equation (2-1); i.e., single constraint or onedimensional problems. This type of problem can be easily solved with dynamic programming, which is the most efficient approach when the solution is constrained to integer values. However, the problem takes on a different character when there are several constraints, such as the general allocation model given by Equation (1-1). Although dynamic programming is still the best approach for problems of this nature, the "curse of dimensionality" mentioned earlier limits the size of problem that can be handled.

As a specific example of a multiple-constraint problem, consider the project selection analysis studied by Baker and Yormark (2). As discussed earlier, in this situation, there are several projects and time periods, with varying budget constraints on both entities. This particular problem will be used as a model to demonstrate the recursive search technique.
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## Mathematical Model

The mathematical formulation of the allocation problem with constraints on two entities is given by:

$$
\operatorname{Maximize} R(X)=\sum_{i=1}^{m} \sum_{j=1}^{n} r_{i j}\left(x_{i j}\right)
$$

subject to:

$$
\begin{align*}
& \sum_{i=1}^{m} \sum_{j=1}^{n} x_{i j} \leq A \\
& \sum_{j=1}^{m} x_{i j} \leq A_{i} \quad i=1,2, \ldots, n  \tag{2-3}\\
& \sum_{i=1}^{n} x_{i j} \leq B_{j} \quad j=1,2, \ldots, m \\
& x_{i j} \geq_{0} \text { for all } i, j \\
& x_{i j} \text { integers }
\end{align*}
$$

where, for the project selection problem:

$$
\begin{aligned}
A= & \text { total budget constraint } \\
A_{i}= & \text { budget constraint for the } i^{\text {th }} \text { project } \\
B_{j}= & \text { budget constraint for the } j^{\text {th }} \text { time period } \\
\mathbf{x}_{i j}= & \text { amount of resource allocated to the } i^{\text {th }} \text { project in } \\
& \text { the } j^{\text {th }} \text { time period } \\
\mathbf{r}_{\mathbf{i j}}\left(\mathbf{x}_{i j}\right)= & \text { return from allocation } \mathbf{x}_{i j} \\
m= & \text { number of time periods } \\
n= & \text { number of projects. }
\end{aligned}
$$

In this model, it is desired to maximize the return from allocation of a resource to specific projects and time periods. There are
n projects and each project can be allocated no more than $A_{i}$ of the resource. In addition, the projects will last a maximum of $m$ time periods, and during any one time period the resource allocation to all projects must not exceed $B_{j}$. As an overall constraint, the total amount of resource available is A. For each project-time period there are discrete feasible funding levels, so that the $\mathbf{x}_{\mathbf{i j}}$. must take on integer values corresponding to these levels. This is, therefore, an integer programming problem. This problem is shown in Figure 1.

## Assumptions

As mentioned previously, this type of problem is difficult to solve by any method, but the most promising approach is dynamic programming. As with all methods for the solution of complex problems, certain assumptions are necessary. For this problem, the following assumptions are made:
(1) The return from different activities (where here an activity is a project-time period) can be measured in common units.
(2) The total return from any activity is independent of the allocations to the other activities.
(3) The total return can be obtained as the sum of the individual returns.
(4) The return functions are concave.

The first three assumptions are necessary to apply the dynamic programming technique. The last assumption is necessary to use the recursive search technique proposed by this thesis. This technique


Figure 1. Allocation of Resources Over Projects and Time Periods
makes an exact solution of Equation (2-3) possible within the limits of present day computers.

Before discussing the details of the solution to Equation (2-3), it is necessary to briefly review dynamic programming as a basis for the solution developed in this thesis.

## CHAPTER III

## DYNAMIC PROGRAMMING

The theory and application of dynamic programming are discussed fully in several texts, such as Bellman (9), who developed the concept, Bellman and Dreyfus (11) and Nemhauser (12). There are also reports which discuss the specific problem of allocation of resources and solution using dynamic programming, such as Dreyfus (13) and Kalaba (14). These sources should be referred to for complete details; the following description is presented only as a basic review of dynamic programming and to establish the notation that will be used in the remainder of the thesis.

Dynamic programming is an approach to the solution of multistage decision problems which transforms these problems into a series of single stage problemso Dynamic programming can be applied to a wide variety of problemso It is more of a concept than a specific technique, and for this reason it is difficult to develop an algorithm which can be used to solve many types of problems; each problem must be specifically modeled for solution by this technique.

```
Principal of Optimality
```

Decomposition of a multistage decision problem is accomplished through mathematical formulation of Bellman's "principal of optimality" which states (9):

An optimal policy has the property that whatever the initial state and decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision.

This says, in effect, that the optimum decision is one in which all subsequent decisions are optimum with respect to the state resulting from the previous decision.

## Dynamic Programming Notation

The usual method of depicting a dynamic programming problem is shown in Figure 2, where the stages of the problem are numbered in reverse order in accordance with convention.

In Figure 2, the state variables and decision variables for the $i^{\text {th }}$ stage are denoted by $s_{i}$ and $x_{i}$, respectively. State variables represent the state or condition of the system at a particular point within the problem solution; i.e., at a particular stage. State variables are usually those conditions not under the control of the decision maker. The input state, $s_{i}$, is the value of the state variable entering the $i^{\text {th }}$ stage. The output state, $\tilde{\mathbf{s}}_{\mathbf{i}}$, is the value after the decision $X_{i}$ has been made. As can be seen in this figure, the output of the $i^{\text {th }}$ stage is the input to the $(i-1)^{\text {st }}$ stage。

Decision variables, denoted by $x_{i}$, are those variables that are under the control of the decision maker.

The return function, $r_{i}\left(s_{i}, x_{i}\right)$, represents the return of the $i^{\text {th }}$ stage where the input is $s_{i}$ and the decision made at this stage is $\mathbf{x}_{\mathbf{i}}$. The state transformation function, $t_{i}\left(s_{i}, x_{i}\right)$, determines the value of the state variable at the $(i-1)^{\text {st }}$ stage as a function of the state and decision variable at the previous stage. That is, for a given input


Figure 2. Dynamic Programming Notation
state and decision, the transformation function determines the output state for that stage.

## Recursive Relationships

Now define the following:
$\mathbf{f}_{\mathbf{k}}\left(\mathbf{s}_{\mathbf{k}}, \mathbf{x}_{\mathbf{k}}\right)=$ the total return from stages 1 through $k$ ( $\mathbf{k}$ stages remaining) when the input state is given by $s_{k}$ and decision $x_{k}$ is made with optimum decisions made for the output state $\tilde{\mathbf{s}}_{\mathbf{k}}$ in stages 1 through $\mathbf{k}-1$. $f_{k}^{*}\left(s_{k}\right)=$ the optimum total return for stages 1 through $k$ for the input state $\mathbf{s}_{\mathbf{k}}$.

Then for any stage $k$, Bellman's principal of optimality may be mathematically formulated as follows:

$$
\begin{align*}
f_{k}^{*}\left(s_{k}\right) & =\max _{\mathbf{x}_{\mathbf{k}}} f_{\mathbf{k}}\left(s_{\mathbf{k}}, \mathbf{x}_{\mathbf{k}}\right)  \tag{3-1}\\
& =\max _{\mathbf{x}_{\mathbf{k}}}\left[\mathbf{r}_{\mathbf{k}}\left(s_{\mathbf{k}}, \mathbf{x}_{\mathbf{k}}\right)+\mathbf{f}_{\mathbf{k}-1}^{*}\left(s_{\mathbf{k}-1}\right)\right] \tag{3-2}
\end{align*}
$$

for

$$
\mathbf{k}=1,2, \ldots, \mathrm{n}
$$

where

$$
f_{0}^{*}\left(s_{0}\right) \equiv 0
$$

where the input to the $(k-1)^{s t}$ stage is determined from the transformation function:

$$
\begin{equation*}
s_{k-1}=\tilde{s}_{k}=t_{k}\left(s_{k}, x_{k}\right) \tag{3-3}
\end{equation*}
$$

# Dynamic Programming Solution of the <br> One-Dimensional Allocation 

Problem

With the above definitions, consider the dynamic programming approach to the one-dimensional allocation problem. As described previously, this is an allocation problem where there is one type of resource and one constraint, such as the following formulation of the Lorie-Savage model:

$$
\text { Maximize } R(X)=\sum_{i=1}^{n} r_{i}\left(x_{i}\right)
$$

subject to:

$$
\begin{align*}
\sum_{i=1}^{n} x_{i} & \leq A  \tag{3-4}\\
x_{i} & \geq 0 ; \text { integers }
\end{align*}
$$

In problem solving with dynamic programming, the first step is the definition of stages, states and decisions. For the allocation problem, the stages correspond to the activities. The decisions then correspond to the amount of resource allocated at each stage (or activity), and the state variables represent the amount of resource remaining that could be allocated at each stage. If the problem is considered as allocating a portion of $A$ at each stage, it can be seen that the constraint yields a transformation function:

$$
\begin{equation*}
s_{k-1}=s_{k}-x_{k} \tag{3-5}
\end{equation*}
$$

The recursive equation, or functional relationship, of the principal or optimality for this problem is then given by:

$$
\begin{gather*}
f_{k}^{*}\left(s_{k}\right)=\max _{x_{k} \leq s_{k}}\left[r_{k}\left(x_{k}\right)+f_{k-1}^{*}\left(s_{k-1}\right)\right]  \tag{3-6}\\
\text { for } k=1,2, \ldots, n
\end{gather*}
$$

where $f_{0}^{*}\left(s_{0}\right) \equiv 0$. (Note that since the return is a function only of the amount of resource allocated, it may be written as $\mathbf{r}_{\mathbf{k}}\left(\mathbf{x}_{\mathbf{k}}\right)$ instead of $r_{k}\left(s_{k}, x_{k}\right)$

Using the transformation function, Equation (3-5), Equation (3-6) becomes:

$$
\begin{gather*}
f_{k}^{*}\left(s_{k}\right)=\max _{x_{k} \leq s_{k}}\left[r_{k}\left(x_{k}\right)+f_{k-1}^{*}\left(s_{k}-x_{k}\right)\right]  \tag{3-7}\\
\text { for } k=1,2, \ldots, n
\end{gather*}
$$

where $f_{0}^{*}\left(s_{0}\right) \equiv 0$.
Notice that for a $n$ stage problem, the optimum value for all stages is given by:

$$
\begin{equation*}
f_{n}^{*}\left(s_{n}\right)=f_{n}^{*}(A) \tag{3-8}
\end{equation*}
$$

Computational Aspects of

Dynamic Programming

For each stage of the dynamic programming process, it is necessary to calculate $f_{k}\left(s_{k}, \mathbf{x}_{\mathbf{k}}\right)$ for each feasible $\mathbf{x}_{\mathbf{k}}$ and $\mathbf{s}_{\mathbf{k}}$, and then from these values, to determine the value of $\mathbf{x}_{\mathbf{k}}$ which maximizes $f_{k}\left(s_{k}, x_{k}\right)$ to yield $f_{k}^{*}\left(s_{k}\right)$ for each $s_{k}$. Therefore, for state transformation functions given by Equation (3-5), if there are $v$ feasible input states for each stage, then for $n$ stages, there are approximately $1 / 2 v^{2}$ evaluations of Equation (3-7) required to determine the optimum
allocation. Although this may seem to be a large number, compare this to the $\mathrm{v}^{\mathrm{n}}$ calculations required for exhaustive search!

If this problem is to be solved on a digital computer (a necessity for large problems), an important factor is the required size of core memory. This can be determined as follows: At each stage in the dynamic programming solution, it is necessary to save the optimum value of Equation (3-7), and also the decision variable that yielded the optimum value, for each input state. However, $f_{k}\left(s_{k}\right)$ is needed only until $f_{k+1}^{*}\left(s_{k+1}\right)$ is calculated. Again assuming $n$ stages with $v$ feasible values of $s_{k}$ at each stage, the total memory requirement, not including memory for the program statements, is $v(n+2)$ storage locations. Obviously quite large one-dimensional problems can be solved using large computers. However, it will be demonstrated later that the memory requirements mushroom when problems with several constraints are encountered.

## Numerical Example

As an example of dynamic programming solution to a onedimensional allocation problem, consider a single project, four time period optimization problem given by:

$$
\text { Maximize } R(X)=\sum_{i=1}^{4} r_{i}\left(x_{i}\right)
$$

subject to:

$$
\begin{align*}
\sum_{i=1}^{4} x_{i} & \leq 10  \tag{3-9}\\
x_{i} & \geq 0, \text { integers }
\end{align*}
$$

where the return functions, $r_{i}\left(x_{i}\right)$ are given in Table $I$. These return functions are of the form:

$$
\begin{equation*}
r_{i}\left(x_{i}\right)=\frac{a x_{i}}{b x_{i}+c} \tag{3-10}
\end{equation*}
$$

The first two derivatives of Equation (3-10) are:

$$
\begin{align*}
& r_{i}^{\prime}\left(x_{i}\right)=\frac{a c}{\left(b x_{i}+c\right)^{2}}  \tag{3-11}\\
& r_{i}^{\prime \prime}\left(x_{i}\right)=\frac{2 b^{2} c+2 a b c^{2}}{\left(b x_{i}+c\right)^{4}} \tag{3-12}
\end{align*}
$$

From these equations, the maximum occurs at $x=\infty$, and from Equation (3-12) the function is concave for all positive $a, b$ and $c$. Thus, these return functions meet the assumptions of Chapter II.

The recursive equation for the first stage of the dynamic programming solution to this problem is given by:

$$
\begin{equation*}
f_{1}^{*}\left(s_{1}\right)=\max _{x_{1} \leqslant s_{1}} r_{1}\left(x_{1}\right) \tag{3-13}
\end{equation*}
$$

The first stage returns are given in Table II for each feasible input state. At the right side of the table are the optimum returns and decisions from this stage as a function of the input state. For a computer solution of this type problem, only the values in the last two columns need to be saved, and $f_{1}^{*}\left(s_{1}\right)$ is needed only until $f_{2}^{*}\left(s_{2}\right)$ is calculated.

Table III contains the returns from the first and second stages, obtained from the second stage recursive equation:

$$
\begin{equation*}
f_{2}^{*}\left(s_{2}\right)=\max _{x_{2} \leq s_{2}}\left[r_{2}\left(x_{2}\right)+f_{1}^{*}\left(s_{2}-x_{2}\right)\right] \tag{3-14}
\end{equation*}
$$

TABLE I

RETURN FUNCTIONS FOR NUMERICAL EXAMPLE

|  |  | Return |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{x}_{i}$ | $r_{1}\left(x_{1}\right)$ | $r_{2}\left(x_{2}\right)$ | $r_{3}\left(x_{3}\right)$ | $r_{4}\left(x_{4}\right)$ |
| 0 | 0 | 0 | 0 | 0 |
| 1 | 2619 | 3529 | 1244 | 1274 |
| 2 | 3437 | 3810 | 2074 | 2062 |
| 3 | 3837 | 3913 | 2667 | 2597 |
| 4 | 4074 | 3970 | 3111 | 2985 |
| 5 | 4231 | 4000 | 3457 | 3279 |
| 6 | 4342 | 4022 | 3733 | 3509 |
| 7 | 4425 | 4039 | 3960 | 3694 |
| 8 | 4490 | 4051 | 4148 | 3846 |
| 9 | 4541 | 4060 | 4308 | 3974 |
| 10 | 4583 | 4068 | 4444 | 4082 |

TABLE II
FIRST STAGE RECURSIVE ANALYSIS


TABLE III
SECOND STAGE RECURSIVE ANALYSIS

| $\mathrm{s}_{2} \mathrm{x}_{2}$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | $\mathrm{f}_{2}{ }^{*}\left(\mathrm{~s}_{2}\right)$ | $\mathrm{x}_{2}^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | o |  |  |  |  |  |  |  |  |  |  | 0 | 0 |
| 1 | 2619 | 3259 |  |  |  |  |  |  |  |  |  | 3259 | 1 |
| 2 | 2438 | 6148 | 3810 |  |  |  |  |  |  |  |  | 6148 | 1 |
| 3 | 3837 | 6967 | 6429 | 3913 |  |  |  |  |  |  |  | 6967 | 1 |
| 4 | 4074 | 4367 | 7247 | 6532 | 3967 |  |  |  |  |  |  | 7247 | 2 |
| 5 | 4231 | 7603 | 7647 | 7351 | 6586 | 4000 |  |  |  |  |  | 7647 | 2 |
| 6 | 4342 | 7660 | 7884 | 7750 | 7404 | 6619 | 4022 |  |  |  |  | 7884 | 2 |
| 7 | 4425 | 7872 | 8040 | 7987 | 7804 | 7438 | 6641 | 4039 |  |  |  | 8040 | 2 |
| 8 | 4490 | 7995 | 8152 | 8144 | 8041 | 7837 | 7460 | 6658 | 4051 |  |  | 8152 | 2 |
| 9 | 4541 | 8019 | 8235 | 8255 | 8198 | 8074 | 7860 | 7476 | 6670 | 4060 |  | 8255 | 3 |
| 10 | 4583 | 8071 | 8299 | 8338 | 8309 | 8231 | 8096 | 7876 | 7488 | 6679 | 4068 | 8338 | 3 |

Again for this table, the optimum return and decision for each input state are shown in the last two columns.

Similarly, Tables IV and $V$ contain the return for the third and fourth stages, respectively. The fourth stage contains the total return from all four stages as a function of the input state. From this table, it can be seen that the maximum possible return is 12,675 .

In order to determine the allocation which yielded this optimum return, it is necessary to trace back through the stages using the state transformation function, Equation (3-5). These calculations, as shown in Table $V$, given an optimum allocation $X^{*}=(2,1,4,3)$. Thus the optimum return for this project is 12,675 for an allocation of two units in time period one, one unit in time period two, four units in time period three, and three units in time period four. Any other allocation, where the allocation is restricted to integer values, would yield a lower return.

# Dynamic Programming Solution of the Multiple Constraint Allocation 

Problem

As seen from the above example, the one-dimensional allocation problem is straightforward and can be readily solved with dynamic programming. As mentioned previously, this is the most efficient means of solution when the solution is restricted to integer values. However, now consider the same problem as before, but add constraints on time periods as well. The problem now becomes:

TABLE IV
THIRD STAGE RECURSIVE ANALYSIS

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | $f_{3}^{*}\left(s_{3}\right)$ | $\mathrm{x}_{3}{ }^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 |  |  |  |  |  |  |  |  |  |  | 0 | 0 |
| 1 | 3529 | 1244 |  |  |  |  |  |  |  |  |  | 3529 | 0 |
| 2 | 6148 | 4774 | 2044 |  |  |  |  |  |  |  |  | 6148 | 0 |
| 3 | 6967 | 7393 | 5604 | 2667 |  |  |  |  |  |  |  | 7393 | 1 |
| 4 | 7367 | 8211 | 8223 | 6196 | 3111 |  |  |  |  |  |  | 8223 | 2 |
| 5 | 7648 | 8611 | 9041 | 8815 | 6641 | 3457 |  |  |  |  |  | 9041 | 2 |
| 6 | 7884 | 8892 | 9441 | 9634 | 9260 | 6986 | 3733 |  |  |  |  | 9634 | 3 |
| 7 | 8040 | 9128 | 9722 | 10333 | 10780 | 9605 | 7263 | 3960 |  |  |  | 10780 | 4 |
| 8 | 8152 | 9285 | 9958 | 10314 | 10478 | 10424 | 9882 | 7489 | 4198 |  |  | 10478 | 4 |
| 9 | 8255 | 9396 | 10114 | 10550 | 10759 | 10823 | 10700 | 10108 | 7678 | 4308 |  | 10823 | 5 |
| 10 | 8338 | 9416 | 10226 | 10707 | 10995 | 11104 | 11100 | 10927 | 10287 | 7837 | 4444 | 11104 | 5 |

TABLE V

## FOURTH STAGE RECURSIVE ANALYSIS



## TABLE VI

OPTIMUM DECISIONS FOR NUMERICAL EXAMPLE

| Stage | Input State <br> $\mathbf{s}_{\mathbf{i}}$ | Decision <br> $\mathbf{x}_{\mathbf{i}}$ | Output State <br> $\mathbf{s}_{\mathbf{i}}-\mathbf{x}_{\mathbf{i}}$ |
| :---: | :---: | :---: | :---: |
| 4 | 10 | 3 | 7 |
| 3 | 7 | 4 | 3 |
| 2 | 3 | 1 | 2 |
| 1 | 2 | 2 | 0 |

$$
\operatorname{Maximize} R(X)=\sum_{i=1}^{n} r_{i}\left(x_{i}\right)
$$

subject to:

$$
\begin{align*}
& \sum_{i=1}^{n} x_{i} \leq A  \tag{3-15}\\
& x_{j} \leq B_{j} \quad j=1,2, \ldots, m \\
& x_{j} \geq 0, \quad \text { integer. }
\end{align*}
$$

In the dynamic programming formulation of the one-dimensional allocation model, the state variable represented the slack in the constraint -- the amount of unallocated resource -- at each stage in the solution. The state variable is also the slack in the constraints of Equation (3-15); however, since there are now m+1 constraints, ${ }^{1}$ the state variable is now a vector with $m+1$ components. As in the previous problem, it is necessary to calculate the return for all feasible decisions and state variables. For the multiple constraint problem, however, the number of feasible states has increased significantly, since each combination of the $m+1$ components of the state vector represents a feasible state。 If there are $v$ feasible values of each of the $m+1$ components of the state vector, then the amount of storage space required to solve an $n$ stage problem is approximately $v^{m+1}(n+2)$ storage locations. If thẹre are $n$ projects to be considered as well, then the storage requirements are approximately $v^{m+n+1}(n+2)$.

1
$\mathbf{1}_{\text {The non-negativity }}$ nonstraints are not included in this number. Since the problem can be structured such that only positive allocations are considered, the non $\quad$ negativity constraints do not increase the dimension of the problem.

As an example, consider the problem where there are four competing projects, and it is desired to obtain the optimum allocation for these projects for each of ten time periodso Assuming ten feasible values of each component of the state vector at each stage; i.e., ten feasible funding levels at each time period for each project, then the storage requirement is approximately $10^{15}$ locations. Obviously a problem of even this modest size could not be handled with present day computers, which have internal storage on the order of $10^{6}$ locations. Of course, external memory could be used, but at a significant reduction in computational speed. This is a rather minor point, however, since the time required to perform the calculations necessary just to fill these storage spaces, assuming $10^{6}$ calculations per second, is on the order of a century。 There is little consolation in the fact that $10^{40}$ calculations are required to determine the optimum solution with exhaustive enumeration。

Obviously, conventional dynamic programming has severe limitations. Under certain conditions, however, these limitations can be overcome, as will be discussed in the next chapter.

## CHAPTER IV

## RECURSIVE SEARCH DYNAMIC PROGRAMMING

As discussed previously, the dynamic programming formulation of large allocation problems with several constraints requires more storage space than is available in even the largest computers. To reduce the storage requirements, various approaches have been investigated. Bellman (11) discusses the use of a polynominal approximation to the recursive equations. With this procedure, only the coefficients of the polynominal are stored, and interpolation is used to obtain values of the recursive equation at specific pointso

Kalaba (14) uses Lagrange multipliers in conjunction with dynamic programming to reduce the number of constraints in the problem and, thus, reduce the dimension. However, neither polynominal approximation nor the Lagrange multipliers provides an efficient method of getting around the problem。

Various search techniques can be used when the return functions are unimodal. However, the search techniques discussed in the literature are not as efficient nor as easily programmed as desired; especially when vector state variables are involved.

One of the more recent and comprehensive investigations in the area of solution of the allocation problem with multiple constraints is reported in the previouslymentioned reference by Baker and Yormark (2)。 In this paper, a capital budgeting problem is investigated in which
there are non-linear return functions, integer solutions, and several constraints. However, only an approximation to the optimum solution was obtained. Baker and Yormark also discuss related works by Hess (15) and Rosen and Souder (16) which formulate a research and development project selection problem, a form of the capital budgeting problem. In each case, the inherent limitations of conventional dynamic programming prevented obtaining exact solutions in an efficient manner.

This problem can be solved, however, with a modification of dynamic programming. This technique, referred to as recursive search dynamic programming, considerably reduces the computer storage requirements as well as the number of calculations necessary to obtain an optimum solution. Basically, the recursive search technique starts with a feasible solution, then searches over each of the recursive relationships until an optimum solution is reached. If the return functions are concave, then the solution is a global optimum.

## Computational Advantages of <br> Recursive Search

The recursive search method of dynamic programming provides an efficient means of solution of many forms of the allocation problem. With this technique, only a limited number of states and decision variables in each stage need to be investigated, so that computational time and computer memory requirements are significantly reduced. As will be seen later, the number of calculations required to reach the optimum solution by this technique is a function of the starting solution and only in a worse case condition approaches the number required by the conventional method. (For worse case conditions;
i.e., starting solution at one extreme boundry of the constraints and the optimum solution at the other extreme boundry, the recursive search calculates all values necessary for the conventional method.) In trial problems using this technique, the number of calculations was a small fraction of that required using the conventional method.

This technique utilizes a feasible starting solution which implicitly defines the state vector for each stage, so that it is not necessary to calculate the values of the state vector. A search procedure is then utilized which successively optimizes each recursive equation until a global optimum is reached.

The computer algorithm was originally developed to handle problems such as given by Equation (2-3); however, with modifications to the program, it can also handle various other types of problems, such as the manpower leveling problem.

## Description of the Recursive

Search Technique

First consider the allocation problem with constraints on two entities, such as projects and time periods in the case of the $R \& D$ budgeting problem. To obtain a form more compatible with the usual dynamic programming formulation, Equation (2-3) can be written with single subscripted variables with no loss of generality as follows:

$$
\operatorname{Maximize} R(X)=\sum_{i=1}^{N} r_{i}\left(x_{i}\right)
$$

subject to:

$$
\begin{align*}
& \sum_{i=1}^{N} \delta_{i j} x_{i} \leq A_{j} \quad j=1,2, \ldots, M  \tag{4-1}\\
& \therefore x_{i} \geq 0, \text { integers }
\end{align*}
$$

where $N=m \times n$ and $M=m+n+1$ so that there are the same number of variables and constraints as in Equation (3-2), and where each $\delta_{i j}=0$ or 1 to account for the fact that all $x_{i}$ 's do not appear in every constraint.

To solve Equation (4-1) by dynamic programming, let the $N$ variables $x_{i}, x_{2}, \ldots, x_{N}$ correspond to the stages of the usual dynamic programming formulation. The decision variables are then the amount of resource to allocate at each stage. The states correspond to the amount of resource remaining to be allocated; i。e., the slack, and since there are $M$ constraints, the state variable must be an M-dimensional vector. The $k^{\text {th }}$ member of the state vector is the amount of slack in the $k^{\text {th }}$ constraint.

Let $S_{i}$ be the input state vector variable at stage $i$, and let $s_{i j}$ represent the $j^{\text {th }}$ component of that vector. Then $s_{32}$, for example, is a component of the vector $S_{3}$ and represents the amount of slack in the second constraint at the beginning of the third stage.

The state transformation resulting from the constraints of Equation (4-1) is given by:

$$
\begin{align*}
S_{i-1} & =T_{i}\left(S_{i}, x_{i}\right)  \tag{4-2}\\
& =\left(s_{i 1}-\delta_{i 1} x_{i}, s_{i 2}-\delta_{i 2} x_{i}, \ldots, s_{i M}-\delta_{i M} x_{i}\right) \tag{4-3}
\end{align*}
$$

or, letting

$$
\begin{equation*}
D_{i}=\left(\delta_{i 1}, \delta_{i 2}, \ldots, \delta_{i M}\right) \tag{4-4}
\end{equation*}
$$

Equation (4-3) can be written:

$$
\begin{equation*}
S_{i-1}=\left(S_{i}-D_{i} x_{i}\right) \tag{4-5}
\end{equation*}
$$

With these definitions, the dynamic programming problem may be diagrammed as shown in Figure 3. In this figure, the input to the $N^{\text {th }}$ stage is given by the amount of resource remaining (slack) in each constraint, and since nothing has been allocated at this point, $\mathrm{S}_{\mathrm{N}}$ is given by:

$$
\begin{equation*}
S_{N}=\left(A_{1}, A_{2}, \ldots, A_{M}\right) \tag{4-6}
\end{equation*}
$$

Thus, the slack at each stage is given by:

$$
\begin{equation*}
s_{i j}=A_{j}-\sum_{k=i+1}^{N} \delta_{j k} x_{k} \tag{4-7}
\end{equation*}
$$

Now let

$$
\begin{equation*}
f_{k}^{*}\left(S_{k}\right)=\max _{x_{k} \leq \min S_{k}} f_{k}\left(S_{k}, x_{k}\right) \tag{4-8}
\end{equation*}
$$

represent the return obtained by optimally allocating the resource represented by the state vector $S_{k}$ over variables 1 through $k$, where $\min S_{k}$ indicates the minimum component of vector $S_{k}$. Then the dynamic programming principal of optimality is given by the recursive relationship:

$$
\begin{equation*}
f_{k}^{*}\left(S_{k}\right)=\max _{x_{k} \leq \min S_{k}}\left[r_{k}\left(x_{k}\right)+f_{k-1}^{*}\left(S_{k}-D_{k} x_{k}\right)\right] \tag{4-9}
\end{equation*}
$$

where $f_{o}^{*}\left(S_{1}-D_{1} x_{1}\right) \equiv 0$ 。
With conventional dynamic programming it would be necessary to determine the optimum value of each decision variable, $x_{i} i=1,2, \ldots$, $N$, for each feasible input state. As discussed earlier, this would require storing approximately $(N+2) v^{M}$ values, so that a problem with a


Figure 3. Dynamic Programming Formulation of the Allocation Problem with Multiple Constraints
modest number of constraints can easily exceed the memory capacity of the largest computer.

Now assume a starting solution $X=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ such that $X$ satisfies the $M$ constraints given in Equation (4-1)。 Resources are allocated by stage, beginning with stage N in the regular (backward recursive) dynamic programming manner. The input to the $i^{\text {th }}$ stage (output of the $(i+1)^{s t}$ stage) is given by the state transformation function, Equation (4-3), which, using Equation (4-7) may be written as:

$$
\begin{equation*}
S_{i}=\left(A_{1}-\sum_{k=i+1}^{N} \delta_{i k} x_{k}, \ldots, A_{M}-\sum_{k=i+1}^{N} \delta_{i k} x_{k}\right) \tag{4-10}
\end{equation*}
$$

Now the input vector to the $N^{t h}$ stage, $S_{N}$, is given by Equation (4-6). Since $x_{N}$ is defined by the starting solution $X$, the output of the $N^{\text {th }}$ stage (which is also the input to the $(N-1)^{\text {st }}$ stage, $S_{N-1}$ ) is defined by the state transformation function, Equation (4-3). Likewise, $S_{N-1}$ and $x_{N-1}$ specify the input state vector to the $(N-2)^{\text {nd }}$ stage, etc. Thus, with $X$ defined, the input state vector to each of the $N$ stages is specified.

Although $X$ defines a feasible solution to Equation (4-1), it is not necessarily the optimum solution. The recursive search technique provides a method of improving the solution by successively incrementing the decision variables, and implicitly the state variables, until the optimum solution is reached. This technique begins by finding an optimum value for the first stage decision variable, $\mathbf{x}_{1}$, for the stage 1 state vector, $S_{1}$, defined by the starting solution $X$. The first stage vector is given by:

$$
\begin{gather*}
S_{1}=\left(A_{1}-\sum_{k=2}^{N} \delta_{1 k} x_{k}, A_{2}-\sum_{k=2}^{N} \delta_{2 k} x_{k}, \ldots,\right. \\
\left.A_{M}-\sum_{k=2}^{N} \delta_{M k} x_{k}\right) . \tag{4-11}
\end{gather*}
$$

With the first stage state vector fixed, a search over $\mathrm{x}_{1}$ can be accomplished (while maintaining a feasible solution) to determine the value of $x_{1}$ which maximizes the recursive relationship for the first stage:

$$
\begin{equation*}
\mathrm{f}_{1}^{*}\left(\mathrm{~S}_{1}\right)=\max _{\mathrm{x}_{1} \leq \min \mathrm{S}_{1}} \mathrm{r}_{1}\left(\mathrm{x}_{1}\right) \tag{4-12}
\end{equation*}
$$

To determine the value of $\mathrm{x}_{1}$ which optimizes Equation (4-12) for a given state $S_{1}$, increment $x_{1}$ by an amount delta ( $\Delta$ ) until a point $\mathrm{x}_{1}{ }^{*}$ is reached where

$$
\begin{equation*}
f_{1}\left(S_{1}, x_{1}^{*}-\Delta\right)<f_{1}\left(S_{1}, x_{1}^{*}\right)>f_{1}\left(S_{1}, x_{1}^{*}+\Delta\right) \tag{4-13}
\end{equation*}
$$

or until one of the constraints prevents incrementing $x_{1}$ further.
As a matter of notation, let:

$$
\begin{equation*}
f_{1}^{*}\left(S_{1}\right)=f_{1}\left(S_{1}, x_{1}^{*}\right)=\max _{x_{1} \leq \min S_{1}} f_{1}\left(S_{1}, x_{1}\right) \tag{4-14}
\end{equation*}
$$

so that $f_{1}^{*}\left(S_{1}\right)$ is the optimum return from the first stage for a fixed input vector $S_{1}$.

For the second stage, the dynamic programming recursive relationship is given by:

$$
\begin{equation*}
f_{2}\left(S_{2}, x_{2}\right)=r_{2}\left(x_{2}\right)+f_{1}^{*}\left(S_{2}-D_{2} x_{2}\right) \tag{4-15}
\end{equation*}
$$

where the first term is the return function for the second stage, and the second term is the optimum first stage return for the input state vector $\left(S_{2}-D_{2} x_{2}\right)$. It is now necessary to find an optimum value of $x_{2}$ for the state vector $S_{2}$. (Recall that $S_{2}$ is specified by the starting solution vector $x_{3}, x_{4}, \ldots, x_{N}$ which has not been changed thus far.)

To determine an optimum $x_{2}$, increment this decision variable by an amount delta (delta may be positive or negative, depending on the direction which causes Equation (4-15) to increase). Changing $\mathbf{x}_{2}$, however, not only changes the second stage return, $r_{2}\left(x_{2}\right)$, but also the input to the first stage through the state transformation equation

$$
\begin{equation*}
S_{1}=S_{2}-D_{2} x_{2} \tag{4-16}
\end{equation*}
$$

Therefore, for each change in $x_{2}$ and resulting change in $S_{1}$, it is necessary to calculate a new value of $f_{1}^{*}\left(S_{2}-D_{2} x_{2}\right)$; i.e., reoptimize the first stage for the new input vector. This is accomplished in the same manner as before, incrementing $x_{1}$ until $f_{1}\left(S_{1}, x_{1}\right)$ is at a maximum within the constraints. It is necessary to reoptimize $\mathrm{x}_{1}$ for each new $S_{1}$ before evaluating Equation (4-15) to determine if $x_{2}$ is at a maximum.

Continuing in this manner, $x_{2}$ is incremented (and $x_{1}$ reoptimized) until a point $\mathrm{x}_{2}^{*}$ is reached where:

$$
\begin{equation*}
f_{2}^{*}\left(S_{2}, x_{2}^{*}-\Delta\right)<f_{2}\left(S_{2}, x_{2}^{*}\right)>f_{2}\left(S_{2}, x_{2}+\Delta\right) \tag{4-17}
\end{equation*}
$$

where again:

$$
\begin{equation*}
f_{2}\left(S_{2}, x_{2}^{*}\right)=f_{2}^{*}\left(S_{2}\right) \tag{4-18}
\end{equation*}
$$

At this point, $f_{2}{ }_{2}\left(S_{2}\right)$ is the optimum total return for the first and second stages for the state vector $S_{2}$.

Going next to the third stage recursive equation:

$$
\begin{equation*}
f_{3}\left(s_{3}, x_{3}\right)=r_{3}\left(x_{3}\right)+f_{2}^{*}\left(S_{3}-D_{3} x_{3}\right) \tag{4-19}
\end{equation*}
$$

The optimum third stage return for a state vector $S_{3}$ is obtained by incrementing across $x_{3}$ in the same manner as before. In this case, it can be seen that changing $x_{3}$ changes the input to the second stage, and, therefore, to the first stage also, through the state transformation function. Thus, it is necessary to reoptimize the first stage, and then the second stage, in a manner identical to the previous stepso

This procedure is continued in a similar manner through stage N ; incrementing across $X_{N}$ and subsequent reoptimization of stages $\mathbf{x}_{1}$ through $\mathrm{x}_{\mathrm{N}-1}$ for the resulting state variables will result in an optimum return:

$$
\begin{equation*}
f_{N}^{*}\left(S_{N}\right)=f_{N}^{*}\left(A_{1}, A_{2}, \ldots, A_{M}\right) \tag{4-20}
\end{equation*}
$$

at an optimum solution vector:

$$
\mathrm{x}^{*}=\left(\mathrm{x}_{1}^{*}, \mathrm{x}_{2}^{*}, \ldots \ldots, \mathrm{x}_{\mathrm{N}}^{*}\right)
$$

This process is shown in Figure 4 for a three stage allocation problem; i。e., solving the problem:

$$
\begin{equation*}
\text { Maximize } R(x)=r_{1}\left(x_{1}\right)+r_{2}\left(x_{2}\right)+r_{3}\left(x_{3}\right) \tag{4-21}
\end{equation*}
$$

subject to:

$$
\begin{equation*}
\delta_{i 1} x_{1}+\delta_{i 2} x_{2}+\delta_{i 3} x_{3} \leq A_{i} \quad i=1,2,3,4 \tag{4-22}
\end{equation*}
$$

This figure shows only the basics of the algorithm in order to describe the logic behind this technique. The details of the algorithm


Figure 4. Recursive Search Algorithm for Three Stage Problem
vary depending on the particular problem being solved．The computer code which implements this algorithm for the allocation problem with constraints on two entities is given in Appendix A．

The algorithm starts by setting three vectors， $\mathrm{V}_{1}, \mathrm{~V}_{2}$ ，and $\mathrm{V}_{3}$ equal zero．Each vector contains the same number of components as stages，in this case three．Vector $V_{1}$ ，for example，will contain the current value of the vector with the optimum first stage decision for the input state specified by $x_{2}$ and $x_{3}$ 。 Similarly，$V_{2}$ will contain the vector with the optimum value of $x_{2}$ for the input vector specified by $\mathrm{x}_{3}$ 。 Finally， $\mathrm{V}_{3}$ will contain the optimum vector specified by the input state $\left(A_{1}, A_{2}, A_{3}, A_{4}\right)$ ．

The starting solution $X=\left(x_{1}, x_{2}, x_{3}\right)$ is set equal to a feasible starting solution；a solution that satisfies the constraints of Equation（4－22）．

Now letting

$$
\begin{equation*}
R(x)=\sum_{i=1}^{3} r_{i}\left(x_{i}\right) \tag{4-23}
\end{equation*}
$$

a comparison is made between $R(X)$ ；ioeo，the return obtained from the starting solution，and $R\left(V_{1}\right)$ 。 Since $V_{1}=(O, O, O)$ at this point，$R(X)$ is greater than $R\left(V_{1}\right)$ so that the＂no＂branch is taken。 The vector $V_{1}$ will then be set equal to $X$ and the first decision variable，$x_{1}$ ， incremented by delta．Next，a check is made to determine if the new solution vector $\left(x_{1}+\Delta, x_{2}, x_{3}\right)$ still satisfies the constraintso If not，$x_{1}$ is at the optimum value for the input state specified by $x_{2}$ and $x_{3}$ ，and the algorithm proceeds to the next stage．（The portions of the algorithm that perform the feasibility check are omitted from this figure for simplicity。）

If the new trial solution is still feasible，$R\left(V_{1}\right)$ is compared to $R(X)$ to determine if incrementing $x_{1}$ increased the return function． If so，$x_{1}$ continues to be incremented until a constraint is reached，or until a further increase in $x_{1}$ causes the return function to decrease． At this point $X=\left(x_{1}^{*}, x_{2}, x_{3}\right)$ so that $x_{1}$ is at the optimum value for the input state $S_{1}$ specified by $x_{2}$ and $x_{3}$ as follows：

$$
\begin{gather*}
S_{1}=S_{2}-D_{2} x_{2}  \tag{4-24}\\
S_{1}=\left(A_{1}-\delta_{12} x_{2}-\delta_{13} x_{3}, A_{2}-\delta_{22} x_{2}-\delta_{23} x_{3}, A_{3}-\delta_{32} x_{2}-\delta_{33} x_{3}\right) \tag{4-25}
\end{gather*}
$$

At this point the working vector，$X$ ，is set equal to the optimum stage 1 vector，$V_{1}$ ，and $R\left(V_{2}\right)$ is compared to $R(X)$ ．Since $V_{2}=(0,0,0)$ at this point，$R\left(V_{2}\right)<R(X)$ so the algorithm sets $V_{2}=X$ and increments the second stage decision variable，$x_{2}$ ，by delta．However，incrementing $x_{2}$ changes $S_{1}$ ，so a new optimum value of $x_{1}$ for this new input state must be calculated．To accomplish this，the algorithm sets the elements of $V_{1}$ equal zero and reoptimizes $x_{1}$ until a point $x_{1}^{*}$ is reached； $x_{1}^{*} \in\left(x_{1}^{*}, x_{2}+\Delta, x_{3}\right)$ 。 $X$ is then set equal $V_{1}$ so that：

$$
\begin{align*}
& \mathrm{x}=\mathrm{v}_{1}=\left(\mathrm{x}_{1}^{*}, \mathrm{x}_{2}, \mathrm{x}_{3}\right)  \tag{4-26}\\
& \mathrm{v}_{2}=\left(\mathrm{x}_{1}^{*}, \mathrm{x}_{2}+\Delta, \mathrm{x}_{3}\right) \tag{4-27}
\end{align*}
$$

$R\left(V_{2}\right)$ is now compared to $R(X)$ to determine if incrementing $x_{2}$ increased the return function。 If so，$x_{2}$ is again increased and $x_{1}$ reoptimized for the new input state vector．This is continued until $x_{2}$ and $x_{1}$ are both at an optimum value for the input state $S_{2}$ specified by $x_{3}$ 。

It must now be determined if $x_{3}$ can be improved, so this decision variable is incremented in a search across the third stage recursive equation. The algorithm continues to increment $x_{3}$, and reoptimize $x_{1}$ and $x_{2}$ for each new input state, until a point is reached where:

$$
\begin{equation*}
\mathrm{R}\left(\mathrm{x}_{1}^{*}, \mathrm{x}_{2}^{*}, \mathrm{x}_{3}-\Delta\right)<\mathrm{R}\left(\mathrm{x}_{1}^{*}, \mathrm{x}_{2}^{*}, \mathrm{x}_{3}\right)>\mathrm{R}\left(\mathrm{x}_{1}^{*}, \mathrm{x}_{2}^{*}, \mathrm{x}_{3}+\Delta\right) \tag{4-28}
\end{equation*}
$$

This is the optimum allocation $X^{*}=\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}\right)$, and $R\left(X^{*}\right)$ is the optimum return.

## Maintaining Feasibility

The recursive search technique requires that a feasible solution be maintained while searching across the recursive equations for the optimum value of the decision variable。 This is accomplished as follows.

As each decision variable is incremented, the new trial solution is checked for feasibility. If the trial solution is infeasible, "downstream" decision variables are operated on until feasibility is restored. For example, if $x_{3}$ is increased and if this makes the trial solution infeasible, $\mathbf{x}_{1}$ and/or $\mathbf{x}_{2}$ are increased or decreased (depending on the type of constraint being violated) until feasibility is restored. This feature is not shown on the flow diagram due to dependence on the type of problem being solved.

Also included in the algorithm, shown in later figures, is a feature to allow the decision variable to be incremented in both positive and negative directions. It is not known beforehand whether increasing or decreasing a particular decision variable will cause the objective function to increase。 Therefore, the algorithm provides for
a search in both directions before proceeding to the next stage．If increasing the decision variable decreases the objective（return） function，the direction is reversed and that decision variable incre－ mented in the negative direction．The algorithm continues to increment the decision variable in a direction that causes the return function to increase．After each increment is added，the trial solution is checked for feasibility．This process is repeated until further increasing the decision variable violates a constraint such that the solution cannot be made feasible by perturbing downstream variables，or until the return function starts to decrease．At this point the algorithm proceeds to the next stage．

Recursive Search Algorithm for nmStage Problem

To make the algorithm more efficient，define an $n \mathrm{x}$ n matrix $V$ ， and let $V_{j}$ represent the $j^{\text {th }}$ column of that matrix．Each column of $V$ contains $n$ components，and $V_{j}$ contains the optimum solution for the $j^{\text {th }}$ stage for the input state defined by $x_{n}, x_{n=1}, \ldots, x_{j-1}$ 。

Also，let $K$ represent an $n$－component vector，$K=\left(k_{1}, k_{2}, \ldots, k_{n}\right)$ 。 The value of $k_{j}$ determines the direction of search for the $j^{\text {th }}$ variable； for $k$ equal zero $X_{j}$ is incremented in the positive directiono For $k$ equal one $x_{j}$ is incremented in the negative direction．

With these definitions，the algorithm for an n－stage recursive search solution is shown in Figure 50 To illustrate the use of this procedure，again consider the four stage dynamic programming problem given in Chapter III。


Figure 5. Recursive Search Algorithm for n-Stage Problem

$$
\operatorname{Maximize} R(X)=\sum_{i=1}^{4} r_{i}\left(x_{i}\right)
$$

subject to:

$$
\sum_{i=1}^{4} x_{i} \leq 10
$$

where the return function for each stage is given in Table $I$.
In order to see the correlation between conventional dynamic programming and recursive search, calculate the input state specified by the starting solution and compare each step of the recursive search to the conventional dynamic programming solution given in Tables II through V. Notice, however, that with the recursive search, it is not necessary to calculate the state variables. Since a feasible decision is always defined, the state variables are implicitly in the solution, but never need to be determined.

Choose a starting solution $X=(2,2,2,2)$. With this starting solution, the input to each of the stages is determined as follows, using the transformation function, Equation (3-5).

$$
\begin{aligned}
& s_{4}=A=10 \\
& s_{3}=s_{4}-x_{4}=8 \\
& s_{2}=s_{3}-x_{3}=6 \\
& s_{1}=s_{2}-x_{2}=4
\end{aligned}
$$

and, using the returns of Table $I$,

$$
R(X)=\sum_{i=1}^{4} r_{i}\left(x_{i}\right)=11,383
$$

In accordance with the recursive search algorithm, increment $x_{1}$ by delta, which for this problem is chosen as a unit increment. The new vector is then $X^{\prime}=(3,2,2,2)$. Since

$$
\sum_{i=1}^{4} x_{i}=9
$$

the constraint is not violated, and $R(X)=11,783$.
Now since $R\left(X^{\prime}\right)>R(X), x_{1}$ is again increased to give a new trial solution $X^{\prime \prime}=(4,2,2,2)$. Again, the constraint is not violated and $R\left(X^{\prime \prime}\right)=12,020>R\left(X^{\prime}\right)$ 。 The first stage decision variable is again incremented to give $X^{\prime \prime \prime}=(5,2,2,2)$. However, this solution violates the constraint, so $x_{1}=4$ is the optimum value for the input state $s_{1}=4$. It can be seen from Table II that an identical result is obtained in conventional dynamic programming.

Now set $V_{1}=X^{\prime \prime}=(4,2,2,2)$, the optimum value of $x_{1}$ for $x_{2}=x_{3}=x_{4}=2$ (and, implicitly, $s_{1}=10-6=4$ ). Increment the second stage decision variable giving a new working vector $X=(4,3,2,2)$. Since the constraint is violated for this solution, the downstream variable, $x_{1}$, is reduced until a feasible solution is obtained, giving $X^{\prime}=(3,3,2,2)$. Since $x_{1}$ cannot be increased without violating the constraint, $\mathbf{x}_{1}=3$ is the optimum value for the input state $s_{1}$ specified by $x_{2}=3, x_{3}=x_{4}=2$; i.e., for the input state

$$
s_{i}=10-\sum_{i=2}^{4} x_{i}=3
$$

At this point, $R\left(X^{\prime}\right)=11,886$, and since $R\left(X^{\prime}\right)<R\left(V_{1}\right)$ the direction of search over the second stage is reversed to determine if
decreasing $x_{2}$ will improve the solution. Thus the new trial solution vector is: $X^{\prime \prime}=(1,1,2,2)$. The input state to the first stage is now given by

$$
s_{1}=10-\sum_{i=2}^{4} x_{i}=5
$$

Incrementing $x_{1}$ as before gives an optimum value of 5 for this input state. Then, for $X^{\prime}=(5,1,2,2), R\left(X^{\prime}\right)=11,896$. since $R\left(X^{\prime}\right)<R\left(V_{1}\right)$, the optimum first and second stage decision variables for $s_{2}=6$ are $x_{1}=4, x_{2}=2$. Note that from Table III, for $s_{2}=6, x_{2}^{*}=2$. Then $s_{1}=6-2=4$ and from Table II, $x_{1}^{*}=4$. Thus, identical results are obtained with both conventional dynamic programming and the recursive search technique. The next step, in accordance with the algorithm, is to $\operatorname{set} A_{2}=X=\left(x_{1}^{*}, x_{2}^{*}, x_{3}, x_{4}\right)=(4,2,2,2)$.

Next, $x_{3}$ is incremented, giving a new solution vector $X_{=}(3,2,3,2)$ where $\mathbf{x}_{1}$, as a downstream variable, has been reduced until a feasible solution was obtained. Before the new trial solution for $x_{3}=3$ can be evaluated, however, it is necessary to reoptimize $\mathbf{x}_{1}$ and $x_{2}$ for the input state $s_{2}=10-3-2=5$. This is accomplished in the same manner as before.

Succeeding steps of this algorithm continue to improve the solution by incrementing the decision variable at each stage until an optimum solution is found. In contrast to conventional dynamic programming, the recursive search calculates values of the return function only for those solutions on the path between the starting and optimum solution. Therefore, the number of calculations is usually reduced.

As shown in Appendix A，the optimum solution for this problem obtained by the recursive search technique is $X^{*}=(2,1,4,3)$ giving an optimum return of 12,675 ；results that are identical with those obtained in Chapter III。

For a onemdimensional allocation problem，there is a small savings in computer memory，and also a reduction in the required number of calculations．However，now consider a problem where there is one project with a budget constraint，and in addition，constraints on each of the four time periods，such as：

$$
\operatorname{Maximize} R(X)=\sum_{i=1}^{4} r_{i}\left(x_{i}\right)
$$

subject to：

$$
\begin{aligned}
\sum_{i=1}^{4} x_{i} & \leq 10 \\
x_{i} & \leq 4 \quad i=1,2, \ldots, 4 \\
x_{i} & \geq 0, \text { integers }
\end{aligned}
$$

With five constraints，the state variable is a vector with five components，and although there are only four feasible levels of the state variable at each stage，there are $4^{5}$ feasible inputs to each stage，requiring approximately $6 \times 4^{5}$ storage spaces．However，with recursive search，the problem is not complicated in any way，since the optimum solution for every feasible input state need not be determined。 The storage requirements remain $n \times n$ ，in this case $4 \times 4$ 。 In fact， the problem requires fewer calculations since the feasible range of each decision variable has been reduced．

The solution for this problem is $\mathrm{X}^{*}=(2,1,4,3)$ ，which is identical to the previous problem since the time period constraints did not bind．If the time period constraints are reduced from four to three，however，the optimum allocation is $\mathrm{X}^{*}=(3,1,3,3)$ giving an optimum return of 12,631 。

## Mathematical Proof

The basis of this technique is that a search is conducted sue－ cessively over the dynamic programming recursive relationships：

$$
\begin{equation*}
f_{k}\left(S_{k}, x_{k}\right)=r_{k}\left(x_{k}\right)+f_{k-1}^{*}\left(S_{k}-D_{k} x_{k}\right) \tag{4-37}
\end{equation*}
$$

where $f_{o}^{*}\left(S_{o}, x_{0}\right) \equiv 0$ ，to determine the optimum return from stages 1 through $k, k=1,2$ ， $0.0, N$ ，given by：

$$
\begin{equation*}
f_{k}^{*}\left(S_{k}\right)=\max _{x_{k} \leq \min S_{k}} f_{k}\left(S_{k}, x_{k}\right) \tag{4-38}
\end{equation*}
$$

In order for this search technique to converge to a global maximum， a necessary and sufficient condition is that each $f_{k}\left(S_{k}, x_{k}\right)$ be concave （or conversely，to converge to a global minimum each $f_{k}\left(S_{k}, x_{k}\right)$ must be convex）over the decision variable $x_{k}$ 。 This is proved in the following paragraphs．

A function $g(z)$ is said to be concave if，for any point $z{ }^{*}$ between $z_{1}$ and $z_{2}$ ，

$$
\begin{equation*}
g\left(z^{*}\right) \geq \alpha g\left(z_{1}\right)+(1-\alpha) g\left(z_{2}\right) \tag{4-39}
\end{equation*}
$$

for $0 \leq \alpha \leq 1$ 。
This says，in effect，that if $g(z)$ is concave，then the function evaluated at any point between $z_{1}$ and $z_{2}$ is greater than or equal to
any point on a linear interpolation between $g\left(z_{1}\right)$ and $g\left(z_{2}\right)$ ．If Equation（4－39）is a strict inequality，then $g(z)$ is said to be strictly concave。

To prove concavity in Equation（4－37），first consider stage one， where the recursive relationship is a function of the stage return only：

$$
\begin{equation*}
\mathrm{f}_{1}^{*}\left(\mathrm{~S}_{1}\right)=\max _{\mathrm{x}_{1} \leq \min \mathrm{S}_{1}} \mathrm{r}_{1}\left(\mathrm{x}_{1}\right) \tag{4-40}
\end{equation*}
$$

As before，min $S_{1}$ indicates the minimum component of the vector $S_{1}$ 。 Since $r_{1}\left(x_{1}\right)$ is assumed to be concave，$f_{1}^{*}\left(S_{1}\right)$ is also concave。 It can be seen that the input vector simply limits the maximum value of $x_{1}$ to be less than or equal to the minimum slack in the state vector。 The constrained maximum value can，therefore，be easily determined by incrementing $x_{1}$ 。 Since integer values are desired，it is assumed that the decision variables are incremented by an integer amount in the search technique。

The second stage recursive relationship is given by：

$$
\begin{equation*}
f_{2}\left(S_{2}, x_{2}\right)=r_{2}\left(x_{2}\right)+f_{1}^{*}\left(S_{2}-D_{2} x_{2}\right) \tag{4-41}
\end{equation*}
$$

Now $r_{2}\left(x_{2}\right)$ is concave by assumption，and since the sum of concave functions is also concave，$f_{2}\left(S_{2}, x_{2}\right)$ is concave if $f_{1}^{*}\left(S_{2}-D_{2} x_{2}\right)$ is concave．In searching for the optimum of Equation（4－41）；i。e。， $f_{2}\left(S_{2}\right), x_{2}$ is incremented，holding $S_{2}$ constant，until a maximum value of $f_{2}\left(S_{2}, x_{2}\right)$ is obtained within the constraints．This increments the input to the first stage，from the transformation equation

$$
\begin{equation*}
S_{1}=S_{2}-D_{2}\left(x_{2}+k \Delta\right) \quad k=1,2, \ldots 0 \tag{4-42}
\end{equation*}
$$

and for each new state vector $S_{1}$ ，a new optimum $f_{1}{ }^{*}\left(S_{1}\right)$ must be
determined. Thus, incrementing across $x_{2}$ causes a search across $S_{1}$ in the function $f_{1}^{*}\left(S_{1}\right)$. Therefore, it is necessary to prove that $f_{1}^{*}\left(S_{1}\right)$ is concave in $S_{1}$.

For the continuous case, $f_{1}\left(S_{1}\right)$ can be shown to be concave for concave stage return functions in a straightforward manner. However, the analysis becomes considerably more complex when the solution is restricted to integer values. Therefore, the continuous case will be proved, then a heuristic argument used to show where integer solutions can introduce non-concavity in constrained optimization problems which are more general than that given by Equation (4-1).

Let $S_{1}^{1}$ and $S_{1}^{2}$ be two state vectors in the first stage, and $x_{1}^{1}$ and $\mathbf{x}_{1}^{2}$ be optimum values of $\mathrm{x}_{1}$ for states $\mathrm{S}_{1}^{1}$ and $\mathrm{S}_{1}^{2}$, respectively. Then

$$
\begin{align*}
& f_{1}^{*}\left(S_{1}^{1}\right)=f_{1}\left(S_{1}^{1}, x_{1}^{1}\right)  \tag{4-43}\\
& f_{1}^{*}\left(S_{1}^{2}\right)=f_{1}\left(S_{1}^{2}, x_{1}^{2}\right) \tag{4-44}
\end{align*}
$$

Multiplying Equation (4-43) by $\alpha$ and Equation (4m44) by (1- $\alpha$ ) and adding:

$$
\begin{equation*}
\alpha f_{1}^{*}\left(S_{1}^{1}\right)+(1-\alpha) f_{1}^{*}\left(S_{1}^{2}\right)=\alpha f_{1}\left(S_{1}^{1}, x_{1}^{1}\right)+(1-\alpha) f_{1}^{*}\left(S_{1}^{2}, x_{1}^{2}\right) \tag{4-45}
\end{equation*}
$$

Now if $S_{1}$ is a state between $S_{1}^{1}$ and $S_{1}^{2}$, and $x_{1}$ is a decision between $x_{1}^{1}$ and $x_{1}^{2}$, and if $\min S_{1}^{1}<\min S_{1}^{2}$ and $x_{1}^{1}<x_{1}^{2}$, then using the fact that the stage return is concave:

$$
\begin{equation*}
f_{1}\left(s_{1}, x_{1}\right) \geq \alpha f_{1}\left(s_{1}^{1}, x_{1}^{1}\right)+(1-\alpha) f_{1}\left(s_{1}^{2}, x_{1}^{2}\right) \tag{4-46}
\end{equation*}
$$

But since $f_{1}^{*}\left(S_{1}\right)=\max f_{1}\left(S_{1}, x_{1}\right)$, and using Equations (4-43) and (4-44),

$$
\begin{equation*}
f_{1}^{*}\left(S_{1}\right) \geqq \alpha f_{1}^{*}\left(S_{1}^{1}\right)+(1-\alpha) f_{1}^{*}\left(S_{1}^{2}\right) \tag{4-47}
\end{equation*}
$$

Therefore, from the definition of concavity given in Equation (4-39), $f_{1}^{*}\left(S_{1}\right)$ is concave across $S_{1}$. Since both $r_{2}\left(x_{2}\right)$ and $f_{1}^{*}\left(S_{1}\right)$ are concave, then $f_{2}\left(S_{2}, x_{2}\right)$ is concave. Using an argument identical to the previous proof, if $f_{2}\left(S_{2}, x_{2}\right)$ is concave, then $f_{2}^{*}\left(S_{2}\right)$ is concave, and thus $f_{3}\left(S_{3}, x_{3}\right)$ is concave. Then, by induction $f_{k}\left(S_{k}, x_{k}\right)$ is concave for $k=1,2, \ldots, N$. Since each $f_{k}\left(S_{k}, x_{k}\right)$ is concave, it is possible to search across each of the functional relationships successively to arrive at a global maximum.

It was assumed in the above proof that there were no integer restrictions. Now consider the more complex case of integer solutions.

## Recursive Search with Integer Restrictions

For the first stage, Equation (4-40) is a function of the stage return only. Since $x_{1}$ takes on only integer values in the problem formulation, Equation (4-40) is concave for integer solutions also. However, consider the second stage return, Equation (4-42), where the components of the vector $D$ are not restricted to zero or one; i.e., the more general case where the constraints are of the form:

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i j} x_{i} \leq A_{j} \quad j=1,2, \ldots, m \tag{4-48}
\end{equation*}
$$

with no restrictions on the $c_{i j}$.
Since the optimum first stage return is a function of $r_{1}\left(x_{1}\right)$, the second stage recursive relationship, Equation (4-42), may be written as:

$$
\begin{equation*}
f_{2}\left(S_{2}, x_{2}\right)=r_{2}\left(x_{2}\right)+\max _{x_{1} \leq \min \left[s_{1} / C_{1}\right]^{r}\left(x_{1}\right)} \tag{4-49}
\end{equation*}
$$

where $\min \left[S_{1} / C_{1}\right]$ is the minimum component of

$$
\left[s_{11} / c_{11}, s_{12} / c_{12}, \ldots, s_{1 M} / c_{1 M}\right]
$$

and where the brackets indicate that integer values are to be taken. Assume that the $k^{\text {th }}$ constraint of Equation (4-48) is binding, so that the maximum value of the second term occurs at this constraint. Then

$$
\begin{equation*}
\min \left[s_{1} / c_{1}\right]=\left[s_{i k} / c_{i k}\right] \tag{4-50}
\end{equation*}
$$

Using the state transformation function, Equation (4-5), $\mathbf{x}_{1}$ is limited by:

$$
\begin{equation*}
x_{1} \leq\left[\frac{s_{2 k}-c_{2 k} x_{2}}{c_{1 k}}\right] \tag{4-51}
\end{equation*}
$$

and since the maximum occurs at this value, Equation (4-49) becomes:

$$
\begin{equation*}
f_{2}\left(S_{2}, x_{2}\right)=r_{2}\left(x_{2}\right)+r_{1}\left[\frac{s_{2 k}-c_{2 k} x_{2}}{c_{1 k}}\right] \tag{4-52}
\end{equation*}
$$

It can be shown that the second term of Equation (4-52) is not concave for certain values of $c_{1 k}$ and $c_{2 k}$ when the solutions are restricted to integer valueso To prove this, choose $c_{1 k}$ and $c_{2 k}$ such that:

$$
\begin{equation*}
\left[\frac{s_{2 k}-c_{2 k}\left(x_{2}-\Delta\right)}{c_{1 k}}\right]>\left[\frac{s_{2 k}-c_{2 k} x_{2}}{c_{1 k}}\right]=\left[\frac{s_{2 k}-c_{2 k}\left(x_{2}+\Delta\right)}{c_{1 k}}\right] \tag{4-53}
\end{equation*}
$$

For example, let $c_{1 k}=3$ and $c_{2 k}=1$, and consider the case where $s_{2 k}=10, x_{2}=2, \Delta=1$. Then the terms in Equation (4-53) become 3.0, 2.67, and 2.33, respectively. Taking integer values, these numbers become 3, 2, and 2 so that Equation (4-53) holdso Now consider the simplest case of a linear (and thus concave) return function of the form:

$$
r_{i}\left(x_{i}\right)=x_{i} \quad i=1,2, \ldots, N
$$

For this case, the test for concavity, Equation (4-39), does not hold; i.e., $x_{2}$ is between $x_{2}-\Delta$ and $x_{2}+\Delta$, but

$$
\begin{equation*}
r_{2}\left(x_{2}\right) \ngtr \alpha r_{2}\left(x_{2}-\Delta\right)+(1-\alpha) r_{2}\left(x_{2}+\Delta\right) \tag{4-55}
\end{equation*}
$$

since, using Equation (4-53)

$$
\begin{equation*}
\left[\frac{s_{2 k}-c_{2 k} x_{2}}{c_{1 k}}\right] \ngtr \alpha\left[\frac{s_{2 k}-c_{2 k}\left(x_{2}-\Delta\right)^{2}}{c_{1 k}}\right]+(1-\alpha)\left[\frac{s_{2 k}-c_{2 k}\left(x_{2}+\Delta\right)}{c_{1 k}}\right] \tag{4-56}
\end{equation*}
$$

For example, with $\alpha=.5$, using the values calculated previously, Equation (4-56) yields:

$$
2 \ngtr(.5)(2)+(.5)(3)=2.5
$$

and, thus, the second term of Equation (4-42) is not necessarily concave. As a consequence, $f_{2}\left(S_{2}, x_{2}\right)$ is not necessarily concave for all functions. Notice, however, that under many conditions, this function is concave and a search technique can be used. For example, if the constraints do not bind, then Equation (4-41) is concave even for integer solutions.

If we now consider the problem given by Equation (4-1); ioe。, coefficients on the constraint variables restricted to zero or one, then Equation (4-51) is of the form:

$$
\begin{equation*}
x_{1} \leq s_{2 k}-\delta_{2 k} x_{2} \tag{4-57}
\end{equation*}
$$

${ }^{8}{ }_{1 k}$ must be equal one, since if it were zero that term could not have been the minimum and, thus, could not bind.

Since the $\mathbf{x}_{\mathbf{i}}$ are restricted to integer values, each $\mathbf{s}_{\mathbf{i} \mathbf{j}}$ must al so be integer-valued, from Equation (4-5)。。 As a result, Equation (4-57) always produces integer values and, thus, there are no values for which Equation (4-53) holds. Therefore, the dynamic programming formulation of Equation (4-1) is concave for integer solutions, and a search technique can be used to determine the optimum solution. For the more general case, however, where the coefficients of the constraints are not restricted to zero or one, the constrained objective function is not necessarily concave for integer solutions, and a search technique may not converge to a global optimum.

## CHAPTER V

## RELATED PROBLEMS AND CONCLUSIONS


#### Abstract

The technique for mathematical programming developed in this thesis provides an efficient method of solving certain classes of allocation problems with multiple constraints。 The specific problem studied has been that of project selection；a form of the capital budgeting problem．As already mentioned，recursive search dynamic programming can also be applied to other types of problems amenable to solution by conventional dynamic programming．Any problem that can be formulated as a dynamic programming problem can be solved using this technique providing：


（1）The return functions are concave。（Or convex in the case of minimization problems。）
（2）The constraints are of the form given in Equation（2－3）。
Although the discussions in this thesis have been centered around the economy of recursive search when applied to multiple－constraint problems，some unconstrained or partially constrained problems can be efficiently solved using this technique，especially wher the solutions are restricted to integer values．

## Manpower Leveling

Another optimization problem considered in the operations research literature is that of manpower leveling．In many businesses，the
manpower requirements vary from year to year or from season to season. Although it would be possible to change the manning level to meet the requirements of each time period, there is a cost involved due to administrative expenses in hiring and firing and due to inefficiencies caused by the continual flux of personnel. On the other hand, however, if the same manpower level were to be maintained, during some of the time periods there would be an excess of personnel charged to overhead while in others a shortage would require increased costs for overtime. Thus, it is desired to determine employment levels which will minimize costs.

An example of manpower leveling is discussed in Hillier and Lieberman (8). In this case, continuous solutions are assumed to simplify the problem. However, recursive search can be readily applied to obtain integer solutions.

For this problem, the manpower requirements for each season of the year are as shown in Table VII. The manpower level for the preceeding season is 255, which is assumed to be fixed.

TABLE VII

MANPOWER REQUIREMENTS FOR MANPOWER
LEVELING PROBLEM

| Season | Summer | Autumn | Winter | Spring |
| :---: | :---: | :---: | :---: | :---: |
| Requirements | 220 | 240 | 200 | 255 |

The decision variables for this problem, $\mathbf{x}_{k},(k=1,2,3,4)$ are the employment levels at the $k^{\text {th }}$ stage from the end, where stages correspond to seasons. The state variables, $s_{k}$, are the employment levels at the beginning of stage k. In this problem, the state variables are scalars instead of vectors as encountered in the multiple-constraint problem.

The cost of maintaining levels above the required manpower is assumed to be $\$ 2000$ per man per season. The total cost of changing the level of employment is assumed to be $\$ 200$ times the square of the difference in manpower levels. It is further assumed that the level cannot fall below the requirements (no overtime allowed), so that this is a partially constrained problem.

The recursive relationship for the $k^{\text {th }}$ stage of this problem is given by:

$$
\begin{equation*}
f_{k}\left(s_{k}, x_{k}\right)=200\left(x_{k}-s_{k}\right)^{2}+2000\left(x_{k}-w_{k}\right)+f_{k-1}^{*}\left(s_{k-1}\right) \tag{5-1}
\end{equation*}
$$

where $w_{k}$ is the required manpower level for the $k^{\text {th }}$ season.
Since the state at the $(k-1)^{\text {st }}$ stage is the employment level at the $k^{\text {th }}$ stage, the transformation function is given by:

$$
\begin{equation*}
s_{k-1}=x_{k} \tag{5-2}
\end{equation*}
$$

so that Equation (5-1) can be written as:

$$
\begin{equation*}
f_{k}\left(s_{k}, x_{k}\right)=200\left(x_{k}-s_{k}\right)^{2}+2000\left(x_{k}-w_{k}\right)+f_{k-1}^{*}\left(x_{k}\right) \tag{5-3}
\end{equation*}
$$

The basic recursive search algorithm given in Figure 2 is applied to this problem, using a starting solution vector $X=(255,200,240,220)$ 。 In this case the starting solution is set equal to the requirements.

Since the stages are numbered in reverse order， $\mathrm{x}_{\mathrm{i}}$ corresponds to the Spring employment，$x_{2}$ to the Winter level，etc．

Appendix B contains the computer code of the recursive search algorithm developed to solve the manpower leveling problem．

The solution obtained using recursive search is $\mathrm{X}^{*}=(255,247,244$, 247）；i。e。，Summer，Autumn，Winter，and Spring requirements of 247， 244 ， 247 ，and 255 ，respectively．The corresponding cost is $\$ 185,200$ 。 The solution obtained by Hillier and Lieberman，assuming continuous solutions，is $247.5,245,247.5$ ，and 255 for a total cost of $\$ 185,000$ 。

Another interesting aspect of this problem can be studied through a simple change to the return functions．Assume now that overtime can be used at time and one half regular time．In this case，the cost for a shortage of personnel is given by $1.5(2000)\left(x_{k}-w_{k}\right)$ ．The problem was solved again using recursive search，with the return function appro－ priately modified．The total cost in this case was $\$ 159,400$ ，with the manning levels shown in Table VIII．Thus，a savings of over $\$ 25,000$ can be obtained by using overtime．

TABLE VIII
OPTIMUM MANPOWER LEVELS WITH AND
WITHOUT OVERTIME

| Season | Summer | Autumn | Winter | Spring | Cost |
| :--- | :---: | :---: | :---: | :---: | :---: |
| No overtime | 247 | 244 | 247 | 255 | $\$ 185,200$ |
| With overtime | 245 | 240 | 236 | 237 | $\$ 159,400$ |

The project selection and manpower leveling problems illustrate the variety of applications of the recursive search algorithm given in Figure 3．Although details of the computer code implementing the algorithm vary from one problem to another depending on the form of the recursive relationships and the number and type of constraints，the solution technique remains essentially the same。

## Computational Considerations

Improved Search Technique

The recursive search technique can be made more efficient by modi－ fication of the method of search employed．In seeking to optimize the dynamic programming recursive relationships，the recursive search algorithm increments the decision variable，then reoptimizes previous stages until an optimum value of the decision variable is obtained．for that particular stage and input state。 In most problems，since integer solutions are desired，the decision variables are incremented by a unit amount in the search．However，for problems where the range of the decision variables are large，incrementing by a unit amount can use a lot of computer time，especially if the feasible starting solution is considerably different than the optimum solution。

In order to reduce computer time，the algorithm can be modified so that fewer calculations are required to converge to the optimum decision variable for each recursive equation．One method of doing this is to solve the problem several times；initially with a large delta （incrementing value）then reduce delta in subsequent passes until a unit delta is reached．This is analogous to the coursemfine grid search technique proposed by Nemhauser（7）．

For example，for the first pass through a problem，a delta of 100 can be used for the course grid search．This will result in a more rapid convergence to an approximate solution．If the solution obtained on this pass is given by $\mathrm{X}=\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots, \mathrm{x}_{\mathrm{n}}\right)$ ，then it is known that the true optimum lies within the interval，

$$
x^{*}=\left(x_{1}-\Delta \leq x_{1}^{*} \leq x_{1}+\Delta, \cdots \infty, x_{n}-\Delta \leq x_{n}^{*} \leq x_{n}+\Delta\right)
$$

In the next pass through the problem，delta can be reduced to obtain an even better approximation until finally the exact integer solution is obtained when a unit delta is used．

Since it is known that each true optimum decision variable lies within delta of the approximate optimum，the algorithm must be changed to ensure that the recursive search for each decision variable is limited to the range $x_{k}-\Delta \leqq x_{k}^{*} \leq x_{k}+\Delta_{0}$ This can be accomplished by adding additional constraints after each course grid solution．Since the number of constraints do not increase the number of state variables in the solution as with conventional dynamic programming，the additional constraints do not complicate the problem。

This feature has been incorporated into the manpower leveling code of Appendix $B_{0}$ The code initially sets limits within which the optimum solution vector must lie．For example，the lower limit is zero and the upper limit is arbitrarily set at 500 for this problem。 The initial delta was set at 2 ，which yielded an approximate optimum solution of $\mathrm{X}=(256,246,244,246)_{\text {o }}$ The search width for the next pass was set at $x_{k} \pm \Delta$ so that the problem constraints for each decision variable were remset to these values．The optimum allocation for the subsequent pass， for a unit delta，was $\mathrm{X}^{*}=(255,247,244,247)$ ，as before。

A reduction in the number of calculations can also be achieved through the use of the Fibonacci search (7), which, under some conditions, may be more efficient than the course-fine grid search. Improved Starting Solution

Since the number of calculations necessary to converge to the optimum solution is a function of the starting solution, the efficiency of the algorithm can be improved by judicious selection of this starting solution.

Although the optimum solution is obviously not known in advance, the analyst usually has a fair idea of approximately where it lies. In this case, it is best to choose a feasible starting solution equal to this guess to reduce the number of feasible solutions on the path between the starting and optimum solutions.

The recursive search technique relies on maintaining a feasible solution, therefore, this initial guess must be feasible as well as being in the vicinity of the optimum. To simplify matters, the computer code given in Appendix $A$ allows the analyst to choose the starting solution without worrying about feasibility. The code checks the starting solution and, if infeasible, restores feasibility before proceeding into the main part of the program. For the manpower leveling problem, the starting solution must be feasible, therefore, the algorithm sets the starting solution equal to the manpower requirement vector.

## Infeasible Stages

In the project selection recursive search algorithm，it is assumed that there are nxm feasible stages．This means that there are n projects，and each project lasts $m$ time periods．However，in many cases，the projects may last an unequal number of time periods．For example，project 1 may last ten time periods whereas project 2 may last only nine，or project 2 may not start until time period 2．In the first case，the stage corresponding to decision variable $\mathrm{x}_{29}$ is not feasible． Similarly，in the second case，the stage for variable $\mathbf{x}_{21}$ is not feasible．To ensure that no allocations are made to these infeasible stages，an artifical return is assigned to each such stage in the algorithm。 For maximization problems，infeasible stages are assigned a large negative return．This is analogous to the＂big M＂technique of linear programming。

A similar problem can occur in a transportation problem where there is no route between a supply point and a demand point．Here the cost，or distance between these points，would be chosen as infinity．

## Summary of Results

This research is directed to the solution of the allocation problem with multiple constraints and non－linear objective function using a technique referred to as recursive search dynamic programming。 Integer solutions of resource allocation problems are usually obtained through application of dynamic programming developed by Richard Bellman． However，this technique becomes very inefficient when the resource allocation is restricted by several constraints，since the amount of computer memory required increases exponentially with the number of
constraints. Thus, when the number of constraints is greater than two or three, the memory requirements usually exceed computer capacity.

Recursive search dynamic programming circumvents this "curse of dimensionality" by successively incrementing the decision variable in the recursive equation at each stage of the problem while maintaining a feasible solution. In this manner the number of constraints does not decrease the efficiency of the algorithm, but actually increases the efficiency by limiting the feasible range of the decision vector, and excluding some of the possible states.

This technique is proved to converge to a global optimum for problems of the form:

$$
\text { Maximize (Minimize) } \sum_{i=1}^{n} r_{i}\left(x_{i}\right)
$$

subject to:

$$
\sum_{i=1}^{n} x_{i}(\leq, \geq) A_{j} \quad j=1,2, \ldots, m
$$

provided the return functions are concave for a maximization problem or convex for a minimization problem。

Recommendations for Further Research

## Generalized Constraints

In the proof of the recursive search algorithm, it was demonstrated that integer solutions can introduce non-concavity when the constraints are not restricted to specific forms. For the cases discussed in this thesis, the constraints must be of the form given in Equation (2-1)。


#### Abstract

In solving integer programming problems of the more general form given by Equation (1-1), the recursive search algorithm yiel ded the optimum solution in most cases. In some cases, however, the nonconcavity problem discussed earlier was encountered and the algorithm did not reach the global optimum.

It is believed that further research could result in a set of more general rules under which the recursive technique would provide the optimum solution. This would allow the use of this algorithm for a wider class of integer programming problems.

\section*{Non-Concave Objective Function}


From the mathematical proof of the recursive search technique, convergence to a global maximum was shown only for the case of a concave objective function. There are several "real-world" problems, however, where the return functions are neither convex nor concave, but are monotonic. The proof for the recursive search technique should be extended to determine convergence properties of the algorithm when only a monotonic objective function can be assumed.
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APPENDIX A

COMPUTER CODE FOR ALLOCATION PROBLEM
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APPENDIX B

COMPUTER CODE FOR MANPOWER LEVELING PROBLEM

FORTRAH IV G LEVEL 18



| 0082 |  | WRIIE 16,640$)$ ANS |
| :---: | :---: | :---: |
| $\begin{array}{r} 0083 \\ 0084 \\ \hline \end{array}$ | 640 | FORMAT (1HO./I,10X,'MINIMUM LEVELING COST =",F20.2) GO 10.777 |
| 0085 | 555 | WRITE (6,999) JCOUNT - |
| 0086 | 999 | FQRMAT LIHR, 'STOPPED AT JCOUNT $=2161$ |
| 0087 0088 | 777 | CONTINUE |
| 0089 |  | END |
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MINIMUM LEVELING COST $=$
185200.00
MINIMUNLEVELNG COST $=185200.00$
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