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CHAPTER I 

HISTORY OF ALGEBRAIC NUMBER THEORY 

Number theory and in particular algebraic number theory has 

traditionally been a reservoir of ideas in the development of algebra. 

An excellent example of this can be seen in the work of the German 

mathematician, E. Kummer ( 1810, 1893 ). In his unsutce ssful attempt 

to prove Fe;rmat's last theorem he extended the domain of number 

theory to inch,ide not only the rational but also the algebraic numbers 

and eventually to ideals of algebraic integers. It was Dedekind who 

first introduced the notions of algebraic integer and ideal f 4] but it was 

Kummer who did most of the original work w.ith these ideas ln relation 

to Fermat's last theorem. 

Fermat's last theorem states that the equation 
n n n 

x + y = z 

has no solution in positive integers if n > 2. In 1843 Kummer thought 

he had a proof of this theorem, however Lejeunne-Dirichlet picked out 

the error in his reasoning, namely that unique factorization may no 

longer hold in algebraic number fields (5]. This failure caused 

Kummer to attack the problem with redoubled vigor. A few years later 

he found a substitute for the fundamental theorem of arithmetic which 

was unique factorization of ideals, the theory of whiqh later gained 

importance in many parts of mathematics. It is this theory with which 

this dissertation is essentially concerned. 
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The algebraic number fields in which Kummer was interested 

were the minimal field extensions of the rationals to include a primi-

t . th f · e h · ive p root o unity, , w ere p was a prime. It so happens that if 

p < 23 the field extension does have the unique factorization property 

[6]. Therefore the proof of Fermat's theorem which Kummer submitted 

to Dirichlet would have been valid in the case where the exponent is a 

prime less than 23. 

Since Kummer there have been numerous criteria developed by 

which Fermat's theorem has been proven for exponents at least up to 

600 [5]. 

Borevich and Shafarevich [7] give a "proof" of part of Fermat 1 s 

theorem using the false assumption of unique factorization. The part 

they prove is that if p is a prime, the equation xP + yp = zP has no 

solution in rational integers not divisible by p. Le Veque [8] proves 

Fermat's last theorem for the special case of n = 3 using algebraic 

number theory. 



CHAPTER II 

AN INVESTIGATION OF THE FUNDAMENTAL 

THEOREM OF ARITHMETIC IN RELATION 

TO AN EXPANDED DEFINITION 

OF AN INTEGER 

Some basic definitions and results are needed, 

Definition 2. 1. A nonempty set of elements F forms a field F 

if there are two binary operations + and · defined in F such that: 

( 1) F is an abelian group with respect to +. 

(2) F with the additive identity omitted forms an 

abelian group with respect to • . 

(3) a(b+c) = ab+ac for all a, b,c e F. 

Definition 2. 2. A polynomial is monic if the coefficient of the 

highest powered term is 1 . 

Definition 2. 3. A polynomial p(x) with coefficients in a field 

F is irreducible over F if when p(x) = a(x) b(x) , where a(x) and 

b(x) are polynomials with coefficients in F, then one of a(x) or b(x) 

is a constant. 

Definition 2. 4. The polynomial p(x) is a minimal polynomial 

for the number e if: 



(1) 8 is a zero of p(x). 

(2) p(x) is monic. 

(3) p(x) is irreducible. 

As examples, x - 1 /2 

for 1/2 and i respectively. 

2 
and x + 1 are minimal polynomials 

Throughout this chapter the primary concern will be with the 

field of rational numbers which will be denoted by R. If the reader 

finds it more readable to think of the arbitrary field F as the field of 

rational numbers R in the above definitions and in future work in this 

chapter, then nothing will be lost in so doing. 

It should be noted that a set of numbers K is a field if when ct 

and p belong to K then so do ct+ p, ct - p , ct p , and ct Ip , if p ~ 0 . 

Let the set of all polynomials with coefficients in a field F be 

denoted by F[x]. 

Definition 2. 5. 8 is algebraic over the field F if 8 is a zero 

of a polynomial of F[x]. 

4 

Definition 2. 6. 8 is an algebraic number if 0 is algebraic over 

the field R. 

Definition 2. 7. 8 is an algebraic integer if it is an algebraic 

number over R and its minimal polynomial has only rational integers 

as coefficients. 

As an illustration of the preceding definitions, it is seen that 

x 2 - 5 is a member of R[x] and since .JS is a zero of x 2 - 5, it is 

an algebraic number, Further, since 
2 

x - 5 is manic, irreducible 

and has rational integer coefficients .JS is an algebraic integer. 
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Every rational integer ( ... , -1, 0, 1, 2, ... ) is an algebraic 

integer and hence the rational integers are a subset of the algebraic 

integers. Rational numbers of the form a/b with b > 1 and 

(a, b);:: 1 are algebraic numbers but not algebraic: integers since 

x - a/b is the minimal polynomial for a/b but does not have rational 

integer coefficients. Since it can be shown (see Berstein, [10]) that 

2 1 ± i...{3 
x + x + 1 is irreducible, are both algebraic integers. 

2 

As can be seen, there could be confusion between the terms 

rational integer and algebraic integer. The convention of the literature 

will be adopted where the term integer will be used in its broad sense 

of algebraic integer and the term rational integer is used for members 

of the set { ••. , -2, -1,0, 1,2, ... } . 

Pollard [9] proves that there exists numbers which are not 

algebraic num.bers and in particular proves that the number represented 

by the series ~ (-l)m2-m! is not an algebraic number. Numbers 
m=l 

which are not algebraic numbers are called transcendental. An inter-

esting occurence is that the algebraic numbers are countable whereas 

the transcendental numbers are not. An easy proof of this occurs if 

one notes that the set of all complex and real numbers are uncountable 

whereas the set of polynomials in R[x] and hence the set of algebraic 

numbers are countable, since R is countable. 

In the material which follows, the following theorems are 

needed. 

Definition 2. 8. A polynomial in R[x] is primitive if it has 

rational integer coefficients and the greatest common divisor of the set 

of coefficients is 1 . 
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Theorem 2, 9. The product of primitive polynomials is primi-

tive. 

Proof: See Berstein [10]. 

Theorem 2. 10. If a polynomial with rational integral coeffi..;; 

cients can be factored ove:r R, it can be factored into polynomials with 

rational integral coefficients. 

Proof: See Berstein [10]. 

Theorem 2. 11, If 13 is a root of.a monic polynomial equation 

with rational integer coefficients then 13 is an algebraic integer, 

Proof: Let p(x) be the above d,escribed polynomial, then if p(x) is 

irreducible we are done. If p(x) is reducible, then by Theorem 2. 10 

one can write p(x) = (arxr + ... + a 0 ) (bqxq + •.. + b 0) where r+q 

is the degree of p(x), p > 0, q > 0 with a 0, ... , ar, b 0 , •.. , bq all 

rational integers. Sl'nce a b xr+q · th h" h t d t f is e ig es powere erm o 
r q 

p(x) it must occur that a b is 1 and since a and b are rational 
r q r q 

integers, without loss of generality, they are both 1. arxr + ... + a 0 

and bqxq + .. , + b 0 are therefore both monic. Since 13 is a zero of 

p(x) it must be a zero of one of the above monic factors of p(x). 

Repeating the preceding argument it is seen that in a finite number of 

steps one must arrive at a monic polynomial with rational integral 

c0efficients which is irreducible and has 13 as a zero. Hence 13 is an 

algebraic integer. 
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The Basic Problem of Algebraic Number Theory 

The basic problem of algebraic number theory is to extend the 

meaning of integer and to determine if there is a valid analog to the 

fundamental theorem of arithmetic. It has been defined what is meant 

by an algebraic integer so next is the investigation of the fundamental 

theorem of arithmetic with respect to algebraic integers. 

First, two definitions are needed. 

Definition 2. 12. Let e be an integer (algebraic) then e is a 

unit if there is an integer 13 such that el3 = 1. a and 13 are associates 

if and only if a = e13 for some unit e . 

Theorem 2. 13. A finite product of units is again a unit. 

P:roof: It will be shown in Theorem 3. 10 using only preceding work 

that the finite product of integers is again an integer. Assuming this 

for now, let be units. There are then integers 13 1, ... ,[3n 

such that e .13. = 1 for i = l, •.. , n. Now by the assumption the 
1 l 

product 1313 ···13 1 2 n 
is an integer and 

Therefore the product is a unit. 

Definition 2. 14, Let p be an integer then p is a prime if p is 

not zero or a unit and po: ab with a and b integers implies that 

either a or b is a unit. 

Fundamental Theorem of Arithmetic. Each integer not zero or 

a unit can be factored into the product of primes which are uniquely 
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d~ter:m.ined to within order and multiplication by units. 

With the new broader definition of integer as an algebraic 

integer it can be seen that the Fundamental Theorem of Arithmetic 

does not hold if one considers the set of all algebraic integers, simply 

because there are no primes in the set of all algebraic integers. To 

verify that there are no primes let a be an algebraic integer different 

from zero or a unit with minimal polynomial p(x), Now 
2 p(x ) is a 

monic polynomial with rational integer coefficients and \[Ci is a zero 

2 
of p(x ) , hence by Theorem 2. 11, ~ is an algebraic integer. Note 

that .J(i is not a unit. For, if it were there would be a product of 

units being a nonunit, since a = >J(i >J(i, which is not possible by 

Theorem 2. 13. Hence a can be written as the product of two nonunit 

algebraic integers and is therefore not prime. 

As an example to the above one usually thinks of 3 as a prime 

however in the set of all algebraic integers it is not. Since .J'S is 

2 
a zero of x - 3 one sees that >{3 is an integer. Further 3 is not 

zero or a unit since if 3. a.= 1 then a is 1 /3 but as noted earlier, 

1/3 is not an algebraic integer. Theorem 2. 13 may be used to argue 

that >{3 is not a unit or it can be assumed that there is an a such 

that and then show that 
2 

3x - 1 is the irreducible poly-

nomial over R for a and hence a is not an algebraic integer since its 

minimal polynomial is not monic. 

A much more interesting situation occurs when one restricts 

their attention to a simple algebraic extension of R ~ 

Definition 2. 15. If 8 is algebraic over a field F then K = F(8) 

is the smallest field containing both F and 8 . K is called either a 
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simple algebraic extension of F or an algebraic extension of degree 

1 . 

Even though it is not important to this discussion, if it is of 

concern to the reader, it wil 1 be proven in Theorem 3. 20 that any finitE 

algebraic extension of the field of rational numbe.rs is a simple alge­

braic extension. 

Definition 2. 16. An algebraic number field is any simple alge~ 

braic extension of the field of rational numbers. 

I should be useful to now consider in some detail R(.J='S) in 

relation to the fundamental theorem of arithmetic. 

Consider {a+ b .,;-=s I a, b E R} . Since the re is closure of addi­

tion, subtraction, multiplication and nonzero division this set is a 

field. It contains R and ..r-:5" and since any field which does so must 

contain all sums and products of such elements, it follows that 

{a+ b .J'=5 J a, bi:: R} is the simple algebraic extension of R to include 

~ and therefore 

R( .J-5) = {a + b .J=5 J a , b i:: R} 

It will next be shown that 3 , 7 , 1 + 2 ..J-5 and 1 - 2 ..J-:5 are 

all prime integers in R(.;:5) but notice 

21 = 3.7 = (1+2.f-'5)(1 ~2.J-5) 

and hence the fundamental theorem of arithmetic does not hold in 

R(.j:S) 

To confirm that 3 , 7 , l + 2 0 and I - 2 ...r-;5 are all prime 

notice first that they are respectively zeros of the manic primitive 
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polynomials 
2 

x - 3 , x - 7 , x - 2x + 2 1 and 
2 

x - 2x + 21 and hence are 

algebraic integers by Theorem 2. 11, 

Na:x:t it will be shown that the only algebraic integers in R(-J-5) 

are of the form a+ b i{:s with a and b rational integers. Suppose 

that a+ b ~ is an algebraic integer with a and b rational numbers, 

one can then write a+ b ~ = i. + m 0 with i. , m and n rational 
n 

inhigg:rs, n > 0 and ((i.,m),n)= 1. Now since a+btJ='S is a zero 

of a quadratic polynomial, i.+m~ 
n 

2 
must be a zero of x + fx+c 

for some ehoice of rational integers f and c if it is to be an algebraic 

integer. Therefore one must have 

or 

>:< 2 2 2 
i. - Sm + fni. +en = 0 and m(2 i. + fn) = 0 . 

Now if m = 0 then a+ b 0 = i. /n which is not an algebraic integer 

unless n divides i., but since by hypothesis ((i., m), n) = ((i., 0), n) = 1, 

one sees that n is 1 and hence both a and b are rational integers. 

Next if m f 0 by the second equation of >:<, fn = -2i. so that the first 

equation of >:< becomes: 

2 2 2 
- Sm - i. + c n = 0 

Now let (i., n) = d, then d 2 divides -Sm2 . Therefore d divides m 

but by hypothesis ((i.,m),n)=l hence d=l. Therefore i. and n 

have no common factors larger than l but since fn = -2i. this implies 

that i. divides f which in turn implies n= 1 or 2 since n > 0. If 

n =I then a and b are integers. If n = 2 then 

the quadratic equation 

i+m0 
2 

satisfies 



2 P. 2 + Sm2 
x - P.x + 4 = 0 

and consequently is an algebraic integer only if P. 2 + Sm2 := O mod 4 

which implies P. 2 + m 2 := Omod4. Now since (P., n) = 1=(P.,2) this 

implies P. is odd. Let P. = 2t+ 1 the congruence then becomes: 

4t2 + 4t + 1 + m 2 Omod4. 

This in turn becomes: 

1 + m 2 Omod4. 

Now if m is even the above is impossible. If m is odd, m = 2p +I 

and the congruence then becomes 

2 
I + 4p + 4p + 1 Omod4 

which says 2 := 0 mod 4 an impossibility, It now follows that n = 1 

and hence a+ b .,J-"5 is such that a and b are rational integers if 

a+ b ~ is an algebraic integer. 

It is next shown that 3, 7, l + 2 ~ , 1 - 2 ~ are not units, 

in fact it is shown that ±1 are the only units in R(...,J-5). 

If a= a+b\!-5 is an algebraic integer in R(._[:5), define 

2 2 
N(a) =a + Sb . With a and j3 both algebraic integers in R(~), it 

11 

is easily seen that .N(a 13) = N(a) N( 13). An algebraic integer a is a unit 

in R(,,,r::5) if and only if N(a) = 1 . The proof is as follows. Let a be 

a unit in R(~), the re is then an integer 13 in R(.;:5) such that 

a13=1. Now N(a)N(13)=N(a13)=N(l)=l andsince N(a) and N(13) 

are positive rational integers, by definition of N(a) and N(l3), it is 

2 2 
seen that N(a) = 1. Now if N(a) = 1 then a + Sb = 1, but a and b 
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rational integers implies b must be zero for the equation to be satis-

fied, hence a= ±1 and therefore a= 1 or -1, both of which are 

units. Now N(3)=9, N(7)=21, N(l-J:'1=5)=21 N(l-2.,[-5)=21 and 

hence none of 3 , 7, 1 + 2 ~ or l - 2 ~ are units. 

The re is now only to show that 3 , 7 , I + 2 ...r:5 and I - 2 ...FS 

are all prime in the field R(.J='S) . 

Suppose 3=a·f3 where a,(3 are integers in R(.J=S') which 

are not units. Then 9 = N(3) = N(a (3) = N(a) N( (3), and hence N(a) = 3 

and N( (3) = 3 since N(a) and N((3) are positive rational integers 

not equal to 1 . If a=a+b..,,r:5 

impossible since if bf 0 then 

, it follows that a 2 + Sb2 = 3 which is 

a 2 + 5 b 2 > 3 and if b = 0 then 

2 
a = 3. Which is not possible since a is a rational integer. Similarly, 

7, 1+2-F'S, 1 - 2 +5 are also prime. 

The original goal has been reached and is now restated for 

emphasis. 

In the algebraic number field R(M) the fundamental theorem 

of arithmetic does not hold since 3, 7, l + 2 >F5 and 1 - 2 ~ are 

al~prime integers in R(~) and yet, 

21=3,7 = (1+2..j=5)(1-2...r:5) 

It is therefore seen that there is no possibility for the funda-

mental theorem of arithmetic to hold in all simple algebraic extensions 

of R. However, according to Shanks [6], if 8 is a primitive pth root 

of unity where p is a prime, then the fundamental theorem of arith-

metic does hold in R(8) for p < 23. 
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It will also be shown that the fundamental theorem of arithmetic 

will hold when certain collections of algebraic integers called ideals 

are considered. This will require further development. 



CHAPTER III 

PRELIMINARY CONCEPTS TO IDEAL THEORY 

Symmetric Polynomials 

In Theorem 2, 13 it was needed that the finite product of integers 

is an integer. In what follows it shall be proven that the sum, differ-

ence and product of algebraic integers are again algebraic integers. 

Definition 3, 1. A polynomial P(x 1, ... , xn) is symmetric in 

its n variables if it is unchanged by any of the n! permutations of the 

variables x 1' .. , ' xn ' 

Definition 3. 2. Given a set x 1, ... , x then the set of er., · n i 

i = l, ... n given below are called the elementary symmetric functions. 

where l:::_i<j<n 

er. = sum of all products of i different x., j = 1, 2, .. ,, n 
l J 

cr =xx •··x 
n 1 2 n 

Theorem 3. 3. If f ( Z ) = ( Z - X ) ( Z - x 2 ) • · · ( Z - X ) n l n then 

f (z) 
n 

1 A 
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Proof: Ind\l.ct on n. For n = 1 the res\l.lt is obvio\l.s therefore ass\l.me 

tl;'q.e for all k < n then 

f ( z) = f. 1 ( z )( z -x ) n n- n 

_ ( n-1 1 n-2 + + (-l{ <T' zn-r-1 + •.. + (-l)n-l<T, 1) (z-x ) - z -<Tl z • · · r n- n 

where <T 1 = s\l.m of all prod\l.cts of r different r 

Now look at the term involving 
n-r 

z in f (z) 
n 

xj , j = 1, 2 , • . . , n - 1 . 

and confirm that its 

coefficient is indeed 
r (-.1) (J" • 

r 
That term is given by: 

Theorem 3. 4. Any polynomial P(x 1, .•. , xn) which is 

symmetric in x 1, •.. 1 xn is eq\l.al to a polynomial with rational 

integral coefficients in the coefficients of P and the elementary s'ym-

metric f\l.nctions <T 1, <T 2,.,., <Tn. Examples: 

Proof: A polynomial P(x 1, •.. , xn) is homogeneo\l.s if for every 

kl k2 kn . 
S\l.rnmand cx 1 x 2 ... xn in P, k=k 1+k2+ .• ,+kn is the same 

fixed rational integer. An example is: P(x 1, x 2 ) = x~ x 2+x 1 x~ +xi+ xi 
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The proof shall be restricted to proving the theorem for a homo.,. 

geneous polynomial P, since if P is not homogeneous it is a sum of 

homogeneous functions. If each of these homogeneous polynomials is 

equal to a polynomial with rational integral coefficients in the coeffi-

cients of P and the elementary symmetric functions then their sum is 

such a polynomial. 

kl k2 
it is assumed that if both h =a x 1 x 2 

J. 

k 
x 

n 
n 

L = x 
n 

n are summands of P then the permutations 

and 

(k 1, k 2 , ... , kn) and (J. 1, 1.z., .•• , J.n) are different for if not h and L 

can be combined into a single term of P. Now h is called a higher 

term than L if the first nonzero number in the sequence 

If h is the highest term of P 

k 1 < k2 then since P is symmetric 

summand of P and hence h would not be the highest term in P. 

Similarly, if ki < ki+ 1 , i < n then since P is symmetric 

k 
n 

... x 
n 

is a summand of P which is higher than h, a contradiction to the 

choice of h. 

If the highest term in another homogeneous symmetric poly-
k1 k' 

nomial P' is h 1 =a 1 x 11 ... x n then the highest term in the product 
k +k 1 1k +k' 

PP' is h h 1 - a a' x 1 1 n n - 1 · · · xn Hence, the highest term in a 

product of homogeneous symmetric polynomials is the product of their 

highest terms. Now the highest terms in CT 1, CT 2 , ••• , O'n are 

x 1,x 1x 2 ,x 1x 2x 3 , •.. ,x 1x 2 · · •xn respectively. Hence the highest term 
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Thus the 

highest term in 

k 1- k k 
n~ n n 

••• <T <T 
n-1 n 

is 

identically zero or a homogeneous symmetric polynomial of the same 

degree k as P and having a highest term h 1 not as high as h. If 

P 1 'l 0 repeat the argument to get P 2 = P 1 - 2: 1 , where 

and P 2 is a syrnmet,ric polynomial of the same degree k as P 1 whose 

highest term h 2 is not as high as h 1 or P 2 := 0. Since all terms of 

l? were of degree k and there are only a finite number of such terms 

there must finally be a 2:t such that Pt - 2:t := 0. Hence 

P = 2: 0 + P 1 = 2: 0 + (2: 1 + P 2 ) = · · • = 2:0 + 2: 1 + .•• +Lt. Each of the 

2:i, i = 0, •.. , t are polynomials in o- 1, .. ,, o- n and the coefficients of 

P and therefore P is a polynomial in elementary symmetric functions 

and the coefficients of P with rational integer coefficients. 

It should be noted that if P has rational integer coefficients 

then the above theorem tells us that P is equal to a polynomial in the 

elementary symmetric functions with rational integer coefficients. 

Theorem 3. 5. Let f(x) be a polynomial of degree n over a 

field F of complex m,1mbel;'s with roots of r 1, r 2 , ... , rn and let 

P(x1, .•. , xn) be a symmetric polynomial with coefficients in F. Then 

P(r 1, ..• , rn) is.an element of F. 
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Proof: Since the coefficients are in a field, it may be assumed that 

f(x) has a leading coefficient of one, hence 

f(x) n n-1 
= x + an ... l x + ..• + a 0 

Now since a., i = 0, 1, .•. , n-1 are elements of F and by the 
l 

n 
above equalities it is seen that an- l = -CT l' ... , a 0 = ( -1) CT n and hence 

the CT., i = 1, ..• , n are all elements of the field F, Theorem 3. 4 
' l 

implies that P(r 1, •.. , rn) is a polynomial with rational integer 

coefficients in the symmetric functions and the coefficients of P which 

are also in F and hence P(r 1, .•. , r n) is in F. 

As an e:x:ample 2 of Theorem3.5 let F=R, f(x)=x +x+ 1 and 

2 2 
P(x1, x 2 ) = 2x 1 + 2x2 . Now 

-1 + i\[3 
rl = 2 and -1 - i,,,/3 

r2 = 2 

with 

( -1 - i..[3) 2 
+ 2 2 = -2 

an element of R as predicted. 

If a is an algebraic number and p(x) is the minimal polyno-

mial of a (monic, irreducible, p(a) = 0) then p(x) is referred to as 

the defining polynomial of a. If a is an algebraic integer then its 

defining polynomial will have rational integer coefficients. 



Theorem 3. 6. The sum of two algebraic integers is an alge-

braic integer. 

Proof: Let a= a 1 and 13 = 13 1 be algebraic integers and have as 

their defining polynomials 

and 

m m-1 
g(x) = x + bm_ 1 x + ... + b 0 = (x-131)(x-132 ) ·•· (x-13m) 

respectively. Since 

n n-1 
f (x -13.) = (x -13.) + a 1 (x -13.) + ... + ao 

J J n- J 

it is seen that 

m 
II f(x-13.) 

j= 1 J 

Therefore h(13 1, .•• ,13 ) i: h(l3 , •.. ,13 ) for some per-m q r 

mutation 13 , ..• , 13 q r 
of 13 1, ••. , 13m • Polynomials are equal if and 
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only if corresponding coefficients are equal and hence the above implies 

p(x,131, •.. ,13 ) # p(x;,13 , •.• ,13 ) • A contradiction to the fact that m q r 

m 
II f(x -13.) 

. 1 l J= 

is symmetric in 13 1, .•• , 13rri' 
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Since each coefficient is a symmetric function in 13 1, ... , 13m 

and 13 1, ..• , 13m are roots of a polynomial of degree m, Theorem 3. 5 

gives that each coefficient is an element of R. 

Except for sign, the coefficients of g(x) are the elementary 

symmetric fum;:tions of 13 1, •.. , 13m according to Theorem 3. 3 and 

since by hypothesis the coefficients of g(x) are rational integers, the 

elementary symmetric functions in 13 1, ••. , 13m are rational integers. 

Since each coefficient of p(x, 13 1, ..• , 13m) is symmetric in 

13 1, .•. , 13m, Theorem 3. 4 implies that each coefficient is a polynomial 

with rational integer coefficients of the elementary symmetric functions 

in 13 1, ••. , 13m . Now, sinc;e each elementary symmetric function is a 

rational integer it follows that each coefficient of p(x, 13 1, ..• , 13m) is 

a rational integer, 

Hence a + 13 is a zero of a manic polynomial with rational 

intege~ coefficients, namely p(x,13 1, •. , ,13m) and therefore by 

Theorem 2, 11 is an algebraic integer. 

Corollary 3. 7. The sum of two algebraic numbers is an alge­

braic number. 

Proof: In the proof of Theorem 3, 6 let the coefficients of f(x) and 

g(x) be rational numbers. 

Theorem 3. 8. The difference of two algebraic integers are 

algebraic integers. 

Proof: Let a and 13 be algebraic integers with g(x) the defining poly­

nomial of 13 then -13 is a zero of the polynomial g(-x) and therefore 

after multiplication of g(-x) by either +l or -1 it is seen that 
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-13 is an algebraic integer by Theorem 2. 11. Theorem 3. 6 implies 

that a+ ( - 13) = a -13 is an algebraic integer. 

Corollary 3, 9. The difference of two algebraic numbers is an 

algebraic number. 

Theorem 3. 10. The produc;:t of two algebraic integers is an 

algebraic integer. 

Proof: Let a= a 1 and 13 = 13 1 be algebraic integers and have as their 

defining polynomials 

and 

rE:l spectively. Let 

m n 
II II (x - a . 13. ) 

j = 1 i= 1 l J 

By Theorem 3. 3 the coefficients of the polynomial P are the elemen-

tary symmetric functions except for sign in the quantities 

13 , ..• ,13 beapermuta-
q r 

tion of 13 1 , .•. ,13m then the set a 113q' ••. ,a 113r,azl3q' •.• ,anl3r 

permutation of a 1 13 1, ... , an 13m and hence 

P(x, a 1, •.• , a , 13 , .•. , 13 ) . n q r 

Likewise for any permutation at' .•. , aw of a 1, .•. , a . n 

is a 
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Let h(a 1, ... ,ari,(3 1, .•. ,f3m) be a coefficient of P, since polynomials 

a:re equal if and only if corresponding coefficients are equal and P is 

symmetric in the a. and 
1 

f3. , one must have h symmetric in the a. 
J 1 

and f3. , Theorem 3. 4 gives that h can be written as a polynomial in 
J 

the elementary symmetric functions of 131, •.• , f3m with coefficients of 

rational integers and functions of a 1, , .. , an . Since h is also sym­

metric in a 1 , •.. , an , each of the coefficients of the polynomial in the 

elementary symmetric functions of 13 1, ... ,f3m can be written as poly­

nomials of the symmetric functions of a 1, ..• , an with rational integer 

coefficients according to Theorem 3. 4. Now every symmetric function 

of al' .•. , an is an a., except for sign, by Theorem 3. 3 and hence 
l 

is a rational integer. Likewise each symmetric function of 

b. , except for sign, by Theol'em 3. 3 and hence is a 
l 

rational integer. Nc:>w since h(a 1, •.• ,an,131, ... ,f3m) is a polynomial 

in the symmetric functions of f3p ... , f3m with coefficients which are 

polynomials with rational integer coefficients in the elementary sym-

metric functions of a 1, ..• ,an and h(a 1, .•. ,an,(3 1, •.• ,f3m) is a 

rational integer. Therefore, P(x,a 1, •.. ,an,(31, .•. ,f3m) is a monic 

polynomial with rational integer coefficients which has a f3 as a zero. 

Hence a f3 is an algebraic integer. 

Corollary 3. 11. The product of two algebraic numbers is an 

algebraic number. 

The objective of proving that the sum, difference and product 

of algebraic integers are again algebraic integers has now been 
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accomplished. If in addition to Corollaries 3. 7, 3. 9 and 3. 11 it was 

also known that the nonzero quotient of two algebraic numbers is an 

algebraic number it would then follow that the set of all algebraic 

numbers is a field. 

Theorem 3. 12. The set of all algebraic numbers is a field. 

Proof: Let a and 13 be algebraic numbers with 13 :/: 0. Let g(x) be 

the defining polynomial of 13 , then i is a zero of 
m 1 

x g(-), where 
x 

1 
m is the degree of g(x) i and hence l3 is an algebraic number. 

Corollary 3. 11 implies 
1 

a·-
13 

is an algebraic number and hence 

is an algebraic number. Corollary's 3. 7, 3. 9 and 3. 11 complete the 

proof. 

Field Extensions 

In Definition 2. 15, a simple algebraic field extension was 

defined. A characterization of the set of elements in the extension will 

now be given. 

Theorem 3. 13. If e is algebraic over a field F then the 

algebraic extension of F to include e , F(S) is 

K = { :i:~ I f(x) , g(x)€ F[x], g(S) f- 0} 

Proof: The sum, difference, product and nonzero quotient of rational 

functions (quotient of two polynomials) is a rational function of the 

required form. Both F and e belong to K and hence K is a field 

which contains F and e. The fact that it is the smallest such field 

follows from the requirement of closure of addition, subtraction, 
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multiplication and non-zero division and hence, the necessity of con-

taining all numbers of the form f(9) 
g(9) where f(x) and g(x) are 

polynomials over the field F. 

With the use of the above theorem, it will be shown that a better 

characterization of F(9) can be obtained; namely, that every element 

of F(9) can be written as a polynomial in 9 . 

Definition 3. 14. If 9 is an algebraic number with minimal 

polynomial p(x) of degree n, then 9 is said to be of degree n over 

F, 

Theorem 3, 15. If 9 is of degree n over F and a is any 

element of F(9) then a can be written uniquely in the form 

Cl' = ao + a 1 9 + ... + a 9 n- l n-1 

where a., i = 0, ... , n-1 are elements of F. 
l, 

Proof: By Theorem 3. 13, a = ;f~~ · for some polynomials f(x) and 

g(x) in F[x] with g(9) f: 0. Let p(x) be the defining polynomial of 

9 ' then since p(x) is irreducible g(x) 1 p(x) unless g{x) = p(x). 

This cannot happen since g(9) f: 0 and p(9) = 0. If p(x) I g(x) this 

implies g(9) = 0 which cannot happen, hence p(x) and g(x) are 

relatively prime. Hence, there are polynomials h(x) and t(x) in 

F[x] such that h(x) p(x) + t(x) g(x) = 1 . Since p(9) = 0, gf9) = t{9). 

Therefore a = f{9) t(9), Now by the division algorithm for polynomials 

over F[x], f(x) t(x) = q(x) p(x) + r(x) where q(x) and r(x) are in 

F[x] and the degree of r(x) is n .. l or less. Hence 

a = f(9) t(9) = q(9) p(9) + r(9) = r(9) and since r(x) E: F[x] is of degree 



n - 1 or less, it follows that a 

where the a. are in F. 
l 

=r(0)=ao+ale+ ... +a en-l 
n-1 

To show uniqueness suppose h(x) is in F[x] with h(0) = a 

and degree of h(x) less than n, then e is a zero of the polynomial 

h(x) - r(x), a contradiction since the minimal polynomial of e is of 

degree n and h(x) - r(x) is of degree less than n. 

After two definitions and two more lemmas it will be possible 
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to prove a comment made in Chapter II concerning the fact that every 

multiple algebraic extension is a simple algebraic extension. 

Definition 3. 16. Let a 1, ... , an be numbers algebraic over a 

field F, then the smallest field K = F(a 1, ... ,an) containing F and 

a 1, ... , an is called a multiple or finite algebraic extension of F. 

Definition 3. 17. Let a= a 1 be an algebraic number and 

p(x) = (x - a 1) (x - a 2 ) · · · (x - an) its minimal polynomial, then 

a 1,a2 , ... ,an are called the conjugates of a. 

Lemma 3, 18. If e is algebraic over F, e has a unique mini-

mal polynomial p(x) and if g(x) is a polynomial such that g(0) = 0 

then p(x) is a factor of g(x). 

Proof: By the division algorithm for polynomials, g(x) = q(x) p(x) + h(x) 

where the degree of h(x) is less than p(x). Since p(0) = 0 and 

g(0) = 0 , it follows that h(0) = 0 and hence h( x) := 0, since p(x) is 

the minimal polynomial for e . So p(x) is a factor of g(x) , To sh0w 

the uniqueness of p(x), assume that g(x) is also a minimal polyno-

mial for e and considering p(x) = k(x) g(x) + r(x) it will follow that 
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g(x) is a factor of p(x) and therefore p(x) = e g(x) where e is a unit 

in F(x]. Since the units in F[x] are the units in F and both p(x) 

and g(x) are manic by definition of a minimal polynomial, then 

p(x) = g(x). 

Lemma 3. 19. If f(x) is irreducible in F[x] and of degree n 

then f(x) has n distinct zeros. 

Proof: Suppose 
2 

f(x)=(x-r) g(x) and is manic then 

2 
f'(x) = 2(x - r) g(x) + (x - r) g'(x). Notice that r is an algebraic number 

and that f(x) is its minimal polynomial, also since the coefficients of 

f(x) are in F so are the coefficients of f 1 (x) . Hence f' (x) is a 

polynomial of degree n - 1 in F[x] with r as a zero, a contradiction 

to the uniqu,eness of a minimal polynomial for an algebraic number. 

Theorem 3. 20. A multiple algebraic extension of a number 

field F is a simple algebraic extension. 

Proof: It need only be shown that if QI and 13 are algebraic over F 

there is some e which is algebraic over F for which F(9) = F(QI, 13). 

Once this is done, mathematical induction will extend the result to any 

finite algebraic extension of F. 

Let QI = QI 1 and 13 = 13 1 with QI -::f 13 be algebraic over F with 

conjugates over F of Ql 1, ... ,Qln and 13 1, ... ,13m respectively. By 

Lemma 3. 19, 13k I 13 1 for k = 2,. .. , m and QI. 1 QI. for i 1 j and 
1 J 

Qll-Qli ... 
therefore the set of X .. = l3 l3 , i#J, J # l, i= 1,, .. ,n and 

lJ j - 1 

j = 2, , .. , m is a finite set. This means the re is a value b in F such 
Qll-QI, 

that b 1 l3j -l3; for any i or j #I. Rearranging this gives 
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a.+b13.-::/:a+b13 forall iand j#l. Let 8=a+b13 and it shall be 
1 J 

shown that F(8) = F{a,13). 

F(8) is a subset of F{a,13) since by Theorem 3. 13 every a m 

F(8) can be written as 

a = 

which is dearly in F(a, 13). 

To show the set inclusion the other direction, fir st show that 13 

is in F(8). Let f(x) and g(x) be the minimal polynomials for a 

and 13 respectively then f(8- bl3) = f(a) = 0 and g(l3) = 0 and there-

fore f(8- bx) and g(x) have a zero in common. Further, since the 

only zeros of f(x) are a 1, •.. ,an' the only zeros of £(8-bx) are 

when 8- bx= a. , i = 1, ••. , n which by the choice of b only occurs 
1 

when x = 13 , hence the only zero common to f(8 - bx) and g(x) is 13. 

Let the minimal polynomial of 13 in. F(8) be h(x). Notice that h(x) 

has coefficients in F(8) not just F, If h(x) has degree higher than 

one then h(x) is a factor of both f(8 - bx) and g(x) over F(8) by 

Lemma 3. 19 and hence f(8 - bx) and g(x) would have more than one 

root in common~ a contradiction. Therefore, h(x) = dx + e with d 

and e in F(8), further h(l3) = 0 which gives 
-e 

13 = d an element of 

F(9). 

Nowsince 13,b and8areallin F(8) itfollowsthat 8-b13=a 

is in F(8) . Therefore since both a and 13 are in F(8) it follows that 

F(S) is a subset of F(a,13). With set inclusion in both directions, 

then F(8) = F(a, 13). 
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Theorem 3. 21. If a is an algebraic number, there is a non-

zero rational integer b such that b 8 is an algebraic integer. 

Proof: Let 
n n-1 

f(x) =x + an-lx + , .. + ao be the defining polynomial 

of 0 . All the coefficients are rational numbers and hence there is an 

integer b such that b a., i = 0, ..• , n-1, is a rational integer. Con-
1 

d h n n-1 n 
si ering t e monic polynomial g(x) = x + b an-l x + ... + b a 0 

which has rational integer croefficients then b a is a zero of g(x), 

since g(b0)=bn(en+an_ 1en-l+ ... +a0)=bn·O=O. Hence b8 is 

an algebraic integer. 

Theorem 3. 22. For every algebraic number field R(0) there 

is a rational integer b such that R(0) = R(b0) with b9 an algebraic 

integer. 

Proof: Let a be of degree n over R and o: be in R(S) with b the 

rational integer of Theorem 3. 21 such .that b a is an algebraic integer. 

Theorem 3. 15 implies that o: = a 0 + a 1 0 + ... + an-l en-l but 

1 a 1 an-1 1 
+ a+ + en- + (be)+ (b0)n-ao a 1 . .. an-1 = ao b ... + b n-1 

which is in R(b 0). Therefore R(0) is a sub set of R(b 9) and since 

R(b 0) is a subset of R(0) then R(9) = R(b0) . 

The preceding theorems now enable one to consider only simple 

algebraic extensions of R to include an algebraic integer as opposed to 

having to work with multiple extensions to include algebraic numbers. 

That is, if o: 1, .•• ,o:n are algebraic numbers then there is an alge-

braic integer 9 such that R(o: l' •.. , o:n) = R(0). 
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Properties of the Norm 

Several characteristics of algebraic integers can be developed 

through the definition of a norm. For convient reference the following 

definition is repeated. 

Definition 3. 23. Let a= a 1 be an algebraic number with 

f(x) = (x -a 1)(x -a 2 ) · · • (x -an) its defining polynomial. The set of 

numbers a 1,a2 , ..• ,an are the conjugates of the algebraic number a, 

Definition 3. 24. Let a be an element of R(0) where 0 is of 

degree n over R. With 
n-1 

r(x) = ao+ alx + •.. + an-lx 'the poly-

nomial of Theorem 3. 15, such that a= r(0) and e. I i: 1, , • , , n being 
1 

the conjugates of 0. The field conjugates of a are defined as the set 

of numbers a(i) = r(0.) i= 1,, .. , n, 
. 1 

A relationship between the conjugates of a and the field conju-

gates of a is seen in the following theorem. 

Theorem 3. 25. Let a be an algebraic number in R(0), then 

the set of field conjugates is eHher identical with the set of conjugates 

of ~ or is 
n 
m 

repetitions of the set of conjugates of a where n is the 

degree of 0 and m is the degree of a . Also if f(x) is a monic poly-

nomial with the field conjugates of a as its roots and g(x) is the 

n/m 
defining polynomial of a then [g(x)] = f(x) • 

Proof: Consider f(x) = (x -a(l))(x -a(2 )) · · · (x -a(n)) with the notation 

as in Definition 3. 24, By Theorem 3. 4, the coefficients of f(x) are, 

except possibly for sign, the elementary symmetric functions in 

(i) . - 1 a ,1-,.,.,n and hence are symmetric polynomials in the 
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l 
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minimal polynomial for a, then since a= r(0) = r(0 ) = a(l) it follows 
1 

by Lemma 3, 18 that g(x) is a factor of f(x) . Therefore, write 

f(x) = [g(x)] s h(x) where g(x) and h(x) are relatively prime. 

Notice that every field conjugate of a is a conjugate of a since 

if g(x) is the minimal polynomial for a then g(r(x)) has a as a 

zero. Lemma 3. 18 then gives that the minimal polynomial for a, p(x) I 

is a factor of g(r(x)) and hence every e., i = 1, ... , n is a zero of 
l 

g(r(x)). Equivalently every a(i) = r(0.), i = 1, ... , n is a zero of g(x), 
1 

Now to prove that h(x) := 1 , suppose it is not. First, if 

h(x) := c then c must be 1 since f(x) is monic and so is g(x), next 

suppose h(x) 1. c then for some fixed j , a (j) must be a zero of h(x) 

but since p(x) is a minimal polynomial for a it is also a minimal 

Polynoml.al +or "' "' "' a·nd hence of ,,,(j) .·' . + .... 1, .... 2,.,., .... n .... By Lemma 3. 18 

g(x) is a factor of h(x) , a contradiction to our way of writing f(x). 

Hence h(x) := 1 and therefore f(x) = [g(x)] s. 

It is then seen that since f(x) is of degree n and if the mini-

mal polynomial for a, that is g(x) 
n 

is of degree m then " s = 
m 

That is, s is the degree of 0 divided, by the degree of a. 

Definition 3. 26. The norm of the algebraic number a, written 

N(a), is the product of its field conjugates, 

In Theorem 3. 25 the function f(x) defined such that 

f(x) = (x -a(l)) · • · (x-a(n)) is called the field polynomial for a where 

(i) . - 1 a , 1- ,~ •• ,n are the field conjugates of a. Notice that the con-

stant term of the field polynomial is (-1 )n N(a). Also recall that 

f(x) = [g(x)] n/m where g(x) is the minimal polynomial for a and 
m 
n 
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m m-1 
is a rational integer and hence if g(x) = x + am- l x + ... + a 0 

then the norm of a is just a rational integral power of the constant 

term a 0 of the defining polynomial for a . Further, if a is an alge­

braic integer then a 0 is a rational integer and hence N(a) is a 

rational integer. This gives the following theorem. 

Theorem 3. 27. If a is an algebraic integer then N(a) is a 

rational integer. 

Theorem 3. 28. N(al3) = N(a) N(l3) 

Proof: Let a and 13 be in R(e) where e is of degree n over R. 

Theorem 3. 15 implies that one c;an write a and 13 uniquely as follows: 

+ a en-1 
n-1 

n-1 
13 = b 0 + b 1 e + .•. + bn- le 

Let the minimal polynomial for e be xn + cn- l xn- l + ... + c 0 , then 

n n-1 e. = -(c le. + .•. +co) for i=l, ... ,n and e. the conjugates 
i n- i i 

of e. Taking the product al3 and repeatedly using 

n n-1 e = -(cn-1 e + ... +co) the unique representation of al3 as a poly-

nomial in e of degree less than n is obtained, but the coefficients of 

this polynomial are the same as the coefficients of the polynomial 

representing a(i)l3(i) i = 1, ... , n . For clarification, 

n n-1 
andthroughrepeateduseof e. =-(c le. + ... +co) the unique 

i n- i 

representation of a(i)l3(i) is obtained and the coefficients of this 
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polynomial in e. is the same as the coefficients of the unique repre-
1 

sentation of a 13 as a polynomial in e . That is, if a 13 = r(S) then 

a(i)l3(i) = r(S.) and hence since (al3)(i) = r(S.) then (al3)(i) = a(i)[3(i), 
l l 

Now if a 1, •.. , an and 13 1, ... , [3n are the field conjugates of 

a and 13 respectively in R(S) then the field conjugates of al3 are 

a(l)l3(1), a( 2 )13(2 ), ... ,a(n)[3(n). Therefore 

Theorem 3. 29. An algebraic integer a is a unit if and only if 

N(a) = ±1. 

Proof: a a unit implies there is an algebraic integer [3 in R(S) such 

that a 13 = 1 . Therefore N(a) N( 13) = N(a 13) = N( 1) = 1 but since N(a) 

and N(l3) :must be rational integers by Theorem 3. 27 this implies 

they must be ±1 . Hence N(a) = ±1 • 

If N(a) = ±1 then a(l). a(2 ) · • · a(n) = ±1 where a(i) 

i = l, ... , n are the field conjugates of a. Let a(l) =a and then a 

is a unit since a(2 ) · • · a(n) is an algebraic integer (every field con-

jugate of a is a conjuate of a). 

Theorem 3. 30. An algebraic integer a is a prime in R(S) if 

N(a) is a rational prime. 

Proof: Let N(a) be a rational prime and a= [3 6 with [3 and 6 

algebraic integers, then N(a) = N([3) N(6). The norm of a a rational 

prime implies that one of N(l3) or N(6) is ±1 and hence a unit. 

Therefore a is a prime. 
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Definition 3. 31. The set of all algebraic integers in R(9) will 

be denoted by R[e]. 

Theorem 3. 32. If a is in R[e] and is not zero or a unit then 

a can be factored into a product of primes in R[e]. 

Proof: If a is not prime write a= 13 • 6 where neither 13 nor 6 is a 

unit. Repeat this for 13 and 6 and continue in this way. The process 

must stop since otherwise a= µ 1 • µ 2 · · • µn where n is arbitrarily 

large and the µ. are nonunits, 
l 

Hence IN(µ.)J>l 
l 

for i=l, ... ,n 

and therefore N(µ 1 · • · µn) = N(µ 1) · · · N(µn) would become arbitrarily 

large, a contradiction to the fact that N(a) is finite. 

Theorem 3. 33. There are infinitely many primes in R[9]. 

Proof: The proof is analogous to Euclid 1 s proof of the similar theorem 

for rational primes. 

First, there is at least one prime in R[9], since 3 is in R[9], 

Theorem 3. 32 implies 3 is a product of primes in R[9]. Notice that 

it is not claimed that 3 itself is a prime but that there is a prime 

factor of 3 in R[9]. 

Suppose there is a finite number of primes in R[9], say 

Now consider the number r = p · p · · · p + 1 this 1 2 n ' 

number is an algebraic integer in R[9] since we have closure of mul-

tiplication and addition of algebraic integers. Now r is nonzero and 

nonunit and in R[e] the.refore r has a prime factor q. Now 

q f. pi 1 i = 1, ... , n since it would be necessary for q to divide 1 which 

it does not since q is a prime and 1 is a unit. Therefore there is a 
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prime in R[e] different from a contradiction to the 

assumption of only a finite number of primes in R[e]. 

Bases 

Definition 3. 34. Let F be a field of numbers and K an exten-

sion of F, then a set of numbers x 1, x 2 ,, •. , xn in K is linearly 

dependent over F if there exists c 1, c 2 , ... , en in F, not all zero 

such that c 1 x 1 + c 2 x 2 + ... + en xn = 0. If no such set exists the set 

x 1, x 2 , ..• , xn is called a linearly independent set. 

Definition 3. 35. Let F be a field of numbers and K an exten-

sion of F, then a set of numbers Y1·Yz·····Ym is a basis for K 

over F if for every z in K there exists a unique set of numbers 

Notice that a basis is a linearly independent set, for if not, 

where not all the c. are zero but also 
1 

0 = 0 · y 1 + 0 • y 2 + •.. + 0 · y m a contradiction to the unique re pre sen­

tation requirement of the definition of a basis. 

Lemma 3, 36. If m < n and if the a .. are in a number field 
lJ 

n 
F, then the system of equations ~ a .. x. = 0. i = 1, 2, ..• , m· has a 

j=l lJ J 
solution x. = a., j = 1, .. ,, n in F, where not all the a. are zero. 

J J J 

Proof: Refer to Hahn [ 11]. 

Theorem 3. 37. If the extension K of the field of numbers F 

has a basis of m elements over F, then any n numbers in K where 

n > m, are linearly dependent over F. 
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Proof: Let be a basis and be any set 
m 

of elements in K. Then x. = ~ a .. y., i = 1, 2,, .. , n. By Lemma 3,J6 
n l j = 1 lJ J 

the system ~ a .. z. = 0, J. = 1, ... , m has a nontrivial solution 
i = 1 lJ l 

zi= ci' i=l, ... ,n hence 

n 
:2: c. x. = 

i= l l l 

n m m n 
~ c. ~ a .. y. = ~ y. ~ a" c. = 0. 

i= 1 l j = 1 lJ J j = 1 J i= 1 lJ l 

Therefore, there is a set of c., i=l,.,.,n 
l 

not all zero, such that 

c 1 x 1 +c 2 x 2 + ... +cnxn=O andhence x 1,x2 , .•. ,xn isalinearly 

dependent set, 

Y1·Y2····•Ym 

bases for K over F then m = p. 

Theorem 3. 38. If and are both 

Proof: If m # p then without loss of generality let m > p. Theorem 

3. 37 then implies that y 1, y 2 , .•. , ym are linearly dependent and 

hence not a basis, a contradiction to the hypothesis. Hence m = p. 

Definition 3. 39. If K is an extension of the field of numbers F 

and K has a basis consisting of n elements then K is called a finite 

extension of F which has degree n over F. 

Theorem 3. 40. If K is a finite extension of F then every a in 

K is algebraic over F. 

Proof: Let K have degree n over F then by Theorem 3. 37 the set of 

numbers 
2 n 

1 , a, a , . , . , a are linearly dependent over F. Therefore 

there are numbers a., i = 0, ... , n in F, not all zero, such that 
l 

a 0 + a 1 a+ .•. +an an = 0. Hence a is a root of a polynomial in F[x] 

and is therefore algebraic over F. 
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Theorem 3. 41. An extension K of a number field F is of finite 

degree if and only if K is a simple algebraic extension of F. 

Proof: First let K be a finite extension of F, then K has a basis 

over F and therefore Further 

by Theorem 3. 40 every x., i = 1, ... , n is algebraic over F and hence 
l 

by Theorem 3. 20, K is a simple algebraic extension of F. That is, 

K = F(8) for some 8 which is algebraic aver F, 

Next let K be a simple algebraic extension of F, say F(8) 

where 8 is of degree n over F. By Theorem 3. 15 every element of 

K = F(8) 
n-1 

can be written uniquely in the form a 0 + al 8 + ... + an- I 8 

where a., i = 0, .•. , n-1 are elements of F, hence 
l 

n-1 
1,8,, .. ,8 is 

a basis for K. Therefore K is a finite extension of F of degree n 

over F. 

Notice that it has been shown that if the field of rational num-

bers R is considered, then every finite field extension K of R is a 

simple algebraic extension of R. That is there is a number 8 which 

is algebraic over R such that K = R(8). Further by Theorem 3. 22 

there is an algebraic integer a such that K = R(a). Comparing the 

definition of the degree of an algebraic number 8 and the degree of K 

over R it is seen that they are the same. That is, if 8 is of degree n 

over R then R(8) is of degree n over R. 

Definition 3.42. Let ~{8) be of degree n and a 1,a 2 , .•. ,an 

be elements of R(0) . 

of a . , i = 1 , 2, ... , n . 
l . 

Let a~j), j = 1, ... , n be the field conjugates 
l 

The discriminant of the set 

denoted by D.[a 1, ... , an] is defined by the square of the determinant 



That is 

(n) 
al 

(1) 
a 

n 

(n) 
a 

n 

Theorem 3. 43. ~[a 1, .•. , an] is a rational integer if 

r J a 1, •.• ,an areallin RL8. 

Proof: From linear algebra it is known that the determinant of a 

product of square matrices is the product of the determinant of the 

transpose of the first and the determinant of the second. Hence 

::: 

(1) 
a 

n 
(n) 

a 
n 

( l) 
a 

n 

(n) 
a 

n 

37 

(1) (1) + + (n) (n) 
an a 1 . . • an al 

(n) 2 
al + ... + 

(n) 2 
a 

n • l'f'~··. 

As in the proof of Theorem 3. 28, the conjugate of the product is the 

product of the conjugates, hence: 
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m m-1 
This sum is a rational integer for let x + am-l x + ... + a 0 be 

the defining polynomial for the algebraic integer a f3 then the sum of 

the conjugates of af3 . is -a 1 , a rational integer by Theorem 3. 3. 
m-

The field conjugates of a f3 are just ~ (a rational integer) repetitions 
rn 

of the conjugates of af3 by Theorem 3. 25 and hence their sum is also 

a rational integer. 

Since every entry in the above determinant for the discriminant 

is a rational integer then its value is a rational integer. 

Definition 3. 44. An integral basis for R(9) is a set 

a 1, .•. , an of algebraic integers in R[9] such that if a e: R[9], .a can 

be written uniquely as 

Where b. , i = 1, ..• , n a:i;-e rational integ.ers. 
l . 

Theorem 3. 45. An integral basis for R(9) is a basis for R(9). 

Proof: Let x be in R(9) then by Theorem 3. 21 there is a nonzero 

rational integer b such that bx is an algebraic integer. Hence 

bx= b 1 a 1 + ... + bnan for some 

b., i = 1, ... , n. Therefore x = 
l 

choice of rational integers 

bl bn 
b a 1 + + ban. Now the set 

a 1, ... , an is an independent set over R for if not, there are rational 

number s c 1, c 2 , ... , c n not all zero such that c 1 a 1 + . . . + c nan = 0 . 

Let d be the least common denominator of the c. 's then 
l 

d c., i = 1, ... , n is a rational integer. Therefore 
l 

d c 1 a 1 + ... + den an = 0 but by definition of an integral basis this 
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implies d c. = 0, i = 1, •.. , n and therefore since 
l 

this implies 

c.= 0, i=l, ... ,n. 
l 

Basis of an Ideal 

The following definition of an ideal in R(8) is the same as the 

usual algebra definition of an ideal if you consider as your ring the 

ring of algebraic integers in R(8), that is, R[e]. 

Definition 3. 46. A nonempty set of algebraic ihtegers A in 

R[8] is an ideal of R(8) if for every pair of algebraic integers a,13 

in A then ax + 13Y is also in A for all x, y in R[e]. 

Recalling R(v-5) of Chapter II consider the subset 

A = {z I z = 3x, x e R[...,1-5]}. A is an ideal and contains such elements 

as 3 (7) = 21, 3( 1+2 -r-:5) = 3 + 6 .,J-5 , in fact 3 times any algebraic 

integer in R(..,r::5). Another example would be 

{ z j z = 3x + ( 1 - 2 .f=5) y, x and y in R[ .J=5]} . 

Notice that in Chapter II it was shown that 3, 7, l + 2 ~, 1 - 2 ~ 

were all algebraic integers in R(..j:S). 

Definition 3. 46. A basis for an ideal A in R(S) is any set 

b 1, ..• , bm of algebraic integers in A such that every a in A can be 

uniquely represented in the form a = c 1 b 1 + ... +cm bm where the 

c. are rational integers. 
l 

The goal of this section is to prove that every ideal in a simple 

algebraic extension has a basis. 
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Theorem 3. 4 7. The discriminent of any basis of R(8) is non-

zero, 

Proof: Let a 1, •.. , an and b 1, ...• bn both be bases for R(8) , then 

b = k 

n 

:2,:; CJ. k O!J. , k = l , ... , n 
j=l 

for some choice of the cjk in R. It shall now be shown that 

~[bl,, .• ,bn] = lcjkl 2 ~[al, ..•• an]. 

By the comment following 3. 41 and since the re are n elements 

in a basis • e is of degree n over R. Hence Theorem 3. 15 implies 

n-1 
a.= a.(e) = a. 0 + a. 1 e + ... +a. 1 e 

J J J J Jn-

conjugate gives Q!~i)= a·.(e.) where e. 
J J l l 

b.= c. 1 a 1 + ... + c. a 
J J Jn n 

and the definition of a field 

. h .th . f e is t e i conJugate o . 

= c. 1 a 1 (e) + . . . + c. a (e) j = 1, ... , n 
J· Jn n 

But, 

which is a function of 9 of degree at most n - l. Hence by the unique-

ness of representation from Theorem 3. 15 of b. it is seen that 
J 

Hence, 

b~i) = b.(e.) = c. 1 a 1(9.) + ... + c. a (e.) 
J J i J i Jn n l 

= 

c 
nn 

( 1 ) 
Q! 

n 
(n) 

Q! 
n 
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2 
whichimplies .0.[b 1, ... ,bn]= lcjkl .0.[a 1, ... ,an]. 

The next part of the proof is to show that lcjkl ~ 0. Suppose 

lcjkl = 0 then by linear algebra, see Hahn [11], considering the a. 
J 

n 
as variables the system of equations 2: c.ka.= 0, k=l, ... ,n has 

j= 1 . J J 

a nontrivial solution and hence a 1, .•. ,an is a linearly dependent set 

and therefore not a basis. 

It now only remains to show that the discriminant of a particular 

base is nonzero since the discriminant of any other base will just be a 

nonzero constant times the nonzero discriminant of this particular 

base. 

Theorem 3. 15 implies that 
n-1 

1 , 8, ... , 8 is a basis for R(8). 

Let e1 = 8, e2 , ... , Sn be the conjugates of 8 then since Si= 1 ·Si= r(9), 

(the r(9) of Definition3. 24), i = 0, ... , n-1 it is seen that 

(9i)(j) = l · (8.)i. That is (9i)(j) = (9(j))i or the jth field conjugate of 
J 

ai · th . th f th . th . t f 9 H is e i. power o e J conJuga e o . ence 

(a(l))n-1 
2 

1 a ( l) . . • 

[ n-1] .0. l,8, ... ,8 = 

1 a (n) ' .. 8 (n) ( )n-1 

[ n-1] Hence .0. 1 I a' ... 'a is the square of the Vandermonde determin-

ant and hence its value is . II. (8(i)_9(j)) 2 , [11]. 
l<i<J<n 

Lemma 3. 19 implies - 8 (i)~ 9 (j) for i ~ j since 8 is a root of 

an irreducible polynomial over R of degree n. Hence 

II (9 ( i) - 8 (j)) z ~ 0 • 

l~i<j ~n 



It has therefore been shown that 
· n 1 

6[ 1, 8' ... '8 - ] 1 0 which proves 

the theorem. 

Corollary3.48. If a 1, ... ,an isabasisof R(8) and 

n 
b 1, ... ,b are in R(8) such that bk= ~ c.ka., k=l, ... ,n then 

n j=l J J 

6[b 1, ... , bn] = lcjkJ2 6[a 1, ... ,an]. 
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Proof: The proof is as in Theorem 3. 47 since that proof did not depend 

on b 1, ... , bn being a basis. 

Theorem 3. 49. R(8) has an integral basis 

Proof: Without loss of generality it may be assumed by Theorem 3. 22 

that 8 is an algebraic integer of degree n over R. Consider the set 

of bases consisting of algebraic integers of R(8) and choose one 

whose discriminant in absolute value is a minimum. This can be done 

since there is at least one basis of algebraic integers; namely, 

n-1 
1,8, ... ,8 and Theorem 3.43 implies that the discriminant of 

algebraic integers is a rational integer. Let b 1, b 2 , ... , bn be a 

basis of algebraic integers whose discriminant in absolute value is a 

minimum. Note that 6[b 1, ... , bn] /: 0 by Theorem 3. 47. 

It shall now be shown that b 1, ... , bn is an integral basis. 

Suppose it is not an integral basis then there is an algebraic integer t 

in R(8) such that t = c 1 b 1 + ... +en bn for some unique choice of 

c. in R but not all the c. are rational integers. Without loss of 
1 l 

generality, let c 1 be a non rational integer then c 1 = d + r where d 

is a rational integer and r is a rational number such that 0 < r < 1. 

It is now asserted that t -d b 1, b 2 ,, .. , bn is a basis of algebraic 

integers. First t, d, b 1 are all algebraic integers hence t -d b 1 is 
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an algebraic integer and the bi, i = 2, ... , n were given to be alge-

braic integers, Suppose t - d b 1, b 2 , ... , bn is not a basis, then there 

are r. not all zero in R such that 
l 

and therefore 

which in turn gives 

But b 1, •. ,, bn a basis. implies r 1c.+r. = 0, 
l l 

i=2, •.. ,n. By the choice of d,c 1 - df O hence r 1 =O but this in 

turn impHes r. = 0 , i = 2, ... , n, which contradicts the assumption 
l 

that t - d b 1, b 2 , ... , bn is not a basis. Hence it is a basis. 

Now by Corollary 3.48, since t-db 1 = (c 1-d)b 1+c 2 b 2 + ... +cnbn 

and b. = l • b. , i = 2, •.. , n : 
l l 

c 1 - d 
2 

c2 C3 c 
n 

0 l 0 0 

l 
t:.[bl' b2' ... 'bn] t:.[t -d b 1, b 2 , ... , bn] = 

0 

0 0 1 

2 
= (c 1 -d) t:.[b 1, ... ,bn] 

2 
= r t:.[b 1, ... ,bn]. 
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But O < r < 1 which implies ~[t -d b 1, b2 , ..• , bn] < ~[b 1 , ... , bn] a 

contradiction to the choice of the basis b 1, ... , bn. Hence the assump­

tion that b 1, , .. , bn is not an integral basis is false, and it is an 

integral basis. Therefore R(S) has an integral basis, 

The necessary theorems have been shown so that it is now 

possible to accomplish the stated objective of this section by proving 

that every ideal has a basis. As a convenience in notation let the zero 

ideal, (O), represent the ideal of R(S) consisting only of zero. 

Theorem 3. 50. Every nonzero ideal A in R(S) has a basis of 

n elements, where n is the degree of e over R. 

Proof: First it will be shown that if A has a basis then that basis has 

n elements. Suppose A has a bas is b 1, ... , bro. This is an indepen-

dent set in R(S) for suppose not, then there exist c. in R, not all 
l 

zero, such that c lb 1 + ... + c b = 0 . · n n Multiply by the greatest 

common denominator, d, of the ci, this gives d c 1b 1 + ... + d cnbn = 0 

with the d c. all rational integers not all of which are zero. This is 
1 

a contradiction to b 1, ... , bro being a basis for A. Since 

b 1, ... , bro is an independent set in R(S) Theorem 3, 37 implies 

m < n, 

Now show m = n, Assume m < n. By Theorem 3. 49 R(S) 

has an integral basis t 1, ... , tn. Choose QI f. 0 from A. 

QI t 1, ... ,QI tn is then in A by the definition of an ideal. Further, 

QI t 1, ... , QI tn is easily seen to be a basis for R(S) and hence 

~[QI t 1, ... ,QI tn] f. 0 by Theorem 3. 47. 

basis for A there are rational integers 

Also, since b 1, ... , bro is a 
n 

e.. such that QI t. = ~ e .. b. , 
lJ l j = 1 lJ J 
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i = 1, ..• , n where b. = 0 for j = m + 1, ... , n. 
J 

Corollary 3. 48 then 

gives 

2 = Je .. J ,0.[b 1, ... ,b , 0, ... ,0] 
lJ m 

= I e .. J 2. o 
lJ 

= 0 

Thisisacontradictionto ,0.[at 1, ... ,atn]f.O. Hence m=n. 

The proof that A has a basis is similar to the proof that R(8) 

has an integral basis. 

Consider the set of all bases for R(8) such that every element 

in each basis is in A. at 1, ... , atn from above is such a base. 

Theorem 3. 43 and Theorem 3. 4 7 imply that the absolute value of the 

discriminant of any such basis is a positive rational integer. Let 

b 1, ... , bn be a basis in this set where J ,0.[b 1, ... , bn] J is a mini­

mum. It shall now be shown that b 1, ... , bn is a basis for A. 

First, each b. is an element of A by the choice of the set of 
l 

bases considered. Now assume it is not a basis for A. There is 

then a t in A such that t = c 1b 1 + .•. + en bn for some unique choice 

of c. in R but not all the c. are rational integers. Without loss of 
1 1 

generality let c 1 be a nonrational integer then c 1 = d + r where d is 

a rational integer and r is a rational number such that 0 < r < l . 

Secondly, it is asserted that t - d b 1, b 2 , ... , bn is a basis of 

algebraic integers in A, Now, t, b 1 in A and d a rational integer 

implies t - db is in A by definition of an ideal. Further, b 2 , .•. , bn 

were originally chosen in A. Suppose t - db 1, b 2 , ... , bn is not a 

basis for R(8) then there are r. in R, not all zero, such that 
1 
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r 1(t-db 1) + r 2b 2 + ... + rnbn= 0. Substituting fort and rearranging 

it follows that r 1(c 1-d)b 1 + (r 1c 2 + r 2 )b2 + ..• + (r 1cn + rn)bn= 0. But 

b 1, ... ,bn abasisfor R(0) implies r 1(c 1-d)=O hence r 1 =0 

which in turn implies r. = 0, i = 2, ... , n. A contradiction to the 
l 

assumption that t - d b 1, b2 ,.,., bn is not a basis, hence it is a basis. 

Now by Corollary 3. 48, since t -d b 1= (c 1 -d)b 1 +c 2 b2 + ... +cnbn 

and b. = 1 • b, , i = 2, ... , n it is seen that 
l l 

0 

c 
n 

0 

0 

0 1 

But O<r<l whichimplies .6.[t-db 1,b2 , ... ,bn]<.6.[b 1, .. 0 ,bn] a 

contradiction to the choice of the basis b 1, ... , bn. Hence the as sump­

tion that b 1, ... , bn is not a basis for A is false. Therefore A has 

a basis. 



CHAPTER IV 

FUNDAMENTAL THEOREM OF IDEALS 

The major goal of this chapter is to prove a theorem relating to 

ideals which is analogous to the fundamental theorem of arithmetic. 

In order that the material be somewhat self contained in this 

chapter a previous definition and theorem are re stated. 

Definition 4. 1. A nonempty subset A of R[8] is an ideal of 

R(8) if for every pair of algebraic integers a, [3 in A then ax+ [3y 

is also in A for all x, y in R[8]. 

The reader should notice that this is equivalent to saying that 

A is an additive subgroup of R[8] such that r a is in A for every r 

in R[8] and a in A. Also one should recall that R represents the 

rational numbers, R(8) represents the field extension of R to include 

the algebraic number 8 and R[8] represents the algebraic integers in 

R(8). 

The following theorem was proven as Theorem 3. 50. 

Theorem 4. 2. Every nonzero ideal A in R(8) has a basis of 

n elements, where n is the degree of 8 over R. 

One should also recall that according to the definition of a basis 

for an ideal this basis is actually an integral basis. 

Ll.7 
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Given a set of algebraic integers 13 1, ..• , 13n in R[0] then the 

set of all num.bers of the form d 1 13 1 + ... + dnl3n where the di are 

algebraic integers is easily seen to form an idea1 of R(0). The set 

13 1,, •• , 13n is said to form a generating set for an ideal B which is 

written B = (131'132 , ..• ,13n). 

Let A be an ideal of R(0) then since it has an integral basis 

with the a. in A, one can consider a 1, ... ,a asa 
l n 

generating set for A and write A = (a 1, •.• , an) . That is, every 

element a in A can be written as a = b 1a 1 + . , . + bna n where the 

b. are rational integers. Further, for every choice of algebraic 
l 

integers it is seen that ..c 1a 1 + ... + c a is in A since n n · 

A is an ideal. Hence every ideal A of R(0) can be written as 

A= (a 1,.,. ,an), 

Notice that if B = (131' ... ,13n) then 13 1,, .. ,13n is not neces­

sarily a basis for the ideal B. 

Theorem 4. 3. If A = (a 1, , .• , an) and 

ideals of R(0) then A= B if and only if for every a. , 
l 

are 

a i = bill3l + .•. + bi/p and for every 13j, 13j = aj 1a 1 + ... + ajnan 

for some choice of algebraic integers bil, •.• , hip, aj 1 •... , ajn. 

Proof: If A= B, it is then obvious that the condition must hold. If 

the condition holds pick an arbitrary element a in A, then for some 

choice of algebraic integers c 1, ••. , en 

a = 
n 
E c.a. = 

i= 1 l l 

n p 
E c. E b .. 13. 

i= 1 l j = 1 lJ J 

n p 
= E E c.b .. 13. 

i= 1 j = 1 l lJ J 
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which is an element of B. Therefore A is a subset of B. Similarly 

B is a subset of A, hence A= B. 

Definition 4. 4. An ideal A is a principal ideal if it is generated 

by a single algebraic integer. 

Theorem 4. 5. (a) = ( 13) if and only if a and 13 are associates. 

Proof: lf (a) = (13) then there are algebraic integers a and b such 

that a=bj3 and 13=aa. Therefore a=b(aa)=(ba)a andhence 

b a = 1, Hence by definition of a unit both a and b are units. There-

fore a and 13 are associates. 

If a and 13 are associates then a= bl3 and 13 = aa where b 

a,nd a are units and hence algebraic integers. Theorem 4. 3. then gives 

that (a) = (13). 

Definition 4. 6, The product of two ideals ·A = (a 1, ... , an) and 

B = (131,132 , ••. ,13t) is given by 

qr alternately 

AB = {x Ix is a finite sum of the form I: a.b. , a, in A, b. in B} . 
l l l l 

The two forms are equivalent for consider 

It is known that A is an ideal and hence c .. a. = a! is in A and there-
lJ l lp 

fore h =ail\+ .. , + a~l3t which is of the form I: a.b .. 
i= 1 l l 



Verification the other direction follows but is more difficult nota­

tionally. 

The product is well defined as can be verified by the use of 

Theorem 4. 3. 
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Two other c9nsequences whi~h follow immediately from the 

definition are the associative property, namely A(BC) = (AB)C and 

the commutative property, AB = BA. 

Definition 4. 7 T A is a divisor or factor of B, written A I B, 

if and only if there is an ideal C such that B =AC 1 A, B , C ideals 

in R(0). 

Theorem 4. 8. IF A I B then B is a subset of A. 

Proof: IF A I B then there is an ideal C such that B =AC. Let 

A= (a 1, .•. ,an)' B = (f31, .•. ,f3t) 1 C = (e 1, ... ,Ep) then 

( f31, • .. 'f3 t) = (a 1 E l' a 1 E 2' ..• ' a i E j' ' . • ' an E p) • 

Therefore every f3k is of the form 

and hence an element of A. Hence BC A. 

The converse of this theorem is also true, however its formal 

staternent as a theorem and ~ts proof will be delayed until Theorem 

4. 28. 

Theorem 4. 9. A nonzero rational integer t belongs to at most 

a finite number of ideals in R(0). 



Proof: If t does not belong to any ideals then the theorem is true. 

Suppose t is in at least one ideal, then every such ideal A can be 

expressed in the form A = (a 1, ..• , an) by Theorem 4. 2. where n is 

the degree of R(O). Let b 1,.,., bn be an integral basis for R[e]. 

Then a. = c. 1b 1 + .• , + c. b with the c .. being rational integers. i i ·in n iJ 

Now there exists rational integers q.. and r.. such that 
iJ iJ 

c. . = t q .. + r. . with 0 < r. . < t . Note that it can be assumed that 
~ ~ ~ ~ 

t > 0 since if t is in A then so is -t. Hence 

a.= (tq. 1 + r. 1)b 1 + •.. + (tq. + r. )b i i i in in n 

= t(q. 1b 1 + .•. + q. b) + r. 1b 1 + •.• + r. b 
i in n i in n 

= tx.+13 .. 
i i 

Since the b.'s ar~ fixed and 0 < r .. < t there are only a finite 
i - iJ 
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number of choices for 13. no matter how many sets of a 1, ..• , a are 
1 n 

chosen. It shall now be shown that A = (a 1, •.• , an) = ( 13 1 ••.• , 13n, t) 

and hence there will be only a finite number of ideals containing t since 

there are only a finite number of choices for 13 1, .•. , 13n, t for a fixed 

t. Now 

A = (al' • ' . , an) 

= (a 1, ••. ,an,t) since t is in A 

= (tx 1 +131' ... , t xn + 13n' t) 

= (131' · '· '13n' t) 

by Theorem 4. 3 since 

13. = (tx. +13.) - x.t, t=t, i i i i and tx. + 13. = x.(t) + 1(13.) 
i l l i 
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Theorem 4. 10. An ideal A 'f:. (0) has only a finite number of 

factors. 

Proof: This will be proven if it can be shown that A is a subset of 

only a finite number of ideals and then invoking Theorem 4. 8. Since if 

A has infinitely many factors then each of these factors are ideals 

which contain A and hence there would be infinitely many ideals which 

would contain A. 

Let a 'f:. 0 
n n-1 

be in A and x + an_ 1x + ... + a 0 be the mini-

n n-1 
mal polynomial for a then a +an-la + ... + a 1a = -a0 'f:. 0. Now 

an+ an- lan-l + ... + a 1a is in A since A is an ideal and each of the 

coefficients a. are rational integers and hence in R[e]. Therefore 
l 

the rational integer -a0 is in A. By Theorem 4. 9 there can only be 

a finite number of ideals which contain -a0 , therefore only a finite 

number of ideals which contain A. 

Definition 4.11. An ideal A 'f:. (O) or (1) is called a prime 

or maximal ideal if and only if for every ideal B such that AC B, 

then B =A or B = ( 1). 

Theorem 4. 12. A is a prime ideal if and only if ab e: A 

implies either a or b is in. A, where a and b are algebraic integers, 

Proof: Suppose A is prime (maximal) and A = (a 1, •.. , an). Let 

ab e: A, if b e: A then the theorem is true. If b is not in A then 

consider B = (a 1, ... , an, b), it follows that AC B. A maximal 

implies B =A or B = (1). B f. A since be B but bi. A therefore 

B = (1). Now 1 e B therefore 
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which implies that 

Since a p ... ,an, ab are in A so is a. Hence the conclusion follows. 

Suppose ab e: A implies a or b is in A. Let B be an ideal 

such that AC B and A 1 B then show B = (1). If A 1 B there is 

an a e B such that a I:. A and there is a nonzero rational integer t in 

both A and B. As in the proof of Theorem 4, 9, 

a= tx 1 + r 1b 1 + ... + rnbn where there are only a finite number of 

choices for the ri and b 1, ... , bn is an integral basis for R[8]. 

Therefore, considering powers of a there are exponents p and q with 

p>q such that ap - a q = t x - t x . 
p q 

That is, the set of coefficients 

of the b. are the same for distinct powers of a. Now t e: A implies 
l 

tx 1 - txq e: A which in turn implies that aq(ap-q _ 1) e: A. aq t A 

since if it were then one of its factors ar would be in A by the 

hypothesis and hence one could arrive at the conclusion inductively that 

a e A. Therefore by the hypothesis ap-q_ le: A. AC B implies 

ap-q - 1 is in B. Letting ap-q - 1 = 13 it is seen that -1 = 13 - ap-q 

is in B and hence 1 e B. Therefore B = ( 1). 

Theorem 4. 13. If P is a prime ideal and ABC P then 

AC P or BC P, A, B ideals. 

Proof: If AC P then the theorem is true. Suppose A cj._ P then 

there is an a in A which is not in P. Let 13 be an arbitrary element 
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in B then a(3 ~AB and hence a(3 is in P. P a prime ideal implies 

(3 is in P by Theorem 4. 12. Therefore B C P. 

Theorem 4. 14. If A is an ideal different from (0) or ( 1) then 

for some finite collection of prime ideals P. and 
l 

further AC P. , i = 1, ... , r. 
l 

Proof: If A is prime then the theorem is true. If A is not prime then 

Theorem 4, 12 implies there is a product b c in A such that neither b 

nor c is in A. If A= (a 1, ... ,an) then consider B = (a 1, ..• ,ari,b) 

and C = (a 1, ... ,an,c) Now A is a proper subset of both Band C. 

Also if x e; B C then 

n n n 
x = ~ a .. a.a.+ ~ b.ba. + ~ c::.ca. + d(bc). 

i1j = 1 lJ l J i= 1 l l i= 1 l l . 

Since either an a. or. b c · i$ in each summand and A is an ideal, . l 

then each summand is an element of A and hence x is in A. There-

fore A :::>BC. Repeat the procedure for B and C. This process will 

stop after a finite number of times since there are only a finite number 

of factors by Theorem 4. 10 and hence only a finite number of ideals 

which contain A by Theorem 4, 8. Hence A will contain a finite prod-

uct of prime ideals with A contained in each. 

Definition 4, 15, If P is a prime ideal then 

P-l = {x s R(0) lxp e R[e] for all p e P} . 

Theorem 4. 16. If P is a prime ideal then P-l contains an 

element which is not an algebraic integer. 
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Proof: Let a f. 0 be in P and consider the ideal (a). Theorem 4.14 

implies (a):_) P 1 • · · P where the P. are prime. If there are 
r 1 

several choices for the product p ... p 
1 r 

choose one where r is a 

minimum. P :) (a) therefore by Theorem 4. 13 some P.C P. 
1 

With-

out loss of generality let it be P 1 . Since P 1 is maximal and 

Pf. (1) this implies P 1 = P. Now since r was chosen to be a mini­

mum, (a)~ P 2 · · · Pr, where P 2 = (1) if r = l. Hence there is a 

nonzero element 13 in P 2 • · • Pr which is not in (a). Therefore ~ 
a 

is not an algebraic integer since for every algebraic integer a, 

a a f. 13 which implies there is no integer a such that ~ = a. However 
Cl' 

since 13 e: P 2 · · • Pr it follows that (a):_) P 1 • · · Pr= P P 2 · · · Pr ::>P(p). 

Therefore if E is in P, El3 = ba for some algebraic integer b which 

implies E~ is in R[e] for all E in P. 
a 

Hence ~ is in P- l 
a 

is the n,onalgebraic integer in P- l as asserted. 

Thec,:>rem 4. l 7. 

-1 then x+y e: P and 

If P is a prime ideal with x and y in 

-1 
EX e p for every algebraic integer e. 

and ~ 
a 

-1 p 

Proof: Let a e P then (x + y) a = xa +ya . Each of the summands on 

the right side of the equation is in R[e] by definition of P- l and 

hence their sum is in R[e]. Hence -1 x+ ye P . 

Now (ex) a= E (xa) and since xa 

it is seen that (Ex) a is in R[e], Hence 

is in R[e] and E is in 

-1 
ex is in P . 

R[e] 

Definition 4. 18. Let H be a nonempty set in R{0) then H is 

a fractional ideal if there is an ideal K in R[e] and an element b in·. 

R(0) such that H=bK where bK = {bk/ke: K} 
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Note that if a and 13 are arbitrary algebraic integers and 

h 1 , h 2 are in H then 

Theorem 4. 19. -1 If P is a prime ideal then P is a fractional 

ideal. In fact P- l = .!.. K where b # 0 
b 

isinPand K={bxJxe:P- 1}. 

Proof: Since P is prime P # (0) and therefore there is an element b 

in P such that b#O. Let K={bxjxe;P- 1}. The definition of P-l 

implies bx e R[e] and therefore K is a set of algebraic integers. Now 

to show K is an ideal 

I I p-1 = b xl + b Xz , x 1 , x 2 e: by Thm. 4. 17 

- b(x' + x') - 1 2 

= b x 11 x 11 e:P-l byThm.4.17. 

Therefore K is an ideal. Hence since 

it is seen that P"' 1 is a fractional ideal. 

Definition 4. 20. If A is an ideal and B a fractional ideal with 

B ;: d L where de: R(0) and L is an ideal then define AB = d(A L) 

Notice that if P is a prime ideal this implies that if 

then 

AP-l 
k. 

= {xJx is a finite sum of the form L: ai b1 , ai e: A, ki e K} 
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Theorem 4. 21. If A and B are ideals with AC B then 

AC C BC for every fractional ideal C. 

Proof: Let C =c L where ct R(0) and L is an ideal then x e: AC 

implies 

a. e B 
l 

b. e: B. 
l 

c 
x = ~ a. (c J..) where 

i= 1 l. l 
a. t A and 

l 
J.. e: L 

l 
but a. e: A implies 

l 
n 

therefore x is a finite sum of the form ~ b. (c J..) 
i= 1 l l 

Hence x is in BC. Therefore AC C BC, 

with 

Note that an ideal is also a fractional ideal and hence if C is an 

ideal in the above theorem then the theorem is still true. 

Theorem 4. 22. If P is a prime ideal then PP- l = ( 1) . 

Proof: Since P- l is a fractional ideal P- l - ..!.. K - b for b and K as 

in Theorem 4.19. 

-1 a e PP thep. 

It will first be shown that PP-l is an ideal. If 

r k. 
l 

a = ~ 13, b 
i= 1 l 

r !).bx. 
= ~ 1 . 1 = 

i= 1 b 

r 
~ 13. x. 

. 1 l 1 
i= 

which is in R[e] where the 13. are in P, the k. = bx. are in K, and 
l l 1 

the x. are in P-l . Therefore PP- l C R[0]. Now consider 
1 

r k. t k! r k. t k! 
a ~ 13.· : + E ~ !)! _J_ 

i= 1 l j = 1 J b 
= ~ (a!).) bl + ~ ( E !)! ) _J_ 

i= I 1 j = 1 J b 

where a, E are arbitrary algebraic integers, the 13. and the !)! are 
1 J 

in P and the k. and k! are in K. The al). and el)! are elements 
l J l J 

of P since P is an ideal. Therefore, since each of the sums are 

finite and of the required form their sum is still finite and is of the 

same form and hence is an element of PP- l. Therefore PP- l is 

an ideal. 
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Next it sha~l be sh0wn that PCP P-l. 1 e; P- l 

of P-l . Therefore let a be an arbitrary element in P 

by definition 

then 

b. 1 
a=a·--

b 

r k. 
which is a finite sum of the form !: 13. b1 and hence 

-1 
aePP • Hence PC PP- 1 , 

. 1 l l= 

Now with P maximal, PC P P-l and P P-l an ideal it is 

seenthat PP- 1 =(l)=R[0] or PP- 1 =P. Suppose PP- 1 =P,as 

will be shown this cannot happen. 

By Theorem 4. 2 P has an integral basis w1, ... , wn and by 

Theorem 4. 16 there is an element r in P-l which is not an algebraic 

integer. The products rw. , i = 1, •.. , n are in P since it is assumed 
l 

that 

the 

-1 n 
PP = P. Therefore rw. = !: a .. w. for i= 1, 2, ... , n 

l j = 1 lJ J 

a.. are rational integers. Replacing w. by the variable 
~ 1 

where 

x. it 
l 

is seen that. the following system has a solution x, = w., i = 1, ..• , n 
. 1 1 

which is nontrivial since P # (0) and hence w1 # 0, 

a 1x 1 + a 2x 2 + , . , + (a - r)x = O n n nn n 

Therefore by linear algebra the determinant of coefficients is 0. That 

is 

all-r al2 aln 

a2 l a2Z - r a2n 

a - r nn 

= 0 • 
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th 
Replacing r by the variable x and expanding one obtains an n degree 

polynomial with rational integer coefficients such that the coefficient of 

xn is either 1 or -1. Hence r is a solution to a monic polynomial 

with integer coefficients and is therefore an algebraic integer. A con­

tradiction to the choice of r and hence PP- l # P. Therefore 

PP- l = ( 1) = R[9] . 

Theorem 4. 23. If A and P are ideals with P prime and 

-1 then AP is an ideal. 

C -1 c -1 Proof: A P implies AP PP = (1). Hence AP- 1 CR[e]. 

By the note following Definition 4, 20 AP- l = ~ (AK) where K is an 

ideal, hence AP- l is a fractlonal ideal containing only algebraic 

integers and is therefore an ideal. 

Theorem 4. 24. Every ideal A not (0) or ( 1) is a product of 

prime ideals. 

Proof: By Theorem 4. 14, A contains a product of prime ideals, 

Choose a product so that the number of factors is a minimum. That is, 

A ' P P · · · P with n a minimum. Proof of the theorem will be by _; 1 2 n 

induction on n . 

If n = 1 and B is any ideal such that B # (1) and B ') P 1 

then B=P 
1 

since P 1 is maximal and B # ( 1) and hence B is a 

product of maximal ideals. Letting B =A the theorem is true for 

n = 1, 

Suppose that for r < n , any ideal B # ( 1) 

with r the minimum such r then B = P 1 · · · Pr . 

with B ') P · · · P 1 r 
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Now let A ) P 1 · · • P n then 

-1 . 
by Theorem 4. 21 together with P P = (1) by Theorem 4. 22. Now 

n n 

A P-l is an ideal by Theorem 4. 23 since AC P by Theorem 4. 14. n · n 

Also n - 1 is the minimum number of factors such that 

-1 ) AP P · • · p . n 1 n-1 
-1 ) If not AP P · · · P ' n 1 n-1 

implies 

A ) P 1 · · · P n and hence n would not be the minimum number of 

factors as was as surned at the beginning of the proof. Therefore by 

the induction hypothesis A P-l = P 1 • · · P and hence A= P · · • P 
n n-1 1 n 

Theorem 4, 25, If A and B are ideals with AC B , 

A=P1 00 • P, B=Q 1 •·· Qt' P.f; (1), Q.f; (1) and P.,Q. prime 
n · i J l J 

ideals then each Qj occurs among the P 1, P 2 ,.,., P n 

many times as it does as a factor of B. 

at least as 

Proof: Since Q 1 is a factor of B then BC Q 1 by Theorem 4. 14. 

Hence Q 1 ) B ) A ) P 1 · • • P n and by Theorem 4. 13 some 

Pi C Q 1 . Without loss of generality let P 1 C Q 1 . P 1 maximal and 

Q 1 ;f.(l) implies P 1 =Q 1 . 

Qz • ' • Qt ) p 2 . . • p n ' 

Therefore Q · · · Q ) P · · • P implies 1 · t 1 n 

Note that t < n for if not, after the above procedure is applied 

n times, it can be concluded that Qn+l · · · Qt ) (1). Therefore 

Qt) Qn+l .•. Qt) (1) but Qt# (1). 

Therefore, inductively it is seen that P.=Q., i=l, ... ,t. 
l l 

Theorem 4. 26. The Fundamental Theorem of Ideals. An ideal 

not (0) or ( 1) in R(0) can be represented uniquely except for order 
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as a product of prime ideals. 

Proof: Let A be an ideal not (0) or ( 1) and suppose 

A = p 1 1 • ' p n = Q 1 ' ' · Qt • Let A= p ... p 
1 n 

and B=Q ..• Q 
1 t 

in 

Theorem 4. 25 then AC B and B CA hence n = t and 

P 1 = Ql' ... , P n =Qt for some arrangement Ql' ... , Qt of Q1, ... , Qt. 

It shall now be shown that the above theorem is indeed a valid 

analog to the Fundamental Theorem of Arithmetic .. 

Replace the word integer by ideal in Definition 2. 12 and 

Definition 2. 14 to get the analogous definitions for a unit and a "prime 11 

ideal respectively. Note that if A is an ideal then A( 1) = ( 1 )A = A 

and that (O)A = A(O) = (0) and hence the ideals (1) and (0) act as 

mulitplicative identity and zero respectively. 

Substitution into the definition gives the following. Let A be an 

ideal then A is a unit if there is an ideal B such that AB = ( 1) . Let 

A be an ideal then A is a "prime" if A f (0) or a unit and if A= BC 

with B and C ideals implies that either B or C is a unit. 

The idea of a unit has 1;1ot been used in this chapter, however 

the concept of a prime ideal has been used but with a different defini-

tion than that above. It is now necessary to show that the definition of 

a prime ideal that has been used in this chapter implies the character-

ization of a "prime 11 ideal given in the preceding paragraph. 

Now, ( 1) is a unit in the set of ideals of R(S) and in fact it is 

the only unit, Notice that ( 1) = (a) if a is an associate of 1, that is 

a is a unit. Suppose A f ( 1) is a unit, then there is a B such that 

AB= (1). However, ABC A therefore (1) CA which implies 

A = ( 1) , a contradiction. 



62 

Next it shall be shown that each definition of a prime ideal 

implies the other and hence an equivalent. 

Assume that if P is a prime ideal and P CA with A an ideal 

then A= P or A= (1). Now suppose P=AB and neither A nor B 

is ( 1), then P =AB implies that either A or B is a subset of P by 

Theorem 4, 13 and that (1) =ABP- 1 , Without loss of generality let 

C -1 -1 
B P then BP is an ideal by Theorem 4. 23. Now BP f. (0) 

or ( 1) since AB P- l = ( 1). Therefore by the same argument as given 

two paragraphs before it is a contradiction that A(B P- 1) = ( 1) with 

neither of the factors being (1). Therefore the supposition that neither 

A nor B is (1) is false and hence either A or B is (1). Hence the 

definition of a prime ideal which was used earlier in this chapter 

implies that if P is ·"prime" and P =AB then A or B is a unit, The 

converse is also true. For assume that if P is a 11 prime" ideal and 

P=AB then A or B is (1), Let PC A then by Theorem 4. 28 

which will be proven shortly A/ P and hence P =AB for some ideal 

B . Now by the definition being assumed A or B must be ( 1). If 

A=(l) thenthecharacterizationfollows. If A#(l) then B=(l) 

and hence P =A( 1) =A. 

Therefore the two concepts of a prime ideal are equivalent. 

One of the main benefits of the Fundamental Theorem of Ideals 

is that it enables one to give a characterization of when unique factori-

zation occurs in R[a] in terms of the types of ideals which occur in 

R[a]. 

Suppose the principal ideal (a) is a prime ideal, then a must 

be a prime algebraic integer in R[a] for if not, a= 130 where neither 

of 13 and 6 are units. Therefore (a)= (13)(6) where (13) # (1) and 



63 

(o) :f. (1) hence (a) is not a prime ideal. A contradiction, hence a 

must be prime in R[e]. Now if every ideal A in R[e] is a pdncipal 

ideal one can write A= (a) and further A has a unique representation 

except for order as a product of prime ideals. That is, 

algebraic integers in R[e]. Also (13i) = (-y) if and only if 13. and -y 
l 

are associates by Theorem 4. 5. Hence one can write the algebraic 

integer a uniquely as a product of primes in R[S] except for order 

and multiplication by units as a= 13 1 132 · • · 13n. This proves the suffi­

ciency of Theorem 4. 29. In order to prove the necessity several more 

theorems are needed. 

Theorem 4. 2 7. If A is an ideal then there is an ideal B such 

that AB = (a) where a is a rational integer, 

Proof: If . A= (0) or ( 1) then the theorem is true. Suppose A :f. (O) 

or ( 1) then let A= P 1 • · • P n be the unique factorization of A into 

prime ideals~ Now choose b.e:P., i=l, ..• ,n 
l l 

such that b. is a 
l 

rational integer. This can be done since if 13 e: P. with 13 f. 0, then 
l 

N( 13) is in P. and N(l3) is a rational integer, 
1 

Then, as in Theorem 

4, 19, one 
-1 1 . 

can represent P. as -b K., i = 1,.,., n where K. is 
l . l l 

an ideal. 
-1 -1 l 

Therefore APn ·· · P 1 = (1) which implies 

A(-1 K ) · • · (-1 K) = (1) and hence 
bn n b 1 1 

which gives A(Kn··· K 1) = (bn··· b 1). 

required ideal and bn • · · b 1 is the rational integer a. 

Theorem 4. 28. If A and B are ideals and B CA then A/ B. 
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Proof: BC A implies B DC AD for every ideal D, Choose D such 

that AD= (a} for some rational integer a. Let BD = ([31, ••. ,f)n) 

then since B D C AD f3. = e. a for some algebraic integer 
l l \• 

i = 1, ..• , n. Hence B D = (a)(e 1, ... , en}= AD(e1, •.• , en). Therefore 

Q 1 • · • Qt B = Q 1 · · · Qt A(e 1, .. ,, en) where D = Q 1 · · · Qt is the unique 

factorization of D into prime ideals. Hence 

and therefore B = A(e 1, •.• , en). That is, A is a factor of B. 

Theorem 4. 29. Let unique factorization (The Fundamental 

Theorem of Arithmetic) hold in R[e] and let 6 be a prime in R[e] 

then (6) is a prime ideal in R[e] ~ 

Proof: Suppose ( 6) = AB with neither A nor B being ( 1). Then 

there eXi$tS Q:' €A, f3 e: B such that 61 Q:' and 61 f3 but a6 = af3 for 

some algebraic integer a. To verify that there exist such a and f3 

suppose without loss of generality that 6 la for every a in A then 

A= (c6). Now (6) = (c6)B implies (1) = (c)B which ih turn implies 

there is a y in B such that cy = 1 • Hence y is a unit which implies 

B = (1), a c0ntradiction. Further, a is not a unit in R[e] for if so 

ea= 1 for some algebraic integer e and hence 1 e: A and therefore 

A= (1), a contradiction. Likewise for f3. Since a6 = af3 this 

implies 6laf3. Now af3 has a unique factorization into primes and 

since 6 is a prime 6 must be one 0f the prime factors. But a and f3 

each have a unique factorization and therefore the product of these two 

factorizations must be the same as the factorization for a f3 except 

for the order and multiplication by units. Therefore 6 must be a 
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factor of either a or f3, Hence one of A or B must be ( 1) and there-

fore (o) is a prime ideal. 

Theorem 4. 30. Unique factorization holds for the algebraic 

integers R[e] if and only if every ideal in R[e] is a principal ideal. 

Proof: Assume unique factorization hGlds in R[e]. One now needs 

only to show that every prime ideal is a principal ideal since every 

ideal is a product of prime ideals and the product of principal ideals 

is a principal ideal. 

Let P be a prime ideal and a e P. Since unique factorization 

holds, a= (3 1 (32 • • • f3n where the f3i are prime algebraic integers. 

Now (a) = (f3 )(f3 ) .•. (f3 ) 
1 2 n 

and P :-i (a) which implies by Theorem 

A. Now A has a unique factorization of prime ideals, A= Q 1 · · · Qt 

and each 0f 

Q •.• Q p 
1 t 

{f31), ... , (f3n) on prime ideals by Theorem 4. 28. 

and (f3 1) · · • (f3n) are two prime factorizations of 

Hence 

AP. 

Uniqueness of factorization gives P = ( f3k) for some k. Therefore P 

is a principal ideal. 

If every ideal is a principal ideal then unique .factorization 

holds as was shown in the paragraph preceding Theorem 4. 27. 

It was shown in Chapter II that R[\!-5] does not enjoy unique 

factorization. One can now show this by con side ring the ideal 

(3, 1+2 ~) and invoking Theorem 4. 30 as follows. 

As was shown in Chapter II both 3 and 1+2 R are prime 

algebraic integers in R(1'f5). Suppose that (3, 1+2 H) is a 

principal ideal then there exists an algebraic integer f3 such that 

( f3) = (3 , l + 2 l\{:5). Then f3 I 3 and f3 I l + 2 ~ but since both 3 and 
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1 +2 ...r:5 are prime this implies 13 is a unit. 13 a unit implies (13) = (1). 

Also, as shown in Chapter II every element of R[._;:5] is of the form 

3x + y~ where x and y are rational integers. Therefore if 

(1) = (3, 1+2 0) there must be rational integers a, b, c, d such 

that 

3(a+b.J='S) + (1+2"-"-5)(c+d.J="S) = I 

and hence 

3a+c - lOd+~ (3b+d+2c) = 1. 

Therefore one must have 3a + c - lOd = 1 and 3b + d + 2c = 0. Add 

these two equations to get 3 (a+ b - 3d + c) = 1. This cannot happen 

since 3 times a rational integer cannot be 1. Hence (3, l + 2 H) 

is not a principle ideal and therefore by Theorem 4. 30 unique factori­

zation does not hold in R[iJ=S] . 



CHAPTER V 

FACTORIZATION IN QUADRATIC FIELDS 

In the preceding chapters R(-r:5) has been used as an example. 

It was determined that R[.-j:S] does not enjoy unique factorization. 

This chapter is concerned with when R[..JI)], D a rational integer, 

does or does not enjoy unique factorization. 

Definition 5. l. If D is a rational integer other than 0 or l 

which has no square rational integer factors then D is called square 

free, 

Through a number of published mathematical papers (see 

Chatland and Davenport [20] and Hardy and Wright [15]) it has been 

shown that the only square free rational integers, D, such that R[...JI)] 

is a Euclidean domain and hence enjoys unique factorization (as will be 

shown) are the values D = -11, -7, ~3, -2, -1, 2, 3, 5, 6, 7, 11, 13, 17, 19, 

21, 29, 33, 37, 41, 57, 73. 

To prove that d = -11, -7, -3, -2, -1 are the only square free 

negative rational integers such that R[""1)"] is a Euclidean domain is 

within the intended scope of this dissertation and will be done. How­

ever, to prove that the only positive square free D are the ones listed 

above such that R["11)] is a Euclidean domain is a very long task, 

requiring the publishings of several mathematicians. 

67 
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Using the definition that the norm of a, N(a), is the product of 

the field conjugates of a the following theorem gives a criteria as to 

when all ideals are principal in R[8]. Hence, a criteria as to when 

unique factorization holds in R[8] by Theorem 4. 30. 

Theorem 5, 2. Every ideal in R[8] is principal if and only if 

for all algebraic integers a, b in R[8], neither of which are zero and 

b{ a, then there exists algebraic integers a and 13 such that 

0 < I N (a a -13b) I < I N (b ) I • 

Proof: Suppose every ideal of R[8] is principal. Let a, b satisfy 

the conditions listed in the theorem. The ideal A= (a, b) is principal 

and hence (a, b) = (r) for some algebraic integer r. Now b =or for 

some o in R[e] hence N(b) =N(o)N(r). Further band rare not 

associates since if so blr, but rJa andtherefore bJa, acontradic-

tion to the assumption. Hence IN( o) I > I , therefore J N(b) J > J N(r) J . 

Now r is in (a, b) therefore r = aa + (-13)b for some algebraic 

integers a and 13. Hence J N(aa -13b) J = IN(r) J < N(b). Also N(r) f. 0 

since N(b) -I 0 (b-IO). Therefore 0 < IN(aa-13b)J < jN(b)J. 

Now let the criteria be satisfied and A be a nonzero ideal of 

R[e]. For every o in A, N(o} is a rational integer, therefore one 

may choose b in A such that 

integer of { J N(x) JI x € A} . 

is in A and a -I ob , that is 

J N(b) J is the minimum positive rational 

Assert that A= (b). For suppose that a 

b{ a, then by the criteria there exist 

algebraic integers a and 13 such that 0 < IN(aa -13b) J < N(b). A 

contradiction since aa -13b is in A and has norm less than IN(b) I 

which is a contradiction to the choice of b. 



When the special case of a = 1 occurs in the preceding 

theorem, R[0] is referred to as a Euclidean domain. However, the 

usual way of defining R[0] as a Euclidean domain is as follows. 
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Definition 5. 3. R[0] is a Euclidean domain if there is a function 

E (referred to as a Euclidean norm) from R[0] - { O} to the positive 

rational integers such that: 

(1) E(ab) = E(a)E(b), a, be: R[0] - {O} 

(2) Given bf:. 0 and a in R[0] there exist q, r in 

R[0] such that a= b q + r and either r = 0 or 

E(r) < E(b). 

Theorem 5. 4. The absolute value of the norm, IN I , is a 

. Euclidean norm for R[e] if and only if for every bf:. 0 and a in R[a] 

there exists an algebraic integer q such that · I N(a - bq) I < I N(b) I . 

Proof: Suppose IN I is a Euclidean norm for R[0]. (Note that since 

N(a [3) = N(a) N([3), it is a reasonable candidate.) Let bf: 0 and a be 

arbitrary in R[0]. IN I a Euclidean norm implies there exist q and 

r in R[e] such that a=bq+r with r= 0 or IN(r)I < IN(b)I. 

Therefore in either case IN(a -bq) I = IN(r) I < IN(b) I. 

Now assume the criteria, IN(a[3) I = IN(a) I IN([3) I. and part (1) 

of the definition of a Euclidean norm is satisfied. Let r = a - bq, that 

is a= bq + r. Hence r = 0 or by assumption, 

I N(a - bq) I = I N(r) I < I N(b) I . Hence IN I is a Euclidean norm. 

The following theorem is a result of combining Theorems 5. 2, 

5. 4 and 4, 30 after noting that if in Theorem 5. 4, then 



0 < IN(a-bq)I < IN(b)I. 

Theorem 5. 5, If IN I is a Euclidean norm for R[a] then 

unique factorization holds in R[a]. 
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Proof: Follows directly from Theorem 5. 2, 5. 4 an.d 4. 30 with a= 1, 

13 = q in Theorem 5. 4. 

Notice that this theorem is not an if and only if theorem, that is, 

it may be possible (in fact it does happen) that R[a] may enjoy unique 

factorization even though IN I is not a Euclidean norm for R[a]. 

The remainder of the chapter will be devoted to quadratic field 

extensions of the rational numbers. 

Definition 5. 6. If D is a nonsquare rational integer then 

R("1)"") is called a quadratic field extension of the rational numbers. 

Since R(.,,/1)) is the smallest field containing both R and .,f'f5 

it follows that R(t\/D) = {x + y\{D Ix, ye R} . 

In the study of quadratic field extensions one restricts oneself 

to those values of D which are square free. For suppose that 

2 
D = m D 1 , then 

R("'1)) = {x+y\/1) Jx,yt R} = {x+ym\!]:Y lx,y£ R} = R(..JD"') 

since every rational number can be written in the form y m where y 

is a rational number and m is a fixed integer. Also notice that if D 

is the square of a rational integer then R(.../1)) = R since t{'fS is a 

rational integer and hence the smallest field which contains R and the 

rational integer .JD is R itself. 
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Hence it shall be assumed throughout the rest of this chapter 

that when considering R(.JI)), D is a square free rational integer. 

In a quadratic field, R("1)), the norm of a+ b.j1) is such that 

2 2 
N (a + b\[D°) = a - D b . Since D square free implies that 

2 
x - D = 0 

is the minimal polynomial for .JI) then, the conjugates of '1f)" are 

~ and -"15. This gives, by Definition 3. 24, that the field conju-

gates of a+ b""1) are a+ b.;D and a+ b(->Jf)). The product 

(a+b.Jj)) (a+b(-.J'I))) = a 2 - Db2 by definition is the norm of a+b.Jl"). 

An algebra calculation will verify that Nli) = ~~~~ for any a, [3 in 

R{8} such that [3 f 0. 

Theorem 5. 4 can now be worded in the following way. 

Theorem 5, 7. The absolute value of the norm, IN I , is a 

Euclidean norm for R[8] if and only if for every bf 0 and a which 

are in R[8], there exists an algebraic integer q such that 

IN(~ -q)i < 1. 

Theorem 5. 8. Let D 1:. l mod 4 then a+ b~ is an algebraic 

integer if and only if a and b are rational integers. If D := 1 mod4 

then a+b\!1) is an algebraic integer if and only if a + b · 'I) - J. + m"115 
'\/LJ - 2 

where J. and m are rational integers and J. and m have the same 

parity. 

J. +m.JIT Proof: Since , with J., m, n rational integers satisfies 
n 

2 2n J.2-m2D n+ -~ 
x - _x. x + = 0 and hence .t. m'\/ D is an algebraic integer 

n n2 n 

if and only if n I 21 and n 2 i J. 2 - m 2 D. Without loss of generality, let 

(1 , m, n) = I . 



Let p be an odd prime such that p / n where n / 21. and 

n 2 /1 2 - m 2 D. Then p / J. and hence implies p 2 / J. 2 . Since 

p 2 /1. 2 - m 2 D and D is square free this implies p /m, Hence 

72 

(1. , m, n) ::::_ p, a contradiction. Hence no odd prime can be a factor of 

n 1.£ 1. + m-Jf) · 1 b · · t is an a ge raic in eger. 
n 

Suppose 4 / n then 2 / J. and 

as above, this leads to the contradiction that (1., m, n) ::::_ 2. Therefore, 

since neither 4 nor an odd prime can be a factor of n, n must be l or 

2. 

If n = 1 there are no restrictions on D. 

If n = 2 then 4 / J. 2 - m 2 D 

Now D square free implies 41 D 

which implies 2 2 -
J. - m D = 0 mod 4 . 

and therefore and 
2 

m must 

be of the same parity if J. 2 - m 2 D := 0 mod4. If 1. and m are even then 

(1. , m, n) ::::_ 2, a contradiction to the assumption. If J. and m are odd, 

1 2 := m 2 := lmod4, therefore J. 2 -m2 D := l -D := Omod4 or 

D := 1mod4. The contrapositive gives that if D ±. l mod 4 then n = 1 

When 1. +m.JT) · 1 b · · t is an a ge raic in eger. 
n 

If D := 1 mod4 then 
e + £"1f) 

2 
is an algebraic integer if both 

e and f are rational integers of the same parity. For if they are of 

2 2 
the same parity and D := 1mod4 then e - f D := 0 mod 4 and hence, 

2 2 / e 2 -£2 D and 2 / 2e which by the first part of the proof assures that 

e +££ff 
2 

is an algebraic integer. 

Theorem 5. 9. If D is a square free negative rational integer 

then D = -1, -2, -3, -7, -11 are the only values of D for which 

R[.JI)] is a Euclidean domain. 

Proof: Suppose D ±. l mod 4 and consider 1 +£ff 
2 

with D a square 

free negative rational integer. Then with a = 1 + ~ and b = 2 



Theorem 5. 7 implies that if R[.J"i)] is a Euclidean domain there 

exists an algebraic integer x t y.-[f) (x, y are rational integers by 

Theorem 5. 8) such that IN( 1 +;n - (xt y.Ji))) I < l. Now 

= I (i-xt -n(~ -y)2
1 

= IN(1 +;n - (x+y...JD)) I 
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Therefore if .!. - .!. D < 1 which 4 4 

implies D > -3 . Hence D = -2 or -1 are the only pas sible cases 

for which R[ .JD] can be a Euclidean domain if D 1:. l mod 4 and D 

is a square free negative rational integer. 

Now it shall be shown that D =-1 or -2 does give a Euclidean 

domain by the use of Theorem 5. 7. Choose arbitrary a and b from 

R[..[D) such that b~O. Then ~ = utv..[D. Choose rational integers 

lu -xi 
1 1 

xty>JD x and y such that < - and lv-yl~2 then 
- 2 

algebraic integer. Also, 

IN(utv.Jl) - (x+y.JD))I = l(u-x)2 - (v-y)2 DI 

2 2 
= (u - x) - D(v - y) 

<.!._.!.D 
4 4 

< 1 for D = -1 or -2 . 

Hence R[ "11f] is a Euclidean domain for D = -1 and -2 by 

Theorem 5. 7. 

is an 
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Suppose D := 1mod4 and consider 1 +.JD 
4 with D a square 

free negative rational integer, then by Theorem 5. 7 with a = 1 + "1) 

and b = 4, there must exist an algebraic integer x + Y2tJD , with x 

and y rational integers of the same parity, such that 

IN(1 +[15) -(x+ Yz~)) I < 1. Now 

Therefore, if 
1 1 

then T6 - 16 D < 1 , 

which implies D >-15. But D;:: lmod4 therefore D = -3, -7 or 

.. 11, Hence · D = .. 3 , - 7 or -11 are the only possible cases for which 

R[..JI)] can be a Euclidean domain if D := 1mod4 and D is a square 

free negative rational integer. 

Now it shall be shown that D = -3, -7 or -11 does give a 

. Euclidean domain by the use of Theorem 5. 7. Choose arbitrary a and 

b from R[ .,fi5"] such that b '/. 0. Then ~ = u + v .JIT . Choose a 

rational integer y such that I Zv - y I ~ ~ , then choose a rational 

integer x of the same parity such that Then 

is an algebraic integer in R[\/15'] by Theorem 5. 8. Now 

I N (~ + v rn -( x + y2.J75 ) ) I = ( u - ~) 2 - D ( v - r )2 

= (2u Z x t _ D (2v 2 y)2 

x+y.JD 
2 
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< 1 for D = -3 or - 7 or -11 . 

Hence R[\!1)] is a Euclidean domain for D = -3, -7 and -ll by 

Theorem 5. 7. 

As was mentioned at the first of this chapter, it has been shown 

through a sequence of papers that the only square free positive rational 

integers D such that R[.Jl)] is a Euclidean domain are the values, 

D=2, 3, 5, 6, 7, 11, 13, 17, 19, 21, 29, 33, 37,41, 57, 73, Hardy and Wright 

[15] prove that R[..J'])] is a Euclidean domain for D = 2, 3, 5, 6, 7, 13, 

17, 21 and 29 using a method similar to the proof that R[~] and 

R[..r-1] are Euclidean domains in Theorem 5. 9. For the other values 

of D, H, Chatland [16] gives a bibliography of where the proofs might 

be found. Chatland' s article mistakenly lists R[m] as a Euclidean 

domain, however in a later paper Barnes and Swinnerton-Dyer [18] 

proved that this is not the case. 

As was proven earlier, if R["1)] is a Euclidean domain then 

unique factorization holds in R[roJ. Now if R[\!1)) is not a 

Euclidean domain then one can make no assertion as to whether or not 

unique factorization holds in R[rnJ simply on the basis that R[.Ji)] 

is not a Euclidean domain, Bolker [13] asserts that the following set 

of numbers is a complete listing of those square free rational integers 

D < 100 for which unique factorization holds in R[.Ji)]: {-163, -67, 

-43, -19, ~11, ,.7, -3, -2, -1, 2, 3, 5, 6, 7, 11, 13, 17, 19, 21, 22, 23, 29, 33, 37, 

38, 41, 43, 46. 47, 53, 57, 59, 61, 62, 67, 69, 71, 73, 77, 83, 86, 8"9, 93, 94, 97}. 

In the above set, there are nine negative values. Stark [17] 

proved in 1967 that there are no other negative values of D for which 
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unique factorization holds, Bolker claims that it is not yet known 

whether or not unique factorization holds for infinitely many po.sitive D. 



CHAPTER VI 

SUMMARY AND CONCLUSION 

This dissertation was written so that it is within the grasp of 

the good undergraduate student which has had first courses in number 

theory, modern algebra and linear algebra. If the need should arise it 

could, with addition of problems and motivational paragraphs, be 

material for a seminar on the advanced undergraduate level. Used as 

such, it should strengthen the student's perception of both number 

theory and algebra. The basic work of the dissertation deals with the 

set of rational numbers, a conc;:rete conc;:ept of the undergraduate 

student at this level. The student should learn that there is an extended 

concept of an integer and that with this extended concept one sometimes, 

but not always, has unique factorization. 

Chapter I gives a brief history of the inception of algebraic 

number theory. Chapter II gives an introduction of what is involved 

when speaking of algebraic integers and unique factorization. Chapter 

III is a necessary background chapter on suc:h topics as field extensions, 

symmetric polynomials and bases. Unfortunately it is not unified nor 

does it give the student an intuitive feel for the subject of factorization 

of algebraic integers. Chapter IV returns to the heart of the matter by 

characterizing those algebraic number fields in which unique factoriza­

tion holds through the use of ideals. Chapter V uses the theory of 

Chapter IV on the specific case of quadratic field extensions. There 
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is a complete characterization of all those square free negative rational 

integral values of D for which unique factorization occurs in R[ .Ji)]. 

Chapter V will give the advanced reader who wishes to do 

further research on the subject a direction to proceed. Namely, to 

complete the characterization of all those square free rational integral 

values of D for which unique factorization holds in R[.JI)]. This has 

been done through a series of papers, a beginning list of which can be 

found in Chapter V. The compilation of these into a comprehensive 

work could possibly be a worthwhile paper. 
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