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CHAPTER I 

INTRODUCTION 

Scope of Study 

The Bardeen-Cooper-Schrieffer (BCS) microscopic theory1 of super.,.. 

conductivity has given an excellent explanation of the elect;ronic pro.p

erties of Type I.superconductivity, but no single coherent theory exists 

for superconductors of the second kind. Thus, much effort'has been put. 

forth to better understand t;he Type II occurrenqe of superconductivity. 

It was the scope of this work to use acoustical measurement techniques 

to observe the transition from the superconducting state·to the normal 

state of both, Type I and Type II materials, comparing and contrasting as 

similiarities and differences appeared, Parameters such as the moduli 

of elasticity, the acoustic attenuation or loss facto.r, and the magneti

zation were used to study the vortex or mixed state during the supercon-:

ducting transition. The mixed state was observed by studying the.mag

netic field dependence of the elastic moduli of a superconducting mater

ial below its critical temperature. To better understand the supercon

ducting state, a detailed stu4y of .the normal state magnetic field 

dependence was. necessary. This normal. state fiel4ftependence served as 

a reference point for the superconducting data! A better description of 

the magnetic field effects on the elasticity, attenuation, and disloca

tion motion in Type II materials was sought. 
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Materials Investigated 

Only two pure elements exhibit Type.II superconductivity: Nb and V. 

For comparison with a better understood Type I material,' Ta was.studied 

a1orig with the Type II materials. Nb, V, and Ta.are all body~centered-

cubic (b.c.c~) crystals and are fourid in the same colwnn in the periodic 

table~ Impurities generally cause Type I materials· to become Type II, 

and only recently has Ta been sufficiently purified to exhibit •Type I 

behavior. 2 ' 3 B.c.c. crystals exhibit a principle slip direction,along 

the (111) direction 4 and the effects of dislocations in samples with. 

this orientation was investiga1;:ed~ Materials with high acoustic quality 

factors (Q), or high ratios of energy stored per cycle to eqergy lost 

per cycle, were necessary to allow sufficient accuracy in the elastic 

measurement for observing the small Changes in .the elastic moduli at the 

superconducting transition. The fractional.change in volume at the 

transition has been .shown to be considerably smaller than the fractional 

change in the elastic constants; so that no correction is made for the 

5-7 volume effect. Nb, V, and Ta have been the subject of many super-

conducting investigations and have been used in·pure and alloy form in 

commercial applications. 8 The purity of the samples is indicated direct-

ly by the residual resistance ratio (RRR), the ratio of resistivity at: 

0 room temperature to that at 4 K. The electronic mean free pa1;:h (t) is 

the average distance an electron tr.avels between collisions in a crystal 

and can be calculated by knowledge of .. the conductivity and· Fermi veloc-

ity. Table I gives.the pertinent material properties for the samples 

studied in this investigation and the measured elastic constants, Young's 

modulus (Y) and the modulus of rigidity (µ). 



TABLE I 

MATERIAL PROPERTIES 

p (4°K) .Q. (4 °K) 0 0 Y(77°K) µ (77°K) v2 (77 K) v 3 (77 K) 3 Sample RRR -5 (105 cm/sec) (105 cm/sec) 
p (gm/cm ) 

11 2 (lOUdynes/ cm2) (µ Q cm) (10 cm) (10 dynes/ cm ) 

Nb (100) Ill 30 0,64 1.58 4.10 2.12 8.76 

Nb (110) 112 86 0.17 5.83 4.16 ---- 8.76 

Nb (111) 114 55 0.34 2.98 4.75 2.36 8.76 

Nb (100) 115 2500 0.0063 163. 4.41 2.01 8.76 

Nb (111) 116 2500 0.0075 136. 3.57 2.38 8.76 

Nb (poly) Ill 47 0.33 3.05 3.38 2.37 8.76 10.1 4.88 

Nb (poly) 114 31 0.55 1.86 4.01 2.05 8.76 14'. l 3.69 

v (poly) Ill 17 1.33 .619 4.81 2.85 6.02 14.0 4.95 

Ta (poly) 20 0.75 1.41 · 3.32 2.16 16.6 18.3 7.73 

Ta .(100) 147 0.96 1.11 3.18 1.66 16.6 

w 



History of Superconductivity 

9 10 Superconductivity was discovered in 1911 by Ka.merlingh-Onnes, ' 

while studying the low temperature resist.ivity of.mercury, some.three 

years after he first liquified helium. The resistivity of mercury sud~ 

denly dropped below the measuring capability of his apparatus and was .. 

4 

believed to be . zero below a certain critical temperature., The· next sig-

nificant step in-the understanding of superconductivity was in 1932 when 

11 12 Keesom, et !l· ' observed a discontinuous jump in t~e ·electronic 

specific heat at the superconducting critical temperature, T •. Meissner . . . c 

and Ochsenfeld13 realized that a superconductQr ·exhibit;ed perfect dia-

magnetism, i~e._, inside .a superconductor there exists total magnetic 

flux expul~lon for low magnetic.fields. At the.crit:f,cal.magnetic,field 

superconductivit;y is destroyed and the normal resistance is regained. · 

14~11· Keesom, Rutgers, andGorter applied classical thermodynamics 

to the superconducting transition and were able to explain some of the 

experimental anomalies. A phenomenological explanation of the second. 

18,19 
order phase transition at·Tc was proposed by Gorter and Casmir. via. 

a two~fluid model in analogy.with superfluidity. Mendelssohm20 proposed 

a sponge model of superconducting and normal regions.to explain super-

conductivity, The superconducting sponge.shorted all of the normal re-

gions and caused zero electrical resistivity in the.bulk sample. 

21 22 H. and F. London. ' put forth a ·phenomenological theory.to explain 

the.electromagnetic properties of superconductors. They proposed.that 

an external magne·tic field would penetrate into a superconc;luctor ·only a 

small distance, A. Thus, a thin surface shea~h around the superconduc-

tor did contain. a reduced magnetic . field and, therefore, a .. small elec-



trical resistance~ The superconducting state can be pictured as a·dis-

tinct thermodynamic phase below a critical temperature, T , a critical 
c 

5 

field, H, and a critical.current density, J. A plot of T, H, and·J 
c c c c c. 

yields a supercondµcting ellipsoid centered at the origin and surrounded 

by the normal state. 23 
F. London. made the first microscopic attempt to 

explain the diamagnetic properties by use of quantum mechanics. Mea-

24-27 . surements of the magnetization and penetration depth were done.by 

PontiuE? on thin Pb wires, by Shoenberg on.mercury colloids, by Lock on 

thin films, and by Laurmann and Shoenberg on bulk materials• 

Landau and London's 28 ' 29 laminar structure for the intermediate 

state. of Type·· I supercondµctors ·gave a new insight intq a model for ex-

plaining many of the experimental facts. The model proposed was one of 

alternate layers of superconducting and normal layers of volumes.propor-

tional to the amount of total material in the respective states. This 

model was experimentally confirmed by Meshkovsky and Shalnikov, 30, 3l 

OtQ.er methods for the direct observation32 , 33 of the lamina furt}:i.er con.;.. 

firmed this model~ Surface resistance measurements at microwave fre-

34 35 quertcies by H, London and A. Pippard ' showed that the change in 

surface resistance at the critical temperature was not discontinuous. 

A phenomenological extension of.the London theory by Ginzberg and 

Landau36 revealed the importance of the boundary energies between normal 

and superconducting phases in determining a model for the types of 

superconductors. Positive surface energies at phase boundaries cause 

lamina as in.Type.I materials, and negative surface energies imply a 

37 38 cylindrical vortex model ' for Type II materials. 

39 The discovery of-the isotope effect by Maxwell gave a first in..., 

sight into the dependence of the critical temperature on isotopic mass. 



The-lighter isotopes had higher critical temperatures. However, no ex

planation of what limits the critical temperature to less than 20°K40 

has been found. 

A start on a microscopic explanation of the isotope, effect was be-

41 42 gun by Frohlich and Bardeen ' by considering the electron-phonon in-

teraction. 43 The spatial coherence introduced by Pippard connected any 

local perturbation of the superconducting order parameter caused by the 

6 

magnetic field to a spreading out over a distance of the order of s, the 

range of coherence, from the center of the disturbance. Pippard44 

further showed the relation of s to A determined the sign of the surface 

energy and, thus, the type of superconductivity. s > A implied a posi-

tive surface energy and Type I behavior. s < A implied a negative sur-

45 face energy and Type II behavior. Bardeen showed that the coherence 

length concept implied an energy gap model for superconductors~ Much 

· 1 'd 46 f f d b 1958. M hil experimenta evi ence o an energy gap was oun y 1 eanw e, 

Matthias47 had demonstrated that many alloys exhibited Type II proper-

ties with Nb and V remaining as the only two pure metals that-exhibit a 

Type II behavior. 

48 Cooper's proof of the existence of a possible attractive inter-

action in the Fermi sea aroused more interest in a microscopic explana-

tion. Finally, in 1957 many years after the discovery of superconduc-

tivity~ a microscopic theory was derived by Bardeen, Cooper, and 

Schrieffe:r~ 1 The BCS wavefunction utilized a quasi-parti.cle (boson-like) 

composed of two electrons (fermions), coupled through opposite momenta-

and spin. The BCS theory predicted generally all of the observed phe-

nomena of Type I materials. The BCS theory is not completely acceptable 

in explaining Type.II behaviors. Boguliubov, et. a1. 49 showed that 
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Bose~Einstein statistics could be applied and the BCS results obtained. 

Suggestions of a similar pairing of Fermi particles to form quasi-bosons 

ha b d f 1 .. so d 1 . 1 51 ve een ma e. or nuc ei1 an e ementary part1c ~s. 

Among the predictions.of the BCS theory was the energy gap separa-

ting the multi-degenerate superconducting ground state from the Fermi 

level. Although the gap is very small, it has be~n well ·defined.· One 

of the most descriptive experiments.on the en~rgy gap was the,tunneling 

52 experiment by Giaever. The experiment directly measures the voltage 

necessary to jump the energy gap. 

More·recent developl!lents.include the empirical confirmation of 

London's factor-of-two prediction in.flux quantization by Doll and Nabaur 

. 53 54 and independently by Deaver and Fairbank, ' furthering the understand-

ing of flux penetration and expulsion in superconductors. Also, the 

55 Josephson junction between .two supercondt,tcting thin· films separated by 

an.oxide layer is thought to have commercial application in computers. 

The anisotropic behavior of certain properties of superconductors has 

57 
been explained by overlapping bands, although little .correlation has· 

been found between electronic properties and Type II supercondt,tcting 

properties. This is just an extension of. the BCS theory.to more than 

one energy gap. These have been.the major steps in the development of 

superconductivity. 



CHAPTER II 

THEORETICAL BACKGROUND 

Elasticity 

The normal·state behavior of the velocity of ;sound or elastic 

d l .S8-60 . . f" ld h b h h f mo u i in a magnetic ie as een s own to vary as t.e sq\lare o 

the external field~ In a field comparable to the upper critical field 

of the samples under study, the normal state change in longitudinal 

modulus is two.orders of magnitude smaller than tqe observed change in 

elasticity at the superconducting transition. Also, the reported5 

fractional change in volume at the transition is several orders of mag-

nitude less than the associated fractional change.in elasticity. Theo-

retically, the cbange in elasti.c constants at the superconducting transi-

tion is founded in a classical thermodynamic argument, as is the approach 

of all elastic moduli to absolute.zero of temperature with zero slope, 

61,62 A phenomenological theory of strain and stress effects in Ginz-

63 burg-Landau superconductors is given by Labusch. Particular experi-

mental arrangements utilize effective.elastic moduli, which are.specific 

combinations of the elastic stiffness or compliance constants. The 

effective elastic constants for the principle bee crystal directions are 

64 given below in terrp.s of . the lc;mgitudinal and transverse components. 

(100) (110) (111) 

L: (l/3)(c11 + 2C12 + 4c44 ) 

n 
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Ti: C44 

T2: ~<c11 - c12> 

The·measured. values of the.moduli of elasticity for the.set of Nb single 

crystals are given in Tab.le -II. All three .constants could not be deter-

mined·for one .. satilple by this technique, since three.independent measure,;,. 

ments were.necessary, and a pur.e transverei'e mode.could not.be ge"Q.erated 

by a resonant method; Only the,(110) orientation .is suited for acot.isti-

cal· det;erm:l.nation o~ all. three elas.tic, constants. within oQ.e sample,: 

s,inc;,e ·the two. transv~rse modes are· degenerate for the · (10.0) and (111} 

oi;-ientations. The·effect·of .thermal quenching and,mei;:hanical deforma..-

tion is also noted for.these samples. For .t~e polycrystall:ine samples 

65 Young's modulus is defined in .terms of t~e Lame consta11t·(A) and shear 

modulus (µ) as: 

Y !II µ(Jh + 2µ)/(A + µ). 

Four basic experimental procedures have·been'used to study the 

change in elastic constants.at the superc'Onducting tran$ition; A. high 

frequency (..:.10 MHz). ultl;'asonic pulse .technique is used.to.st1,1dy both the· 

normal and superconducting eff~ctive.elastic stiffness coefficientS. 

Alei:s and Waldorf66 ' 67 have done the,only sufficiently.accurate work68 •~ 

using this technique.to see the change of parts per.mill:f;.on in the, 

elastic constants.at the traqsition, The shear modulus undergoes.the 

largest change-at the transition. A second method utilizell! the.change 

70 in.damping of a·torsion penquluf!l to observe.changes in elastic,con-. 

stants. This is an extremely.low fl;'equency method and lacks-the acc~ra ... 

71-77 cy of._ the following methods. -- A composite oscillator-. composed of :· 



TABLE II 

. SINGk~.- fRYSTAL ELA,STIC CONSTANTS OF Nb 

0 Sample ;_ (77 K) c11 C44 
1 . . 
2<ci1- + c12 + 2c44> 

1 ' ... 
3 (Cll · + 2Cl2 + 4c44) 

' [ 

Nb (109) Ill 14.6 3.90 

Nb . (110) 112 ---- ---- 15.2 

Nb (111) /14 
Original- ---- . ~ ·- .· ' ' 2L4 
Quenclied . · ---- ---- ---- 19.7 
Deformed- O. 7% ---- ---- 18.7 

Nb (100) 115 
Origina~ 16.8 5.32 ---- -:-.--

Deformed 5.0% 16.4 5.12 

Nb (111) 116 
Original· --- ---- 10.9 
Quenched- ---- ---- -· 
Deformed 0.3% ---- . ' ---- ----
Deformed · 1. 8% . ---- ---- 10.8 

Moduli are given._in units of 1011 dynes/cm2• 

1 
3<ci1 - c12 + c44~ 

2.63 
2.63 
4.75 

4.85 
4.91' 
4.87' 
4.68 

..... 
0 
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a quartz rod with the sample material ·bonded on one end.is frequently. 

used to observe the. change in. Young's modulus at the transi.tion. While 

the accuracy is sufficient with this apparatus, trre problem of bonding 

the sample. to the quartz transducer. is always present~ Kramer and 

76 77 Bauer ' have.made measurements using this tec4nique. They concen-

trat;:ed on validifying thei~ measurements by comparing the change in 

modulus curve with a magnetization curve. They alsq observed an in

ternal friction peak around 3° Kin Nb. A more direct way of measuring 

. 78-80 the changes in Young's modulus is by a resonating beam.technique. 

The changes in velocity and modulus are .measured directly via the funda-

mehtal resonant frequency, 

v = fx 

v = M/p 

While several measurements have been made of the change in elastic 

con~tants at the superconducting transition, little interpre~ation has 

been given to the structure of the curve in the mixed state region •. Al-

though Type I materials obey a linear transition, Type II materials do 

show a non-linear response in the fractional change of modulus with 

magnetic field. 81 The capacitive drive technique utilizes a frequency 

around 50 KHz associated with a wavelength the order of five centimeters. 

This measurement is truly a bulk measurement compare·d to the ultr.asonic 

measurements. 

In connection with the ca,paci.tive drive technique, the loss factor,· 

71-80 
or attenuation can be-measured by the free decay method. Much ex7 

82-93 . 94 95 perimental and theoretical ' work has been devoted to ultra-

sonic attenuation, since the higher frequency selects the electronic. 
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component of the attenuation over the .lattice component,. Superconduc"'." 

tivity depen4s on.t}le nu,mber of superconducting electron pairs relat~ve 

to the,numbe.r of .normal el~ctrons. · The low frequency atten~ation se ... 

lects the lattice .. part primarily and sees only .. a small ·electronic-, com,... 

ponent. Previous measureme-g.ts of changes in·attenuliltion at these .. fre-· 

78-80 quencies have.yielded little or no 13ignificant results. However, 

when the:losses due to support of .the sample and the imperfections.of 

the crystal·. are minimized, the. si;nall, electronic co.mponent .is ·observed · 

. 81 
to be· similar to the ultrasonic· .attenuati.on measurements •. 

The·elastic,modulus and·acqustic loss factor.exhibit the ·different 

na.ture ,gf _th,e ·harmon!c and anharmonic components of the ·complex elastic 

modulus of. the.crystal lattice. The longitudinal anq tori;iional modes 

are·studied to show the effect of ·the different stresses on.the m!cro-

scopic level. Thus, the accurate determinatioil, of.the details ·in t}le 

change in elasticity throughout the superconducting transition ca.n yield 

much information concerning.the intermediate state .. of Type·II.supercon':"' 

ductors. 

Normal State 

The normal state elastic properties were .investigated by observing 

the·acoust!c velocity and attenuation as·a function of external magnetic 

field. 47 The actual parameters measured were .. the adiabatic .stiffness 

constant and. the acoustic loss factor, which may be· related through the. 

complex.notation as M* = M (1 +in). 
0 

A low frequency wave was·propa-

gated with a wavelengt;h much.greater than the atomic.parameters so that. 

qi <<.l. The wavelengths were determined by.twice the.sample length at 

the fundamental•. resonants frequency and were typically 10 cm. The ob-
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servation of.a magnetic field dependence of the elastic properties ·im.,-

plied an.interaction of the lattice ions and electrons with the magnetic· 

field and with each other. 60 A direct interaction was calculated by 

considering the Lorentz.force due to the magnetic field in.the funda-

mental elastic equations. This calculation utili~ed a self-consistent 

electric field produced by the ion motion among the electrons. The 

lattice was pictured as a charged elastic continuum moving periodi.cally 

with the amplitude of the applied acoustic wave. The magnetic ·field 

added an additional restoring force above the ion-displacement-from-

equi.librium force which is inherently present .due to the .acoustic .wave. 

The· magnetic·. stress is. dependent on the propagation dire.ction and the 

60 
polarization of the wave, It was shown. that·the lattice ion interac-

tion with the magnetic field was·much smaller than the observed magnetic 

dependence and did not yield a major contribution to this effect• The 

magnetic field did alter the electron reaction with the. displaced ions 

and led to a major contribution of ·the changes observed in the complex 

stiff;ness. The calculat.ed fractional changes in· stiffness and' loss 

factor are given.below: 

!::.Y B2 
- = y 

4'IT 
2 

p VL 

and, 

~ 
2 2B2 e c 

= 
n 2 2 2 2 2 

8'IT a m e VF VL 

A quadratic field dependence was found and the magnitude of these terms 

agreed well with the empirical longitudinal measurements. The torsional 

2 measurements demonstrated the expected B dependence, but the magnitude 
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o.f the fractional· changes did not fi.t this· theory, and no 'suitable ex ... 

planation has been found to date. Also, the Fermi velocity; a funda .... 

mental electronic parameter, was. calcu],ated using the theoretical equa-,-

tion and the e:>cperimental data, yielding a reasonable result for Nb. 

Although this was a low frequency measureme~t through which one would 

not usually observe electronic changes, the accuracy of,these measure .... 

ments was sufficient to allow observation of electronic interactions. 

Superconducting State 

The superconducting state is reached when both. the temperature and· 

magnetic field are adjusted to the prope+ values for that material. 

Type I superconducting materials undergo a second order phase.change at 

the critical temperature, while ,all other temperature transit:ion points 

in non;zero magnetic fields are first order phase changes. The order of 

the phase change is defined to be the order· of the derivative of the· 

gibbs function which is discontinuous. 96 Another phenomenon occurring 

at the critical temperature. is the sudden drop of the.· electrical resis .... 

9;10 tivity to·. zero. In Type I materials this discontinuity is rather 

abrupt.and occurs within a.few millidegrees temperature .... width~ Physical .... 

ly, a true discontinu~ty is seldom, if ever, observed due to non~ide~l 

conditions or small fluctuations. The first order phase changein the 

magnetization of Type .. I mate:riab could not· be a true discontinuity be, 

cause the magnetic field could not be.made perfectly parallel to all 

faces of a sample ·.Which is necessary to reduce .. the demagnetization ef ... 

feet to zero. The demagnetization factor; or effective magnetization 

portion. of the total magnet:f,.zation possible fqr ·a particular. geometry, 

97. 
for a cylindrical sample in a perpend,icular magnetic field is ~' . 



This.is the case exclusively in .this investigation, 

A model of Type I superconductivity that includes all of the ob-

64 served changes at the transition is tQe la~ina structure model, a 

15 

model of alternating superconducting and normal state layers. The nor-

mal ·state may be assumed as the .basis and nuc·leate superconducting 

regions in the normal state, but it is customary to choose the more 

ordered superconducting phase as the basis and nucleate the less ordered. 

normal regions in it, The lamina model assumes an intermediate state, 

or width to the transition, so that the transition can.occur in small 

increments. The lamina of normal material are formed at the initial de-

parture from total superconductivity, or the Meissner state. The· lamina.· 

grow in.thickness during the transition until all material is normal. 

The interfaces betwee~ the superconducting and normal regions have as-

sociated with them a positive surface energy which is characteristic of 

Type I materials. 

Type II materials have associated with them inherently a mixed state 

64 
which exists between two magnetic critical fields. Below Rel' all 

material is superconducting; above Hc2 all material is normal; and 

between these two magnetic fields the material ·is in the mixed state. A 

single thermodynamic critical field, H , may be calculated by setting 
c 

the area under a magnetization versus magnetic field intensity curve . 

equal to H 2/2, the change infreeenergy across the transition. Type. 
c 

II materials typically have a different transition of resistivity due to 

a thin surface sheath of superconductivity which is· not d~stroyed until 

64 
a third critical magnetic field, Hc3 = 1.7 Hc2 ' 

Abrikosov37 proposed a model of vortices. to explain the mixed state 

of Type II superconductors. This was an.offspring of the vortices found 
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in superfluid helium. 98 The principle differencelOO was. that· superfluid · 
•' 

helium was a neutral liquid, while a superconductor was a·charged sea of· 

particles within a solid. This model includes the negative surface· 

energy aspect as well as the ~ < A conditio?• It has been exterided to 

include a quantized unit of flux in each normal •t t 101 s a e: flux tube. 102 

Observations of vortices in .Type. I materials at very ._low fields prior to. 

the formation of lamina,have.been reported. 103 The idea. that the vor-

tices must be in some regular array led to a most stable configuration 

f di i 1 . 1 1 i 104 o a two mens ona triangu ar att ce. 105 Recently direct ·evidence 

of this lattice has been found by depositing small ferromagnetic parti-

cles on the surface of a superconductor and observing the resulting 

patterns in an electron microscope by means of a replica technique. 

1 1 i h 1 . b . b" d 106 However, a rectangu ar vortex·. att ce as a so een o serve • 

The existence of a parameter to differentiate between the types of 

superconductivity seemed plausible. The Type I materials with ~ > A 

showed long-range order, while the Type II materials had a shorter co

herence length ~ < A. A new parameter36 K = A(T)/~(T) is known as the 

superconducting Landau-Ginsburg parameter.. K < Vz defines Type I and 

K > f2 defines Type II behavior. This parameter is also defined in 

other ways from the thermodynamic quantities, For Type materials K1 = 

212" (he) H (T) A2(T), and Type II materials as KI!= H 2/./"2" H '· It is 
c c c c 

interesting to note that for Type I materials with Hc2 .2. H0 , KI! 2_ 1/12, 

Also, the critical field for surface superconductivity is. defined as. 

Hc3 = 2.4 KHc = 1.7 Hc2• Theoretically, the Landau~Ginsburg equations 

107 
give a.prediction of K, as demonstrated by DeGennes. 

Theexistence of a filamentary or sponge mode! for superconductors 
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in zero external magnetic field has been suggestedlOS to explain the 

temperature dependence of superconducting properties. Thesize of these 

normal state regions· shrinks to zero a$ the temperature goes to. zero. 

In compari~on, the size of a vortex due to magnetic fields is determined 

0 
by the thickness of films (< 2000 A) and is nearly constant in .a bulk 

material. 109 Rocher and RenardllO suggested the existence.of several 

quanta flux lines near the surface in the region where the penetration 

of the external magnetic field must be considered. The possibility of 

expanding vortices and a density of vortices depending on the vortex 

size is presently under consideration. 81 Nucleation of vortices at Hcl 

is thought to occur near the surface and move inward. 111 Conversely, 

some.work112 has been done on the nucleation of superconducting regions 

near HcZ in a decreasing magnetic field. Also, the rate at which flux 

enters on leaves various materials, when the magnetic field is changed 

113 suddenly, has· been .. measured, · · ·>and the results used to determine·. the 

flux flow resistivity. 

The motibn of vortices within a superconductor has given rise to 

. 114-118 many experiments. The charge density in the superconducting 

region near the vortex must be considered when flux is moving through-

. 119 . 120 121 out.the superconductor. A surface barrier ' excludes the mag-

netic flux from the inside of the superconductor until the critical 

field is reached. Differences in this surface barrier, or surface con-

dition, may affect Hcl' similar to supercooling a liquid,~ Once the flux 

penetrates at Hcl' the diffusion of flux throughout the sample.has been 

measured122 to take a few seconds for the maximum diffusion rate and 

approximately a hundred seconds for equilibrium. ··While the surface. 

barrier may inhibit the initial motion of vortices, there are.ways to 
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produce flux motion internally. The motion may be increased by physical 

stresses or by thermal gradients, which cause entropy transport via the 

123-126 flow of vortices, A "Peltier" effect127 has been.observed in 

Type II superconductors due to flux flow. A change in magnetic field 

in the mixed state will cause a transient of flux entities crossing the 

d d . b b . d . . D C · 1 1 . · 128 supercon uctor an may e o serve in •• nGise eve measurements. 

Flux motion has been recorded, also, as flux jumps, i.e,, a substantial 

amount of flux moving simultaneously, causing a jump in the measured 

129 130 parameters. ' Associated with flux motion are dissipative mechan-

isms and an.inertial mass. 131 Apart from the electrical resistance in 

h 1 f . lOl h . l' i . fl. fl t e norma core o vortices, t ere is a so a v scosity to ux ow. 

133,134 135 Radiation from moving vortices has also been shown to exist. 

136 137 . Dislocations in a crystal exert a force ' on vortices and cause 

. 138-140 flux .to be trapped or pinned when the external field is removed. 

The amount of trapped flux gives an indication of the number of imper-

fections within the crystal. 

Dislocations may also exist in the lattice of vortices itself. 141 ' 

142 11 h 1 , . h ld h 1 . d 1·143 ,144 Theoretica y t e vortex attice s ou ave e astic mo u i 

145 146 
and be able to support a new type.of wave propagation ' a Compres-

sional wave with the wave vector perpendicular to the magnetic field. 

147 Measurements have shown .the existence.of a shear constant for this 

lattice, but no new compressional mode was observed, Thus, the vortex 

model.is a well-substantiated model for Type II superconductors with 

many refinements yet to be made in the details of the model. 

Dislocations 

Dislocations are important·in crystalline materials because they 
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allowed easy plastic· deformation. Dislocations .. and impurities composed 

the larger subject of imperfections. While impurities are divided into 

substitutional and interstitual replacements of lattice atoms, disloca-

tions are divided into edge and screw type inhomogeni·ties in the, lattice 

structure itself. A fundamental quantity in dislocation theory is.the 

148 
Burgess vector. This vector is defined in terms·of a Burgess circuit 

which encompasses the disloc&tion line~ A ~urgess circuit including a 

dislocation is compared to a. Burgess circuit containing only perfect .· 

ci;:ystal and differing by the Burgess vector. This vector defines the 

direction and magnitude of slip, 

Dislocations are of ten found as lines through a crystal or lines 

forming closed loops within a crystal. Edge dislocations are defined by 

the Burgess vector being perpendicular to the dislocation line, while 

screw dislocations have the dislocation line parallel to the Burgess 

148 vector. A mixed dislocation is some combination of edge and screw 

type dislocations and has a Burgess vector which is neither parallel nor 

perpendicular to the dislocation line. Edge dislocations have a slip 

-+ 
plane which includes both the dislocation,line vector g, and the Burgess· 

-+ -+ -+ 
vector w. The normal to this plane is given by g x w. The slip plane 

-+ 
for screw dislocations contains w, but it is not uniquely defined, as 

for edge dislocations. 

Nb, V, and Ta are body centered cubic (b.c,c.) metals with primary 

slip directions along a [111] direction. 4 The dislocation lines lie in 

a plane perpendicular to this for edge dislocations. Although b.c.c. 

crystals have exhibited (110), (112), and (123) planes, a (110) slip 

4 plane is the preferred plane. Slip in the Other planes is ?pparently 

attributed to a.resultant of slip along several (110) planes. This would 
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mean that the dislocation lines are in a [112] direction, perpendicular 

to a (110) slip plane, and perpendicular to the [111] slip direction, 

Dislocation motion is most easily excited by a shearing force.on the 

dislocation line. A shear wave propagation ;with the propagation vector 

along a [111] direction should easily excite dislocation motion in a 

4 b. c. c. crystal. 

The effect of impurities on dislocation motion is not within the 

scope of this investigation, but it is believed that impurities effect 

dislocation motion by adding pinning points. Thus, impurities add to 

the lattice attenuation at low temperatures, but do not· effect .other 

bulk properties substantially. 

The radiation of dislocation effects to superconducting phenomenon 

has been.suggested in only a few previous works. Kramer and Bauer76 

0 reported a relaxation peak around 3 K in Nb, and was also observed in 

this investigation. This suggests a lattice phenomenon, possibly associ-

ated with dislocations, since the absorption maximum shifts in tempera-

ture between the superconducting state and field induced normal state, 

The dislocation can be considered149 ,l50 a vibrating string, pinned by 

impurities, and damped by viscous motion through the sea of normal 

electrons. The attenuation due.to dislocations is amplitude dependent 

and reflects the release of the dislocation line from the pinning points 

at large stress amplitudes. This amplitude dependence of the attenua-

ti . th d ti state · h f hi h 't 1 dl5l-l54 on in e supercon uc ng is s own or g puri y ea 

where the temperature dependence of the BCS electron-phonon interaction 

can be completely suppressed below T by dislocation motion, Changes in 
c 

the plastic flow characteristics below Tc have been. interpreted in terms 

. 155-157 of dislocation motion. 



Recent measurements on superconductors inunediately above T have 
c 

indicateq contributions due to transient Cooper pairs, observed as ex-

158-161 cess conductivity in the normal state. This enhancement of 
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transport properties is attributed to thermodynamic fluctuations of the 

i 162-164 Cooper pa rs. In this investigation we are interested in the 

magnetic field dependence of transient Cooper pairs above Hc2 or above 

165 
the stable superconducting sta~e. Hake has observed magnetic fluctua-

tions in D. C. conductivity. The acoustic pa'):'ame1;.ers .are used to corre-

late a magnetic.fluctuation effect to the viscous da,mping of oscillating 

dislocation lines in this work. 166 



CHAPTER III 

APPARATUS 

Types of Measurement 

There are several bas.ic ways to make dynamic acoustical measure

ments, depending primarily on.the frequency range of interest. 4 Low 

frequency measurements generally use a torsion pendulum method from 0.1-

10. Hz. The attenuation measurements for this method are limited to .a 

-1 -4 
sensitivity, or Q = 10 , At intermediate frequdncies, a resonance 

method is commonly used from 100. Hz .- 300 kHz. The sensitivity of at-

-1 -7 tenuation measurements is Q = 10 , For ultrasonic frequencies, a 

pulse technique is generally used from 1.0 - 1000.MHz. The sensitivity 

of this method is generally limited by scattering of the waves to a 

Q-1 = 10-4. 

The choice of the resonance method for kHz range measurements was 

because of its lac~ of use in the superconducting state, and its extreme 

use at higher temperatures to study dislocation relaxations of the 

Bordoni Peak78 and other internal friction phenomena. 4 The acoustic 

parameters studied using the method were the elastic modulus and the 

acoustic loss factor. The longitudinal mode, or Young's modulus, and 

the torsional mode, or shear modulus, were investigated, as well as the 

associated single crystal elastic constants. Other measurements that 

were made inc.luded the electrical resistivity, the magnetization, and 

the temperature and magnetic field dependences of the complex elasticity. 
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Some explanation of the relation between the experimentally observed 

quantities and these parameters is needed. The elastic modulus (M) is 

determined via the fundamental resonant frequency (f) of the sample. It 

79 has been shown that the fractional changes are related by 

. 
= 

2~f 

M F 

The acoustic loss factor (n) is observed via the decay time (t) of the 

freely decaying oscillation amplitude of the sample's resonant frequency 

and is related through 

n = (tldb decay) 
8.681T ft 

The magnetization is directly proportional to the induced voltage meas-

ured in the coils and is, therefore, in arbitra,ry units. It can be cal-

ibrated with reference to the applied field value at the critical points. · 

The other pa?;-ameters have an obvious relationship to the observable. 

Longitudinal Mode 

The complex elasticity (stiffness and attenuation) of a supercon-

ductor is determined by a standing wave technique, involving a capacitive 

transducer with the sample used as one plate of the capacitor. The 

electronic driving signal is terminated in a brass electrode of approxi-

mately the same diameter as the sample and alligned coaxially with it· 

(Figure 1). The spacing between the electrode and the sample is adjust-

able in order to insure sufficient driving power to transduce the elec-

trical signal into an acoustic wave in the sample. The varying electrode 

voltage causes a varying force on the end of the sample, exciting the 
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acoustic wave. The longitudinal mode is excited by using the parallel 

plate capacitor transducer, which is also a part of the tank circuit in 

an FM detector. The principles of this method of measurement are de

scribed elsewhere167 and depicted in a block, diagram in Figure .2. 

For the longitudinal mode the real part of the complex elasticity 

is the stiffness, or Young's modulus, monitored by observing the funda

mental resonant frequency of the cylindrical sample. Usually in this 

investigation the fractional change in modulus is studied as a function 

of magnetic field, but some measurements as a function of temperature 

and amplitude were also made, The imaginary part of the complex elas

ticity reflects the losses, or gives the acoustic loss factor. The 

resolution of the resonant frequency is determined by the width of the 

resonant peak which in turn indicates the attenuation of the entire 

system. Extraneous attenuation is minimized through reducing sound 

radiation from the specimen by operating at ambient pressures of 500µ 

and by using a suspension system consisting of four rigidly mounted pins 

which support the specimen in a nodal plane. This reduces the relative 

motion between the specimen and mount and minimizes its contribution to 

the attenuation. Further reductions in attenuation result from acid 

etching which removes imperfections and impurities from the sample sur

face; Annealing at temperatures much below the melting point decreases 

the attenuation in niobium substantially without changing the critical 

fields or the resistivity ratio. A very small attenuation is obs.erved 

in niobium after being subjected to these procedures, yielding a decrease 

in vibration amplitude over 60 db of a few minutes. The resulting band

width at half power points is the order of five thousandths of a cycle 

at 50 kHz, allowing a resolution of better than one half part per million 



26. 

FREQUENCY STEP-UP - --
SYNTHESIZER TRANSFORMER MICRO 

0-100 kHz 
110 '-'P.P. SWITCH 

tQ005Hz~ 

D.C. -150v D.C. Bias 
VOLTMETER POWER SUPPLY 

-125v to 
6.3v 250v •125v Filament D.C. 

I 

10.7 MHz -TUNED FM DETECTOR El DIVIDER 
AMPLIFIER NETWORK 

DISC~IMINATOR 

1 
Electrode 

...... " - -... / __ ,,,,,,.. 
........ -1 

=1 
. I 

HIGH SPEED PRESSURE S I 

LEVEL Electro- N A I S 
RECORDER I~ - I atm I M I 

magnet I p I 
I L I 
I E I 

~J 
, .,Id.---' I ~~ .. !"' 

\ ~ectio~ 
Coils 

@ POTENTIOMETER 
LOCK-IN O.C.POWER a NULL DETECTOR 

C.R.O. t0.l J'V accuracy AMPLIFIER SUPPLV 

Figure 2. • Block Diagram of ·Apparatus 



27 

change in .elasticity (Figure 3) • 

The effect of the 10 Mhz frequency of the FM detector on the sample 

has been considered. Since the attenuation increases with frequency, 

any contribution of atten4ation due to this higher frequency would be 

damped out.in a time very short compared to the relaxation time associ

ated with the 50 kHz frequency and leads to no significant changes in 

the.measured.attenuation. Figure 4 shows an enhanced attenuation at 

three times the fundamental frequency of·the sample compared to the at

tenuation at the fundamental frequency. The dynamic modulus, however, 

is only slightly lowered at the higher frequency. Unless the 10 tf.Hz 

happened to be precisely an odd multiple of the fundamental frequency, 

no effect would be observed. If an odd effect should be encountered and 

associated with this higher frequency, a slight change.in length, such 

as by an acid etch, would off set the fundamental wavelength so that the 

high~r frequency would no longer be on resonance. This has not been ob

served and any effect due to the higher frequency excitation is disre

garded. 

The calculation of the strain amplitudes used during this investi~ 

gation is necessary for comparison with other data. The acoustic driving 

stress (E) is given in terms of the velocity (v) and impedance (Z) as 

E "" vZ. 

At resonance conditions the impedance reduces to the resistance (R) and 

the velocity may be written as the product of the maximum strain ampli

tude (,max) and the angular frequency (w). Thus, the strain amplitude 

is given by 

,max .. E/wR • 
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The quality factor is defined as 

Q = wI/R , 

and 

max 
1" = 

where f is the frequency and I is the mass per unit area, or inertia. 

Since "i./I reduces to a force (F) per unit mass (pV), this equation be-

comes 

The force for this parallel plate capacitor arrangement has been given 

167 by Guess and Thurston as 

F = E E As /d 2 
o ac o o 

The strain amplitudes can then be calculated from experimentally meas-

urable parameters as 

max 
1" = 

Typical values for these parameters are E = 150 volts, E = 10-100 
o ac 

-5 2 -12 6 volts, A= 3.18 x 10 meters , s = 8.85 x 10 farads/meter, Q = 10 , 
0 

-6 4 3 
d = 2 - 10 x 10 meters, f = 5 x 10 Hz, p = 8.57 x 10 kilograms/ 

0 

.b • f Nb d v 0 5 2. 0 x 10-6 b. t Thi i ld cu ic meter or , an · = . - cu 1c me ers. s y e s 

a strain amplitude of 10-9 - 10-6 meter/meter. The area of the torsional 

drive heads is about 1/3 that of the longitudinal and thus reduces the 

strain amplitude, but the resonant frequency is also lowered by about 

2/3 and causes no net order of magnitude change on the strain amplitude. 

The separation d:i,.stance of the drive head from the sample was meas-
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ured by calibrating the dial position of the tuning capacitor in.the 

tank circuit of the FM detector. As the drive electrode was moved away 

from the sample's end, the capacitance of the system decreased and the 

tuning capacitor was adjusted to make up the difference in capacitance, 

The dial position of the capacitor was plotted as the sample was moved 

away, and the voltage.output on the oscilloscope was noted for each 

position, The sample was then replaced with an open-ended micrometer, 

and the separation (d) measured at each dial position of capacitance 

(Figure 5), It should be noted at this point, that when the drive head 

was too close (d < 0.0005 inches), spurious results appeared, such as 

additional resonances, shifts in resonances, and increased attenuation 

at all frequencies. This may be·correcte4 by backing the drive head 

away until the frequency no longer changes with separation, 

Torsional Mode 

The capacitive drive.method of exciting longitudinal modes has been 

used previously, but this is the first application of the method used to 

excite torsional modes. A different torsional mode generation in the 

kilohertz frequency range was described by Wege! and Walther. 168 Their 

torsional oscillations were generated electromagnetically by the eddy 

currents induced at one end of the specimen via.an attached armature, 

and the amplitude was measured by the current induced in a coil which 

vibrated in a stationary magnetic field at.the other end of the speci

men. The new method described herein is particularly useful for meas

uring small changes in elastic moduli and changes in the acoustic at

tenuation via the free decay method; since the sample has no transducer 

attached to it. The fractional change in elastic .modulus as a function 
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of magnetic field as predicted60 has. been used to determine the optimum 

capacitor design for the torsional mode. 

The theory of elasticity has shown that the shear modulus and 

Young's modulus are defined in terms of the Lame constants. The· deter-

mination of Young's modulus by eigher the extensional or flexual modes 

and the modulus of rigidity by the torsional mode will define both of 

the Lame constants for isotropic mater:j;als. 65 The method·de&cribed be-

low defines a way to determine both the Lame .constants simultaneously 

via the longitudinal and torsional modes. Interpretation of torsional 

mode generation in single crystals is more difficult, since the orienta-

tion of the long axis of .the sample determines the wave propagation 

direction and the particular elastic constant observed. For example, 64 

in cubic single crystals oriented along a [100] direction, the longi-

tudinal mode is simply a measure of c11 , while the torsional mode meas

ures c44 • Some cubic orientations do not support torsional modes, e.g., 

the [110] direction does not have degenerate shear modes and cannot sup-

port a simple torsional mode. The combination of longitudinal and 

torsional modes also defines Poisson's ratio (v), the ratio between the 

lateral contraction and the longitudinal extension of the specimen, 

fL 
2 

y 
1 1 \) = - = -2 - . 2µ 

fT 

The·simple parallel plate geometry used for longitudinal mode ex-

citation must be modified to excite torsional modes. The design idea 

was to produce a dyna~ic torque on the sample and via a suitable capaci-

tor, and was accomplished in several different ways. One way was to 

cut the sample in the form of a long cylinder with a fin extending from 

one end along a·diameter and of minimum machinable thickness. The 
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driving electrode was cut so as to form a capacitor with the fin in two 

places. The torque action .was applied by driving the fin dynamically on 

opposite ends and opposite sides (Figure 6a), This designhad several 

problems. A fin length of appro·ximately 1/8 inch also was a character

istic resonance of the fin itself. Changing this fin length showed that 

the change in resonant·frequency of the entire rod was quite large. 

Also, it was noted that the fractional changes in.modulus with this fin 

design.was anisotropic when in a magnetic field. This is attributed to 

additional eddy cuttents in the fins, since tests were made on isotropic 

polycrystalline samples. Cutting out the center part of the fin, be

cause it contributed very little to the torque action, did not.solve the 

characteristic fin length problem or did it solve the additional eddy 

current problem. 

Another design utilized moment arm fins (Figure 6b), but proved 

to be very difficult to prepare and maintain one continuous sample. 

Since the capacitor spacing between electrode and fin was very critical 

to the driving power, the allignment of spacing became a problem due to 

the difficulty of machining the sample precisely. 

A design using only a component of the torsional and a component of 

the longitudinal mode was investigated. The sample end was cut .at a 

45° angle to the cylinder axis and wedge-shaped in appearance (Figure 

6c). The electrode was cut with the fins offset to produce the torque 

action. The signal level was greatly reduced, as would be expected, 

due to only a part of the applied signal being torsional in magnitude. 

The best design was realized by notching the sample end and putting 

the fins on the driving electrode (Figure 6d). This design deleted the 

eddy current losses in the fins of the above types. The effect ·of the 
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small amount of mass removed at the sample end was not no.ticeable. 

Approximately 1% of the total mass was removed to form the notches for 

the driving electrode fins. A study on.the effect of removed mass was 

conducted by removing different amounts of mass from the ends of the 

rod. This study showed that the resonant .frequency of the rod was in

creased as mass was removed, but the fractional change exhibited a re

peated dependence on the square of the magnetic field (Figure 7). Also, 

the effect of removing mass along the length by notching a series of 

grooves at regular intervals was checked and found that the frequency 

was lowered, similar to a series of springs and point masses (Figure 8). 

The additional convenience of driving both the torsional and longitudin

al modes simultaneously was also noted, When the bulk of the electrode 

is placed near the sample end and the electrode fins extend into the 

notches on the sample, both modes are driven. The bulk of the electrode 

may be placed further away and only the torsional mode driven, or the 

electrode fins may be deleted and only the longitudinal mode.excited, 

This capacitor design was, therefore, the optimum design of those tested. 

The various electrodes were tested at 300°K and 77°K by measuring 

the fractional change in modulus of commercial Al over a 10 kOe magnetic 

field range (Figure 9). The isotropic behavior of the modulus change 

for various magnetic field orientations in a plane perpendicular to the 

long axis of the cylindrical sample was important• The design-using the 

fins on the electrode showed no anisotropic behavior with magnetic field 

orientation. The fractional change in elastic modulus and attenuation 

also demonstrated a dependence on .the square of the magnetic field, as 

predicted by the existing theories. 
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Other Apparatus and Measurements 

Since theory and experiment have shown agreement in demonstrating 

a dependence on the square of the IDagnetic field for the acoustic para-

meters under consideration, this dependence was used to check other 

effects. The magnetic field measurement was accurate to ~1% using a 

rotating coil gaussmeter and was the limitation of the accuracy in 

general. 79 Control experiments were conducted to find the effect of the 

tightness of the pins on the sample and the position of the pins rela-

tive to the center of the sample length, the predicted nodal plane. An . 

ambient pressure of less than 1000µ showed no effects on the measure-

mertts, while a greater pressure added to the losses of the system. Al-

though the acoustic parameters showed an amplitude dependence.of their 

magnitud~, the fractional changes showed no amplitude dependence. The 

chosen.orientation of the sample length being perpendicular to the mag-

netic field added a demagnetization factor of 1/2 in agreement with the 

theoretical prediction. Some earlier work was performed using a magnet 

with a field less homogeneous than 1% over the length of the sample and 

caused some difficulties near the critical fields. All of the presently 

reported work was performed using a magnetic field homogeneity of 0.1% 

al,ong the length and 0.01% across the diameter of the sample, leading 

to no interpretation problems near the critical field points. 

Some magnetization measurements were made to correlate the elastic 

169 parameters to the better known magnetic parameter. The magnetization 

was measured simultaneously with the elastic parameters by placing a 

set of pick-up coils near the end of the oscillating sample and record-

ing the voltage induced in the coils by the oscillating dipole field in 

this region. The magnetization was for the longitudinal mO.de only, 
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since the orientation of the pick-up coils relative to the maximum dis-

placement of the sample's end was easily achieved for maximum sensitiv-

ity. A phase sensitive detector was used for this voltage measurement 

and indicated a 180° phase change-between the diamagnetic and paramag-

netic states. 

Temperature measurements were made above and below liquid helium 

temperature. Below 4°K the vapor pressure of the liquid helium was 

used to indicate the temperature to ±0.1°K. 0 
Above 4 K a gold-cobalt 

versus silver-no:nnal.thermocouple was used and calibrated to wit~in 

0 
±0.5-K. A better thermocouple was the.resonant frequency of the sample 

as changes of 10-4 °K could be detected, but the reproduCibility from 

0 run to run of the absolute value was only ±2 K. 

The electrical resistivity of all samples was measured using a 

. -9 170 standard four probe technique with a sensitivity of 5 x 10 ohm-cm. 

The resistivity ratio of the resistivity at room temperature compared 

to that at 4°K gives an indication of the sample's purity, since the 

electronic mean free path is affected by impurities. Kitte164 gives. 

the relation between the electrical conductivity and the electronic 

mean free path. For Nb this reduces to 

~(cm) 
-11 2 -1 = 1.02 x 10 (ohm-cm )cr (ohm~cm) • 

Since Nb is superconducting at 4°K, the measurement of the resistivity 

is not straightforward. The superconducting state may be destroyed by 

application of a magnetic field at 4°K. Recording of the magnetore-

sistance of the superconductor above its critical field allows extra-

polation of the high field data back to zero fielq. Then the residual 

resistnace ratio (RRR) may.be formed and the electronic mean free path 



at 4°K calculated. 

Although the samples were not produced in this laboratory, some 

sample preparation apparatus is necessary to make the samples suitable 

for data taking. The samples were either purchased from Materials Re-

serach Corporation (MRC) or on loan from Oak Ridge National Laboratory 

(ORNL) 171 in the form of right circular cylinders. The samples of Nb 
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from MRC had a typical mass spectrograph with them indicating the major 

impurities were dissolved gases and were found to have a RRR less than 

100. The ORNL samples were annealed near the melting point (2000°c) for 

-10 50 hours at a pressure of 10 mm Hg. removing most of the .gaseous im-

purities and yielding a RRR of 2500. As each sample was received, a 

short piece was cut from one end to use at ultrasonic frequencies and 

the longer pieces to be used in this investigation, Some samples were 

172 cut on a spark-erosion machine and others on a string saw. After 

cutting, the samples were severly etched in 50% HF - 50% HN03 solution 

diluted with distilled water to the desired etching strength, approxi-

mately 1/3 water in.the final etchant. No difference between the two 

cutting methods could be detected in surface damage, x-rays, or other 

measurements of this investigation. A Laue back-reflection x-ray tech-

nique was used to determine the orientation of the long axis of the 

single crystals and the direction of the magnetic field perpendicular to 

this axis. 0 While the x-ray technique was accurate to better than 1/2 , 

the magnetic field vector relative to a sample direction was reproduced 

to only ±5%, because the transfer of the sample from the x-ray machine 
·.~ 

to the sample mount, ,.., 
0 -6 The MRC samples were annealed at 1100 C in ·a vacuum of 10 torr 

overnight to improve the Q of the sample. The rate of cooling the sample 
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after annealing determine_s the equilibrium _number of dislocations. A 

slow cooling process results in fewer dislocations than a quench. To 

study the effect of dislocations_ the sample was _tested as .originally re..,. 

ceived, after quenching from ll00°c to room temperature in a silicon oil-

bath, after subjected to a 1000 Curie cobalt radiation source for 10 

hours, and after compressional deformation up to 5% along speci.men. dia-

meters. 

An attempt was made to prepare some alloy samples of Pb, Sn, and In 

173 by a co-worker in this laboratory. The attempt was a crude .one per-

forme4 principally to test the difficulty associated with sample prepara-

tion for the elastic measurements. The alloys were mixed by percentage 

weight of granular or sheet metals, heated in a .vacuum of 10 microns to 

the melting point of l;>oth metlas, and then cooled below the freezing tern-

perature while under external agitation. It was hoped that the agitation 

would mix the alloy evenly and free most of the dissolved gases. The 

met;:als of Pb, Sn, and In were chosen because the melting temperatures 

were easily attained by the Hoskins FH303A furnace, because some pre-

174 175 vious superconductor work had been done on these alloy systems, ' 

and because these metals were readily available t;:o us __ in granular and 

sheet form. 



CHAPTER IV 

RESULTS AND DISCUSSION 

Normal State 

For a more complete understanding of the phenomena associated with 

the transition from the superconducting to normal state, an understanding 

of the normal state.behavior must first be obtained. Most of this work 

was performed at constant temperature and as a functic;m of magnetic 

field. 
0 0 

The normal state measurements were made at 300 K, 77 K, and 

0 above the.superconducting critical field at 4 K. Measurements-as a 

function of temperature in Nb indicated an internal friction peak at 3°K 

79 0 
and the Bordoni internal friction peak at 35 K in agreement with other 

such measurements. 

60 In sequel to the previou~ work, the theqry for the longitudinal 

mode elasticity is further verified in Figure 10. The fractional change 

in elastic modulus demonstrates a dependence on the square of magnetic 

field for fqur different materials: Al, V, Nb, and Ta. From this plot 

it is also evident that the mass density contributes to the difference 

between.samples, since the least dense material, Al, demonstrates the 

largest fractional changes and each greater density material shows less 

change in modulus, The theory predicts the changes at any one magnetic 

field value should scale inversely with .the product of the density and 

square of the sound velocity in Gaussian units. The velocity of sound in 

these materials differs only slightly, and, thus, the above product sup-

I. I. 
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ports the theory, Also, the magq.itude of the.calculated change.in modu-

lus using the other parameters is in excellent agreement with experiment 

(Table· III). Since the fractional change in modulus is proportional to 

B2, the coefficients of proportionality are tabulated. 

The fractional change in loss factor (Figure 11) does not appear 

dependent on density, but it does demonstrate.a dependence on the square 

60 of the magnetic field as pred,icted. The theory predicts an .. inverse de-

pendence of the cl}.ange in. loss facto·r ,on. the product ·of ·the conductivity 

and square of the sound velocity and Fermi velocity. This is in agree~ 

TABLE III 

MODULUS COEFFICIENT OF LONGITUDINAL B2 TERM 

Material Theoretical Experimental 

(l0-14 Oe - 2) (l0-14 Oe-2) 

Al 8.7 10.1 · 

v 5.8 7.5 

Nb 5.4 6.8 

Ta 4.3 4.5 

ment with the scaling of the respective.data at any one field value, 

within· the uncerta;tnty of. the Fermi velocity. for that material. A cal-

culation of the predicted fractional change in loss factor using the 

other parameters is in reasonable agreement with the experime~tal data. 

(Table IV). Only the polycrystal+ine data has be.en presented here for a 

compari~on betwe~n different materials to bypass the problems associated 

with single crystal orientations and their associated elastic constants. 
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The polycrystals should give an average value for each material for all 

parameters. 

Other materials (Pb, Sn, and some PbSn and Pbln alloys) were inves~ 

tigated, but did not exhibit a sufficiently high Q to have an accuracy of 

measurement. comparable to the samples mentioned>- above, .in either the 

longitudinal or the torsional modes. 0 Also, measurements made at 300 K 

0 and above the superconducting state in magnetic field at 4 K were not 

sufficient;:ly different te merit separate attenUon.. While the Q increas-

ed with decreasing temperature causing better resolution with a smaller 

loss factor, the relation between samples was unchanged. The conductiv-

ity did increase.with .decreasing temperature and led to a smaller frac-

tional change in loss factor, but little difference in the fractional 

change in modulus was noted. This is in agreement with the theory and 

points out the fundamental dif fernce of the harmonic and anharmonic com-

ponents of the complex elasticity. 

The torsional mode data is consistent with existing theory inform, 

. 58 60 but µot in magnitude. ' The fractional change in modulus varies as 

the square of the magnetic field and inversely as the density as seen in 

Figure 12. A similar theoretical dependence to the longitudinal mode is 

suggested by experiment, but is found to be two orders of magnitude be-

low the observed data. The functional dependence is well substantiated, 

and only the proportionality constant needs modification. An empirical 

equation fitting the data to the functional dependence suggest 

Liµ = 
µ 

where E is a dimensionalless quantity in Gaussian units found empirically 
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as given in Table V. Also noted in this table is a scaling between 

TABLE IV 

LOSS FACTOR COEFFICIENT OF LONGITUDINAL B2 TERM 

Material Experimental vF Calculated 
(10-9 Oe-2) 8 

(10 cm/sec) 

Nb 7.2 1.67 

Al 5.4 1.53 

Ta 3.2 . 3.52 

V. 1.6 4.00 

TABLE V 

MODULUS COEFFICIENT OF TORSIONAL B2 TERM 

Material E f /cr Epv 2 

(Hz-ohm-cm) (10-6 Oe-2) 

Ta 4.1 0.85 4.9 

Nb 5.5 0.80 12.5 

Al 6.8 0.99 17.o 

v 7~3 1.05 24.0 

samples for the freq,uency divided by the conductivity. However, sub-

stituting this into the -eqqat:ion for the shear velocity dependent on the 

square of the magnetic field leads to a ·gross error in magnitude, com-. 

pared to the experimental ·data, 

Aµ - = µ 2 I 

87Tcrpv · 
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59 The theory of ,,Rodriguez · indicates a negligi'ble contribut:f..on due· to. 

conductivity .and otherwise agrees with the longitudinal prediction •. 

Thi,.s is at .least one.order of magnitude below the experime-ntal re~ults. 

:i:,ater in t}\is section it.will ,be shown that dislocations can contribute 

to the elastic .changes under consideration. This-difference between 

theory and. expei:ime~t is attributed to dislocations •. 

The fractional change.in loss factor for the ·torsional mode also 

retains a. dependence on. the square of the magnetic field (Figure -13) • · 

These values are appro~imately one order of magnitude higher than the 

longitudinal changes; but the torsional values seem to scale with fre-

quency~ which was n,ot noted by the longitudinal theory. Assuming a form 

for the fractional changes, 

An 
- = 

i1 

then the D for each material may be compared (Table VI). Since there is 

no existing theory for the loss.factor of the torsional mode, the _em-

pirical constant·above cannot be computed theoretic~lly for comparison. 

The similar behavior of the torsional and longitudinal data indicat~s ·an 

analogous calculation to the ·longitudinal is needed for the torsional 

and is left to the theoriticians. 

Only the polycrystalline data haa been presented here for compari..;. 

son to alle~iate the.problems connected with single crystal anisotropy •. 

One,interesting anisotropic behavior did occur in-single crystals of Nb 

0 0 0 in-the normal state at 300 K, 77 K9 and 4 K. The orientation dependence 

of the magnetic field on the fractional changes in .. elasticij:y over a 

3 KOe field increment was studied for single crystals oriented with the 
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major slip direction [111] along the long axis of the cylinder and 

parallel to the propagation direction. The anisotropy occut:'red in.the 

shape of two major lobes for each mode of propagation (Figure 14). 

Material 

Ta 

v 

Nb 

Al 

TABLE VI 

LOSS FACTOR COEFFICIENT FOR TORSIONAL B2 TERM 

1.25 

2.93 

3.50 

16.l 

f (kHz) 

26.3 

28.0 

29.1 

33.3 

Several possible explanations were investigated. The torsional mode 

electrode drive system causing the anistropic behavior was the original 

assumption, but this was proven.incorrect, since only the (111) oriented 

samples demonstrated this property, and the orientation of the tors:f.onal 

notches was in no way related to the position of the· lobes from one. 

sample to the other. It was also noted that the longitudinal anisotropy 

was detected prior to the notching of the sample for th.e torsional mode 

excitation. The anisotropic behavior in the sample of low purity 

(RRR = 55) was removed by deforming the surface of the specimen; while 

the longitudinal anisotropic behavior remained (Figure 15). This sug~ 

gest that the torsional mode senses surface effects dominantly, since 

the torque is greatest there and the damage was. most .severe in. that· 

region, The longitudinal mode sensed all of the cross-sectional area 

and sensed the anisotropy even after surface damage was inc.urred~ 
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The crystalographic orientation of the lobes for each mode'suggest 

a connection of the anisotropy with dislocations. The torsional lobes 

were observed with the magnetic field oriented along the [112] direction, 

while the longitudinal lobes defined the [110] direction. Dislocation , 

148 theory predicts a static ,elastic field deformation due to the presence 

of a dislocation line that is proportional to sine, where e is the angle 

measured from the dislocation direction. The interaction of t~is defor-

mation field with the magnetic field is not clear, but appears to be in 

some way related. The primary slip plane is a wavy (110) for b.c.c. 

48 metals, i.e., a (110) jogging to a parallel (110) repeatedly. This 

sometimes leads to other minor slip planes as defined by the job direc-

tions. The stresses related to the predicted deformation field imply a 

longitudinal stress proportional to sin e and a torsional stress propor-

tional to cos e • 0 Since the observed lobes were 90 out of phase with 

the longitudinal lob~s alligned along a [110] direction, the connection 

between the lobes and dislocations, is possible, 

An annoying feature is that the [110] directions are three fold in 

the (111) plane and only one set of lobes was observed along a [110] 

direction. This suggest that all dislocations in this sample were 

oriented along one preferred [110] direction when the specimen was 

grown. ,While this could be possible, it is not highly probable for the 

two specimens prepared at different locations by different people,using 

different equipment, Another possibility is that once a dislocation is 

formed that the associated deformation field allows only parallel dislo-

cations to form. These parallel dislocations are then pinned by inter-

connecting jogs. 

A further implication that dislocations maybe responsible for the 
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anisotropy is found by looking at the .minimum value the longitudinal 

lobes reach. This value is the·theoretical value of the longitudinal 

mode as described previously. All other values in directions sensing 

the deformation field are greater due to the presence of dislocations. 

This is also substantiated by the superconducting data showing a fluctu-. 

ation effect due to the presence of dislocation~ in these.same sam-

1 . 166 
p es. 

Superconducting State. 

The superconducting work has been in part already reported for the 

81 longitudinal mode, and a theory given to relate the fractional change 

in elasticity to the normal volume fraction in the mixed state. The use 

of the elastic parameters to study the superconducting state ·was sub-

stantiated by comparison with the magn~ti,zation changes in the supercon-

ducting state. The magnetization for Type II materials exhibits a change 

in slope at HCl' as does the elastic modulus, The loss factor shows no 

change at this critical field. At HC 2 the magnetization reaches the 

norm.al state magnetization by a nearly asymptotic approach, while the 

modulus again shows a sharp change in slope. The attenuation in high 

purity samples also shows a sharp change in slope at HC2 ' but shows 

little chang~ in lower purity materials. The magnetic susceptibility is 

closely related to the fractional change in modulus throughout the super-

conducting state. The susceptibility is .minus one, or diamagneti-c, in 

the superconducting stateand changes proportional to the vol\imeof 

material that returns to the normal state, ending at the normal state 

value at Hcz• The normal state value for Nb is slightly positive, or 

169 76 paramagnetic. Kramer and Bauer have shown that the fractional 
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change in modulus curve is analogous to the magnetization curve-as a_ 

justification for elastic measurements to be used in superconductivity 

studies. A typical magnetization measurement is shown in Figure 16. 

The bette:r:: known Type I materials.· have been, found to exhibit a lin

ear dependence in modulus throughout the intermediate state~ 81 Due-to 

the demagnetization factor of 1/2, the intermediate-state is qbserved 

in this investigation from HC/2 to He. This is in agreement with the 

laminae model of flux penetration _,in Type I superc,onducFors and· a. linear 

normal volume change-between the two end states (Figure 17). The sharp 

changes in slope are easily recognized as the .critical fields in-the 

modulus data. The attenuation data showed no significant behavior, 

since these samples were not of high purity. 

To advance the understanding of the behavior of Type II supercon~ 

ductors.was the purpose of this study, and Nb was the principle material 

investigated. A study of the fractional changes in-the elastic para• 

0 meters as a function of temperature below 4 K exhibited an internal 

friction peak in the loss factor around 3.1°K in agreement with a similar 

76 peak reported by Kramer and Bauer (Figure 18). The modulus shows a 

ripple in.this region, also, which is cq.aracteristic of internal friction 

peaks. The -modulus generally follows a._ decreasing slope with decre~sing 

temperature in the.superconducting s~ate in.agreement with the thermo-

dynamic reasoning that the total change in stiffness across the super-

conducting state should increase with decreasing temperature below the 

critical temperature. 5 The normal state stiffness.increases with de-

creasing temperature a~d approaches zero temperature with zero slope, 

The-stiffness data for all Type II samples is presented in Figure 

19, showing the-. general features compared between. samples. The modulus 
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remains constant in the superconducting state up to HC1/2 at which point 

magnetic flux penetrates the sample,· A rapid rise in modulus is noted 

in the intermediate state, which joins with a gentler rise in.the mixed 

state. The data is not linear, as in the Type.I data, but does reflect 

81 a dependence on the normal volume fraction~ A return to a nearly con-

stant modulus ;Ls characteristic of the longitudinal modulus at HC2 , The 

magnetic field dependence of the stiffness at HC2 is so small .for this 

mode that no correction is made for it. An important feature of this 

data is the,residual stiffness after cycling the field above HC2 and 

back to zero field. The residual stiffness indicates the amount of 

trapped flux and, therefore, gives an indication of the number of flux 

pinning points in that sample. As the external field decreases and the 

81 vortex separation increases, the repulsion between vortices can.become 

less than the attractive pinning forces of imperfections, thus trapping 

the remaining vortices, The higher residual stiffness of the polycrys-

talline sample indicates that dislocation and grain boundaries are more 

effective in trapping vortices than·are impurities, The residual stiff~ 

ness increases as the temperature is decreased and infers that the num-

ber of pinning points increases inversely with temperature, The· vortex 

separation and density can be calculated for the observed residual stiff-

ness state and used to give an indication of the dislocation density. 

Table VII summarizes the important features of this data for each sample. 

It seems unusual that the high purity Nb (100) #5 sample exhibited 

such a small total change in modulus. This small change in. stiffness 

also found at a lower 0 indicated that was temperature (1.8 K) and it was 

not associated solely with temperature. Deformation (5%) of the sample 

did not change the.low value appreciably. It was noted that ·the f rac-
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TABLE VII 

FEATURES OF LONGITUDINAL MODE OF TYPE II MATERIALS 

Sample HCl/2 HC2 (6Y/Y)TOT (6Y/Y)RES Residual RRR 
0 (T = 4. 2 K) (KOe) (KOe) (ppm) (ppm) Percentage 

Nb (100) fFl 0.650 3.20 65. 7.0 11. 30. 

Nb (110) 112 o. 700 2.90 191. 17. 9. 86. 

Nb (111) 114 0.720 3.00 203. 18. 9. 55. 

Nb (100) f!S 0.800 2.65 26. 8.4 32. 2500. 

Nb (111) 116 0.850 2.70 215. 60. 28. 2500. 

Nb (poly) Ill 1.01 3.40 175. 58. 33. 47. 

V (poly) Ill 0.180 1.20 20. 3.4 17. 17. 



65 

tional change in.loss factor·decreased just above HC2 ' which was also 

as unusual feature in this sepcimen (Figure 20). 'Since both the small 

stiffness change and a decreasing loss factor above HC2 are unusual for 

this specimen, they may be caused by the same mechanism. If an internal 

friction peak oc~urred for this sample in this temperature range which 

can be activated by a magnetic field, then>the decrease in· field depend.:.. 

ence of the loss factor could indicate resonant absorption, which is 

also limiting the stiffness change. 

Apart from this unusual occurrence in the total change in.modulus 

of the Nb (100) #5 sample, a dependence of the total change in modulus 

for the Nb set.of samples was.sought. Upon c.omparison of all.the associ-

ated parameters, a relation was found between the electrical.conductiv-

ity, or electronic mean free path, and the total change in modulus 

(Figure 21). It appears that the.total change in modulus approaches a 

limiting value at high conductivities and is approximately linear for 

low conductivities. Since it is known that the superconducting coher-

176 ence length follows. 

1 . 
~ (R,) = 

1 

~o 
+ 1 

.Q, 
e 

an interpretation relating the superconducting change to the electronic 

mean free path seems plausible. An analysis of the above.equation shows 

that for high conductivities or long .Q, , the coherence length is changed 
e 

in little or no way by a small change in .Q, • At low conductivities where 
e 

.Q, < ~ , the coherence length is dominated by the conductivity and would e o 

follow approximately linearly with it. This low conductivity feature 

was reported earlier when only the low conductivity samples were.under 
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study. This.might be interpreted that the vortex interactions of the 

superconducting state.cease to be controlled by impurity sights as R, 
e 

approaches ~ , and that the vortex self-interactions begin to control 
0 
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the modulus change •. It ·should be noted that Nb was.particularly sensi

tive to this situation, since A= ~. 177 Thus, in extreme Type II mater-

ials (A > ~), the changes should be limited to smaller values than for 

Nb as the vortex self-interactions limit the modulus change. Since 

A < ~ defines a Type I material and this interpretation is limited to 

the Type II materials, A = ~ is a limiting case in this interpretation. 

The fractional change in loss factor was generally not an accurate 

enough measurement to observe any changes in the superconducting state. 

This seemed to be a functiqn of purity principally. The loss factor 

-7 itself could be very low (10 nepers/radian) and no changes observed, 

or it coµld be relatively high and large change$ seen (Figure 22). Im-

purities limit the electronic mean free path and seem to obscure the 

electronic transition from the superconducting state to the normal state 

(RRR = 80), even.though the characteristic decay time for 60 dB of volt-

age is several minutes.. Thus, the lattice background attenuation is 

very low •. The high purity samples (RRR = 2500) show a large electronic 

transition, but the electronic attenuation in the normal state is very 

high and obscures any lattice attenuation features. The combination of 

both types of crystals leads to much more information about the total 

attem,iation. 

The torsional mode measurements have in general agreed with many of 

the ideas that _were presented for the longitudinal mode~. The Type I 

transition is linear for this mode also, as seen in Figure 23, and 

demonstrates the same general features at the critical field points and 



69 

s:: 
0 

"rl 

""' •r-4 
UI 
s:: 
"' t: 
CJ 

or-4 s:: 

u 8 
""' 0 CJ .. QI - r-1 

::c i::a::i 

Q) 

N ~ 

•· 
N 
c-.1 

·ci> 
~ 
~ 
r:<.I 



0 
0 ,.,, 

0 
0 
N 

0 
Q 

0 . 
N 

It) 
• 

0 . -

It) 

d 

-Cl) 

0 
..¥ -:c 

70 

$:l 
0 

-M 
+J 
-M 
(/) 
$:l 
ti! 
1-1 

E-1 

(/) 

:::l 
.-I 
:::l 
'd 

:S 
.-! 
.al 
$:l 
0 

•rl 
(/) 

1-1 
0 

E-1 

H 

Q) 
p. 

~ 
. 

("I') 
N 

cil 
1-1 
:::l 
00 

·rl 
µ:. 



71 

in residual modulus. The behayior above HC2 is more.strongly field de

pendent and necessitates a correction for the additional normal modulus 

at HC 2' This correction is accomplished by fitting the,upper field data 

above HC2 to the predicted squarred dependence on ,.field by a least 

squares method and then extrapolating the normal state curve back to 

zero field. This extrapolated value of modulus change represents the 

value d-ue only to the superconducting transition. The-additional stiff-

ness due to the normal volume fraction is given by 

µ .. µ (o) 

since the laminae of Type I materials are normal and at local fields of 

RC. Since the normal volumeis a linear function of field in the in

termediate state, the additional stiffness will add a linear function 

to a linear function and yield again a linear function as was observed 

experimentally. A is an adj us table parameter, 

The Type II (Figure 24) materials exhibited a non-linear field de-

pendence of modulus in the mixed state, but apparently not the same 

field dependence as the longitudinal mode. The strong field dependence 

above HC2 affected the modulus changes throughout.the mixed state since 

the vortex core was always at Hd2 and had to be corrected to obtain the 

total change in modulus due.to the superconducting transition alone, 

The normal state dependence above HC2 was extra11olated back, to zero 

field to give the correct total change for the superconducting transi-

tion, Also, the normal volume fraction dependence throughout .. the iq-

termediate state could be determined from the longitudinal data and used 

to give the additional stiffness of the normal core of vortices in the 

intermediate region. 
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µ .. µ (o) 

for this region, similar to the Type I materials but·at HC2• The modu

lus of the vortex is a constant, and the total change is affecte4 by the 

volume of vortices only. Thus, this contribut:ion is dependent on the 

normal volume fraction, and the total change ·of the shear modulus is de- . 

pendent on the.normal volume.fraction in a way similar to the longitudi-

nal mode. This can be seen by a comparison of the curvature of the data 

for both modes for samples where.the high field data'is a small contri-

bution to the total change.• The curvature.of these graphs follows.the 

same dependence throughout the mixed state, c.f ., Nb poly Ill. Theim-

port,ant details of these plots are included in.Table VIII. 

TABLE VIII 

FEATURES OF TORSIONAL MODE OF TYPE II MATERIALS 

Sample HCl/2 HC2 (tiµ/µ) TOT (tiµ/µ)RES Residual RRR 
0 (T - 4. 2 K) (KOe) (KOe (ppm) (ppm) Percentage. 

Nb (100) Ill 0.750 3.40 193. 45. 23. 30. 

Nb (111) 114 . o. 720 3.10 211. 32. 15. 55. 

Nb (100) 115 0.850 2.65 234. 75. 32. 2500. 

Nb (111) 116 0.850 2.65 130. 31. 24. 2500. 

Nb (poly) 111 0.700 3.35 152. 14 ,· 9.2 47 

V (poly) Ill 0.180 1,20 70. 30. 4.3 17 

Notice that Nb (110) 112 sample is omitted from the torsional mode.data, 

since the [110] direction does not have degenerate transverse modes, 
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and therefore does not support a simple torsional mode like the [100] 

and the [111] samples. The torsional residual stiffness increases with 

decreasing temperature as it did for the longitudinal mode, but it was 

found to be less in magnitude for polycrystalline samples than for the 

single crystal samples. This suggests that the torsional pinning points 

are not dependent on.dislocation density in.the same way as for the 

longitudinal mode. The total change in modulus did not follow a con-

ductivity dependence as was found for the longitudinal mode, 

2 A comparison of the number of vortices (N~ ) in the mixed state 
0 

as a function of reduced magnetic field is given in Figure 25 for a high 

purity and low purity sample and for the longitudinal and torsional 

modes. The curves for the low purity sample are very similar to the 

original calculation81 on the 112 sample, as shown in Appendix B (Figure 

40). The reduced field parameter defines only the mixed state magnetic 

field range, since it is zero at HC1/2 and one at HC2 • The purity of 

the t:wo less pure samples is approximately the same, but the RRR of the 

116 sample.· is two orders of magnitude higher. The peak in the number of 

vortices occurs at a higher reduced field value in the high purity case 

than in the lower purity case. The departure from the dashed line, 

which represents a non-expanding vortex, is more rapid for the high 

purity sample than for the low purity sample This means that the in-

teraction of ·the vortices is greater at lower fields for the longer mean 

free path case. For a mean free path much greater than the coherence 

length the vortices sense each other, or interact, at ·low fields to re-

duce·. the otherwise equilibrium number of vortices and· yet maintain a 

constant energy density. (This interaction of vortices in high purity 

samples was also suggested in the interpretation of the total longitudi-
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nal modulus. change depending on conductivity (Figure 21).) The. vortex 

interaction shifts the maximum of the number of vortic~s to a higher 

field value. It should also be noted that the longitudinal and tor-

sional modes are very similar in each case. The longitudinal data peaks 

at a reduced field slightly below the torsional data, and a small dif-

ference is seen between these modes in the centeral range of the figure~ 

This small difference is not sufficient to suggest a different inter-

action caused by the two modes. 

The unusual behavior of the loss factor for the·(lll) samples 

proved. intriguing. In Figure 26 the change in. loss .factor exhibits a 

large jump above HC2 which has been connected with a magnetic fluctua

tion effect via the change in electronic viscosity on dislocation mo-

166 tion. The loss.factor can be written as three separate components: 

(1) the lattice component nL' (2) the electronic component nE' and (3) 

the dislocation component n0 , 

The lattice part is subtracted out in the fractional change and.the 

electronic transition occurs at fields H .::_ HC2• The dislocation part 

is left at and above HC2 and may be affected by transient; supel'.'conduct

ing pairs slightly above HC2• The fractional change in modulus does 

not exhibit this effect due to its sensitivity only to the. harmonic 

part of the elasticity and lack of sensitivity for dissipative processes. 

The modulus data can then be used to determine HC2 accurately and 

simultaneously for the attenuation ,data. The modulus data did show an, 

anisotropic behavior in the normal stGte which was associated with dis-

locations and does exhibit an anisotropic field dependent behavior in 
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the strength of interaction above HCZ' i.e., the slope above HC2 varies 

with orientation. Another indication that dislocations may be responsi-

ble.for this unusual behavior is the observed amplitude dependence of 

153 the loss factor (Figm;e 27). Tittmann and Bommel have shown that 

the superconducting transition can be quenched by·dislocation motion at 

high str,ain amplitudes. This coupled with the internal friction peak 

0 
observation around 3 ·. K make dislocations a plausible mechanism to explain. 

this odd effect. The combination .of low frequency excitation propagating 

in the major slip direction for Nb and the impurities obscuring the 

electronic transition have made this observation sufficiently large that 

it cannot be overlooked. A high purity saf'1ple was tested for this ef

fect as originally received, after quenching from l000°c to room temper-

ature in a few minutes, and after compresional deformations of 0.3% and 

1.8% (Figure 28). The enhanced effect as a function of deformation 

strongly supports the dislocation explanation. Since the longitudinal 

mode also showed an anisotropic dependence in the normal state, this 

mode was checked after deformation of 1.8% and also exhibited a jump 

above HC2 (Figure 29). The lower purity sample inthe longitudinal mode 

was not able to be measured due to the increased impurity attenuation 

at the higher fundamental frequency. 

Resistivity 

The resistivity data was taken as a means of relating these samples 

with other worker's samples. It was necessary to use a four-probe ap-

paratus with electrostatic shielding to measure the low resistivity of 

the high purity samples. A typical plot of resistivity versus magnetic 

0 field at 4.2 K is given in Figure 30. In the superconducting state the 
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resistivity is zero up to the upper critical field u02 • The gradual 

return, of the resistivity .to the normal state is caused by surface 

superconductivity which is not entirely quenched until HC3 = l.7HC2• 

The high field data (H > 5 kOe) is then extrapolated back to zero field 

ta obtain the residual resistivity that would be present, if the super-

conducting state did not interfer. The slope of the high field data 

gives the magnetoresistance of the material. The high purity samples 

have a very.low impurity resistivity and exhibit the magnetoresil;tance 

more clearly (Figure 3],.), The temperature dependence of the resistivity 

of a high and a low purity specime~ is compared to show the effect of 

dissolved gases, which are believed to be the major impurity (Figure 32). 

Table IX gives the important parameters associated with the re-

TABLE IX 

COMPARISON OF RESISTIVITY DATA 

p(300) p (77) p (4. 2) R. (4.2) Mafneto..;. 
qLR. Sample RRR Res stance e 

(µQcm) (µQcm) (µ Q cm) (10-5 cm) (10'"'5 µOcm/Oe) (10-5) 

Nb (100) Ill 19.4 3.59 o. 640 1.58 30 . 1.15 

Nb (110) 112 15.0 2.58 0.173 5.83 86 4.52 

Nb (111) 114 18.8 1.93 0.341 2.98 55 2.00 

'Nb (100) 115 17.1 2.82 0.0068 163. 2500 7~2 119. 

Nb (111) 116 18.5 3.00 0.0075· 136. 2500 9.5 100. 

Nb (poly) Ill 15.7 2.78 {). 335 3.05 47 2~37 

v (p0ly) Ill 22.5 3.76 1.33 .619 17 .384 

Ta (poly) Ill 14.7 3.24 0.751 1.41 20 1.09 
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sistivity data. The electronic mean free path c~lculation is performed 

to calculate qR! the product of the wave vector and the mean free path. 

For samples with qi ·;.::: 1 the electronic. attenuation is proportional to 

the square of the frequency, while for qR. > 1 it is.proportional to the 

frequency to the first power. It is a way of comparing data between 

two samples, just as the residual resistance ratiG> is directlf propor

tional to the purity of the sample and allows comparison.between samples. 

The high purity samples may be tested in the limit q. > 1 by using high 
R, 

frequency acoustic excitation ( ~ 1 GHz). 

Alloys 

The alloy samples prepared in this laboratory proved to be insuf-

ficient for elastic measurements due to the increased attenuation as a 

function of impurity. This lowered the Q of tb,e samples so that the 

accuracy of the measurement was reduced below an exceptable limit. It· 

had been hdped that the alloys would provide a way to change the Landau-

Ginzburg parameter, K, and allow a study of the mixed state in one basic 

metal as a function of K. The loss in Q could be attributed to the 

crude method of preparation allowing dissolved gases to cause problems 

similar to those found in.Nb. The use of starting material (Pb) from 

two separate sources may have also caused some inconsistencies. The· 

0 
purity of the Pb-Sn alloys maybe inferred from the 4, 2 K resistivity 

data (Figure 33). The change in sound velocity of different alloys fol-

lows a similar curve to the resistivity, or purity (Figure 34). Only 

the pure Pb sample yielded a ~uf f iciently high Q to_ make an accurate 

elastic measurement in the superconducting state• The Pb followed the 

linear dependence predicted for the intermediate state81 and agreed with 
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the previously.published critical field64 (Figure 35). The Q of the. 

Sn!n alloy system was too low to allow sufficient accuracy in all cases. 

However, it was found that the impurities did not seem to affect the 

normal state dependence on the square of the magnetic field for those 

percentages of alloy tested. Sn was used as an impurity in Pb at 0%, 

~%, 1%, 1~%, and 2% levels, while In was used in.Sn at 0%, 2%, 16%, and 

50% levels. 2% was the limit 0£ solubility of Sn in Pb, but In and Sn, 

may be mixed at any percentage. 
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CHAPTER V 

CONCLUSIONS 

Normal State Behavior 

The low frequency acoustic interaction with a ·magnetic·field in 

60 metals has· been develop.ec:l theoretic~lly and found to be ·in. very good 

agreement with. the experiment results for the longitudi~al mode. The 

torsional mode.lacks a theoretical explanation; since the propose4 

theories yield results two orders of magnitude too small compared to the 

experimental data.for the modulus and.one order of magnitude too small 

for the loss factor. The smabl differences between sample~ may or may 

not be introduced by a scaling factor. 

An unusua.t·effect .was found in the normal state.anisotropic elas-

ticity of both the longitudinal and torsional modes. The eff~ct. of 

lobes along primary slip planes for the (lll) oriented crystals seems 

to indicate that·dislocations are the.primary mechanism responsible for 

the anisotropy. Since only the crystals oriented with the major slip 

direction parallel to the propagation vector exhibited ·the ef.fect and 

since the effect was removed. from .. the torsional mode. by severe · .. deforma-. 

tion, dislocations. are again ·a plausible -cause. This data in conjunction 

with the superconducting state data further supports. the hypothesis. 

Superconducting State Behavior 

The lol!t frequency acoustic interaction in the superconduc,ting state, 

01 
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166 was most inte.resting in the observed magnetic fl1,1ctuations above H~2 • 

The-normal state and superconducting state data compliments each other· 

on the hypothesis tha~ dislocations are responsible for the effect. The 

lower purity sample had less electronic transitioµ obs.erved in the loss 

factor and defined the flu.ctuation effect more clearly. A.plot of the 

difference (a) between the observed.field dependence and the theoretical 

normal.state dependence (for Figure 25) in the critical field region. 

shows an initial expone-q.tia1 drop, characteristic.of fluctuation phe:-

nomenon (Figure. 36). · If the data is fit to 

-ah • Ae 

where h = (H - H. 2)/R. 2 , a is found to be approximately 10. The normal 
C · C, 

stat~ is reached when a returns to zero. The slight over.shoot of a 

being positive is interpreted as possible resonant absorption as the 

electronic viscosity increases and the lifetimes of transient Cooper 

pairs match the period of the oscillating dislocation line. The effect. 

of dislocation density of ·the fluctuation.phenomenon is.a subtle .hint· 

that.~islocations.are responsible for the effect. Also, the evidence 

that, .only the dissipative part· of the complex elasticity. reflects the 

effect is consistent with, the electronic viscosity being proposed as the 

coupling mechanism between the fluctuations and the moving dislocations. 

The.real part of ·the elasticity was used, to show the dependence of 

the elasticity on the normal volume fraction of mate~ial .in the mixed 

state. While. the longitudinal mode data was in general.more easily re-

81 lated to the normal volume fraction, the torsional mode data was fit 

by the same calculation, since the fractional change in modulus was 

normalized by the total change in modulus. The increased elasticity in 
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the mixed state due to the normal volume of material :in the vortex was 

taken into account by this normalization. The dependence of the total 

change in Young's modulus across the superconducting state is specula~. 

tively related to the electronic mean free path limiting the vortex in-

teraction in Nb when i is greater than the spacing between vortices. e 

Suggestions for Further Work 

There are many possible uses of this apparatus and the procedures 

for making elastic measurements described in this work. Several con-

tinuations of the work on superconductors could be performed, such as 

the study of a series of samples of vanadium or other Type II material 

to relate and compare with Nb. The effect of different values of K 

could be seen, as was attempted in the alloy work. If an alloy of suf-

ficiently high Q could be found, it could yield a very interesting set 

of data as function of K. It should be pointed out that this bulk 

property, or lattice type measurement in conjunction with a high fre-

quency (~l GHz), or electronic type measurement gives much more infor-

mation than either one could independently. 

A study of controlled radiation damage, or deformation damage by 

other means, in various types of crystals oriented to exhibit the dis-

location effect would be most challenging. These internal friction 

measurements could be studied in many different connections: critical 

points, phase changes, etc. The extent of this method of studying dis-

location motion should be vast and add much knowledge to this field. In 

connection to this type of measurement, a flexual mode could be generated 

in cylindrical rods by cutting a small flat area on the side of the 

sample at its end and used with a capacitive drive as the excitation 
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coupler. 

Another phase transition that may be of interest to study by this 

internal friction method would be the magnetic .saturation of f erromag~ 

netic materials. A trial run for. a Ni rod of low puri·ty was made for a 

longitudinal mode and is presented in Figure 37. The internal.friction 

associated with domain motion in ferromagnetic materials would be a sub

ject of investigation. 

Perhaps the most striking possibility of this apparatus would be 

the investigation of the elastic properties of semiconductors. A full · 

range of elastic data in various doped semiconductors could be easily 

attained. Since this system of measurement has been produced, it seems 

that a wide variety of uses for it have developed. 
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APPENDIX A 

COMPUTER PROGRAMS 

Several computer programs were used during the course of this work 

that need explanation, if further use of them is desired. A program 

developed for calibration of a thermocouple using three fixed points as 

0 . 79-calibration points and accurate to 0.5 K is explained elsewhere.. A 

program for a least-squares-fit to a quadratic function, one for giving 

a first order calculation of the interaction between vortices in a 

superconductor, and another for reducing the actual data. to a form com-. 

patible with the above calculations were written, also. 

The least":"squares-fit·program (Table X) gives the best fit·to a 

curve of the form, 

2 
y•.AH +b, 

where A and b are the constants to be determined along with the mean 

square deviation• The input data must be of the following form: . (1) 

the first card supplies the date.in three columns of three (month, day, 

year) and (2) the next six cards supply the data in two columns.of ten 

(variabie; magnetic field).· As many data.sets of seven cards may be 
\ 

read as desired at once. A brief review of the least squares fit ap-

proach is given below. If the data is assumed to fit a curve of the 

above form, y is the theoretically predicted value as a function pf H, 

2 and the actual data value is Y. The mean square deviation .. a is defined 



TABLE X 

LEAST-SQUARES-FIT PROGRAM 

$JOB 10220,439-62-0806,TJMf•lO G W GOODRICH 
·C G. W. GOODRICH LEAST-SQUARES-FIT 

WRITEC6,l01 
10 FORHATC1Hl,60H 

l SAMPLE,/ //I 
A 

DIMENSION DNC6t, FHC6t, OELC61 
11 READC5,12eEND • 901 LX,LY,LZ 
12 FORMATC3131 
20 DO 40 l•lt6 

READC5,301 DNCll, FHllt 
30 FORMATC2Fl0.0) 
40 CONTINUE 

SN•0.000 
SHSQ•0.000 
SHF0•0.000 
SNHSao.ooo 
DO 50 Jsl,6 
SN.:ONCll + SN 
SHSQ• IFHC111••2 • SHSQ 
SHFO-IFHl111••4 + SHFO 

:50 SNHS•CONllll•CCFHClll••21 + SNHS 

B 

2-26-70 

MSQD 

A•CC6.00l•CSNHSI - CSNl•CSHSQll/IC6.00l•CSHFOI - CSHSQl••21 
BallSHFOl•CSNI - CSHSQl•CSNHSIJ/CC6.00l•CSHFOI - CSHSQl**21 
DO 60 l•l,6 

60 OELCJl•A•CFHC11•*21 + B 
RMS QD•O .OOO 
DO 70 1 •l ,6 

70 RMSQD 2 CCDELCll - ONClll**21/C6.00I • RMSQD 
WRtTEC6e801 A, 8, RMSQO, LX, LY, LZ 

8 0 FOR MA Tl 1 x ' l p 3E 15 • 3 ' I I ' 12 ' I - I ' 12 ' I -· ' 12 ' // I · 
GO TO 11 

90 STOP 
END 

SENTRY 
9 6 70 

28.0 
28.8 
29.5 
30. 3 
31.5 
32.7 

SIBSYS 

5.oo 
6.0() 
1.00 
8.oo 
9.00 
10.00 
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n 
2 E 2 

a cr = i~l (yi - Yi) /n , where n is the number of data points under 

consideration, 2 Thus, minimization of cr with respect to A and b yields 

and 

and 

Solving for A and b yields the least-square-fit parameters, 

A ,. 

and 

b = (EH 4 EY - EH 2 EY H 2)/( EH 4 - (EH 2)2] i i i i i n i i 

The vortex interactions program (Table XI) was used to calculate 

81 some involved interactions as predicted by Goodrich and Lange. Type I 

superconductors exhibit a linear dependence in the elasticity on the 

normal volume fraction through out the intermediate state, The calcula-

tions below showed that Type. II materh.ls depend on the normal .volume 

fraction also, but do not exhibit a linear dependence in the elasticity, 

The fractional change in elastic mod.ulus can be expressed in terms of 

the density of vortices (N) and total area of the vortex core (a ) as c 

- •· y 



TABLE XI· 

VORTEX INTERACTIONS PROGRAM 

$JOB 
c· 

10220,439-62-0806,TIME•iO 
G W GOODRICH VORTEX INTERACTIONS 

G W GOODRICH 
06-06-69 

50 READC5,681X 1D1DELTA 
68 FORMATC3Fl0.0J 

WRITEC6,63J 
63 FORMATClHl175H 

1 Y RATIO 
N•l · 
L•l 

69 S• EXPC2.00/XJ 
T• EXPC-2.oo•D/XI 

INCREMENT 
N/AREA, II 

SEPARATION 

V• ALOGC2.oo•x1cc1.oo•o-1.001c1.oo•Dll•CS/CS-TJJll 
R• 2.000•2.oo•o+v 
Z• cc2.000+2.00•01••2111R••21 
AN• leOOICR••21 

74 IFCN-50177,77,66 
11 IFCL-10171,71,72 
71 WRITEC6,701D,Y,R,Z,AN 
70 FORMATC1X,4Fl5.3,Fl5.41 

l.• LH 
!\'- N+l 
D• D+DELTA 
GO TO 75 

72 WRITE(6,731DrYtRtZtAN 
73 FORMATC1x,1,1x,4Fl5.3,Fl5.41 
, N- N+l . 

L• 2 
D• D•DELTA 

75 IFCY 176, 76,69 
66 N• 0 

WR ITE C 6 , 6 71 
67 FORMATC1Hl,75H 

1 V RATIO 
GO TO 72 

76 STOP 
END 

SENTRY 
0.12 
o. 88 
1.00 
5.000 
io.oo 

$18SVS 

0.01 
0.01 
0.01 
0.1 
0.1 

INCREMENT 
N/AREA,/I 

0.01 
0.01 
0.01 
0 .1 
0.1 

SEPARATION 

RADIUS 

.RADIUS 
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81 
A model of the vortex incorporates a normal core of diameter 

twice the coherence length (2~ ) and a magnetic field H 2 • ~/4~ , where 
0 c 0 

~ is the quantum of flux. The magnetic field decreases exponentially 

into the superconducting region over a penetration depth (A) according 

-4/A to London to a value H, determined by the external field, H(r) • H02e • 

At Hcl the vortices are isolated and non-interacting, but·as His in

creased greater Hcl the cores approach each other and the magnetic field 

overlap of nearest neighbors increases, resulting in an expanded vortex 

2 to maintain a~ energy density of He /8~. The field in the core must re-

main at Hc2 to remain normal and the flux in the core becomes 

H ~2 
c2 

where ~ is the expanded radius of the core. 

f H(r)da , 
c 

To simplify the calculation and retain the essential features of 

the interaction, a model of the vortex is assumed with a square cross-

section of side 2~. Evaluating the integral and solving the resulting 

transcendental equation leads to 

where K is the Landau-Ginsburg parameter, ~~· is the fractional change 

in size of the vortex, and d is the separation between neighboring 

vortex boundaries. 

The program solves this transcendental equation for various K as a 

function of d, It also computes the change in normalized size of the 

vortex as a function of a reduced magnetic field between Hc1/2 and Hc2 ~ 



The density of vortices (number per unit area) is given by 

N = 1/((2~ )(Hti~') + d] 2 , 
0 

while the area of the core is given by 

a • 
C· 

4~ 2 (1 + AC) 2 
0 

thus, giving the fractional change in .madulus as 

AY - •· y [ AY, 4~ 2 (1 + AC ) 2 /[ (2~ ) (1 + ,A; I) + d] 2 
YJTOT o o· 
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This result is then applied to the observed field dependence of the 

elasticity to obtain the size (~) and the density (N) of the vortices as 

a function of magnetic field. Within the limit of the accuracy of the 

vortex model, the elasticity can be used to determine the size, separa-

tion, and density of vortices throughout the mixed state. 

The program requires an input ·.of K, d, and an increment of d in 

three columns of ten to do these calculations. It ·prints increment, d, 

;, (~Y/Y]/(AY/Y]TOT' and density. 

The data reduction program (Table XII) is used to reduce the ex-

perimental data to a form compatible with the theoretical calculations. 

above. Given the total change in ~ tif.fness , H 1 , and H 2 , the pro gr am c . c 

calculates for each stiffness and magnetic field point., 

(AY/Y]/(AY/Y]TOT 

and 

The input must be in the form of two card sets, the first set being one 



TABLE XII 

DATA REDUCTION PROGRAM 

SJOB 10220, 439-62-0806, T'IME• 10 G W GOODRICH 
C G W GOODRICH DATA REDUCTION 07-08-69 

J • 1 
50 READC5,68IYTOT,XHCltXHC2 
68 FORMATC3Fl0.0I 
62 N'" l 

Lsl 
WRITEC6,651 

65 FORMATC1Hl,20H Y RED H RED,/) 
GO TO 61 

60 IFCN-50.0163,63,62 
63 IFCL-10.0161,61,64 
64 Lsl 

WRITE I 6, 661 
66 FORMATClX,/I 
61 READC5,671YeXH 
67 FORMATl2F10.0I 

XHRED • CXH - XHCll/CXHC2 - XHCll 
YREO • Y/YTOT 
WRITEC6,69IYRED,XHRED 

69 FORMATC1X,2Fl0.31 
N • N + 1 
l ,. L + l 
IFCYRE0-1.00160,70,70 

70 IFCJ-8180,909 90 
80 J ,. J + 1 

GO TO 50 
90 STOP 

END 
SENTRY 

190.00 630. 3150. 
o.oo 630. 
lo 50 6800 
2. 50 700. 
6.50 750. 
12 .50 800. 
26.50 900. 
39.50 1000. 
61.00 1200. 
79.50 1400. 
97.00 1600. 
106.00 1720. 
119.50 1910. 
135.50 2100. 
148.00 2300. 
162000 2510. 
176.00 2700. 
181.50 2800. 
186. 00 2900. 
188.00 3000. 
189.00 3100. 
190.00 3150. 

SIBSYS 
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card giving in three columns of ten, [8Y/Y]TOT, Hc1/2, and H62 , and 

the second set giving the experimental points in two columns of ten; 

8Y/Y and H. The program on vortex interactions coupled with this one 

81 were used to generate the curves in Figures 38-40. 
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I.~ 2.0 

Figure. 38. Fractional Cha"Qge in Size of Vortex 
Versus Separation 

I. 

t 

(H-Hc,121111\1·~121 

Figure 39. Expansion o:!= Vortices.in Mixed State 

4 . 1.0 
(H· H0/2111Hc,, Hc,12) 

Figure 40. Number·of Vortices in Mixed State· 
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APPENDIX B 

TABLE XIII 

Symbols 

a • vortex core area 
c 

A = least~squares-fit parameter 

b = least-squares-fit ~arameter 

B = magnetic field 

c = speed of light in, a vacuum 

C = elastic constant 

d = separation .between vortices 

D = curve fit parameter 

e = electronic charge 

E = curve fit parameter 

f = frequency 

F = force 

g = dislocation line vector 

H = magnetic field intensity 

i = r-r 
I = mass per unit area 

J = current density 

K = Landau-Ginzburg parameter 

~ = electronic mean free path 

11 L.. 

L = longitudinal 

A = penetration depth 

A = Lame constant 

m = magnetization 

m = rest mass of the electron 
e 

M = modulus of elasticity 

n = least-squares-fit data 
count· 

N = density of vortices 

n = acoustic loss factor 

v = Poisson's ratio 

p = mass density 

P = pressure 

p = electrical resistivity 

q = wave vector 

Q = acoustic quality factor 

~ = coherence length 

R = resistance 

S = stiffness constant 

cr = electrical conductivity 
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TABLE XIII (Continued) 

E .. stress 

t = relaxation time 

T = transverse 

't' = strain 

T = critical temperature 
c 

µ = shear modulus 

v = velocity of sound 

vf = Fermi velocity 

v = volume 

w -. Burgess vector 

w .. angular frequency 

x = wavelength 

y = theoretical Young's modulus 

y = experimental Young's modulus 

z .. acoustic impedance 

* ::; complex quantity 
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