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PREFACE 

As early as 1963 the Committee on the Undergraduate Program 

in Mathematics recommended that a college curriculum for the pre-

graduate preparation of research mathematicians include, as a bare 

minimum, courses.in real analysis, complex analysis, abstract algebra, 

topology and probability; [3]. 1 While the committee admitted that at 

the time the report was written some of its goals were somewhat 

unrealistic, in the intervening years many undergraduate institutions 

have begun to implement a program along the lines suggested. The 

manner of implementation varies greatly with each school, and 

naturally, depends on its resources. 

The purpose of this thesis is to discuss a rather specialized 

p:roblem which requires for its solution a broad, but not very deep, 

understanding of all the branches of mathematics named in the report 

referred to above. As such it could serve to integrate material usually 

taught in different courses, and since some new results are also pre-

sented, it brings the more capable undergraduate to a point in mathe-

matics where active research is still going on. 
ie1 ie2 

If x1 = R 1 e and x2 = R 2 e are complex random 
i(e 1+e2 ) 

variables, their product x 1 x 2 = R 1 R 2 e where 

e 1 + e 2 = (9 1 + e 2 ) mod 2ir. Thus even in classical probability theory 

1 
Numbers in parentheses refer to the bibliography at the end of 

the thesis. 

iii 



one needs to consider operations other than the usual elementary ones 

of addition, multiplication and their inverses. This thesis is an attempt 

to illustrate how the concepts taught in the so-called 11abstract 11 courses 

shed new light on the more classical material. Thus this material can 

be used by the college instructor who is looking for applications in his 

abstract courses in order to help motivate his students. Such an 

instructor might consider this material useful in deciding which topics 

to emphasize in other courses and in finding examples which integrate 

material from algebra, topology and probability. He will thus be able 

to give one more example which illustrates how the more 11abstract 11 

chapters in mathematics become tools for the solution of 11 concrete 11 

problems, allow a unified treatment of many individual problems and 

yield new results in the classical theory. 

I would like to take this opportunity to thank the members of my 

committee, Professors Jewett, Kotlarski, Ahmad, and Higgins for 

their generous help and advice. Special thanks are due to Professor 

Ignacy I. Kotlarski for many hours of fruitful discussions, his patience 

as a teacher and for showing me how mathematical research is really 

done. Thanks are also due to my wife Virginia and to my children for 

putting up with two years !-·privations while I returned to being a student, 

and for living with me during all the ups and downs which are entailed 

in the pursuit of an advanced degree. And lastly I must thank my 

father and his wife for their support, both moral and otherwise, with­

out which this whole undertaking would have been impossible. 
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CHAPTER I 

INTRODUCTION 

We are interested in the following characterization problem: 

Problem: For n > 1, let x 1, ... , X be independent random vari-
- n 

ables and let f be a known measurable function from n-dimensional 

Euclidean space to a space of dimension less than or equal to n. If 

the distribution of Y ::::c f(X 1, •.• , Xn) is known, what can be said about 

the distributions of the Xk} s? 

Example 1. l Let X be a random variable. If X has the 

standard Cauchy distribution with probability density function 

l 
f(x) = 

'TT 

l 
xeR 

l +x2 

then for every real number c, the random variable Y defined by 

y = X+c 
I - cX 

( 1. 1) 

( 1. 2) 

is also distributed like X. Conversely, if for one real c not equal to 

the tangent of a rational multiple of 'TT, Y, given by ( 1. 2), is distri-

buted like X, then X has the standard Cauchy distribution with proba-

bility density function (1. 1). (Williams, [26] ). 

1 
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To simplify the wording in the next two examples we shall adopt 

the following notation: If x 1 and x2 are identically distributed ran­

dom variables, we write: x 1 .,_, x 2 . 

Example 1. 2 Let x 1 and x 2 be independent random variables 

and assume that X 1 ""' x 2 are normally distributed with probability 

density function 

f(x) - 1 

Let 

2 
x 

- 2cr2 
e x ER. ( 1. 3) 

( 1. 4) 

Then Y has the standard Cauchy distribution with probability density 

function (1. 1). The converse, however, is false. For let x 1 "' x2 

be independent, identically distributed random variables with proba-

bility density functions given by 

g(x) 1 
4 ' l+x 

x ER. ( 1. 5) 

Then if Y is defined by ( 1. 4), it also has the standard Cauchy distribu-

tion with probability density function (1. 1). (Mauldon, [20] ). 

Example 1. 3 Let x0 "'"' X l "' x2 be three independent, 

normally distributed random variables with probability density function 

(1. 3). Let 

( 1. 6) 



3 

Then the joint distribution of (Y 1, Y2 ) is the bivariate Cauchy distribu­

tion given by the density: 

l 
2'!T 

l 
2 2 3 /2 ' 

(l +yl +y2 ) 

( l. 7) 

Conversely, let x0 , x 1, x2 be independent random variables, sym­

metric about the origin and satisfying P(Xk = 0) = 0, (k = 0, 1, 2). If 

(Y 1, Y2 ) is defined by (1. 6) and if the joint distribution of (Y 1, Y2 ) is 

given by the probability density function (l. 7) then x0 "' X 1 "' x 2 and 

each is normally distributed with density (1. 3). (Kotlar ski, [14] ). 

A more thorough study of these and similar examples revealed 

that such characterizations can also be formulated for random variables 

with values in a locally compact Abelian group. Since the structure of 

such a group is simpler than that of the real line the basic difficulties 

inherent in such problems become more readily apparent and more 

amenable to solution. Furthermore, the insights gained studying the 

abstract case show that certain known properties of real random vari-

ables can easily be deduced from the more abstractly formulated 

characterization theorems while at the same time new results in the 

classical theory are obtained. The purpose of this thesis then is two-

fold: First, to give an expository account of group valued random 

variables and second, to present certain new results relating to the 

characterization of such random variables with applications to the 

classical theory. It is hoped that the expository part of the thesis will 

make all the material contained in it comprehensible to the well pre-

pared college senior and thus place within his grasp material hereto-

fore found only in journals or more advanced books. 
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Specifically, a well prepared college senior is one who has taken 

a one year course in probability with calculus as a prerequisite and the 

basic notions of measure theory as a tool. He has taken the standard 

course in linear algebra, has encountered most of those ideas of 

abstract algebra found for example in Herstein [8], Chapters II and IV, 

and those ideas of topology discussed, for instance, in Hocking and 

Young [9], Chapters I and II. 

It is the intention of the writer to prove only those theorems 

which are either new or the proofs of which are not readily available in 

the literature. In either case the proofs will be the author's. The 

expository part of this thesis will contain, therefore, mainly defini­

tions, examples and statements of the main results together with 

references to the literature where a more thorough discussion of these 

ideas can be found. We make no claim for completeness in this presen­

tation, on the contrary, our aim here is to penetrate as quickly as 

possible to the results needed for an understanding of the new material. 

Thus, for example, we will only discuss the Haar integral on Abelian 

groups, and thereby avoid all the complications inherent in the non­

Abelian case. Similarly we will assume that all our topological groups 

are second countable and Hausdorff; the reader meeting this material 

for the first time will be better able to use whatever intuition he has 

gained from his study of Lebesgue measure on the real line. 

This thesis falls naturally into three sections. The first, 

consisting of Chapters II, III and IV is devoted to developing the basic 

machinery needed in the sequel. In Chapter II we discuss the basic 

properties of locally compact second countable Hausdorff Abelian 

groups, in Chapter III we describe the Haar measure on the <r-algebra 



of Borel subsets of such groups, while Chapter IV is devoted to a 

discussion of the concept of duality. For the purposes of review and 

to standardize our notation we also present, in Chapter II, a brief 

discussion of those algebraic and topological concepts used subse­

quently. 

5 

The second part, consisting of Chapter V, deals with the notion 

of a random variable with values in a locally compact, second countable 

Abelian group. We discuss the distribution and characteristic function 

of such a random variable and present certain unpublished results of 

Professor Kotlar ski 1s as an illustration of applications of these con ... 

cepts. 

In the third part, consisting of Chapters VI and VII we present 

some new results in the area of characterization problems. In 

Chapter VI we give a characterization of the uniform distribution on a 

compact, second countable Abelian group as well as some applications 

of this result to classical characterization problems. In Chapter VII 

we prove a theorem which enables us to characterize the marginal 

distributions of a random variable X = (X0 , X 1, X 2 ) with values in a 

locally compact, second countable Abelian group G in terms of the 

joint distribution of Y = (Y 1, Y 2 ) where Y = T(X) and T is a 

homomorphism on G satisfying certain conditions. We also give some 

applications. 



CHAPTER II 

LOCALLY COMPACT SECOND COUNTABLE 

HAUSDORFF ABELIAN GROUPS 

Algebra 

All groups considered in this the sis will be Abelian, We shall 

use additive notation, thus 11+11 will denote the group operation, 11 0 11 

the identity element, -g the inverse of the element g and for all 

integers n, we define: 

f + 

+ g (n times) if n > 0 

ng = 0 if n = 0 (2. 1) 

(-g) + ... + (-g)(jnj times) if n < 0. 

The only exceptions to this convention will arise if the elements of the 

group under con side ration are real or complex numbers. In that case 

we will use 11 +11 for ordinary addition, 11 • 11 for multiplication and 

symbols such as 11+ 11 , or 11 0 11 for specific operations which we may 

need to define in the i;;equel. From this point on we omit the word 

11Abelian 11 when talking about groups. 

A subset H of G is called a subgroup of G if G is a group 

under the operation induced on H by G. If H and K are subsets of 

G we define: 

-H = { g E G : -g E H} (2. 2) 

6 
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and 

H + K = {h + k : h E H, k E K} • (2. 3) 

If H = {h} we will write h + K instead of {h} + K. If H is a sub-

group of G we define the factor group G/H by: 

G/H = {g+H: g E G}. (2. 4) 

G/H becomes a group under the operation: 

(2. 5) 

If S is a subset of G, we say that S generates G, if the 

smallest subgroup of G which contains S is G itself. The elements 

of S, in this case, are called generators of G. G is called cyclic if 

there exists g E G such that { g} generates G. The only infinite 

cyclic group is the group Z of integers under addition. If m 0 is an 

integer and H = { n mo : n E z} mo 
then is a cyclic group 

of order m 0 ; i.e., Z /Hm0 contains exactly m 0 elements. We 

shall denote the group Z /H by the symbol 
mo 

The only cyclic 

groups of finite order are the groups In general, if G 

is a group and g 0 e G, we define Z} and call 

Z(g0 ) the cyclic subgroup of G generated by g 0 . 

If G 1 and G2 are subgroups of G we say that G is the direct 

sum of G 1 and G 2 , in symbols: 

(2. 6) 

if G = G 1 + G 2 and G 1 n G 2 = {O}. It follows that in this case 

every element of G can be expressed uniquely as the sum of an 



element of G 1 and an element of G2 . G 1 and G 2 are called direct 

summands of G. Alternately, if G 1 and G2 are groups, we may 

define: 

8 

(2. 7) 

G becomes a group under the operation, also denoted by 11+11 , and 

defined by: 

(2. 8) 

are subgroups of G, isomorphic to (i.e. for all intents and purposes 

indistinguishable from) G 1 and G2 respectively, and G = Gl $ Gl. 
Furthermore G/G' 1 is isomorphic to G2 and G/G' 2 is isomorphic 

We shall use the notation Gl @ Gz or G 1 X G2 indiscrim­

inately, whichever is more convenient. There is an immediate general-

ization of these ideas to direct sume of a finite number of direct sum-

mands. We shall not need to consider the infinite case. 

Topology 

Let (X, l5) be a topological space. We shall consider only 

Hausdorff spaces in this thesis; thus if x 1, x 2 eX there will always 

exist disjoint open sets N 1, N2 containing x 1 and x 2 respectively. 

A subset tr C o is called a base for the topology 0 if every set in 

o is the union of sets in tl . A topological space is called second 

countable if it has a countable base. 



A family e of subsets of X is called a cover of X if 

X = U {S: S e 5}. If moreover e C 0 then 15 is called an open 

cover of X. A cover 6 1 of X which satisfies 5 1 C 5 is called 

9 

a subcover of 5. A topological space is called compact if every open 

cover has a finite subcover. A subset X 1 of X is compact if X' is a 

compact space under the topology induces on X' by U· A family 6 of 

subsets of X is said to have the finite intersection property if every 

finite subfamily of 5 has a non-empty intersection. We recall that a 

space X is compact if and only if every family 5 of closed subsets of 

X with the finite intersection property has a non-empty intersection. 

If x e X, a neighborhood of x is an open set containing x. 

This definition is not the most general, (see, for example, Kelley [11] ), 

but it suffices for the purposes of this presentation. A topological 

space X is called locally compact if every point has a neighborhood 

the closure of which is compact. 

A topological space X is called connected if it is not the union 

of two disjoint open sets. It is called Hausdorff (or T 2 ) if for all 

x 1, x 2 E X there exist disjoint neighborhoods N 1 and N2 of x 1 and 

x 2 respectively. A subset Y of X is called dense in X if Y = X, 

where Y is the closure of Y, i.e., the smallest closed subset of X 

which contains Y, X is called separable if it contains a countable 

dense subset. Every second countable space is separable ; 

(Hocking and Young [9], p. 65). 

If Y is a subset of the topological space X the family 

u• = {Y n T : T E 0} is a topology for y called the topology induced 

on Y by £5. If x 1 and x2 are topological spaces and we define: 
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( 2. 9) 

then X becomes a topological space if it is given the topology u which 

has as a base the family {Tl x T2: Tl E nl' T2 E '32}· xis called 

the Cartesian product of x 1 and x 2 and o is called the product 

topology, and denoted by o1 x o2 . Again there is an immediate gen­

eralization to the Cartesian product of a finite number of topological 

spaces; we will not need to consider the infinite case. 

If X and Y are topological spaces, a function f: X _. Y is 

called continuous if the inverse image of every open subset of Y is 

open in X. It is called open if f maps open sets onto open sets. If f 

is bijective, (one-one and onto), open and continuous, it is called a 

homeomorphism. 

If X is a set, the set of all subsets of X is a topology for X, 

called the discrete topology. We shall denote the discrete topology by 

~. 

The symbol R 1 will denote the set of real numbers, and Rn 

the set of n-tuples of real numbers. C will denote the set of complex 

1 
numbers and T the set of complex numbers of absolute value one. 

The symbol U will be used to denote the usual topology on Rn and C; 

it will also be used to denote the topology induced on subsets of these 

spaces by the usual topology. This apparently inconsistent use of the 

symbol U will not cause confusion. 

Topological Groups 

Definition 2. 1 A topological group is a triple (G, +, 0) where 
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(G, +) is a group, l (G, 0) is a Hausdorff space and 

(a) the function + : G X G - G is continuous 

(b) the mapping g f->. -g, g e G, is also continuous. 

Some authors, Husain [10], omit the condition that t) be Hausdorff. 

Others, Pontryagin [22], replace it with the apparently weaker condi­

tion that o be T 1. We follow Pontryagin (22]; it can then be shown 

([22] p. 97) that O is Hausdorff. (As a matter of fact in this case o 
is regular). 

The following are examples of topological groups. 

Example 2. 1: Every group becomes a topological group under 

the discrete topology ~. Such groups are called discrete groups. We 

shall have occasion to refer to the discrete groups (Z, +, U) and 

n (Z , +, U) of integers and n-tuple s of integers under addition. We 

n 
shall denote these groups by Z and Z for short. Also, every finite 

group is discrete. 

1 n 
Example 2. 2: (R , +, U), (R , +, U) and (C, +, U) are 

topological groups. Again we shall denote these by R 1, Rn and C 

respectively. 

Example 2. 3: Let R+ be the set of positive real numbers. 

Then (R+' ·, U) is a topological group. 

l 
Example 2. 4: (T , ·, U) and (C\ { O}, U) are topological 

groups. T 1 is called the torus or circle group. 

1we recall that in this thesis we consider only Abelian groups. 
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The proofs of the following elementary pr ope rtie s of topological 

groups can be found in Pontryagin (22] pages 96 ff. We assume through­

out that G is a topological group. 

Proposition 2. 1: If a, b E G then for every neighborhood W of 

a+ b there exist neighborhoods U of a and V of b such that 

u + v cw. 

Proposition 2. 2: If a e G then for every neighborhood V of 

-a there exists a neighborhood U of a such that - U C V. 

Proposition 2. 3: If (G, ()) is a Hausdorff space and + is an 

operation on G such that (G, +) is a group and if moreover Proposi,.. 

tions 2. 1 and 2. 2 are satisfied, then (G, +, t)) is a topological group. 

Proposition 2. 4: If a E G the mapping g I-+ a+ g, g e G, is 

a homeomorphism on G. 

Proposition 2. 5: The mapping g ~~ -g, g e G, is a homeo­

morphism on G. 

Proposition 2. 6: Let F be a closed subset, U an open subset, 

P an arbitrary subset and K a compact subset of G. Then K + F and 

-F are closed and P + U and -U are open subsets of G. 

Proposition 2. 7: If P and Q are compact subsets of G, so is 

P+Q. 

Proposition 2. 8: If g 1, g2 e G then there exists a homeo­

morphism cp on G such that cp (g 1) = g2 . 
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Definition 2. 2: A family @ of neighborhoods of 0 is called a 

complete system of neighborhoods of the identity if for every neighbor­

hood N of 0 there exists an element M e@ such that M C N, 

Proposition 2. 9: If @ is a complete system of neighborhoods 

of the identity then the family {g+M: g e G, Me@} is a basis of [3. 

Homomorphisms 

Let G 1 and G 2 be topological groups and f: G 1 - G 2 a 

function. Consider the following four conditions which f may or may 

not satisfy: 

A. f(x 1 +x2 ) = f(x 1)+f(x2 ) for all x 1,x2 ec 1 • 

B. f is continuous. 

C. f is open. 

D. f is bijective. 

Definition 2. 3: If f satisfies (A) it is called an algebraic 

homomorphism. If £ satisfies (A) and (B) it is called a homomor­

phism. If f satisfies (A) and (D) it is called an algebraic isomor­

phism. If f satisfies (A), (B), {C) and (D) it is called an isomorphism. 

Note that f is a homeomorphism if and only if it satisfies (B), 

(C) and (D). Thus every isomorphism is a homeomorphism. 

Example 2. 5: The logarithm is an isomorphism between 

(R+' · U) and (R, +, U). 

Definition 2. 4: Let cp: G 1 -+ G2 be an algebraic homomor­

phism. Then the kernel of cp is the set of all elements of G 1 which 



are mapped into the identity of G2 : ker <p = {g e G 1 : <p (g) = O}. 

We recall that ker <p is an (algebraic) subgroup of G 1 and 

that ker <p = { O} if and only if <p is an algebraic isomorphism. 

Important Convention: From now on we shall consider only 

14 

locally compact second countable topological groups. To simplify our 

phraseology, the word 11 group 11 will mean 11 second countable, locally 

compact, Hausdorff, Abelian topological group. " If G is a group and 

if for some reason we need to ignore its topology, we shall refer to the 

algebraic group G. 

We call attention to the fact that all groups mentioned in our 

examples are groups under the new meaning of the term. In order to 

give counter-examples, we recall that 
1 

(R,+,~) is not second count-

able and that the Hilbert space J. 2 , considered as a topological group 

under vector addition is not locally compact. 

The re is one small difficulty with our new convention however. 

A subgroup of a Locally compact group need not be locally compact. 

This is illustrated by the subgroup Q (the rational numbers) of R. 

However, apart from the fact that the closure H of a subgroup H of 

G is also a subgroup of G we do have the following additional results. 

Proposition 2. 10: If f: G 1 ~ G2 is an open homomorphism 

from the group G 1 into the group G2 , then f(G 1) is locally compact. 

(Hocking and. Young [9]. p. 72). 

Proposition 2. 11: A subgroup H of a group G is locally 

compact if and only if it is closed. (Husain [10], p. 69). 
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Proposition 2. 12: A topological group is locally compact if and 

only if there exist a neighborhood U of 0 such that U is compact. 

(Husain [10], p. 67). 

Since most subgroups which we shall need to consider will be 

closed, Proposition 2. 11 overcomes the difficulty inherent in our 

convention. Non-closecl subgroups will be used mainly as counter-

examples. We need one more result from the general theory. 

Proposition 2. 13: Every surjective (onto) homomorphism is 

open. Hence every bijective homomorphism is an isomorphism. 

(Pontryagin [22], p. 115), 

Many applications of results obtained in the abstract theory of 

random variables with values in a topological group are based on the 

following simple considerations: 

Let G be a group, S a set and let f: G -+ S be bijective. For 

all s 1, s 2 e S define: 

(2. 10) 

and let u be the set of all subsets B of S such that C 1(B) is open 

in G. Then (S, o, o) is a topological group and f is an isomorphism 

between G and S. 

Example 2. 6: Let 

f: G-. S by: 

for all t 
ie i = e e T , 

1 
G = (T I 

f(t) 

U), S = [0, l) and define 

1 
2 'Tre, O<e<2'Tr. 
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For this function f, we define: 

x+y -1 -1 : f(f (x) • f (y)), X, y E 5 (2. 11) 

1 
and the topology ~ on S as in the previous paragraph. Then 

(S, +, rf) is a topological group isomorphic to 1 
(T ' • ' U ). The opera-

tion + is called addition modulo [O, 1), we shall sometimes write 

(x+y) mod [O, l) instead of x + y. Furthermore we shall use the 

1 
symbol T to stand for (S, +, rf) as well as for 

1 
(T , ·, U), 

depending on whether the additive or multiplicative notation is more 

convenient. 

We remark that the topological space (S, tf) is not homeo .. 

morphic to (S, U) since the former is compact while the latter is not. 

The following example illustrates this point further. 

Example 2. 7: Let S and + be as in Example 2. 6. Then 

(S, +, U) is not a topological group since + is not continuous in both 

variables, (Husain [ 10 J, pp. 28 and 44), even though it is continuous 

in each variable separately. 

For future reference we state formally as definitions and 

theorems the following simple applications of the above consiqerations, 

For proofs and further details see Acz~l [l J, pp. 253 ff. 

Theorem 2. 1: Let -oo < a < b < oo and let f: [a, b) - [O, 1) 

be strictly increasing, continuous, surjective and satisfy f(b - 0) = 1. 

For x, y e [a, b) define: 

x o y = C 1(£(x) + f(y)) (2. 12) 
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and endow [a, b) with the topology [S induced on it by f- l considered 

l 
as a function on T . Then ([a, b), o, (S) is a topological group iso-

morphic to T 1 and f is an isomorphism. 

Definition 2. 5: Let f satisfy the conditions of Theorem l. The 

group ([a, b), o, u) will be denoted by ([a, b), f). 

Theorem 2. 2: Let be strictly increasing, sur. 

jective and continuous, For x, y e R define: 

-1 -1 
x c y = f(f (x) • f (y)). (2. 13) 

Then (R, o, U) is a topological group isomorphic to R+ (and hence to 

R 1) and f is an isomorphism. 

Definition 2. 6: Let f satisfy the conditions of Theorem 2. 2 

and let o be defined by (2. 13 ). Then (R, o, U) will be denoted by Rf' 

Subgroups and Factor Groups 

A subgroup H of the topological group ( G, +, u) bee ome s a 

topological group under the topology induced on it by u. Furthermore 

if H is a subgroup of G so is H. For reasons discussed in the 

previous section we shall, for the moment, confine our attention to 

closed subgroups of G. We note also that every open subgroup of a 

topological group is closed. The converse, clearly, is false. 

Definition 2. 7: Let H be a closed subgroup of G. The mapping 

v: G - G/H defined by 

v(g) = g + H , g e G (2. 14) 
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is an algebraic homomorphism from G onto G/H called the natural 

homomorphism. The quotient topology on G/H is defined by declaring 

a subset of G/H to be open if and only if its inverse image under v is 

open in G. 

Proposition 2. 14: Let H be a closed subgroup of G. Then 

G /H is a locally compact, second countable Hausdorff Abelian group 

and v is both open and continuous. (Pontryagin (22], p. 112). 

Proposition 2. 15: Let H be a closed subgroup of G and 

v: G - G/H the natural homomorphism. Then M is a closed sub­

group of G/H if and only if v -l(M) is a closed subgroup of G con­

taining H. (Pontryagin [22], p. 114). 

Proposition 2. 16: Let G 1 and G2 be two topological groups, 

not necessarily locally compact or second countable. If <P: G 1 - G2 

is a homomorphism, then ker <P is a closed subgroup of G 1. If <P 

is open and surjective then G2 is isomorphic to G 1 /ker <P under the 

mapping f: G 1 /ker <P - G2 defined by 

f ( g + ke r cp ) = cp ( g ) , g e G 1 . (2. 15) 

If cp is not open then f is a continuous algebraic isomorphism between 

G 1 /ker cp and G 2 , however it will fail to be open. If G 1 and G2 

are second countable and locally compact and <P is surjective then f 

is an isomorphism. (Pontryagin [22], p. 113 ). 

Example 2. 8: Consider R/Z. The natural homomorphism 

v: R - R/Z is given by v(x) = fractional part (x) + Z, and hence 

R/Z is isomorphic to (T 1, +). 
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1 l 
The Subgroups of R and T 

We give now a full description of the subgroups of R 1 and T 1. 

These results are both elementary and well known; we provide proofs 

because we have not been able to find elementary proofs in the litera-

ture. Most authors, Hocking and, Young [9); ljusain [10], ~elley [llJ, 

Pontryagin [22]1either take the following theorems for granted, or state 

them as e~ercises. 

We assume that the reader is familiar with the axioms of a 

complete ordered field (Kelley [ 11], pp. 19 ff. ), is aware of the fact 

that these axioms are categorical, and that R 1 with the usual opera-

tions of addition and multiplication is a complete ordered field. We 

recall that a complete ordered field is Archimedean; i. e,, for all 

1 0 < x < y < R there exists a unique non-negative integer n such that 

(n-l)x<y<nx. 

1 
Lemma 2. 1: Let G be a subgroup of R and assume that 

there exists a non-zero sequence {x } of elements of G converging 
n 

Th G . d . R 1 to zero. en is ense in .. 

Proof: Let a E G and choose e > 0. We shall show that 

there exists an element g e G such that I a - g j < e. 

Without loss of generality we may assume that e < a - e, 

Since {xn} _,.. 0 there exists a natural number N such that 

I xN I < e. Let y = I xN j. Then y e G and 0 < y < e. 

I Since the ordering on R is Archimedean there exists a posi-

tive integer m such that 

(m - 1) y < a < m y. (2. 16) 
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Since y < e:, we obtain from (2. 16) 

my - y = (m - 1) y > a - e: • (2.17) 

Putting g = (m - 1) y, and noting that g E G, (2. 16) and (2. 17) imply 

I a - g I < e: c2. ls) 

and the lemma is proved. / /. 

Lemma 2. 2: Every non-trivial subgroup of R 1 is infinite. 

l 
Proof: If H is a non-trivial subgroup of R and g E H, g f:. 0, 

then Z(g) C H. I I. 

Corollary: R 1 has no non-trivial compact subgroups. 

l Theorem 2. 3: Every closed proper subgroup of R is cyclic, 

1 
and conversely, every cyclic subgroup of R is closed. 

Proof: Let G be a closed non-trivial subgroup of R 1 and let 

P = G (\ R+. Let x 0 = inf P. Note that 0 i P, and that, since G is 

closed, x 0 e G. 

If x 0 = 0 then there exists a non-zero sequence {x } 
n 

in G 

converging to 0. By Lemma 2, 1, G is then dense in R 1, and since 

G is closed, G = R, a contradiction. Hence x 0 I: 0. Thus x 0 is the 

smallest positive element of G. 

We claim that G:.::: Z(x0 ). 

If not, then there exists y c G, y > 0, such that y ::/. nx0 , 

n=0,1,2, •.. Clearly x 0 < y. Hence we can find an integer m > 2 

such that 
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(m - 1) x 0 < y < m x 0 • (2. 19) 

Hence 

(2. 20) 

and since y - (m - 1) ~O e G and m ~ 2 , (2. 20) contradicts the fact 

x 0 is the smallest positive element of G. 

1 
The converse is trivial, since every cyc:lic subgroup of R is 

discrete and hence closed. I I. 

1 
Corollary: A subgroup G of R is closed if and only if it is 

discrete. 

1 
Theorem 2. 4: If G is a non-trivial subgroup of R and G is 

not cyclic (or not closed) then G is dense in R 1. 

Proof: By Lemma 2. 2, G is infinite. Since G is not cyclic, 

neither is G, (the closure of G). Hence, by Lemma 2. 1, G = R 1 

and the theorem is proved. I I. 

In connection with Propositions 2. 6 and 2. 7, the following 

example may be of interest since it illustrates the fact that the sum of 

two closed subsets of a topological group need not be closed. As a 

matter of fact we show that the direct sum of two closed subgroups 

need not be closed. 

Example 2. 9: Let H 1 = Z, Hz = Z(.../2). Then clearly H 1 

and Hz are closed subgroups of R 1, and 
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To show that is not closed, it suffices to exhibit a sequence 

of non-zero elements of H 1 ® Hz converging to zero. 

We first note that if m + n ..J2 e H 1 ® H 2 , then 

2 2 2 
(m+n.JZ) = m +2n +2mn.J2 e H 1 @ Hz. 

Furthermore 0 < -1 + .J2 < 1. 

Thus (-1 + .J2 )(Zn) e H 1 © H 2 for all positive integers n 

and since lim (-1 + .J2) (2n) = 0 our assertion ~s proved. I I 
~m • 

1 We now examine the subgroups of T We recall (Example 2. 8), 

that T 1 = R 1 /Z. In what follows, we let v: R 1 - T 1 be the natural 

homomorphism. 

Theorem 2. 5: Let M be a subgro"Up of T 1. Then M is closed 

if and only if M is a finite cyclic group. 

Proof: Assume that M is closed. By Proposition 2. 15, 

M = v(H), where H is a closed (and therefore cyclic) subgroup of R 1 

which contains Z. Hence H is generated by a rational number n/m, 

and if n and m are so chosen that m > 0 and n and m are relatively 

prime, then M is isomorphic to Z • 
m 

The converse is trivial. I I. 

Theorem Z. 6: Let D be a subgroup of T 1 which is not closed 

(or not finite cyclic). Then D is dense in T 1• 

Proof: The proof is completely analogous to the proof of 

Theorem 2. 4. I I. 



Theorem 2. 7: Let a e [O, 1) be irrational. Then Z(a) is 

dense in T 1. 
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Proof: If Z(a) is not dense in T 1 then by Theorem 2. 6, Z(a) 

is closed in T 1. Hence (by Proposition 2.15), v- 1(Z(a)) is a cyclic 

subgroup of R 1 which contains Z. But Z (\ v - l(Z (a)) = { O}, and 

this contradiction proves the theorem. I I. 

Direct Sums and Cartesian Products 

Assume that G = G 1 © G2 . Since G is assumed to be·:locally 

compact and second countable, G 1 and G2 with the topologies induced 

on them by G are closed (and hence locally compact) subgroups of G. 

Furthermore the product topology on G 1 X G2 is the same as the 

original topology on G; (Pontryagin [22], pp. 121 ff.). Also G 1 is 

isomorphic to G/G2 and G 2 is isomorphic to G/G 1. 

Similarly if G 1 and G2 are groups and G = G 1 X G 2 is 

given the product topology then G decomposes into the direct sum 

and Gk_ is isomorphic to Gk for k ::.; 1, 2. For k = 1, 2, the maps 

pk: G - Gk_ defined by 

Pl(gl,g2) 

Pz(gl,g2) 

are open homomorphisms. 

(2. 21) 

We will thus use the notation G = G 1 X G 2 or G :: G l © GZ, 

indiscriminately, which ever is more convenient. The generalization 
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to an arbitrary finite number of direct summands is immediate; we 

shall not need to consider infinite direct products. 

Example 2. 10: Rn is the direct sum of n copies of 

1 
R ; (n = 2, 3, •.• ) . 

By analogy with Example 2. 10, if G is a group, we shall denote 

by Gn the direct sum of n copies of G. 

Structure Theorems 

In this section we state certain results which will not be needed 

in the sequel b'µt which are interesting in their own right and which may 

give the reader a stronger intuition about the structure of the groups 

under consideration. We recall that the word 11 group' 1 means locally 

compact, second countable Hausdorff Abelian group. Some of the 

theorems stated below are valid under less restrictive conditions. For 

proofs see the references listed. 

Theorem 2. 8: Every group is homeomorphic to a complete 

metric space. (Husain [10], p. 69). 

Definition 2. 8: A group G is compactly generated if there 

exists a neighborhoof V of 0 such that V is compact and V generates 

G. 

Theorem 2. 9: A connected group is compactly generated. 

(Pontryagin [22], p. 129). 



Theorem 2. 10: If G is compactly generated, then 

G = Rn ® K + Zm where K is a compact subgroup of G. 

(Pontryagin (22), p. 269). 

Theorem 2. 11: Let G be a group and F a compact subset of 

G. Then there exists a compactly generated subgroup H of G such 

that F CH. (Pontryagin [22). p. 265). 
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CHAPTER III 

MEASURE AND INTEGRATION ON GROUPS 

Haar Measure 

Let 0 be a nonvoid set. A family 6 of subsets of O is caUed 

a er-algebra if 

(a) f2 E 6 

(b) AE6=>0\AE6 

CXl 

(c) {Ak} 00 C e => U Ak E e. 
k=l k= l 

It follows that if 6 is a er .. algebra on 0, then 

(d) 0 E 6 

( e) A, B E e => A\ B E 6 

If ft is a family of subsets of 0, the smallest er-algebra containing & 

is called the er-algebra generated by & and denoted by gen it. 

If (G, +, u) is a group we shall write e = gen O· An element 

of e is called a Borel set; {Rudin, [25]). We note tha~ tB is also 

generated by the closed subsets of G, and since G is locally compact 

and second countable, t8 is also generated by the compact subsets of G. 

26 
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If O is a set and 6 a a- -algebra of subsets of 0, the pair 

(0, 6) is called a measurable space, and the elements of Ei are 

called measurable sets. 

A real valued set function on ~ is called a measure on the 

measurable space (0, 6) if it satisfies the following conditions: 

(A) µ(A) > 0 for all A e 6 

(B) µ(~) = 0 

is a sequence of disjoint measurable 

sets, then µ( U A ) = ~ ~(Ak ). 
k=l k k=l 

The triple (O, 6, µ) is called a measure space. If in addition µ 

satisfies 

(D) µ(O) = 1 

then µ is called a probability measure and (0 1 ~, µ) is called a 

probability space. 

A measure µ on (0, 6) is called regular if for all A e 6, 

µ(A) = sup {µ(K): K is compact and K C A}. (3. 1) 

The support of µ is the smallest closed subset F of 0 such that 

µ(O \ F) = 0. We write F = suppµ.. If µ is a measure on the Borel 

sets of a group G then the support of µ is defined to be the smallest 

closed subgroup H of G such that µ(G \H) = 0. In that case we write 

H = c(µ). Note, that in general, if µ. is a measure on the group G, 

supp µ. :I- c(µ). It has become traditional, in the literature, to use the 

same term for these different concepts. 
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Let (G, +,t)) be a group and e = gen 0 . A measure µ. on 

(G,9') is called a Haar measure if it satisfies the following conditions: 

(a) µ(G) -:# 0 

(13) For all A E e and y E G, µ(A) = µ(g +A) 

('/) For all A Ee, µ(A)= µ(-A) 

Conditions (a) and (13) are really the defining properties of Haar 

measure. Condition (13) is called the translation invariant property 

of Haar measure. Since G is Abelian, it can be shown that (a) and 

((3) imply ('/) ; Halmos [7]. 

n 
Example 3. 1: If G = R (n = 1, 2, ... ) then Lebesgue measure 

restricted to the Borel subsets of Rn is a Haar measure. 

Example 3. 2: If G is a finite or countable group then 9' is the 

set of all subsets of G. If A C G, we shall let #(A) denote the 

number of elements of A. Then # is a Haar measure on G. We note 

that #(A) = cxi for all infinite subsets of G. The measure # is also 

called counting measure. 

The following is the basic result of this chapter. 

Theorem 3. 1: If G is a group then there exists a Haar 

measure on G. If µ 1 and µ 2 are two Haar measures on G then 

there exists a constant k > 0 such that µ. 1 (A) = k µ.2 (A) for all 

A E tB. 

A proof of Theorem 3. 1 together with a description of the actual 

construction of Haar measure can be found in Halmos [7], Chapters XI 
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and XII. The proofs of the following basic properties of Haar measure 

can also be found there. 

Theorem 3. 2: A Haar measure is regular. Moreover if f-L is 

a Haar measure on G then for all A e tB 

µ(A) = inf {µ(U): A C U, U is open}. 

If U is an open set, µ(U) > 0. 

Theorem 3, 3: µ(G) < co if and only if G is compact. 

If G is compact we may choose a Haar measure µ on G such 

that µ(G) = 1 . This measure is called the normalized Haar measure 

or the Haar measure on G. 

Example 3. 3: The normalized Haar measure on (T 1, +) is 

the Lebesgue measure restricted to the Borel subsets of [O, 1 ). 

(Pontryagin [22], p. 201). 

Theorem 3. 4: Let µ be a Haar measure on G. Then G is 

discrete if and only if there exists an element g e G such that 

µ(g) > 0. (Halmos [7]). 

The Haar Integral 

Let (G, +, U) be a group, tB = gen o and let f-L be a Haar 

measure on G. 

A function f: G - X where (X, Ox) is a topological space is 

called a measurable function if the inverse image of every open subset 

of X belongs to e. If teX = gen ~, then £ is called a Borel function 
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if the inverse image of every element of ~X belongs to '3. Since we 

will be interested only in functions whose ranges are groups these two 

concepts will coincide in this thesis and we shall refer to measurable 

functions for short. We recall that all continuous functions are meas -

urable, as are all (pointwise) limits of sequences of measurable func-

tions. 

Since {G, '3, µ) is a measure space, we may, by standard 

methods (Rudin [25], pp. 19 ff.) define the Lebesgue integral of a 

measurable function f: G - R+. We shall denote by L 1 (G) the set 

of all complex valued Borel functions on G satisfying: 

(3. 2) 

where /lfjdµ is the Lebesgue integral of the positive function lfl. 

rYenoting the positive and negative parts of a real-valued 

+ function f on G by f and £-, we define the Haar integral of a 

function f = g + hi by: 

/fdµ = 
c 

(3. 3) 

Since g + ~ I g I ~ If I etc. , the Haar integral is defined for every 

complex measurable function satisfying (3. 2); i.e., for all 1 
f E L (G). 

Finally, we define: 

1 
f EL (G). (3. 4) 

The material that follows is intended for the more advanced 

reader. The beginner need only study Theorem 3. 6 below. 



31 

Let 
1 

f, g E L {G ). The convolution of f and g is defined by the 

formula: 

provided that 

(f >:< g) (x) = /'f{x - y) g(y) d µ(y) 

G 

. 
j1. f(x - y) g{y) Id µ(y) < co . 

G 

(3. 5) 

(3. 6) 

If f, g E L 1(G), (3.6) holds for almost all x E G; (Rudin [24], p. 4). 

If f, g E L 1(G) and if µ{x E G: f(x) -f g{x)} = 0 we shall write 

f = g a. e. [µ]. Writing temporarily f "' g instead of f = g a. e. [µ], 

it can easily be seen that "' is an equivalence relation on L 1(G). We 

define: 

(3. 7) 

i.e., D1(G) is the set L 1(G) with functions which differ on a set of 

µ.-measure zero identified. 

The basic properties of the Haar integral can now be summa-

rized in the following theorem. (For proofs see Rudin [24], p. 6). 

Theorem 3. 5: If G is a group and µ a Haar measure on G, 

then n1(G) is a commutative Banach Algebra under the usual vector 

operations, convolution and norm defined by (3. 4). The Haar integral 

is a bounded translation invariant linear functional on n1(G) . 

We shall find it more convenient to restate the most pertinent 

parts of this theorem as follows: 
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Theorem 3. 6: The Haar integral satisfies the following equa­

l 
tions for all f, g E ir(G): 

fa fdµ 

G 

=a/fdµ, 

G 

a E C 

J (f+g)dµ 

G 

= /rdµ+ /gdµ 

G G 

f ,f,dµ > o 
G 

ft (x + a)d µ(x) = 
G 

/rdµ for all a e G 

G 

ff( -x)d µ(x) 

G 

Idµ = µ(E) 

E 

where JE is the indicator function of E and E e f8. 

Product Measures 

(3. 8) 

(3. 9) 

(3. 10) 

(3. 11) 

(3. 12) 

(3. 13) 

(3. 14) 

Let (0 1,61,µ 1) and (02 ,6z.µ 2 ) bemeasuresspaces. Then 

o 1 x o2 becomes a measurable space under the <r-algebra 6 generated 
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(3. 15) 

Let E C 0 1 x 0 2 , x e ij 1 , y e o2 • The x-section Ex of E is that 

subset of o2 defined by 

E = { t : {x, t) e E} 
x 

(3. 16) 

and the y-section, Ey of E is that subset of o1 defined by 

EY = { s : {s, y) e E} (3. 17) 

If E E e, then Ex E 62 and Ey E el for a.11 x E 01' respectively 

ye o2 . 

Nowlet (G 1,+,Ui> and {G,+,tJz) begroups, se 1 =genOi, 

e2 = gen o2 and µ 1 and µ 2 measures, not necessarily Haar 

measures, on {G1, e1) and (G2 , e2 ) respectively, Let G = G 1 x G 2 

and e = e1 x e2 . Since G 1 and G2 are locally compact and second 

countable, 18 =gen {t)1 x 32 ). Let E e IB• Define the functions f and 

g on G 1 and G 2 respectively by: 

f(x) = µ 2 (Ex), x e G 1 

g(y) = µl (Ey). y E G2 . 

Then f and g are non-negative measurable functions and 

For proofs of the above statements see Halmos [7], p. 143. 

(3. 18) 

(3. 19) 
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For all sets E C ~ we now define 

µ(E) (3. 20) 

Then µ becomes a measure on (G,e) satisfying: 

(3. 2 1) 

and (3. 21) determines µ uniquely; (Balmos (7], p. 143 ). 

The measure µ defined in this manner is called the product of 

µ 1 and µ2 ; in symbols: 

µ :; µ 1 x µ2 . (3.22) 

We shall need the following theorems in the sequel; the first is 

a special case of Fubini's Theorem. 

Theorem 3. 7: If f and g are integrable functions on the groups 

G 1 and G 2 respectively, then the function h defined by 

h(x, y) = f(x) g(y) is an integrable function on G 1 X G2 and 

(Halmos [7]. p. 149). 

(3. 2 3) 

Theorem 3. 8: Let (Q 1• ~l' µ 1) be a measure space and 

(Oz, te2 ) be a measurable space. Let T : 0 1 - n 2 be measurable 

and define a set function µ 2 on 182 by 

(3. 24) 



Then µ 2 is a measure on (02 , 18 2 ). Moreover, for every real or 

complex-valued measurable function g on o2 we have: 
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f g(T (x) )d µ 1 (x) 

01 

(3. 25) 

in the sense that if either integral exists so does the other and the two 

are equal. (Halmos [7], p. 163 ). 

Haar Measure on Subgroups, Factor Groups 

and Direct Sums of Compact Groups 

Since we are primarily interested in probability measures on 

groups, we will, in view of Theorem 3. 3, restrict our attention to 

compact groups in this section. Although some of the results mentioned 

will be valid in a more general setting, the general theory is consider-

ably more difficult. For a more comprehensive account see Loomis, 

[ 18]. 

Let (G, +, o) be a compact group, 18 = gent), and µ. the 

normalized Haar measure on G. Thus µ(G) = l , that is (G, 18, µ) is 

a probability space. Let H be a closed subgroup of G. If u' is the 

topology induced on H by U• i8' = gen u' and µ' = µI I ' then 
!8 

(H, 18 1 , µ') is a measure space. However µ' need not be a Haar 

measure, as the following example illustrates: 

Example 3. 4: Consider T 1. The only closed proper subgroups 

l 1 
of T are finite cyclic groups. (Theorem 2. 5 ). Haar measure on T 

is Lebesgue measure, m. (Example 3. 3). Thus if H is a closed sub­

group of T 1, µ'(H) = 0 and so µ' is not a Haar measure on H. 
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We do, however, have the following results: 

Theorem 3. 9: Let G = G 1 @ G 2 where G 1 and G2 need not 

be compact. Let µ 1 and µ 2 be Haar measures on G 1 and G2 

respectively. If µ is a Haar measure on G, then µ is a constant 

multiple of µ 1 x µ 2 . (Halmos [7], p. 263). 

Theorem 3. 10: Let H be a compact subgroup of G, and µ be 

a Haar measure on G. Let v: G _.. G/H be the natural homomorph-

ism defined by (2. 14). "' - 1 Then µ == µ v is a Haar measure on G/H. 

(Halmos [7], p. 279). 

The following is a partial converse of Theorem 3. 9 and is an 

immediate Corollary of Theorem 3. 10. 

Theorem 3. 11: Let G 1 and G2 be compact groups and let 

G = G 1 X G2 . Let µ be the normalized Haar measure on G, For 

every Borel subset B 1 of G 1 define 

(3.26) 

and similarly, for every Borel subset B 2 of G2 define 

(3. 2 7) 

Then u 1 and µ 2 are the normalized Haar measures on G 1 and G 2 

respectively. 



The Metric Space of Borel Subsets of a 

Compact Group 

We conclude this chapter with some technical results needed 

subsequently in Chapter VI. 

37 

Definition 3. 1: A pseudo-metric space is a pair (X, d) where 

X is a set and d is a function; d: X X X - R satisfying: 

(A) d(x, y) > O ; 

(B) d(x, x) = 0 ; 

x, y € x 

xeX 

(C) d(x, y) = d(y, x); X, y EX 

(D) d(x, y) + d(y, z) '.::_ d(x, z); X, y, Z E X • 

The function d is called a pseudo-metric on X. If in addition d 

satisfies: 

(E) d(x, y) = 0 <;:;> x = y; X 1 y EX 

then (X, d) is called a metric space and d is called a metric on X. 

Let (X, d) be a pseudo-metric space. Define a relation "' on 

x by: 

x "'y <;:;> d(x, y) = 0. (3.28) 

It is readily seen that "' is an equivalence relation on X. Hence we 

may consider X/"'; the set of equivalence classes induced by "' on X. 

Writing X' = X/-v and denoting the element of X' to which x e X 

belongs by x', the function d': X' X X 1 -+ R defined by 

d 1(x 1 , y 1 ) = d(x, y); X 1 y E X (3. 29) 

bFcomes a metric on X 1 • 
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If (X, d) is a metric space, x EX and r > 0, we define the 

open disk S(x, r) by: 

S(x, r) = {y EX: d(x, y) < r}. (3. 30) 

The topology u induced by d on X is the topology with base S(x, r) 

for all x E X, and r > 0. (X, o) is a Hausdorff space. If the metric 

space (X, d) is separable, it is second countable; (Hocking and Young 

[9], p. 11). 

A sequence in the metric space (X, d) is a function on the set 

of natural numbers with range in X. A sequence {x } 
n 

is said to 

converge if there exists a point x 0 E X such that every neighborhood 

of x 0 contains all except at most a finite number of points of {x } . 
n 

The point x 0 is called the limit of the sequence {x } . A limit, if it 
n 

exists, is unique. A sequence {xn} is called a Cauchy sequence if 

for every c > 0 there exists a natural number N such that if 

n, rn > N then d(x , x ) < c. Every convergent sequence is a Cauchy 
n m 

sequence. If a metric space (X, d) has the property that every 

Cauchy sequence converges, it is called complete. 

Now let G be a compact group, !8 the family of Borel subsets 

of G, and let rr be a probability measure on (G,$). For E, F e $, 

define the symmetric difference on E and F by: 

E 6 F = (E U F) '\ (E (1 F) (3. 3 1) 

We note that E 6 F = (E \F) lj (F\ E) where the dot over the 

symbol U indicates that the sets are disjoint. 

Finally for E, F e tB define: 

p(E, F) = 'll'(E 6 F). (3.32) 
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It can easily be verified that (tB, p) is a pseudo-metric space. 

If we now identify Borel sets whose symmetric difference is of 

'IT-measure zero, that is if we carry out the construction described at 

the beginning of this section, we obtain a metric space (ta', p' ). As 

before, if B E 28, we denote the equivalence class to which B belongs 

by B'. We shall need the results stated in the following two Theorems. 

Theorem 3. 12: (te', p') is a complete separable metric space. 

(Halmos [7], p. 168). 

Theorem 3. 13: Let B 0 e 18. Then the function f: G - t8' 

given by 

f(g) = (g + B 0 ) 1 (3. 3 3) 

is continuous. (Halmos (7], p. 268 ). 



CHAPTER IV 

DUALITY 

The Dual of a Group 

Let (G, +, O) be a group. A (Gontinuous) homomorphism 

l -y: G .- (T ~ ·, U) is called a character on G. Thus a character is a 

continuous function -y from G into C satisfying: 

j-y(g)j = 1, g E G. 

The set of all characters on G is called the dual of G and is denoted 

* by G * If g e G and -y e G we shall write < g, -y > instead of 

-y(g). * If G is not trivial, neither is G ; as a matter of fact for all 

g e G, g 1 0, there exists 
>:C 

'Y E G such that < g,-y > 1 1. 

(Pontryagin (22), p. 274). 

* If for all 'Y 1, -y 2 e G we define: 

< g,-y1 + '¥2 > = < g,-y1 > < g,-y2 >; g E G ( 4. 1) 

* G becomes an algebraic group with the following identity: the con-

stant map of G into the c9mplex number 1. 

We note that for all * g E G, 'Y E G : 

< -g, 'Y > -1 = < g, --y > = (< g, 'Y >) 

40 

= < g, 'Y > • (4. 2) 
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Definition 4. 1, Theorem 4. 1 and the remark in the succeeding 

paragraph enable us to give an elegant definition of the topology of G*. 

It is intended for the more advanced reader, since it is beyond the 

scope of this thesis to define the concepts of 11 a maximal ideal space of 

a Banach algebra 11 and 11Gelfand topology. 11 A more elementary defini­

tion of the topology of G* is given in Theorem 4. 2. The beginner may 

omit this material if he is willing to accept the fact that there exists a 

topology on G* satisfying the conclusions of Theorems 4. 3 to 4. 9. 

Definition 4. 1: Let f E 91 (G), and let µ be a Haar measure 

on G. The Fourier transform of f is the complex valued function f' on 

G* defined by: 

1(y) = J f(x) < x, y > d µ(x) ; 

G 

* y E G . 

Theorem 4. 1: Let Then the map 

complex homomorphism on and is not identically zero. 

versely, every non-zero complex homomorphism of 91(G) is 

(4. 3) 

is a 

Con-

obtained in this way, and distinct characters induce distinct homo-

morphisms. (Rudin (24], p. 7). 

* In view of Theorem 4. 1 we may identify G with the maximal 

ideal space of * Thus G becomes a locally compact Hausdorff 

space when endowed with the Gelfand topology. 

* A simpler way to characterize the topology of G and at the 

* same time to show that with this topology G becomes a locally 

compact Hausdorff Abelian group is given in the next theorem. 



* Theorem 4. 2: Let G and G be as above. Then 

(a) < g, y > is a continuous function on G x c*. 

(b) Let K and KO be compact subsets of G and a* 

respectively, and let r > 0. Let 

U = { z e C : j 1 - z j < r} 
r 

and put 

N(K, r) * = { 'V E G : < g, 'V > E u 

and 

N(K 0, r) = {g E F: < g, 'V > E u r 

r 
for all g e K} 

0 for all y e K } . 

Then N(K, r) and N(KO, r) are open subsets of c* 

and G respectively. 

(c) The family {N(K, r) : r > O} and their translates is 

* a base for the topology of G • 

(d) a* is a locally compact Hausdorff Abelian group. 

(Rudin [24]. p. 10). 

Finally to show that a* is second countable we have, as a 

simple Corollary of Theorem 57 in Pontry~gin [22], p. 276: 

Theorem 4. 3: If G is second countable, so is G*. 
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* ~y Example 4. 1: If G = R, G = R and < x, y > = e , x, y e R. 

l * inx Example 4. 2: If G = T , G = Z and < x, n > = e , 

x e T 1, n e Z. 
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Example4,3: If G=Z,G*=Tl inx 
and < n, x > = e n E Z, 

l 
n E T • 

For proofs of the above statements see Rudin [24], p. 12. 

Theorem 4, 4 (Pontryagin 1 s Theorem): Let G be a group, o* 
. ** * ** its dual and G the dual of G . Define <P: G - G by: 

* < "' <P(g) > = < g, 'Y > for all 'Y E G . (4. 4) 

*"' l Then <P is an isomorphism from G onto G "', (Pontryagin [22], 

p. 273). 

In view of Pontryagin' s Theorem, we shall identify G and 

o** and write o** = G. 

Theorem 4. 5: The dual of a discrete group is compact and the 

dual of a compact group is discrete. (Pontryagin [22], p. 237). 

* Definition 4. 2: Let G be a group, G its dual and H a subset 

.l 
of G, The annihilator H of H is defined by 

j_ . * 
H = {'{ E G : < g, 'Y > = l for all g E H} 

Clearly HJ. is a closed subgroup of a*. 

Theorem 4. 6: Let H be a closed subgroup of G. Then 

.L 
is isomorphic to H . (Pontryagin [22], p. 243 ). 

(4. 5) 

1The reader who finds the use of the symbol < , > in (4. 4) con­
fusin~, should read this formula as follows: [<P(g)]('{) = '{(g) for all 

" E G • 



Theorem 4. 7: Let H be a closed subgroup of G. 

* .L is isomorphic to G /H . (Pontryagin [22), p. 274). 

Theorem 4. 8: Let Then 

(Rudin [24), p. 36). 

n n 
Example 4. 5: T and Z are duals of each other 

Example 4, 6: For all positive integers n and m 

(Zn)*= Zn. 
m m 

* Then H 

Theorem 4. 9: Let H be a closed subgroup of G, and let 

g E G \ H and let * c E H . Then there exists a character 

such that 

(a) < g, 'Y > f. 0 

and 

(b) < h, 'Y > = < h, C > for all h e H. 

(Pontryagin, [22], p. 27 5 ). 

The Adjoint of a Homomorphism 
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The following definition is analogous to the well known concept 

of the adjoint of a linear operator on a reflexive Banach space (Dunford 

and Schwartz [4], p. 478). 

Definition 4. 3: Let T : G - H be a homomorphism. The 

adjoint T* of T is the function from H 
>:< * to G given by 
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* * < g, T (') > = < T(g),' >. g E G. 'E H • (4. 6) 

We shall occasionally write (4. 3) in the form: 

( 4. 7) 

We state in Theorem 4. 10 below several easily established 

properties of the adjoint of a homomorphism. For proofs see 

Pontryagin [22], pp, 242 ff. Theorem 4. 11 is a simple consequence 

of Theorem 4. 9; we furnish a proof for the purpose of completeness 

and because we could not find a proof in the literature, 

Theorem4.10: Let T,T 1,T2 :G-H and S:H-s-K be 

homomorphisms. Then: 

* ':< * ( 1) T : H - G is a homomorphism. 

* (2) T is continuous and if T is open so is 

>',< >:< * 
(4) (ST) - TS • 

* T. 

(5) If IG is the identity map on G, then (IGt = IG':< is the 

(6) 

* identity map on G , 

If T is invertible, so is T 
~;:, 

and 

= T; more precisely, if for every 
*~< 

g e G , g denotes 

the image of g under the identification map (Theorem 4. 4) 

of G and G>io:< then < C, T':":<(g':<':') > ;:.; < T(g), C > for all 
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Theorem 4. 11: Let T: G - H be an open and injective homo-

* * morphism. Then for all '{ E G there exists ' E H such that 

* '{ = T ( ,). 

* Proof: Let '{ e G and let K = T(G). Since T is open, K is 

locally compact (Proposition 2. 10) and hence closed (Proposition 2. 11 ). 

* Since T : G - K is invertible, we may let T 0 be the restriction of 

* * T to K and use (6) of Theorem 4.11 to define: 

* -1 * ; = (T ) ('{) E K • ( 4. 8) 

But then we may extend ; to a character ' on all of H; (Theorem 4. 9). 

Now consider the function 'T : G - C. Since * T = T (C) 

(by 4. 4) we have for all g e G; 

,,, ..,.. 
< g, T ( ') > = < T(g),' > 

= < T(g),g > (since T(g) E K) 

'" 
= < g, T~(g) > 

= < g, 'Y > (by 4. 7). 

* Thus '{ = T ( ') and the proposition is proved. I I. 



CHAPTER V 

RANDOM VARIABLES WITH VALUES 

IN A GROUP 

Basic Notions 

In classical Probability Theory, a random variable is defined 

as a meas~rable function from a prob:bility s~ace to Rn for some 

positive integer n. In this chapter w.e generalize this concept by 

replacing Rn by a locally compact, second countable Hausdorff 

Abelian group. Again, we make no claim for completeness in this 

presentation we only develop sufficient machinery to prove certain 

characterization theorems in this and the next two chapters. Actually 

the main thrust of most books and papers on this subject is the deriva-

· tion of limit theorems analogous to the limit theorems of classical 

probability theory, and matters treated here are mostly ignored in the 

literature. For the more standard development of the subject of group­

valued random variables see Grenander [6], Parthasarathy [21], and 

Sazonov and Tutubalin [27]. 

We assume throughout that (0, 5, P) is a probability space, 

(G, +~ (5) 
1 

a group, tB = gen 0 , and µ a Haar measure on (G, fa) 

1 
We recall that we use the work 11 group 11 to denote a locally com-

pact, second countable, Hausdorff, Abelian, topological group. For 
convenience, we display explicitly the group operation 11+11 and the 
topology 11011 • 
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which is normalized if G is compact. If more than one group is con-

sidered, we will use appropriate subscripts; the underlying probability 

space (O, 6, P) remains fixed throughout. 

Definition 5. 1: A random variable X is a measurable function 

X : n -+ G, i.e., a function X which satisfies the condition 

-1 X (B) E 6 for all B E 6 ( 5. 1) 

Definition 5. 2: The distribution of X is the measure f.Lx on 

(G, i8) defined by 

f.Lx(B) - p {w En: X(w) E B} 

-1 = PX (B) for all B E 18. (5. 2) 

It is clear that if X is a random variable then (G, !5, f.Lx) is a 

probability space. 

Definition 5. 3: If X and Y are random variables with values 

in G, we shall write X "' Y if f.Lx = µy, i.e. , if 

P {w: X(w) -f Y(w)} = 0. 

Definition 5. 4: The random variable X is said to be uniformly 

distributed on G if f.Lx = µ, (the normalized Haar measure on G). 

It follows from Theorem 3. 3 that a necessary (but not sufficient) 

condition for X to be uniformly distributed on G is that G be compact. 

Furthermore, since µ(g + B) = µ(B) for all g E B and B E 18, the 

uniqueness of the normalized Haar measure (Theorem 3. 1) implies 

the following simple Proposition: 
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Proposition 5. 1: X is uniformly distributed on G if and only if 

X "' g + X for all g e G . 

Since neither R nor Z are compact none of the random vari-

ables studied in elementary probability are uniformly distributed in 

the sense of Definition 5. 4. We shall see later how the uniform con-

tinuous distribution on [O, 1] may be considered to be a uniform distri­

bution on (T 1, +) • 

Definition 5. 5: Let g e G and let the random variable X have 

the distribution given by 

~(B) = c if g i B 
for all B E f8 • ( 5. 3) 

if g E B 

Then X is called degenerate at g and denoted by g. Its distribution 

is called a degenerate distribution and denoted by 5 • 
g 

Definition 5. 6: If x 1 , ... , Xn are random variables with 

values in G 1, •.. , Gn respectively, their joint distribution is a 

measure µX X on (II{Gk: k = 1, ... , n}, rr{fSk: k = l, ... , n}) 
l' · · · ' n 

generated by the set function: 

µX X (B 1 x .•. x B) - P{w: Xk(w) E Bk' k= l, •.. ,n} (5.4) 
i•···• n n 

where Bk e fSk. 

Definition 5.7: The random variables x 1, .•. ,Xn are said to 

be independent if their joint distribution is the product (see 3. 22) of 

their distributions; i. e,, if 
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= µ.x x µ.x x • • • x flx 
1 2 n 

(5. 5) 

Convolutions 

As a motivation for the concepts to be discussed now, we trans~ 

late Theorem 3. 8 into probabilistic language. 

Theorem 5. 1: Let G 1, G2 be groups, X a random variable 

with values in G 1 and let T: G 1 -+ G 2 be a measurable function. 

Let Z = T(X). Then Z is a random variable with values in G2 and 

with distribution given by: 

( 5. 6) 

Moreover if f is a measurable real or complex valued function on G2 , 

then 

J f(T(x))d µ.X(x) 

Gl 

(5. 7) 

We can generalize Theorem 5. l to the case where T is a func-

tion of two variables. 

Theorem 5. 2: Let GI, G2 be groups, X, Y random variables 

with values in GI and let T: G 1 X G 1 -. G 2 be a measurable function. 

Let Z : 0-+ G 2 be the mapping defined by 

Z(w) = T(X(w), Y(w))' w En. ( 5. 8) 

Then Z is a random variable with values in G 2 . (Rudin [25], p. 11). 

The distribution of Z is given by 
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( 5. 9) 

If X and Y are independent, then 

Bz e l8z. (5. l 0) 

A generalization of Theorem 5. 2 to functions T of any finite 

number of variables is immediate. We shall, however, be interested 

in the following specia.l case of tha.t theore:rn: 

Let G 1 = G 2 = G, let X and Y be independ'7'nt and let 

T(x1 y) = x+y, x, ye G. In this case it is natural to write Z = X+Y. 

We will compute µ.Z. 

Let B e !8. We recall that si_nce G is locall.y compact and 

second countable the er-algebra !8 X !8 is precisely the family of Borel 

subsets of G X G. Now: 

t-1.z(B) = P{w: X(1,;) + Y(w) E B}, B E !8. ( 5. 11) 

We now consider the set 

B (Z) ;:;: { (x, y) e G X G: x + y t: B} (5. 12) 

and note that 

(5. 13) 

Hence by (5.9) and (5. ll) 

(5. 14) 

and since X and Y are independent, (5. 14) becomes 

(5. 15) 
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Formula (5. 15) enables us to calculate µ 2 , given µX and µy. 

We are interested in other expressions for µz and to simplify our 

further considerations we introduce the following definition: 

Definition 5, 8: Let µX and µy be the distributions of the 

G-valued random variables X and Y respectively. For all B E !8, 

let B(Z) be defined by (5. 12). The convolution of µX and µy is 

defined by: 

(5. 16) 

We see immediately that if X and Y are independent, then 

is the distribution of X + Y. The following theorem is also 

immediate: 

Theorem 5. 3: µX * µy is a probability distribution. 

The following theorem summarizes the basic properties of the 

convolution. 

Theorem 5. 4: For every B E !8 let JB be the indicator 

function of G; i.e. , 

Then: 

if x EB 

if xi B 

=- J JBd(µx '~ µY) = 
G 

(5. 17) 

B e !8; (5. 18) 
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(µx ,~ µY)(B) = //JB(x+y)dµxdµY; Be te 1 
GG 

(5. 19) 

(µx >:< µy)(B) = /µx(B - y)d f.l.y(Y); 

G 

For proofs see Rudin [24]. 

Characteristic Functions 

(5. 20) 

In classical Probability Theory the characteristic function ip(t) 

of the real random variable X is defined by: 

<P ( t) = E e i tx ' t ER. (5.21) 

We define, by analogy, the characteristic function of a random variable 

X with values in G to be the Fourier-Stieltjes transform of µX. 

Definition 5. 9: The characteristic function of the random 

* variable X is the complex valued function µX defined on G by: 

flx (") = / < g' " > d µx ( g) 

G 

(5. 2~) 

The following theorem summarizes the basic properties of µX which 

will be needed in the sequel. For proofs see Rudin [24], Chapter I. 

Theorem 5. 5: Let X and Y be independent random variables 

with values in G , µX and µy their distributions and ilx and lly 

their characteristic functions. Then: 



( 1) ~X is uniformly continuous on a*. 

(2) ilx determines µX uniquely. 

(3) 'P.x(O) = 1 where 0 is the identity of G* 

(4) 

(< g, 0 > = 1 for all g e G). 

* for all '{ E G . 

( 5) ~('{) = l'.}X('{) tly('{) for all '{ E G*, 

(6) If Y = g + x, lly('f) = < g," > P-x<'f) 

and conversely, 

(7) < g, '{ > flx('f) is the characteristic function of g + X. 

Example 5. 1: Let X be degenerate at g0 l: G. Then 

For a description of the characteristic function of the uniform 

distribution, see Theorem 5. 6 in the next section, 

Uniform Distributions 

It is well known that if X is a real random variable then its 

characteristic function <Px(t) = 1 1 for all t e R if and only if X is 

degenerate at 0. For a random variable with values in a group G we 

have a much richer theory. Theorem 5. 6 is our basic tool as we 

develop that theory. 

Theorem 5. 6: The G-valued random variable X is uniformly 
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distributed on a closed subgroup H of G if and only if ~ = J , i.e., x ..L 

if H 



G. 

If 

{ 
1 if 'I E H 

~x(") = 
0 if 'I i H 
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(5.23) 

Proof: By (2) of Theorem 5. 5 it suffices to prove necessity. 

Let X be uniformly distributed on the compact subgroup H of 

...L 
If 'I EH then, 

/\ I< g. '{ > d fl-x ( g) I< g, " > d µx { g) µx(") = = 
G H 

- Id µx(g) 

H 

= 1 

'I i H 
J_ 

' 
then the re exists g 0 e H such that <",go> :F 1. Hence 

'fix(") - I< g," > d µx(g) = I< g." > d µx(g) 

G H 

.;: /< g - go + go' 'I > d µx ( g) 

G 

- I< g - go' 'I > < go, Y > d µx(g) 

G 

- < go· y > I< g - go," > a f.Lx{g) 

G 

= <go, 'I> J < g," > dµx(g) 

G 



Since 

< go , " > I- l , ~x ( Y ) - o . 

Corollary: X is uniformly distributed on G if and only if 

J_ 
Proof: G = 0. 

~x(y) -- {01 if '{ = 0 

if '{ f: 0 
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I I. 

( 5. 24) 

I I. 

We note that the apparently surprising result of this corollary 

does not contradict the fact ( (1) of Theorem 5. 5) that -µX is uniformly 

continuous. We recall that if X is uniformly distributed on G then G 

is compact (Theorem 3. 3) and that the dual of a compact group is dis-

crete. (Theorem 4. 5). 

The following theorem describes an interesting property of the 

uniform distribution. 

Theorem 5. 7: Let G be compact, let X and Y be independent 

random variables with values in G and let X be uniformly distributed 

on G. Then X + Y is uniformly distributed on G. 

Proof: For all '{ E G* 

I I. 

It is very important to be careful when applying Theorem 5. 7 to 

real random variables. 
l 

Since the only compact subgroup of R is {O} 



57 

the only uniform distribution on R 1 is the distribution which is degen-

erate at 0. We recall the following well~known example: 

Example 5. 2: If X 1 and x2 are independent real random 

variables, both uniformly distributed on [O, I] then X 1 + x2 has the 

probability density function f given by 

This apparent contradiction to Theorem 5. 7 arises ·from the 

1 fact that [O, 1] is not a subgroup of R We also remark that for the 

random variable X 1 of Example 5. 2 
1 

supp x 1 = [o, l] I- c(X 1) = R. 

The converse of Theorem 5. 7 is false as the following examples 

illustrate. 

Example 5. 3: Let 
2 2 

G = T , H 1 = {(g, 0) e T } and 

2 
H 2 = { (0, g) e T } . Let x 1 and x2 be independent and uniformly 

distributed on H 1 and H 2 respectively. Since * 2 G = Z , we may 

* represent an element y e G by the ordered pair (m, n) of integers. 

Writing ·.z = (x, y) for z e G, we note that 

< z, y > i(mx+ny) = e • 

Hence 

/\ - {01 µX (m, n) 
1 

if n I o 

if n = 0 

and 



and hence 

if m :/. 0 

if m = 0 

{ 
0 if m :/. 0 or n :/. 0 

'llx + X (m, n) = 
1 2 I if (m,n) = {0,0) 
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Thus x 1 + x2 is uniformly distributed on G while neither X 1 nor x2 

is uniformly distributed on G. 

In the following example we compute X + Y without recourse to 

characteristic function. 

Example 5. 4: Let G be the Klein 4 group. We denote the 

elements of G by { 0, a, b, c} , with 0 the identity element of G, and 

recall that x + x = 0 for all x E G and that if x, y, z are distinct 

non-zero elements of G, then x + y = z. (See Her stein [8] for more 

details). 

Let X meet the values 0 a b c 

with probabilities 
1 1 

0 0 
2 2 

and let y meet the values 0 a b c 

with probabilities 
l 

0 
l 

0 2 2 
Then 

P(X+Y=O) = P(X=O,Y:cO)+P(X=a,Y°"a) 

+ P(X = b, Y = b) + P(X = c, Y = c) 

P(X+Y=a) = P(X=O,Y=a)+P(X=a,Y=O) 

+ P(X=b, Y=c) + P(X=c, Y=b) 



with similar expressions for P(X + Y = b) and P(X + Y = c). 

A simple substitution then yields the result that the random 

variable X + Y meets the values 

with probabilities 

0 

I 
4 

a 

l 
4 

b 

1 
4 

c 
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Thus X + Y is uniformly distributed on G while neither X nor 

Y is. 

Example 5. 4 is really a rewording of Example 5. 3, for the 

Klein 4 group is really 
2 z 2 , and writing H 1 = {O, a}, H 2 = {O, b} 

we note that X and Y are uniformly distributed on H 1 and H 2 

respectively and that G = H 1 EB H 2 ; (Berstein, [8] ). However, the 

Klein 4 group illustrates the necessity in Theorem 5. 7 of the condition 

that X and Y be independent. An easy computation shows that no 

matter what the distribution of X on 2 z 2 , x + x is degenerate at 0. 

The following theorem is an attempt at a partial converse to 

Theorem 5. 7. We do not know whether the condition in Theorem 5. 8 

that fly do not vanish could be weakened. 

Theorem 5. 8: Let X and Y be independent random variables 

with values in G. If 1£y does not vanish and X + Y is uniformly 

distributed on G, then so is X. 

Proof: For all 'I E G 
_,, ,,, 

/\ /\ ' ' {
o 

=fl ('{)µ \yJ = x y l 

if '{ :f 0 

if '1::::0, 

If 'I = 0, this equation is trivially satisfied. If 'I -:/. 0 then 

'fix('{) = 0 since ~y('I) -:/. 0. Hence X is uniformly distributed on G. 

II. 
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We note that Theorem 5. 7 could be restated as follows: 

Theorem 5, 7 1 : Let G be compact, let X and Y be independent 

random variables with values in G and let X be uniforrnly distributed 

on G. Then X+Y"' X. 

Theorem 5. 9 below is a useful statement of a partial converse 

of Theorem 5. 7 1• 

Theorem 5. 9: Let X and Y be independent G-valued random 

variables with c(X) = G. Let Y satisfy the condition: 

* For all y e G , fly(y) = l ==>y = 0. 

Then if X + Y "" X , X 

Proof: For all 

is uniformly distributed on G. 

* 
" E G 

If y = 0, (5. 25) is trivially satisfied. 

{*) 

{5.25) 

If y f. 0, llyh') f. 1 and hence (5. 25) implies that fcx(y) = 0. 

Hence 

if 'Y = 0 

and the theorem is proved. I I. 

We do not know if the condition {*) of Theorem 5. 9 can be 

weakened. That it cannot be dispensed with altogether, is illustrated 

by the following example. 
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Example 5. 5: Let G be the Klein 4 group. and adopt the nota-

tion of Example 5. 4. 

Let x meet the values 0 a b c 

with probabilities 
1 3 1 3 
8 8 8 8 

and let y meet the values 0 a b c 

with probabilities 
2 

0 
1 

0 3 3 

A simple calculation now shows that X+Y meets the values 

0 a b c 

with probabilities 
l 3 1 3 
8 8 8 If 

Hence X + Y "' X even though X is not uniformly distributed 

on G. Recalling that 
>:C 

G :::: G, we note that 'fiy(O) = 'fiy(a) = l while 

It turns out, however, that if X + Y '" X then Y and X + Y 

are independent even if (>!<) of Theorem 5. 9 is not satisfied. This fact 

is proved in the following theorem. 

Theorem 5. 10: Let X and Y be independent random variables 

with values in G, and let X "' X + Y. Then Y and X + Y are indepen-

dent. 

Proof: For all B 1 , B 2 e !8, we have: 

f.L(Y,X+Y)(B 1 X B 2 ) = P{<.0: Y(tv) t.: B 1, (X+Y)(w) E B 2} 

::: P{w: Y{w) E B 1, X(w) E B 2} 
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Since the sets B 1 x B 2 , B 1 , B 2 e '8, generate the Borel sets of 

G x G, the theorem is proved. I I. 

To give a final characterization of the uniform distribution on a 

group we need the following definition: 

Definition 5. 10: A probability distribution 1T is called idem po~ 

tent, if 1T * 1T = 1T. 

The following theorem shows the connection between idempotent 

and uniform distributions. For a proof see Grenander [6], p. 106. 

For further details on the structure of idempotent measures on groups 

see Rudin [24], Chapter III. 

Theorem 5. 11: The G-valued random variable X has an 

idempotent distribution tJ.x if and only if X is uniformly distributed 

on a compact subgroup H of G. 

It follows from Theorem 5. 10 that the only idempotent measure 

on R 1 is 50 . The indempotent measures on T 1 are Haar measure 

and counting measures on cyclic groups generated by rational numbers. 

Applications to Real Random Variables 

In this section we distinguish between the distribution of a real 

random variable as given in Definition 5. 2 and its distribution function 

q.s defined in Ash [2], p. 52. We recall that the distribution function 

of a real random variable X is defined by 

F X(x) = P{w: X(w) < x}, 
1 

x E R ' (5. 26) 



and that its characteristic function is given by 

itX 
q>X(t) = E e • 

l t E R • 
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(5. 27) 

We wish to establish a connection between these ideas and the concepts 

introduced in the previous section. We assume throughout that a and 

b are fixed (extended) real numbers satisfying -oo < a < b < oo. 

Definition 5. 11: The class rt( a, b) is the set of all real-valued 

function F on [a, b) to [O, l) satisfying: 

( l) F(a) = O 

(2) F(b - 0) = l 

(3) F is continuous 

(4) F is strictly increasing. 

It follows that if F E i!'(a, b) then F is the distribution function 

of a random variable X. We shall write X"' F X to indicate that F X 

is the distribution function of X. We aleo note that all functions 

F E B(a, b) satisfy the conditions of Theorem 2. l and that we may thus 

consider the group ([a, b), F), (see Definition 2. 5). 

Now let X "'F X E i!'(a, b) and consider X to be a random 

vadable with values in {[a, b), F X). We wish to determine µX. For 

this purpose it suffices to consider half open intervals [c, d) with 

a < c < d < b. We note that 

(5. 28) 

Next we recall that F X is an isomorphism between ([a, b), F X) and 

T 1 , and that the normalized Haar measure on T 1 is Lebesgue 

measure m. Since µX([c, d)) = m(F X([c, d))) it follows that µX is 
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translation invariant on ([a, b), F X), and is thus the normalized Haar 

measure on {[a, b), F X), We have thus proved the following theorem: 

Theorem 5. 12: Let X "" F X e i!'(a, b), Then X may be con­

sidered to be a uniformly distributed random variable on the group 

{[a, b), F x). 

The converse of Theorem 5. lZ follows immediately from the 

uniqueness of the Haar measure. We state it in the next theorem~ 

Theorem 5. 13: Let 'i' e i!'(a, b) and let X "' F X. If X is 

uniformly distributed on ([a, b), 'f), then F X = 'i'. 

Theorems 5, 12 and 5, 13 are well known. If X "'F X it is 

uniformly distributed on ((a, b), F X), it follows that F X(X) is 

uniformly distributed on T 1• Theorems 5. 12 and 5, 13 can be found 

in the classical literature stated as follows: (see Lindgren [17]p. 274 

ff. ). 

Theorem 5, 14: The J;"eal random variable X has the distribu-

tion function F if and only if F(X) is the uniform continuous distri-

bution on [O, 1]. 

Formula (5. 28) exhibits the relationship between the distribu-

tion function of a real random variable X ~nd its distribution when X 

is considered to be group-valued on ([a, b), F X). We now derive a 

similar relationship between its characteristic functions as given by 

(5, 27) and (5. 22). 
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Theorem 5. 15: Let 'i' e Qia, b) and let X"' F X e l'(a, b). Let 

(G, o) = ([a, b), 'i'). Then X considered as a G-valued random variable 

has a distribution µX defined by (5. 28). Furthermore, every element 

in G* is of the form 'f * (n), n E Z. Finally, for all n E Z, 

* A * <Px('i' (n)) = t-i-x<'f (n)). (5. 29) 

Proof: The fact that 1-Lx is given by (5. is) has already been 

shown. 

l * Since 'f is an isomorphism from G to T , 'i' is an isomorph-

1 * * i* ism from T <to G ; (Theorem 4. l 0). Since T = z, every 

element of G* i$ of the form 'f* (n), n E Z. 

Now let Y = 'f(X). Then Y is a T 1-valued random variable 

and for all Borel subsets B of G, µX(B) = µy('i'(B)). Hence 

(5. 30) 

Fµrthermore, for all n E Z 

l 
= J < y, n > d IJ.y(Y) (Pontryagin [22], p. ZO l) 

0 

-1 
y, n > d(µX 'i' )(y) (by (5. 30)) 

b 
= J < 'f(x), n > d µx(x) (Theorem ;J.B) 

a 



Thus:· 

Repeating the above steps, we note that for all n e Z, 

l},y(n) = /b < x, t* (n) > d µX(x) 

a 
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/
b . * ) = e i'f (n x d F X(x) (by (5.28) & Ex. 4.2) 

a 

* = <Px('f (n)) (by 5. 27) 

Thus: 

(5. 32) 

(5. 31) and (5. 32) now yield ( 5. 29) and the theorem is proved. I I. 

We note that the well-known fact that the distribution of a ran-

dom variable on [ .. ir, ir] is completely characterized by its Fourier 

coefficients is an immediate corollary of Theorem 5. 14. 

We are now able to prove the following characterization 

theorems, which are unpublished results of Professor Kotlarski's. 

Theorem 5. 16: Let 'f e li(a, b) and (G, o) = ([a, b), 'f). Let 

X and Y be independent and have distribution functions 



FX' Fye G(a,b). Then Xo Y"'X if and only if Fx;:'f. 

Proof: If F X = '!' then X is uniformly distributed on G. 

(Theorem 5. 11), and hence X o Y is uniformly distributed on G; 

(Theorem 5. 7). Hence X o Y "'X. 
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Conversely, assume that X o Y "'X. Since Y "' F y E il(a, b), 

<Py(t) = l implies that t = 0. (Lukacs (19]. p. 25). Hence, by 

Theorem 5. 14, iJ.y(y) = 1 implies that y = 0. Hence, by Theorem 

5. 9, X is uniformly distributed on G, and so, by Theorem 5. 12, 

I I. 

Corollary: Let X and Y be independent random variables, 

with distribution functions F X' FY"' if(a, b). Let (G, o) = ((a, b), F y). 

If X o Y "' X then X "' Y • 

Proof: In Theorem 5. 15, put '!' = F y, and the rest is obvious. 

I I. 

Theorem 5. 17: Let '!' e tt(a, b) and let (G, o) = <[a, b), 'i?. Let 

X and Y be independent real random variables with support in [a, b] 

and let X "' X o Y • Then Y and X o Y are independent. 

Proof: Apply Theorem 5. 10 to the G-valued random variables 

X and Y. 11. 



CHAPTER VI 

A PROPERTY OF THE UNIFORM 

DISTRIBUTION ON COMPACT 

ABELIAN GROUPS 

A Characterization Theorem 

In Chapter V we have shown how a real random variable X with 

distribution function F X e i!'{a, b) may be considered to be uniformly 

distributed on the group {[a, b), F X). Theorems 5. 7, 5. 8 and 5, 9 

describe some of the properties of uniformly distributed group-valued 

random variables and Theorem 5, 15 shows how these ideas could be 

applied to classical characterization problems. The basic theoretical 

result in Chapter V, namely Theorem 5. 9, is somewhat unsatisfactory; 

however, since we do not know whether the condition that: µy{)') = 1 

implies )' = 0, could be weakened, nor do we know of a group theoretic 

analogue of the result, used in the proof of Theorem 5. 15, which states 

that a characteristic function <Px{t) is the characteristic function of a 

lattice distribution if and only if there exists a real t 0 :I 0 such that 

l<Px<t0 ) I = 1 i {Lukacs [19], p. 25). 

The purpose of this chapter is to prove a result similar to 

Theorem 5. 9 under the assumption that Y is a degenerate random 

variable. We already know {Proposition 5. 1) that the random variable 

X with values in the group G is uniformly distributed on G if and only 
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if X "' g + X for all g E G. We show in Theorem 6. 1 below that if 

X "'g + X for one g E G satisfying certain conditions then X is 

uniformly distributed on G. It turns out that classical characteriza­

tion theorems such as the one described in Example 1. 1 follow imme­

diately from this result. We were also able to derive some new 

characterization theorems from Theorem 6, 1. 

We fir st need to prove a lemma. 

Lemma 6. 1: Let X be a random variable with values in G, 

and let H be a dense subgroup of G. If for all h EH, X "'h+X 

then X is uniformly distributed on G. 

Proof: Let 18 = gen o, where l5 is the topology on G. For all 

E , F E 18 define: 

(6. 1) 

and recall (Theorem 3. 12) that (18 1, p') is a complete metric space, 

where (f&l, p 1 ) is obtained from the pseudo-metric space (18, p) by 

identifying sets whose symmetric difference is of µX-measure zero. 

Now let g 0 E G and B 0 E 18 be fixed. We shall show th.at for 

all £ > 0 , 

{6. 2) 

It will follow that µX is translation invariant, and hence that 

µX is the normalized Haar measure on G. This means that X is 

uniformly distributed on G. 

By Theorem 3. 13, the function f: G -18 1 given by 
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(6. 3) 

is continuous. 

Let t > 0 . Since H is dense in G, we can find h 0 E H such 

that 

But 

Hence: 

p'(f(go), f(ho)) = p'{(go +Bo)', {ho+ Bo)') 

= p { g 0 + B 0 ' hO + B 0) 

= µx{<go + Bo) D. (ho + Bo)) 

We intend to show that: 

µx[(go + Bo) n Cho + Bo)] ~ µx<go + Bo) 

~ µx[(go +Bo) n (ho +Bo)]+ e: • 

The first inequality is obvious since 

and the second follows from: 

(6. 4) 

(6. 5) 

(6. 6) 
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. 
µx<go + Bo> = µx[ {(go+ Bo> n <ho+ Bo)} U {(go+ Bo> fl <ho+ Bo)} l 

= µx[<go + Bo> n <ho+ Bo>l + µx[<go +Bo) t1 Cho +Bo>l 

~ µx[<go +Bo> n Cho+ Bo>l + µx[<go +Bo> 6 <ho+ Bo>l 

(by 6. 5) 

Similarly we can show that 

µx[<go +Bo> n Cho+ Bo>l ~ µx(ho +Bo> 

< µx[<g 0 + B0> n (h0 + B0)] + e, (6. 7) 

and combining (6. 6) and (6. 7) we obtain 

(6. 9) 

Now since X "" h 0 + X, X "" (-h0 ) + X. Hen9e 

which means that 

(6.10) 

Substituting (6. 10) in (6. 9) we obtain (6. 2) and the lemma is proved./ I. 

We are now ready to state the main theorem of this chapter. 

Theorem 6. l: Let X be a random variable with values in G 

and let g0 generate a dense subgroup H of G. Let X "" g0 + X. 

Then X is uniformly distributed on G. 
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Proof: Since X "" g 0 + X, X "' (-g0 ) + X, and hence a simple 

induction argument yields: X"" ng0 + X for all n E Z. Thus 

X"' h+X for all h E H, and since H is dense in G the theorem is 

proved. I I. 

1 Corollary: Let a E T be an irrational number. Then the 

random variable X with values in T J is uniformly distributed if and 

only if X "' a + X . 

1 Proof: The cyclic subgroup of T · generated by an irrational 

number is dense in T 1. (Theorem 2. 7). II. 

The requirement, in Theorem 6. 1, that g0 generate a dense 

subgroup of G is essential. In Example 6. l we exhibit a non-uniformly 

distributed random variable X on the group G, and an element g0 E G 

such that X "" g0 + X • 

Example 6. l: Consider z4. Letthe random variable X meet 

the values 0 l 2 3 

with probabilities 
1 3 1 3 
8 8 8 8 

Then X "" 2 + X but X is not uniformly distributed on Z 4 . 

The proof of Theorem 6. 1 is the one given in Flusser [5], 

After that paper had been accepted for publication we discovered the 

following simpler proof. 

Alternate Proof of Theorem 6. 1: Let H = { n g0 : n E Z}. Since 

X "' g 0 + X, X "'h + X for all h e H. Let g e G. Since H is dense 

in G, there exists a sequence {h } n of elements of H converging to 

G. * Hence for all y E G and n = 1, 2, •.• 
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by the continuity of 'f and -P.x. 

Hence 1lx('f) = , g, 'f > 1lx('f) = ~g+x('f) for all g E G and 

Thus X "'g + X for all g E G and the theorem follows from 

Proposition 5, 1. I I. 

Applications to Real Random Variables 

In this section we derive four characterization theorems from 

Theorem 6. l. The first is a result of Williams' [26], (see Example 

1. 1) the others are new but are similar in spirit to the first. 

Theorem 6. 2: (A Characterization of the Cauchy Distribution: 

Williams [26)). 

Let X be a real random variable, and let c be a real number 

not the tangent of a rational multiple of Tr. Let 

Y = X+c (6. 11) 
1 - c x 

Then X "' Y if and only if X has the standard Cauchy distribution 

with probability density function ( 1. l ). 

Proof: Let 

F(x) =.!.+l 
2 Tr 

arc tanx; x E R. (6. 12) 

Then FE it(-co,<X!) (see Definition 2.6). Let (G,O) = ([-oo,co),F). 



1 arc tan c, '{ = 
1T 

Recalling that 0 ~ F(Y) < 1 we obtain: 

F(Y) =.!.+l 
2 1T 

arc tan X+c 
1 - c x 

arc tanX+ .!. arc tanc) mod (0, 1) 
1T 

= F(X) + y • 
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(6. 13) 

(6, 14) 

By our assumption on c and (6. 13), y is irrational, and hence 

by Theorem 6. l, F(X) is uniformly distributed on T 1 if and only if 

F(X) "' F(Y), which is true if and only if X is distributed like Y on 

(G, o). Furthermore, by Theorems 5. 12 and 5. 13, F(X) is unifo;rmly 

distributed on T 1 if and only if F is the distribution function of X, 

i, e. , if and only if X has the standard Cauchy distribution with proba-

b ility density function ( 1. 1). 

Theorem 6. 3: [A Characterization of the Uniform Continuous 

Distribution on [O, l]]. 

Let X be a real random variable, and for some irrational 

c e [o, 1] let 

Y = (X+c) mod [o, 1). (6. 15) 

Then X"' Y if and only if X is uniformly distributed on [O, l]. 

Proof: Let F(x) = x, x e [O, 1). The theorem now follows 

from the Corollary to Theorem 6. 1 and an argument similar to the one 

used in Theorem 6. 2, I I. 
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Theorem 6. 4: [A Characterization of the Exponential Distribu-

tion] . 

Let X be a real random variable, and let c be a positive 

number which is not the logarithm of a rational number. Define 

{ 

-X -c -c -log (e + e - 1) if X < -log ( 1 - e ) 

y = 
-X -c -c -log (e + e ) if X > -log ( 1 - e ) • 

(6.16) 

Then X ~ Y if and only if X ~ Exp ( 1) ; i.e. , if and only if X has the 

probability density function 

Proof: Let 

f(x) 
= {o if x < o 

-x 
e if x > 0 • 

F(x) 
= { 0 if x < 0 

1 - e -x if x > 0 

Then F E ~(O, oo). Let (G, o) = ([O, <Xl}, F). 

Since 

F- l(y) = -log (y - 1) 

we get 

co X = F-l[F(X) + F(c)) 

-1[ -X -c] =F 1-e +1-e 

{ 
-X -c c 

-log(e +e - 1) if X< -log(l - e) 
= -X -c -c -log(e +e ) if X> -log(l - e ) 

(6. 17) 

(6. 18) 

(6. 19) 

Hence: co X = Y. (6. 20) 
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To show that c satisfies the condition of Theorem 6. l we need 

only verify that F(c) is irrational. But -c 
F(c) = l - e and c is not 

the logarithm of a rational number. Hence c generates a dense sub-

group of G and hence X "' Y if and only if X is uniformly distributed 

on G which is true if and only if F is the distribution of X. This 

proves the theorem. I I. 

Theorem 6. 5: [A Characterization of the Hyperbolic Secant 

Distribution], 

Let X be a real random variable, and let c be a real number, 

not the logarithm of the tangent of a rational multiple of 1T. For all 

non-zero x, let L{x) be the odd function which is equal to log x for 

positive x. Define: 

(6.21) 

Then X "' Y if and only if X is the absolutely continuous random 

variable with probability density function 

f(x) l sechx, x E R. = (6. 22) 
1T 

Proof: Let 

F(x) 2 arc tan e x 
x ER. = ' 1T 

(6.23) 

Then Fe 0'(-co,co). Let {G,o) = { -co,co),F). We note that since F(c) 

is irrational, c gene rates a dense subgroup of G. We show that 

coX=Y, (6. 24) 
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the required result then follows from an argument like that used in 

Theorem 6. 4. 

F(X) + F(c) 
2 [arc tan ex+ arc tan e c] mod [O, l) = iT 

where 

Hence 

(2 arc tan 
ex+ ec 

) mod [O, 1) = x c Tl' 
1 - e e 

2 [arc tan 
ex+ ec 

+ 
Tl' o] = x c 2 Tl' 

1 - e e 

l'f 1 x c 0 - e e ::::_ , i. e. , if and only if X < -c 

l'f 1 x c 0 - e e < , i. e. , if and only if X > c 

x + c e e 
if x < -c 

F(X) + F(c) 
--{ ~; arc tan X e 

1 • e c 

ex+ ec 
x c 

l - e e 

noting that 

we obtain 

Recalling that 

arc tan if x > -c 

iT log tan 2 y, y E (0, l) 

{ 
x c 

1 e + e 'f X og X c i < -c 
1 - e e 

= x c 
log tan [arc tan ( e +Xe c 

- 1 - e e 

co X = F- 1(F(X) + F(c)] 

+¥)]if 
(6. 25) 

x > -c 

(6. 26) 



and that: 

log !an[arc tan(;~ :x:: + i}} ~ log tan{arc cot(;~ :x::)] 
x c 

1 - e e = log X c ' 
e +e 

we obtain from (6. 25), (6. 26) and (6. 27) 

{

log 

c 0 x = 

log 

x + c e e 
c x 

1 - e e 
if x < -c 

if x > -c 

and hence (6. 24) follows from the definition of the function L and 

(6. 21). This concludes the proof. 
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(6. 2 7) 

(6. ZS) 

//. 



CHAPTER VII 

A CHARACTERIZATION OF THREE 

INDEPENDENT RANDOM 

VARIABLES 

Int roduc ti on 

While characterizing the normal, gamma and chisquare distribu-

tions, I. I. Kotlarski showed that the distributions of three independent 

random variables x0 , x 1 and x2 are determined by the joint dis­

tribution of a two-dimensional random variable (Y 1, Y 2 ), where Y 1 

and Y2 depend on x0 , x 1 and x2 ; Kotlar ski [12]. Kotlar ski [13]. 

Kotlarski [14]. In the special case where Y 1 = x 0 + x 1 and 

Y 2 = x0 + x2 , and x0 , x1 , x2 , Y 1 and Y 2 are random variables­

with values in Hilbert space, Kotlarski [15] has shown that the distri­

bution of (Y 1, Y2 ) also determines the distributions of x0 , x1 and 

x2 up to a shift. Under the assumption that x0 , X 1 , x2 , Y 1 and 

Y 2 have their values in a locally compact Abelian group, B. L. S. 

Prakasa Rao [23] obtained a similar result. More recently, Kotlar ski 

[16] proved a similar characterization theorem under the assumption 

that x0 , x1 and x2 are random vectors of different dimension, T 

is a linear transformation satisfying certain conditions and 
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In this chapter we prove a result similar to Kotlarski 1s in [16J. 

We assume that x 0 , X 1 and x 2 are independent random .variables 

with values in a group G, that T is a homomorphism from G onto a 

group H which is isomorphic to a proper subgroup of G and show that 

the joint distribution of (Y l' Y2 ) = T(X 0 , X 1, X2 ) determines the 

distributions of x0 , X 1 and x2 up to a shift which depends on only 

one parameter. We then show how the results of Kotlar ski [ 16] and 

Prakasa Rao (23] follow immediately from these considerations, and 

finally, we give some applications to classical characterization prob­

lems. 

The Main Theorem 

Theorem 7. 1: Let the locally compact, second countable, 

Hausdorff Abelian group G be the direct sum of three of its subgroups, 

(7. 1) 

For k :::: 0, 1, 2, let pk be the projection of G onto its kth direct 

summand. Let X be a random variable with values in G and let 

Assume: 

(Al) x0, x 1 and x2 are independent random variables 

(with values in G0, G 1 and G2 respectively). 

(A2) The characteristic functions of x0, x 1 and x2 

do not vanish. 

(7. 2) 
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Let H be another locally compact, second countable, Hausdorff 

Abelian group and let T: G - H be a (continuous) homomorphism 

from G onto H. Let 

T k = Tpk, k :.:: 0, 1, 2 , (7. 3) 

Assume further: 

(A3) T 0 I GO is injective. 

(A4) (T 1 + T 2 )jG 1 EB G2 is bijective 

where 0 is the identity of H. 

Let 

Y - T(X) • (7. 4) 

Then the distribution of Y determines the distributions of x0 , x 1 and 

x2 up to a shift. The shift for x0 is given by an arbitrary element 

go E G' those for xl and x2 are determined by go. 

Before proceeding with the proof of Theorem 7. l we introduce 

some notation and prove two lemmas. Throughout this section we 

assume the hypothesis of Theorem 7. 1. We also denote the distribu-

tions of X, x 0, x 1, x 2 and Y by µ, µ 0, µ 1, µ 2 and µy respec­

tively, with a corresponding notation for their characteristic functions. 

We denote the inverse of the restriction of T 1 + T 2 to G 1 @ G 2 by 

(T 1 + T 2 )- I; this mapping exists and is continuous by (A4) and Propo­

sition 2. 13, 
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We now define the following homomorphisms: 

(7. s) 

(7. 6) 

(7. 7) 

(7. 8) 

Lemma 7. 1: U, u0 , U 1 and u2 are open and injective, and 

(7. 9) 

Proof: The fact that U and u0 are injective follows from (AS) 

and (A4). Equation (7. 9) is obvious. 

T is open by Proposition 2. 13. Since projections are open 

homomorphisn1s (2. 16), and the composition of open maps is open, U 

is open. Since the restriction of an open homomorphism is open, u0 

is open, and hence so are u 1 and u2. 

To show that U 1 is injective, consider an element g e G0 , 

g 1 0. We shall show that g t ker U 1 • 

Since g 1 0' T o(g) = hl + h2 1 0 (by (A3)), where hl E T 1 (G)' 

h 2 e T 2 (G) and this representation is unique by (A4). If h 1 = 0, 

To(g) = h2 E Tz(G), and hence To(G) n Tl{G) 1 {O}, contradicting 

(AS). So h 1 1 0 and similarly h 2 1 0. 

Hence, by (A4) we can find a unique pair (g 1, g 2 ) with 

0 1 g 1 e G 1 , 0 1 g 2 e G 2 such that T 1(g 1) = h 1 and T 2 (g2 ) = h 2 . 



Now 

u 1 (g) 

=p1(g1+g2) 

= gl ~ 0. 

Hence U 1 (g) ~ 0, thus g ' ker U 1 , and hence U 1 is injective, 

Similarly we can show that u2 is injective, and the lemma is 

proved. I I. 

* * Corollary 1: U 1 ':# 0 and u2 ~ 0. 

Corollary 2: Let l'o e G~. Then there exist l'i e G~ and 

* l'z e G2 such that 

Proof: Apply Theorem 4. 11 to U 1 and u2 • 

* Lemma 7.2: For all 'e H 

(7. 10) 

I I. 

(7. 11) 

Proof: For every Borel subset A C G, µ(A) = f.Ly(T(A)). 

i\ -1 * Hence f.Ly = µ T , and therefore, for all ' e H : 

~y"> = f < h, , > d t-Ly(h). heH 

H 

= I< h, ' > d µ T- l (h) 

H 
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= /< T(g),' > dµ(g), 

G 

geG (by Thrn. 3. 8) 

= I< g, T* (') > d µ(g) 

G 

(by Thm. 4. 10) 

= /<g,T~(C)> <g,T~(,)> <g,T;(,)>dµ(g) 

G 

= / < g, T~(C) > < g, T~(') > < g, T~(') > d[µ 0 x µ 1 x µ 2 ](g) (by (Al)) 

G 

= /< g,T~(C) > dµ 0 (g) /< g,T~(') > dµ 1(g) /< g,T~(C) > dµ 2 (g) 

G G G 
(byThm. 3.7) 

I I. 

Corollary: If the characteristic function of Y does not vanish, 

the characteristic functions of x 0 , X 1 and x2 do not vanish, and 

conversely. 

Proof: This follows from (7. 11), (4) of Theorem 5. 5 and the 

fact that (A2) was not used in the proof of Lemma 2. 

We are now ready to prove the main theorem. 

Proof of Theorem 7. 1: Let X' be another random variable 

I I. 

with values in G satisfying (Al) and (A2). Let Xk = pkX', k = 0, 1, 2, 

and let Y' = T(X'). Let the distributions of X', x0, Xi, Xz and Y' 
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be v, v0 , v 1, v2 and vy, respectively, with a corresponding notation 

for their characteristic functions. 

We assume that ·~y = ¢Y', and shall show that Xk and Xk 

have the same distributions up to a shift. 

Let: 

* By Lemma 2 we have for all C E H : 

* 'Vo = To(C:) 

'V 1 = T~ (C) 

* 'Vz = Tz<C) • 

Then by (7.14), (7.15) and Theorem 4.10 

hence, again by Theorem 4. 10 and (7. 5) - (7. 8), 

"o = [ -1 ] * (Tl+ Tz) To <-v1 + Yz) 

* = u <-vi + 'Vz) 

* = uo<Y1 + Yz) 

and since 

(7. 13) 

(7. 14) 

(7. 15) 

(7. 16) 

(7. 17) 
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Moreover, since T 1 + T Z is an iesomorphism between 

* * * G 1 ~ G2 and H, and since (G 1 $ G2 ) = G 1 $ G2 (by Theorem 4. 8) 

we may fir st substitute (7. 17) in (7. 13) and then substitute (7. 13) -

(7.15) in (7. lZ) and obtain: 

* * for all y 1 e G 1 , Yz e G2 . (7.18) 

Now define: 

= {} !¢ .-z 2 (7. 19) 

., 

By (AZ); (7. 18) then becomes: 

(7. 20) 

By Corollary 1 of Lemma 7. l we may successively set y 2 = 0 

and y 1 = 0, and, since 'f 1 (0) = 'f 2(0) = l we obtain: 

(7. 21) 

and 

(7. 22) 

Substituting (7. 21) and (7. 22) in (7. 20) we obtain: 

(7. 23) 

* Yo, Yo E G0 • By Corollary 2 of Lemma 7. l there 

exist * I * ) II *c ) y 2 eG2 suchthat y 0 =U1(yl and y0 =U2 y2 ~ 
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Hence (7. 23) implies: 

(7. 24) 

Now 'i'o is continuous and since '!'0 (-'1 0 ) = 'f()\'1 0), 1'¥0 ('10 )1=1 

* ** for all 'lo e G 0 • Hence (7. 24) implies that 'i' 0 e G 0 • Applying 

Pontryagin 1s Theorem, we conclude that there exists an element 

g 0 e G0 such that 

* Setting 'lo= U 1 ('1 1) in (7.21) we obtain 

and similarly, setting 

* for all 'I 1 e G 1 1 

Hence, by (7. 19) we obtain: 

(7. 2 5) 

(7. 26) 

(7. 2 7) 

(7.28) 

(7.29) 

(7.30) 

which means that, (by Theorem 5. 5, (6) and (7) ), x 0 is distributed 

like g0 + x0 , XJ. is distributed like - U l (g0 ) + X l and x2 is 

distrib'Q.ted like -U2 (g 0 ) + x2 • This completes the proof. I I. 



88 

Derivation of Kotlarski 1 s and Prakasa 

Rao's Theorems 

The theorem stated here is a generalization of Kotlar ski's 

result in [16J. In that theorem x 0 had to be a one-dimensional ran­

dom variable, 

Theorem 7. 2: Let x 0 = [x0 1, x 0 2 , •.. , x 0 ], 
I I I no 

, X 1 ] and x2 ::: [X2 1, X2 2 , . . • , x2 ] 
, n l ' ' , n2 

be 

three independent random vectors with non-vanishing characteristic 

functionals and values in the real vector spaces I0 , I 1 and Iz 
respectively. Let: 

and denote 

Assume: 

Define: 

no 

!: 
k=l 

dim~= nk, k = 0, 1, 2, 

n = no + nl + n2 

m = n 1 + n 2 . 

l. = 1, ••. , m 

(7. 31) 

(7. 32) 

(7. 33) 

(7. 34) 

(7.36) 



89 

where A = [a lk] is an m )( n matrix satisfying the conditions stated 

below. For any set {i 1, ••• , in(/ of n 0 natural nwnbers with 

1 < i 1 < .•• < i < n, let A(i1 , ,., •• , i ) be the (square) matrix 
no - no 

obtained from A by deleting the i 1 -th, i 2 -th, ..• , in
0 

-th columns. 

Assume that: 

(Kl) IA(l,2, •.. ,n0 >1 I: o 

(K2) There exists at least one set of n0 natural numbers 

with no + 1 ~ i 1 < ••. < in ~ no + n 1 such that 
0 

I A( i l' •••• i ) I ;/ 0 • 
no 

(K3) There exists at least one set of n 0 natural numbers 

with n0 + n 1 + 1 < il < , •. < i < n j;'l,l.Ch that no -
I A( i l' .... i ) I -i 0 • 

no 

Then the joint distribution of (Y , •.. , Y ) determines the distribu-
1 m 

tions of x0 , x1 and x2 up to a shift. The shift for x0 is deter­

mined by an arbitrary element x 0 e Jo, while the shifts for x 1 and 

x2 depend on x 0 . 

Since all the ~· s are finite dimensional, G and H are 

locally compact, second countable, Hausdorff Abelian groups under 

the operation of vector addition. 

Let T : G - H be the linear transfo·rmations the matrix of 

which, relative to the standard bases of Rn and Rm, is A. Then T 

is a (continuous) group homomorphism from G onto H. 

Since (Al) and (A2) are stated explicitly in the hypothesis of 

the Theorem, it suffices to verify that assumptions (A3) - (AS) of 



Theorem 7. l hold. 

where 

Let 

= [a .. ] : i = 1, ••. , no ; j = 1, •.. , m 
lJ 

Al = [a ij) : i = n0 + 1, . . . , n0 + n l ; j = 1, . . . , m 

A2 = [aij): i = n0 + n 1 + 1, ... , m; j = 1, ••. , m 
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(7. 37) 

(7. 38) 

Then the matrix of T 0 is [A0 , 0, 0), that of T 1 is [O, A 1, 0) and 

that of T 2 is [O, 0, A 2 ]. Hence either (K2) or {K3) implies that 

rank A 0 = n 0 . Thus T 0 is injective and {A3) is satisfied. Also {Kl) 

implies {A4). 

Now {K3) implies that rank {T 0 + T 1) = n0 + n 1 while (K2) 

implies that rank {TO + T 2 ) = n 0 + n2 . Thus if 

d = dim [T{I0 ) n T{ Il )), then rank {TO + Tl) = n 0 + n 1 - d, and hence 

d = 0. Thus T(I0 ) n T(I 1) = {O}. Similarly T(I0 ) n T(I2 ) = {O} 

and hence {AS) is satisfied. 

According to the main theorem, the shift of x0 is determined 

by an arbitrary element x 0 e I 0 . The shifts of x 1 and x2 are then 

determined by - U 1 (x0 ) and -U2 (x0 ) respectively. 

Nowthematrixof u 0 is [Al'A2r 1A 0 . 

Putting B = [A 1, A 2 r l A 0 , and writing the m x n 0 matrix B 

in the form B = [ =~ 1 where Bk has dimension nk x n0 , k = I, Z, 

we see that if the shifts of x 1 and x2 are determined by x 1 and x 2 

respectively, then 
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and 

This concludes the proof of the Theorem. I I. 

Theorem 7. 3 (Prakasa Rao 1 s Theorem): (23). Let X0, X1 

and x2 be three independent random variable_s with non-vanishing 

characteristic functions and values in a group G'. Let Y 1 = x0 + x 1 

and Y 2 = x 0 + x 2 • Then the joint distribution of (Y 1, Y2 ) determines 

the distributions of x0 , X 1 and x2 up to a shift. The shift for x0 

is determined by an arbitrary element g 0 E G 1 , those for X 1 and 

x2 are then determined by the element -g0 . 

Proof: Let G0 = G 1 = G 2 = G', G = G0 x G 1 x G2 , 

H = G 1 x Gz and X = (X0, X 1, X2 ), For (g0 , g 1, g2 ) E G define 

T: G- H by: 

Then 

and 

Clearly (Al) - (AS) are satisfied. Moreover for all g0 E G0 : 
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and similarly u2 (g 0 ) = g 0 . 

Hence the Theorem is proved. I I. 

Two Characterizations of the Gamma 

Distribution 

We now show how Theorem 7. 1 could be applied to prove 

characterization theorems of real random variables. We have chosen 

the two characterizations of the gamma distribution given below 

because these two well-known theorems provided the basic intuition 

needed to formulate Theorem 7. 2 which in turn led to Theorem 7. 1. 

Theorem 7, 4 is a rather straightforward application of the main 

theorem of this chapter, the proof of Theorem 7. 5 requires some of 

the machinery developed in Chapter II. 

Theorem 7. 4: Let x0, X l and x2 be three independent 

positive random variables. Let 

(7. 3 9) 

A nee es sary and sufficient condition for Xk to be gamma distributed 

with parameters pk> 0 and a> 0 (a-common, k = 0, 1, 2) is that 

the joint distribution of (Y 1, Y 2 ) be the bi variate beta distribution of 
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the second kind given by the density 

P1 -1 Pz -1 

~--Y_l ________ Y_z________ > 0 
p +p +p ;yl,y2 

(I ) 0 l 2 
+ Y1 + Yz 

(7.40) 

(Kotlar ski [ 14] ). 

Proof: A straightforward computation (Kotlarski [14]) shows 

that if x 0 , x 1 and x 2 are gamma distributed with parameters 

pk> 0 and a> 0 (a-common, k = 0, l, 2) then (Y l' Y 2 ) given (7. 39) 

is distributed with density (7. 40). 

3 2 
Conversely, let G = (R+' ·), H = (R+' · ), X = (X0 , X 1, X2 ] 

and define T : G - H by 

(7. 41) 

Then for all g 0 , g 1, g2 e R+ 

and so clearly (A3) - (AS) of the main theorem are satisfied. 

(Al) is satisfied by assumption. 

To see that (AZ) holds, let Z::: (Z 1, Z 2 ) = (logY 1, log Y2 ). 

Then f.Lz does not vanish, Kotlar ski [1'4], and so (A2) follows from 

the Corollary to Lemma 7. 2. 



Finally a simple calculation shows that for all x e R+, 

1 u (x) = u2 (x) = -. 1 x 
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Theorem 7. 1 then implies that the joint distribution of (Y 1, Y 2 ) 

determines the distributions of x 0 , X 1 and x 2 up to a change of 

scale, The required results then follow from the first part of this 

Theorem and the fact that if X is gamma distributed with parameters 

p and a, then c X is gamma distributed with parameters p and ca 

for all c e R+. 

Theorem 7. 5: Let x 0, X l and X 2 be three independent posi-

tive random variables. Let: 

(7. 43) 

A necessary and sufficient condition for x0 , x 1 and x2 to be identi­

cally gamma distributed with parameters p > 0 fixed, and a > 0 

free is that (Y 1, Y2 ) have joint distribution given by 

= 2rQ.El_ 
p[r(p)]3 

(Kotlar ski [ 12] ) . 

Y1 . Y1 Yz Yz ( ~)2p( N)2p vz; + l + 2p fiF, + 1 + 2p 
[I + (2 + I w )2 + (--2 .' W)2]3p' 

VzP vl + ~ VzP vl + ~ 

l 

1;--;f vl + ~ 

Y1·Yz e R. (7. 4) 
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Proof: Again a straightforward computation (Kotlarski [12]) 

shows that if x0 , x 1 and x2 are gamma distributed with parameters 

p > 0 fixed and a > 0 free, then (Y 1, Y 2 ) given by (7. 43) is distrib­

uted with density (7, 44). 

Conversely, let 
3 

G = (R+, ·) . Then (Al) of the main theorem 

is satisfied by assumption. 

To see that (AZ) holds, let Z = (Z 1,z2 ) = (logY 1, log Y2 ). 

Then µZ does not vanish, Kotlarski [12], and so (A2) follows from 

the Corollary to Lemma 7. 2. 

Now define f: R+ -+ R by 

f(x) = {f (x - ~) . (7. 45) 

Clearly f satisfies the conditions of Theorem 2. 2 and so we may 

set 
2 

H = (Rf, o), (see Definition 2. 6). Now define T: G...,.. H by 

(7. 46) 

To see that T is a homomorphism satisfying the conditions of 

Theorem 7. 1, consider the following diagram: 

G '£.' (R~,·) f' (R;., 0) (7. 4 7) 

where 

(7. 48) 

and 
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(7. 49) 

Now: 

(7. SO) 

and hence T 1 satisfies (A3) - (AS) of Theorem 7. l. But T = f 1T 1 

and hence by Theorem 2. 2, T also satisfies (A3) - (AS) of Theorem 7 .1. 

Finally, a straightforward calculation shows that for all 

Theorem 7. 1 then implies that the joint distribution of (Y 1, Y2 ) 

determines the distributions of x 0 , x 1 and x 2 up to a change of 

scale. The required results then follow from the first part of this 

Theorem and the fact that if X is gamma distributed with parameters 

p and a, then c X is gamma distributed with parameters p and ca 

for a 11 c E R+ . I I. 



CHAPTER VIII 

CONCLUSIONS 

Attempts to characterize the distributions of certain real 

random variables lead, in a natural way, to a consideration of random 

variables with values in a topological group. One of the more interest­

ing insights which the author gained as a result of this study was the 

fact that a real random variable, with distribution function F in the 

class i!'(a, b) may be considered to be uniformly distributed on the 

group ([a, b), F). As a result of this insight, it was possible to prove 

the main characterization theorems of Chapters V and VI, and to apply 

these, in turn, to the derivation of some classical characterization 

theorems. 

Since it is possible to put a group structure on the support 

[a, b] of a real random variable X by choosing functions which do not 

belong to the class lt(a, b), the question arises whether such a pro­

cedure might yield some fruitful results. It is suggested that further 

investigations in this area might be of interest. 

The main theorem of Chapter VII is a straightforward generali­

zation of Professor Kotlarski's result [16]. It was possible to obtain 

this generalization rather easily because there is basically only one 

interesting topology on the dual G* of a locally compact Abelian group 

G. The Fourier-Stieltje s transform of a probability measure µ on G 
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* is uniformly continuous on G , and we do have Pontryagin 1s theorem 

available as a basic tool. 

The problem becomes considerably more difficult when attempts 

are made to generalize Theorem 7. l to random variables with values 

in a topological vector space I. In that case we obtain a whole host of 

* topologies on I , and the Fourier-Stieltjes transform need not be 

* continuous on I if the wrong topology is chosen, Although a theorem 

of Banach's could play the same role as Pontryagin 1 s Theorem played 

in the proof of Theorem 7. l, this theorem cannot be as readily applied 

because of the aforementioned topological complications. 

Still the problem of generalizing Theorem 7. l to vector spaces 

remains intriguing, and it is felt that perhaps the theory of duality for 

topological vector spaces might hold the key to the solution. 

In addition to proving the new results in Chapters VI and VII, 

it has been the author's intention to provide a road map which wl.ll lead 

the beginner along the easiest route to that point where he can partici-

pate to some extent in active mathematical research. 

The basic notions needed to understand probability on abstract 

spaces have been developed in Chapte:i:-s II, Ill and IV. Although most 

of the subjects touched upon lead to deep and beautiful theories in their 

own right, we have developed them only to the po:nt where we could 

use them as tools in our later studies. An undergraduate might find 

it a novel experience to realize that certain topics, which he had filed 

in his mind under the heading of "abstract mathematics" can be used 

as tools in other branches of his subject and lead to some very 

"concrete 11 results. 
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One last point needs to be made. In our study of group-valued 

random variables in Chapter V, we have not mentioned any of the limit 

theorems, even though these are the cap-stones of the whole theory. 

We have avoided them because they are more difficult and because they 

are only indirectly related to the type of characterization problems 

that formed the main subject of this study. 
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