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PREFACE 

The purpose of this thesis is to develop some of the important 

aspects of the theory of maxima and minima including background, key 

concepts and applications. The9e concepts are presented in such a 

manner that a capabl.e and mature undergraduate mathematics major should 

be able to comprehend them. This paper, if it can be classified as 

research, falls in the category of descriptive researcp. It involves 

an expository discussion of the stated topic with motivation, examples 

and proofs of propositions when appropriate. An effort has been made 

to present a unified and understandable treatment of the theory of 

maxi.ma and minima. This effort i.ncludes a survey and rev:j.ew pf ma,ny 

references, books and journals, touching upon each of the topics and 

subtopics. The material has been logically organized. 
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preparation of this thesis. I also wish to thank Dr. ·W. Ware Marsden 

for serving as committee chair:inan; Drs. Robert D. Morrison, Vernon 

Troxel, and Milton Berg for serving on my advisory colJ]IIlittee. In 

addition, I wish to extend my thanks to Dr. Roy Deal for his help and 

to Dr. Richard H. Leftwich for his suggestions. 

Ls.st, but not least, I wish to express my gratitude to my wife, 

Josiepearl, and my children, Nadine and Joffria, for the ~acrifices 

they made while assisting in the completion of my program of study. 
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CHAPTER I 

INTRODUC TIO;N 

.In every human activity, man seeks the most efficient way of 

performing a given task, i.e., executing the task with the least amount 

of effort or determining the amount of effort necessary to achieve the 

greatest result in a given situation. Whenever, a man goes from one 

place to another, he seeks the shortest distance between those places. 

When he operates a business, he looks fo:r ways and means of making the 

most profit and of accruing the least expense or cost. 'I'he wise con

sumer seeks to get the most for his money in q_uantity and q_uality of 

economic goods. 

The problems expressed above can be discussed in relation to the 

theory of maximum and minimum. One might say that the theory of maxi

mum and mi.nimum concerns itself with the determination of optimal, 

situations, i.e., choices for which functions have their greatest or 

least values. In some cases, ·we may be determining a curve or a sur

face for which a given q_uantity is greatest or least. Nature, as well 

as man, seems to follow the tendency of economizing certain magnitudes, 

of obtaining maximum effects with given means, or of spending minimal 

means for given effects. 

Problems that seek to rnaximize or minimize a numerical function of 

a number of variables, with these variables subject to certain con

straints, form a general class which may be called optimization 

1 
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problems. Many optimization problems were first encountered in the 

physical sciences and geometry. The quest for solutions led to the 
\ 

application of differential calculus and to the developJJ1(;,!nt of tne 

calculus of variations. Optimization techniques for dealing with theije 

problems have been known for some time. However, in the last fifteen 

or twenty years, many new and important optimization probleJ!ls have 

emerged in the field of economics and have received a great deal of 

attention. As a class, these problems may be referred to as program-

ming problems. They are of much interest because of their applica-

bility to practical problems in government, military and industrial 

operations, as well as to problems in economic theory. Although the 

concepts involved are still part of the theory of maxi~um and minimum, 

classical optimization techniques have been found to be of little 

assistance in some of these programming problems. Therefore, new 

methods had to be developed. 

Linear programming deals with that class of programming problems 

for which all relations among the variables are linear. The relations 

must be linear both in the constraints and in the function· to be 

optimized. The essential difference between the optimization problem 

and the programming problem lies in the nature of the constraints. In 

the optimization problem; the conatraints must be equalities, !;ind in 

the programming problem, the constraints are inequalities. 

In this chapter, the nat1.1Te and significance of the p~oblem of 

max:i,mum and minimum, the need for this study, and its scope and 

limitations are discussed. 

Nature and Significance of the Problem 

A variety of natural phenomena exhibit what is called the minimum 
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principle. The principle is displayed where the amount of energy 

e;xpended in performing a given action is the least required for its 

execution, where the path of a particle or wave in moving from one point 

to another is the shortest possible, where a motion is completed in the 

shortest possible time, and so on. A famous example of this economy of 

physical behavior was discovered by Heron of Alexandria. He found that 

the equality of the angles of incidence and reflection formed by a 

light ray meeting a plane mirror assures the shortest possible path of 

a ray in moving from its source to a reflected point by way of the 

mirror [1]. Sixteen hundred years later, Fermat showed that the mini

mum principle also defined the law of the refraction of light [2]. One 

finds many other instances of this minimq.m principle in mechanics, 

electrodynamics, relativity and quantum theory. 

The minimum property and its inverse twin, the maximum property, 

find expression in certain simple statements of geometry; for example, 

"a straight line is the shortest distance between two points in the 

plane," or, of all closed curves of equ.al length the circle encloses 

the largest area. Many of these "self-evident11 truths were also known 

to the ancients. The Phoenician Princess Dido·obtained from a native 

North African chief a grant of as much land as she could enclose -with 

an ox-hide. A clever girl, she cut the ox-hide into long thin strips, 

tied the ends together, and staked out a large and valuable territory 

on which she built Carthage [3]~ Horatio, who :inade his reputation 

defending the bridge, was rewarded by a gift of as mucn land as he 

could plough around in a day, another illustration of an isoperimetric 

problem.· The second law of thermodynamics provides a m0re modern (and 

a more discouraging) example of the maximum principle: the entropy 
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(disorder) of the universe tends toward a maximum. 

The search for maximum and minimum properties played an important 

part in the development of modern science. Fermat's discoveries in 

optics, James Bernoulli 1 s work on the path of quickest descent were 

among the labors that led to the conviction that physical laws "are· 

most adequately expressed in terms of a minimum principle that provides 

a natural access to a more or less complete solution of particular 

problems"' [1]. 

Frequently i.t is found that nature acts in such a way as to mini

mize certainwagnitudes. For example, SQap film takes the shape of a 

surface of smallest area. Light always follows the shortest path, 

that is, the straight line, and, even when reflected or broken, follows 

a path which takes a minimum time. In mechanical systems one finds 

that the movements actually take place in a form which requires less 

effort in a certain sense than any other possible movement would use. 

There was a period, about 160 years l;l.go, when physicists believed that 

the whole of physics might be deduced from certain minimizing princi

ples, subject to calculus of variations, and these principles were 

interJ?reted as tendencies--ec·onomical tendencies, so to speak. 

In this century Einstein's general theory of relativity has as one 

of its basic hypotheses such a minimal- principle: that in the space

time world, however complicated its geometry be, light rays and bodies 

upon which no force acts move along shortest lines. 

If one speaks of tendencies in nature or of economic principles of 

nature, then he does so in analogy to human tendencies and economic 

principles •. A producer of any type of goods usually will wish to adopt 

a way of production which will require a minimum of cost, compared with 



other ways of equal results, or which, compared with other metp.ods of 

equal cost, will promise a maximum return. For this reason the mathe

matical theory of economics involves to a large extent applications of 

calculus of variations. Such applications have been considered by 

G. C. Evans (University of California) and in particular by Charles F. 

Roos (New York City). .A simple but interesting example1 due to the 

economist H .. Hotelling (Columbia University), concerns determining the 

mo::;it economical way of production in a mine. One rn.s.y start with a 

5 

great output and decrease the output later or he may increase the out

put in time or he may produce with a constant rate of output. Each way 

of production .can be represented by a curve. If he has conjectures con

cerning the development of the price of the produced metal, then he may 

associate a number with each of thos,e curves--poss:i,.ble profit. The 

problem is to find the way of production which will probably yield the 

greatest profit. 

Need For The Study 

Some problems concerning maxima and minima are studied in 

differential, calculus, taught in the college undergraduate curriculum. 

Some, for example, may be ·formulated in the following way: Given a 

single curve, where is its lowest and where is 4he highest point? Or 

given a single surface, there is associated a certain number, namely, 

the height of the point on this surface above a horizontal plane. One 

is looking for those points at which this height is greatest or least. 

In elementary differential calculus one deals thus with maxima and 

minima of so-called functions of points, i.e., of numbers associated 

with points. In the calculus of var ia t:Lons, however, the problems are 
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much more complicated. Here, for example, one deals with maxima and 

minima of so-called functions of curves, that is, of numbers associated 

with curves or of numbers associated with sti 11 more complicated geo

metric entities, like surfaces. 

Since the treatment of the theory of maxima and minima is very 

limited in the undergraduate mathematics curriculum, and since it has a 

high interest as a topic of pure analysis and finds immediate applicii

tion to almost every branch of mathematics, there is certainly a need 

for an elementary, yet complete presentation of the theory of maxima 

and miniwa. With the mathematics programs being revised and upgraded 

gradually in nearly all of the independent undergraduate colleges, as 

well as in the universities, a course in.this theory following the 

elementary course in calculus may well be in order in the near future. 

One might consider this possible change as part of the widespread cur

rent revolution in the mathematics curriculum. The Committee on the 

Undergraduate,·Program in Mathematics (CUPM) of the Mathematical Associ

ation of America has made :many recommendations for appropriate and 

justifiable changes in the undergraduate program of mathematics. There 

is a shifting of' emphasis in mathematics courses as well as in topics 

of a given course. For example, logarithms are no longer emphasized as 

a tool for computing because this is now done by desk calculators or 

gigantic electronic computers. Instead, the logarithmic function is 

used to describe certain physical and social phenomena. Another 

illustration would be the trigonometric functions which were used 

chiefly in measuring distances and angles in surveying and navigation. 

Now these functions serve an even more important purpose in describing 

physical phenomena such as wave motions. On glancing through any 
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modern day mathematics textbook on any level, but especially the college 

level, one who has been out of the undergraduate program during the 

last decade can see not only a great deal of new subject ms.tter 'but a 

new point of view expressed in the traditional mathematics that still 

remains. Although the physical sciences, such as chemistry, physics, 

and astronomy have more or less always been mathematical in character, 

the modern biological science courses and even some of the social 

sci.ence courses, particularly, economics, are becoming more and more 

mathematical, demanding the use of higher mathematics-~calculus and 

above. It has already been pointed out that the mathematical theory 

of economics depends largely upon the calculus of variations. 

With the increasing enrollment in colleges accornpanied by 

increased cost, there is an urgent need to maximize in some way the use 

of classrooms, facilities, and personnel owing to the pending shortage 

of funds. Perhaps, the theory of maxima and minima can be applied to 

thi.s pressing problem. 

Scope and Limitations 

1'his thesis consists of' two parts. Part I deals with the theory 

from the viewpoint of differential calculus: Functions of one varia

ble, functions of several variables, and extremum problems with 

constraints (side conditions). 

Part II deals with the theory of maxima and minima from the view

point of the calculus of variations relating to the :;,implest variation

al problem with fixed endpoints. For the most part, functionals 

depending on functions of one independent variable are considered in 

this report. However, a section is devoted to functionals depending on 
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functions of two independent variables. Also, the isoperimetric pro

blem and the functional depending on two funct:Lons of one variable with 

one finite subsidiary condition are considered briefly and illustrated. 



CI!APTER II 

FUNCTIONS OF ONE VARIABLE 

In this chapter some basic definiti9ns and theorems characterizing 

the function of one variable will be introduced and explained in 

detail. Also, some necessary and sufficient conditions for a function 

of one variable to have a maximum or minimum value will be treated. 

Review of Some Basic Properties of a Function 

A function may be thought of as a mapping from one nonempty set 

into another nonempty set. Every element of the first set is always 

mapped into some element of the second set. However, :i,t is not always 

true that·every element of the second set is used or is the corres-

pondent of some element of the first set. In some f~nctions two or 

more elements may be :mapped into the same element of the second set, 

i.e. _7 elements of the first set may not have distinct correspondents in 

the second set. A function may be represented by an algebraic expres-

sion, a table of data, a graph, or a general. rule. If the graph of the 

function is a smooth curve without any breaks in it, then it is called 

a continuous function .. Furthermore, if one considers a fixed element 

x0 in the first set and another element x close to x0 , and forms 

the difference quotient, 

9 



10 

where f(x) and f(x0 ) are correspondents of x and x0 respective

ly, and if he assumes as x approaches x0 

f(x) - f(x0 ) 

X - XO 

approaches some finite value, then he encounters another property, 

called the derivative of the function f at Not all functions 

possess derivatives at all points. In the remainder of this section, 

the general ideas expressed in this paragraph are stated precisely and 

are clarified. 

Definition 2-1. A function (:inapping) f from S to T is a 

correspondence which assigns to each element s in the set S a 
;., 

,.,, . 

unique element t from the set T. The\ set S is called the domain 

of the function, ancl the image set, f (S), of S under the mapping f 

is called the range of the function. 

Note that there are three sets connected with the function: the 

first set,- the domain; the second set T of which the range f (S) is " 

a subset; and the set of ordered pairs (s,f(s)) in which no two 

different pairs have the same first components. If f(S) = T, then 

the function f is said to be an onto function or a surjection. This 

means that every element t of the set T is the image of at least 

one element s in the set S under the mapping f. The definition of 

a function does not require this latter condition. In other words, a 

function may or may not be a surjection. Likewise, a function may or 

may not be one ... to-one or an injection, that is, distinct elements in S 

have distinct images in T under the mapping. In other words, a 

function f is .an injection if and only if f(s 1 ) f f(s2 ) implies 

Sl;. S2" 
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Illustrative Example 2-L Let S be the set of integers and T 

the set of real numbers. Define the function f as follows: f(s) = 2~ 

This function is an injection but not a surjection because there exists 

an element in T which is not the image of some element s in S, 

namely 1/2. 

Illustrative Example 2-2. Let S be the set of real numbers and 

T the set of real numbers. Define the function g as follows: 

g(s) == s2 = t. This function is neither an injection nor a surjection. 

Because g(-2) = g(2) does not imply -2 = 2, g is not an injection. 

On the other hand, rro negative real numoer is the image of some real 

number under this mapping. Consequently, g is not a surjection . 

. Definitibn 2-2. The function f is continuous at the number a if 

(1) ~ is an accumulation point [See Definition 2-8] in the 

domain of f, 

(2) the limit f(x) exists, and 
·x _, a 

(3) limit f(x) "" f(a) [5]. 
X --+ a 

This definition can be re;:,tated utilizing the concept of a neigh-

borhood of a poi;nt which will be useful later on in this paper. Con-

sider a point x and a pos-i ti ve real number 8 . Then the open interval 

(x - o, x + 8) about x is said to oe a neighborhood of x. Another 

notation for (x - 8, x + 8) is ·N0 (x), cal.led a 8-neighborhood of 

x. If the radius is unimportant, N0 (x) is written simply a9 l'l(x). 

A function f is continuous at a if . a is in the domain of f and 

if for every neighborhood N [f(a)J 
€ 

hood N8 (a) of a such that f(x) 

of f(a) there exists a neighbor-

is in N [f(a)J for every x in 
€ . 



N5 (a). See Figure 2-1. 

f(a) + E 

f (a) 
f(x) 

f (a) - E 

y 

Figure 2-1. 

If the function f is continuous at every point in some set A, 

then f is said to be continuous on the set A. 

]2 

Illustrative Example 2~3- The function f defined by f(x) = 1/x 

is continuous on the set of all nonzero real numbers. The function f 

is not continuous at O since f(O) is undefined or all the conditions 

of the definition are not satisfied. 

Intuitively speaking, a continuous function f is one whose 

graph, the set of points (x,f(x)), has no breaks in :;it •. ·· 

In mathematical analysis, it is proved that the sum, the differ-

ence, or the product of two continuous functions is continuous. Also, 

if f(x) and g(x) are continuous functions and g(x) f O for all x, 

then f(x)/g(x) is contipuous. 

Another concept of extreme importance in the development of the 
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theory of maxima and minima is the derivative • 

. Definition 2-3. Let f be defined on the open interval (a,b) 

and assume that c: belongs to (a, b). Then f :i,s said to have a 

derivative at c whenever the limit 

limit :f(x) - f(c) 
X-->C X-C 

exists. This limit, denoted by f'(c), is c!:!,lled the derivative oi' f 

at C [6]. 

The function f 1 is called the first derivative of f, f" is the 

second derivative of f and first derivative of f' 
' 

and so on. A 

function f -which has a derivative at a point c (or at each point of 

an interval) is said to be differentiable at c (or on the interval). 

Also of interest is the fact that the differentiability of a function 

f at a point x implies the continuity of i' at the same point x. 

However, the converse of the previous statement is not necessarily true, 

i.e., continuity of f does not imply the differentiability of f • 

. For example, f(x) = lxl is continuous at o, . but it is not differ

entiable at O since the limit [(lxl - lol)/(x - O)J; does not exist. 
X -+ 0 

Extrema of a Function. 

Consider a function f whose domain is the set S. If the range 

of f (the set of all values f(x) such that x Es) has a smallest 

or a largest value, then f has an extremum in S. 

Definition 2-4. Let f be a real-valued function defined on a 

set S in E1 (the real line). Then, f is said to have an absolute 

maximum on the set S if there exists a point a in S such that 
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f(x) :s: f(a), for all x in S. If a is in S and if there is a 

neighborhood N(a) such that f (x) :s: f(a), for all x in N(a) n s, 

then f is said to have a relative maximum at the point a. Absolute 

minimum and relative minimum are similarly defined, using f(x) ~ f(a.) 

[6]. 

For example, if f(x) = 3x2 + l and S = [-1;5], then f(5) ~ 76 

is the maximum value of f in S and f(O) 1 is the minimum value 

of f in S. A function need not have a maximum or minimum value in a 

set S. For example, let f(x) = 1/x and S = (O,l], then f does 

not have a maximum value in (0,1]. However, it does h1;J.ve a minimum 

value f(l) = 1 in (0,1]. See Figure 2-2. 

-3 -2 -1 0 

6 

5 

4 

-1 

-2 

-3 

1 2 3 4 5 

Figure 2-2. 

The q_uestion as to whether or not a given function f has an 

extremum (maximum or minimum) can be answered by certain fundamental 
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existence theorems. One such basic sufficient condition is that the 

function f be continuous on a closed and bounded set S. If a func

tion is known to have an extremum f(c) in S and its derivative 

exists at each interior point of s, then f'(c) necessarily vanishes. 

This result has great practical value in finding the extremum. A func-

tion f is ipcreasing in an interval if for every p~ir of numbers x1 , 

x2 in the interval with x1 < x2 , f(x1 ) < f(x2 ). If x1 < x2 implies 

f(x1 ) > f(x2 ), f is decreasing in the interval. If a function f is 

defined on [a,b] such that f(a) = f(b) and if f'(x) exists at 

every point x in (a,b), then there exists a number c in the 

domain of f' such that f'(c) = O. Again suppose that f is defined 

on [a,b] and f'(x) exists t;:l.t each interior point of (a,b), then 

there exists a point x0 in (a,b) such that f(b.) - f(a) 

= f'(x0 )(b - a). These ideas and theorems can be discussed more easily 

if some of the vocabulary of elementary topology is used. For this 

reason, a number of definitions follows: 

·Definition 2 -5. Let S be a set in E1 and assume x is 

Then x is called an interior point of S if there is some neighbor-

hood N(x) all of whose points belong to S [6]. 

Definition 2-6. Let S be a set in E1 . Then S is called an 

open set if every point of S is an interior point of S [6]. 

Definition 2-7. A set of points in E1 is said to be bounded if 

it i.s a subset of same finite interval [6]. 

Definition 2-8. Let S be a set in E1 and x a point in E1, 

· x not necessarily in S. Then x is called an accumulation point of 
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S, provided every neighborhood of x contains at least one point of 

S distinct from x [6]. 

Definition 2-9. A set is called closed if it contains all its 

accumulation point [6]. 

Definition 2-10. A set S in E1 is said to be compact, if and 

only if, every open covering [6] of S contains a finite subcollection 

which also covers S [6]. 

In a Euclidean space compactness is closely connected closure and 

boundedness. It can be proved that a set S is corp.pact if and only if 

it is closed and bounded, 

Definition 2-11. Let A be a set of real numbers. If there is a 

real number x such that a belongs to A implies a~ x; then x 

is called an upper bound for the set A, and the set A is said to be 

bounded above. Lower bound is similarly defined [6]. 

Definition 2-12. Let A be a set of real numbers bounded above~ 

Suppose there is a real number x satisfying the following two 

conditions: 

(i) x is an upper bound for A, and 

(ii) if y is any upper bound for A, then x ~ y. 

Such a number x is called a lea:;;t upper bound (lub) or a supremum 

{sup) of the set A. The concept of greatest lower bound (glb), or 

infimum (inf) is similarly defined if A is bounded below [6]. 

It is proved that if a function f is continuous on a compact set 

S in E1 with f(S) in E1, then f(S) is a compact set. With 

these basic definitions and propositions from analysis one is now in a 



position to state and prove the fundamental theorem concerning the 

existence of an absol.ute maximum and an absolute minimum of a function 

which satisfies certain conditions. 

Theorem~- If a real-valued function f i~ continuous on a 

compact (closed and bounded) set S in E1, then f has an absolute 

maximum and an absolute minimum on S. 

This theorem requires f to be continuous at every point of S 

and S to be both closed and bounded. An example in which S is 

bounded but not closed is given by f: (-2,2) ... E1 with f (x) = x3. 

Here f has neither an absolute maximum nor an absolute minimum on 
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S = (-2,2). See Figure 2-3. On the other hand, an example in which S 

is closed but not ·pounded is given by g: [o, co) ..... E1 with 
2 

g(x) = X + l. 

The function g does not have an absolute maximum on S = [o,~). It 

does have a minimum g(O) = 1 on S. See Figure 2-4. 
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Figure 2-3. 
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Also, suppose S is a closed and bounded set but f is not continu

ous, then f might fail to have an absolute maximum or an absolute 

minimum •. For example, let S = [-1,l] and f(x) = 1/x, x t O, and 

f(O) = O. See Figure 2-5. 

Figure 2-5. 

At this point the proof of Theorem 2-1 is given. 

Proof: Since S is a compact set and f is continuous on S, 

then f(S) is a compact set. By definition of inf[f(S)] and by 

definition of sup[f(S)], inf[f(S)J ~ f(x) ~ sup[f(S)] for all x in 

S. It needs to be shown that the compact set f(S) of real numbers 

contains its inf and its sup. In accordance with Definition 2~4 they 

would be the minimum value and the maximum value. For finite sets this 

follows immediately. 

Let A= f(S) be a closed and bounded infinite set in E1 and 

let a= sup(A). Then, if a does not belong to A, for every E > o, 

there exists a point x in A such that a - E < x < a. This means 

that every neighborhood of a contains points of A distinct from a. 

Hence, a is an accumulation point of A. Since A is closed, this 



contradicts the assumption that a does not belong to A. Therefore, 

A contains its sup [6J~ · 

Let b = inf(A), Then, if b does not belong to A, for every 
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E > O, there exists a point y in A such that 1;> < y < b + E, This 

implies that every neighborhood of b contains points of A distinct 

from b. Consequently, b is also an accumulation point of A. Again, 

since A is closed, this contradi.cts the assumption that b does not 

belong to A. Therefore, A contains its inf. This completes the 

proof. 

Although theorem 2-1 is the fundamental theorem concerning the 

existence of maxima and minima, it by no means includes all case!;! t;hat 

may be needed in applications. The reader might notice numerous varia

tions that may be useful. One illustration is the following theorem: 

Theorem 2-2. Let f(x) be continuous in the interval O < x < =, 
and suppose :f(x) approaches +oo both as x approaches O and as x 

approaches +oo, then f(x) has a minimum in that interval [7], 

'.I'he reader may refer to Figure 2-6 for a further clarification of 

this theorem. 

y 

X 
0 

Figure 2-6, 
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The condition f(x) approaches +oo as x approaches O implies 

by definition that if any number . M is given, there ex.ists a one-sided 

neighborhood O < x ~ x1 of x = 0 within which f(x) > M holds. 

The condition f(x) ~pproaches +~ as x approaches +oo implies that 

if M is given, there exists 

has f(x) > M. 

X 2 such that whenever x2 ~ x < +=, 

Proof of Theorem 2-2. To prove this theorem, one :r;nay choose any 

one 

number x0 , 0 < x0 < +oo, for instance, x0 = 1 is a convenient choice, 

Then, one chooses xl so that he has 

(1) f(x) > f(x0 ) whenever O<x ~ xl, 

and he chooses x2 so that 

(2) f(x) > f(x0 ) whenever x2 ~ X < +oo. 

It follows from (1) and (2) that. x1 < x0 < x2 . By Theorem 2-1 the 

function f(x) has a minimum in the interval x1 ~ x ~ x2 , say, f(X), 

where x1 ~ X ~ x2 , one has then f(x0 ) ~ f(X) as well as the mpre 

general inequality 

(3) f(x) ~ f(X), x 1 ~ x.~ x2 . 

Consequently, f'(X) is the minimum of f(x) in the original interval 

0 < x +oo, by (1), (2), and (3), so Theorem 2-2 is established [7]. 

Definition 2-13. A function. f is said to be increasing at· c if 

there exists a neighborhood N of c contained in the domain of f 

such that 

(i) f(x) < f(c) if x < c, and 

(ii) f(x) > f(c) if x > c 

for every x in N ~ If there exists a neighborhood N of c such 

that 



(i) f(x) > f(c) if X < c, and 

(ii) f(x) < f(c) if X > C 

for every X in N, then f is said to be decreasing [5]. 

The reader may refer to figures 2 -7 and 2-8. 

y y 

0 C 

Figure 2-7. Figwe 2-8. 

Surely, if a function f is increasing or decreasing at the point c 

in its domain, then f(c) is not an extre:tr).um of f in any neighbor-
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hood A of c. Let f be increasing at c and N a neighborhood of 

c such that 

(4) f(x) < f(c) if x < c and f(x) > f(c) if x > c, for 

every x in N, then (4) also holds for every x in An N. There

fore, f(c) is not an extremum of f in i, since f(c) is not 

extremum of f in An N. 

The next theorem gives a technique of determining whether a 

differentiable function is increasing or decreasing at a given point c. 

This theorem is now stated without proof [5]. The proof is easy. 

Theorem 2-3. If f is a function and c is a point in the 
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doma,in of f then: 

(1) f is increasing at C if f I (c) > o, and 

(2) f is decreasing at C if f I (c) < o. 

A few comments on this theorem are now in order. Recall that the 

derivative f'(x) represents the slope of the tangent line to the 

curve y ;::: f (x) at the point (x,f (,x)). 

X 

,Figure 2-9. 

In Figure 2-9, the tangent line T at (a,f(a)) has negative slope, 

and, since a line with negative slope is falling (as one traverses it 

from left to right), it is intuitively clear that the curve, which is 

closely approximated by T in the neighborhood of (a,f(a)), also is 

falling at (a,f(a)). Similarly, T 1 is rising and therefore the 

graph of f is rising at (b,f(b)). Consider the equation of the graph 

in Figure 2 -9, f(x) = 
2 

X ' f 1 (x) = 2x < 0 if X < 0. Therefore, f is 

decreasing if x < O. Since f'(x) > 0 if x > O, f is increasing if 
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X > 0. 

Illustrative Example~. If f(x): x3 + 3x2, find where the 

function f is increasing and where it is decreasing. 

. 2 
3x(x + 2). Solution: The first derivative is f'(x) = 3x + 6:x = 

Thus f I (;x) = 0 if X = 0 or if X :::; -2, and f.' (x) /= 0 otherwise. 

If X > 0, then f '·(x) > 0. Thus, f is increasing if X > 0. If 

-2 <x < o, then Jx < 0 and X + 2 > o, hence f'(x) = 3x(x + 2) <O, 

and f is decreasing if . ...:2 < x < 0. If x < -2, then both 3x < 0 

and x + 2 < o, therefore, f'(x) > O and f is increasing if 

x < -2. The graph of f is sketched in Figure 2-10 from this 

information. 

y 

5 (1,5) 
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-1 

-2 

. Figure 2 -10. 

A necessary condition for the existence of an extremum of a 

differentiable function f is expressed by the following theorem: 



Theorem 2-4. If f(c) is an extremum of a function f in some 

neighborhood of c contained in the domain of f and f'(c) exists, 

then f 1 (c ) = 0. 

This number c is called a critical number of the function f. 

The proof of this theorem is based on the Law of TrichotoIJI.Y for 

the real number sys tern, i.e., only one of the following relations can 

hold: f 1 (c) > o, f'(c) < o, or f'{c) = 0. By Theorem 2-3, if 

f'(c) > O in some neighborhood N of c, then f is increasing in 

N. Also, if f'{c) < 0 in some neighborhood N of c, then f is 

decreasing in N. Both of these latter two statements contradict the 
J 

fact that f(c) is an extremum of f in N. Therefore, f'{c) must 

be zero. This proves the theorem. 

This f'(c) may not exist. In other words f(c) can be an 

extremum of f in some neighborhood N of c without the existence 

of f 1 (c). A function for which this is true is f(x) = lxl + 1 in 

the neighborhood of O. Since this function f is not differentiable 

at o, f(O) does not exist but f(O) = 1 is a minimum value o:f this 

function. It is important to see that the converse of Theorem 2~4 is 
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not true. That is, one cannot concJ,.ude from f'(a) = 0 that f(a) is 

an extremum of f. . For example, if 3 f (x) = X , then 
2 

f I (;x) = 3X • 

Hence f'(O) = o. However, f(O) is neither a maximum nor a minimum 

value of f, since f(x) < 0 if x < 0 and f(x) > 0 if x > 0. The 

graph of f is sketched in Figure 2-11 which shows that f is increas-

ing at X 0. 

Let y = f(x) be a function of x, continuous throughout the 

interval [a,b] and f(a) = f(b) = O. Suppose also that f(x) has a 

derivative f 1 (x) at each interior ~oint a < x < b of the interval. 
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y 

Figure 2-11. 

The function will then be represented graphiGally by a continuous curve 

as in Figure 2-12. Geometric intuition shows at once that for at least 

one value of x between a and b the tangent is parallel to the 

x-axis (as at P), that is, tp.e slope is zero. This illustrates 

Rolle's Theorem'which is now stated and proved, 

y 

X 

Figure 2-12, 
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Theorem 2-5 (ROLIE'S THEOREM). 

(1) If f is a continuous function in the closed interval 

[a,b], 

(2) if f(a) = f(b) = O, and 

(3) if f has a derivative at every interior point of (a,b), 

then f' must vanish for at least one value of x between a and b, 

i.e., f'(x0 ) = o for a< x0 < b [5], 

Proof: If f(x) = f(a) for every x in [a,b], then f is a 

constant function and f 1 (x) == O. Thii:, implies that every x in (a;b) 

is a critical point. Suppose f(x) f f(a) for some x in (a,b), 

then either the ~ximum vaiue if f(x) > f(a) or the minimum value if 

f(x) < f(a) of f occurs at a number c in (a,b). This number c 

is, by Theorem 2-4, a critical number of f. 

Illustrative Example 2~5. 
-,--

2 
f (x) = 9 - X (Figure 2-13). 

Since f(-3) = 0 and f(3) = o, f has a critical number between -3 

and 3. One sees that O is the critical number in this case. 

Suppose that in Rolle' s Theorem one changes the condition that 

f(a) = f(b) and let the other condition$ remain in tact. Then, perhaps 

there exists a number c in (a,b) such tnat the tangent line T to 

the graph of f at (c,f(c)) is para:j_lel to the secant line S on the 

points (a,f(a)) and (b,f(b)). See Figure 2-14. Since the tangent 

line T and the secant line S are parallel they must have equal 

slopes, i. e • , 

f'(c) = [f(b) - f(a)J/-,.fb - a]. 

The ·ideas expressed above are embodied i:n the following basic 

theorem, called the ME:AN VALUE THEOREM. ,.· 
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Figure 2~13. 

Theorem 2-6. If f is a continuous function in a closed interval 

[a, b] and if the open interval (a,b) is in· the domain of f' 
. ' then 

there exists a numoer c in (a, b) such that 

f(b) - f(a) "" (b - a)f '(c) [5]. 

The proof of the above theore:in given in the reference cited will be 

omitted here. However, this proof is based upon Rolle's Theorem. 

y 

l T 

I 

.Figure 2-14. 
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Monotonic Functions 

A function f is said to be increasing in an interval I contained 

in the domain of f if 

f(x1 ) ~ f(x2 ) whenever x1 ~ x2 for all numbers x1, x2 in I. 

If f(x1 ) < f(x2 ) whenever x1 < x2 for all numbers x1, x2 in I, 

then f is said to be strictly. increasing in the interval I. Decreas

ing and strictly decreasing functions are similarly defined [5]. A 

function is said to be monotonic on I if it is increasing (or non

decr~asing) or decreasing (or non-increasing) on I. 

In connection with monotonic functions several theorems [5] which 

will be useful in later proofs are quoted now. 

Theorem 2-7. If f is a function and I is an interval contained 

in the domain of f' 
' then: 

(1) f is strictly increasing in I if f'(x)>O for all X in 

I, and 

(2) f is str:i,ctly decreasing in I if f I (x) < Q for all X in 

I. 

Theorem 2-8. If a function f is continuous in a closed interval 

[a,b] and if the open interval (a,b) is contained in the domain of 

f' 
' 

then: 

.(1) f is strictly increasing in [a,b] if f'(x) > 0 for all 

X in (a:,b), and 

(2) f is strictly decreasing in [a, b J · ;if f '(x) < o .for all 

X in (a,b). 

Theorem~- If a function f is continuous in [a,b] and if 



f ' (a) > O and f ''(b ) < O [ or f 1 ( a ) < O and f 1 (b ) > OJ, then f 

has a critical number c in (a, b). 
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Theorem 2-10. If a function f is continuous and has no critical 

number in an interval I contained in the domain f', then either 

f'(x) > 0 or f'(x) < 0 for all x in I. Therefore, f is strictly 

monotonic in I. 

Tests for Relative Extrema of a Function 

The tests discussed below apply to functions which are smooth 

enough to possess one or more derivatives. The graph of a function may 

have many "relative" maximum and minimum points. For exa;mple, Figure 

2-15 displays a graph with several such points. 

y 

= f(x) 

X 
C . c+d 

Figure 2-15. 

Recall from definition·2-4 that the number f(c) is called a 

relative extremum of a function f (Figure 2-15) if there exists a 
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neighborhood N(c) in the domain of f · such that f(c) is a maxi1num 

or minimum in N(c). At this point, the .First Derivative Test is now 

stated and proved. 

Theorem ~·(FOOT DERIVATIVE TEST). Let f be a function and c 

a critical number of f. If a and b are numbers such that 

a < c < b, f' exists in [a,b], and c is the only critical number of 

f in [a,b ], then: 

(1) f(c) is a relative maximum value of' f if' ff I (a) > 0 and 

f I (b) < o. 

(2) f(c) is a relative minimum value of f if f I (a) < 0 and 

f I (b) > o. 

(3) f(c) is not a relative extremum otherwise [5]. 

Proof: 

(1) Consider the interval [a,c) in which there is no critical 

number. Then according to theorems 2-10 and 2-8(1) with f'(a) > O, f 

is strictly increasing in ·[a,c]. Also since f''(b) < 0 and f has no 

critical number in (c,b] by theorems 2-10 and 2-8(2), f is i;itrictly 

decreai;i ing in [ c, b]. Hence, f ( c) is a relative maximum. 

(2) Since f has no critical number in [a,c) and f'(a) < 0 

for every x in (a,c), f is strictly decreasing in [a,c] by 

theorems 2-10 and 2-8(2). On the other hand, since f has no critical 

number in ( c, b] and f 1 (b) > 0 for every x in ( c, b), f is 

strictly increasing in [c, b] by theorems 2-10 and 2-8(~). Therefore,. 

f(c) is a relative minimum in [a,b]. 

(3) If f'(a) > 0 for every x in (a,c) and f has no criti

cal point in [a,c), then f is strictly increasing in [a,c]. 



Similarly, if f'(b) > 0 for every x in (c,b) and f has no 

critical number in (c,b], then f is strictly increasing in [c,b]. 

Therefore, f has neither a maximum value nor a minimum value at c. 

Similarly, it can be shown that f is decreasing in [a,b] if both 

f'(a) < 0 and f'(b) < o. This completes the proof. 
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Illustrative Example 2-6. Let f(x):;: x3 - 3x whose graph is 

given in Figure 2-16. Since f(x) = x(x2 ->fJ) = x(x + 3)(x _,[3), the 

x-intercepts of the graph are _,,f3, o,,[3 (See Figure 2-16). 
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-3 

-4 

Figure 2-16. 

Further information about the graph of f may be obtained from the 

derivative of f. 

f'(x) = 3x2 - 3 = 3(x2 l) = 3 (x + l)(x 1), so f'(x) = 0 for x = -1, L 

It can be shown that f 1 is positive to the right of +l and to the 

left of -1 and is negative between -1 and 1. If x > 1, then 
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(x+l)>O and (x-1)>0, so f'(x)>O. If -l<x<l, then 

x + 1 > 0 and x - l < O, so f'(x) < O. If x < -1, then x ..; 1 < 0 

and :x. + l < O, so f 1 (x) > O. So by theorem 2-3, the function f is 

increasing to the right of 1, increasing to the left of -1, and 

decreasing between these as indicated in the graph of f (;Figure 2-16). 

By theorem 2-11, f has a relative minimum at x = l and a relative 

maximum at x = -1. 

It must be observed that the First Derivative Test works only if 

the function is differentiable on the interval as: cs: b. 

The sign of the second derivative f" reveals the concavity of the 

graph of a function f in somewhat the same manner that the sign of the 

first derivative reveals where the graph of f is rising and fa,lling. 

Definition 2-14. The graph of a function f i:;i said to be con

cave upward at the point (c,f(c)) if f'(c) exists and if there 

exists a deleted neighborhood D(c) s11,ch that the graph of f in D(c) 

is above the tangent line at (c,f(c)). The graph of a function f is 

said to be concave downward at the point (c,f(c)) if f'(c) exi.sts 

and there exists a deleted neighborhood D(c) such that the graph of 

f in D(c) is below the tangent line at the point (c,f(c)) [5]. 

In Figure 2-17, the graph of a function f which is concave 

upward and concave downward at the points (a,f(a)) and (b,f(b)) 

respectively is displayed. 

Consider the equation of the tangent line to the curve at 

(a,f(a)), i.e., y = f(a) + f'(a)(x - a). Let 

g(x) cc= f(x) - [f(a) + f'(a)(x - a)] 

be the vertical directed distance from the curve y = f(x) to the 

tangent line y = f(a) + f'(a)(x - a). Then, the sign of g(:x) will 
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y 

Figure 2-17, 

determine if the tangent line is above or below the curve for every x 

in some deleted neighborhood of a. Thus the graph of f at (a,f(a)) 

is concave upward if g(x) > O for every x in some deleted neighbor-

hood of a J and concave downward if g(x) < 0 for every x in some 

deleted neighborhood of a. 

A test theorem for concavity based on the ideas expressed in the 

previous paragraph is now stated and proved. 

!heorem 2-12 (TEST FOR CONCAVITY). If f is a function and c is 

a nu.rriber such that the derivatives f'J f" are defined in some deleted 

nei.ghborhood of a, then: 

(1) The graph of f is concave upward at (a,f(a)) if 

fn(a) > o. 

(2) The graph of f is concave downward at (a,f(a)) if 

f"(a) < 0 [5]. 



Proof: 

(1) If f~'(a) > o, then f 1 is increasing at a by theorem 2-3. 

By definition 2-13 there exists a neighborhood N of a such that 

f 1 (x) < f 1 (a) if x < a and f 1 (x) > f '(a) if x > a for every x 

in N. Applying the mean value theorem to 

g(x) = [f(x) - f{a)] - f'(a)(x - a), g{x) can be written as 

g(x) = [f'(d) - f'(a)J(x - a) 

for some number d between x and a .. If x is in l'f and x < a, 

x<d<a,f 1 (d)<f'(a), and g(x)>O. If x isin N and x>a, 

then a< d < x, f'(a) < f'(d), and once again g(x) > 0. Therefore, 

g(x) > 0 for every x in N(x i a), and the graph is concave upward 

at (a,f(a)). 

(2) If fn(a) < O, then f·' is decreasing at a. By tp.e def·i

nition of a decreasing function there exists a neighborhood N of a 

such that f'(x) > f'(a) if x < a and f'(x) < f'(a) if x > a. 
<;i.~..;,.~ 

Since 

f(x) - f(a) = f'(d)(x - a), g(x) = [f(x) - f(a)] - f'(a)(x - a) 

can be written as 

g(x) = [f'(d) - f'(a)J(x - a) 

for some d between x and a, If x is in N and x < a, then 

x < d < a, f'(d) > f'(a), g(x) < O. If x is in N and x > a, then 

a< d < x, f 1 (d) < f'(a), and once again g{x) < o. Therefore, 

g(x) < 0 for every x in N(x i a), and the graph is concave down-

ward. This completes the proof. 

The relationship between the direction of concavity and the nature 

of relative extrema is investigated next. Note that in Figure 2-18 at 

those points a, b where the tangent is horizontal, a relative maximum 
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occurs where the curve is concave downward and a relative minimum where 

the curve is concave upward, Since the sign of the second derivative of 

a function determines the direction of its concavity, one should expect 

that there would be a test for relative extrema involving the second 

derivative. By virtue of this relationship, one gets the following 

useful corollary of theorem 2-12 called the SECOND DERIVATIVE TEST. 

y 

• T ~ 7~~ . . . -
0 a 

Figure 2-18. 

~m ~:.!1 (SECOND DERIVATIVE TEST). If f is a function and c 

ts a critical number of f such that f is twice differentiable in 

some neighborhood of c, then: 

(1) f(c) is a relative maximum value of f if f I (c) = 0 and 

f" (c) < o. 

(2) f(c) is a relative minimum value of f if f I (c) = 0 and 

f" (c) > 0 [5]. 

These results follow readily from theorem 2-12 since the tangent 

line is now horizontal and the graph of f is below the tangent line 

in (1) and above the tangent line in (2) for some neignborhood of c. 

Note that if c is critical number of f for which either 



f"(c) = 0 or f"(c) does not exist, then the second derivative test 

cannot be used. In this case, one should resort to tne first derivative 

test. When applicable, the second derivative test is simpler to use. 

Definition 2-15. The point {c,f{c)) is a point of I:L"W'LECTION of 

the graph of f if there exists a neighborhood {a,b) of c such that 

f"(x) > 0 for every x in (a,c) and f"(x) < 0 for every x in 

(c,b), or vice versa [5]. 

Intuitively, the point of inflection is the point P (See Figure 

19) at which the curve changes from being concave upward to being con

cave downward (or vice versa) or t~e point at which the tangent line to 

the curve intersects the curve. This point can be quite helpful in 

plotting the graph of the curve. 

y 
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0 

Figure 2-19. 

If (c,f(c)) is a point of inflection of the graph of f and if 

f"(c) exists, then necessarily f 11 (c) = O. The potnts of inflection 

occur at the critical numbers- of f '. However, it cannot be _assu:med

that every critical number of f I will give a point of inflection of f. 
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h f(x) = x4 Te function = is a counter-example for f 1 (x) = 4x3 and 

f" (~,) = 12x2 . Since f 1 (0) = 0 and f" (x) > 0 for every x f o, 0 is 

a critical number of f', whereas (O,O) is not a point of inflection 

of the graph of f. See Figure 2-20. 
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Figure 2-20. 

2 3 4 5 

A theorem which follows from the first deriyative test will now be 

stated without proof. 

Theorem 2 -14, If f. is a function and c is a n1~mber such that 

fl!(c) = OJ then (cJf(c)) is a point of inflection of the graph of f 

provided. there exists a neighborhood (aJ b) of c such that 

(1) f 11 (x) exists and is nonzero for every x in [a,b], (x f c), 
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(2)-· f·"(a) and f 11 (b) differ in sign [5]. 

Thi$ theorem is very useful in plotting the graph of a twice 

differentiable function of one variable. 

The second derivative test is a sufficient condition for the 

existence of an extremum of a function f. This theorem can be general-

ized by means of Taylor's Theorem which may be thought of as an 

e:xtension of the Mean Value Theorem since it reduces to that in the 

case n = 1. Taylor's Theorem is now stai;,ed without proof. 

Theorem 2-15 (TAYLOR). 

(1) Let f be a function and n be a nonnegative integer such 

that the nth derivative f(n) exists everywhere in the open interval 

(a,b). 

(2) Assume f(n-l) is coni;,imious on the closed interval [a,b], 

(3) Assume c belongs to [a,b J. 

Then, for every x in [a,b], x -/= c, there exists a point z in 

{x,c) such that 

f(x) = f(c) + ·f'(c){x - c) + f"(c)(x - c//2 + f(3)(c){x ,.. c)3/6 + 

f( 4)(c)(x c)4/24 + •••. + f(n-l)(c)(x - c)n-l/(n - l)! + 

f(n)(z)(x - c)n/n! [6]. 

The next theorem is a generalization of the SECOND DERIVATIVE TEST. 

Theorem 2-16. For some n;:: 1, let f have a continuous nth 

derivative in the open interval (a,p). Suppose also that for some 

interior point c in (a,b) one has 

f'(c) = f"(c) = f(3 \c) = = f(n-l)(G) = o, but f{n)cc) f O. 

Then for n even, f has a local (relative) minimUill at c if 



f(n)(c) > o, and a local maximum at c if f(n)(c) < 0. If n is 

odd, there is neither a local maximum nor a local minimum [6]. 

Proof: By the definition of a derivative and since f(n)cc) I o, 

there exists a neighborhood N(c) such that for every x in N(c), 

the f(n)(x) will have the same sign as f(n)(c), Using Taylor's 

formula (Theorem 2-15), one can write for every x in N(c) the 

following equation: 

f(x) - f(c):;: f(n)(z)(x - c)n/n! where z belongs to N(c). 

If n is even, this equation implies f(x) :;:: f(c) whenever 

f(n){c) > 0 and f (x) ~ f (c) whenever f(n)(c) < 0 since f(n)(z) 

has the same sign as f(n)(c) in N(c). Any even power of (x - C) 

will be nonnegative. Consequently, the sign of f(x) - f(c) will 

depend on the sign of f(n)(c) deciding whether f(c) is a local 

maximum or a local minimum value of f at c. 

If n is odd and f(n)(c) > o, then f(x) > f(c) when x > c 
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but f(x) < f(c) whenever x < c implying f is increasing at c by 

definition. On the other hand if n is odd and f(n)(c) < O, then 

f(x) > f(c) when x < c but f(x) < f(c) when x > c implying f is 

decreasing at c by definition. Therefore, f can have no extremum 

if n is odd. Any odd power of (x - c) is either positive or nega-

tive depending on whether x > c or x < c respectively. 

Illustrative Example 2-7. Examine f(x) X + 2 cos (x) + -x 
:;:: e e 

for maximum and mini.mum values. 

Solution: f(x) = e X + 2 cos (x) + -x e 
' 

f(l) (x) X - 2 sin (x) -x 0 for o, e e X = 

f(2 )(x) X - 2 (x) -x 0 for o, :::: e cos + e X = 
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f(3) (x) X 
t 2 sin (x) -x 

0 for o, = e e X 

f( 4)(x) ex + 2 (x) -x 4 for o. = cos + e X -· 

Therefore, by Theorem 2-16, f(O) = 4 is a minlmum 

value of f. 

Problems 

There are many interesting problems in geometry, the physical 

sciences, engipeering, industry, b~siness, economics and the other 

social sciences which are related to the theory of extrema. The remain-

der of this chapter will be devoted to the solution of a few problems of 

the types mentioned above. 

Problem 2-1. A ladder is to reach over a fence 8 ft. high to a 

wall 1 ft. behind the fence. What is the length of the shortest ladder 

that can be used [5j? 

E 

y ft 
8 ft 

D· l ft 
B X ft 

Figure 2-2L 

x r= 8 cot A 

L/(x + 1) = sec A 

A 

Solution: In Figure 2-21, 

let L represent the length 

of the ladder, x the 

distance of the foot of the 

ladder from the fence, y 

the height of the top of the 

ladder, and A the angle of 

inclination of the l.adder 

above the ground. Then 

(1) 

(2) 



L = x sec A+ sec A 

L(A) = 8 cot A sec A+ sec A, o0 <A< 90° 

(3) 

(4) 
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Note that if A= o0 , then the ladder would have to be of in~inite 

length, and if A= 90°, then the ladder would be parallel to the wall 

or it would be of infinite length touching the wall at the ideal point 

in the sense of projective geometry. So the angle A must be between 

o0 and 90°. 

L(A) = 8 csc A+ sec A, o0 <A< 90°. (5) 

Since L(A) is continuous in the interval o0 <A< 90° and L(A) 

approaches infinity both as A approaches o0 and as A approaches 

90°, then, by Theorem 2-2, L(A) has a minimum value in that interval. 

The derivative of L(A) exists at every interior point of 

(o0 , 90°). This fact along with the fact that L(A) has a minimum 

value in (o0 , 90°) implies L(A) has a critical number A0 in 

(o0 , 90°) such that L'(A0) = o. 

L 1 (A) = (-8 csc A)(cot A) + (sec A)(tan A) 

(8 csc A)(cot A)= sec A tan A 

[(csc A)(cot A)J/((sec A)(tan A)] .125 

cot3 A = .125 

cot A= .5 

A= Arc cot (.5) 

A = 63° 26' 

L(63° 26') = 8 csc 63° 26' + sec 63° 26' 

= 8 (1.1180) + 2.2359 

= 8.9440 + 2.g359 

11.1799 ft., the shortest ladder. 

(6) 

(7) 

(8) 

(9) 

Problem 2. A man in a motorboat 4 miles from. the nearest point 
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P on the shore wishes to go to a point Q 10 miles from P along the 

straight shoreline. The motorboat can travel 18 miles per hour and a 

car, which can pick up the man at any point between P and Q, can 

travel 30 miles per hour. At what point should the man land so as to 

reach Q in the least amount of time [5]? 

A 

Figure 2-22. 

Solution: In Figure 2-22. 

2 2 
y = X + 16 

y =f (x2 + 16) 

T(x) = [{(x2 + 16)/18]+[(10 - x)/30], 0 ~ X ~ 10 

(1) 

(2) 

(3) 

represents the total time equation. The function T is continuous in 

the closed and bounded interval [0,10] and therefore has a maximum and 

a minimum value on [0,10]. 

The derivative of the function T is 

T'(x) = [x/18~(x2 + 16)] - [1/30] (4) 

and T1 exists at every interior point in [0,10]. Therefore, T has 

a critical number c such that T'(c) = 0 and T(c) is an extremum. 

T'(x) = [x/18~(x2 + 16)] 

x/18~(x2 + 16) = 1/30 

[1/30] = 0 



-
X = (3/5)~(x2 + 16) 

x2 ;;: (9/25)(x2 + 16) 

(16/25 )x2 ;;: (9/25 )(16) 

2 
X == 9 

x = 3, mi. from P 

T(3) - 23/45 

T(J) == .51 hr. is the minimum time since T(O) 

T(lO) = .59 > T(3). 

.55 > T(3) and 

Problem 1· A Boston lodge has asked the railroad company to run a 

special train to New York for its members, The railroad agrees to run 

the train if at least 200 people will go. The fare is to be 8 dollars 

per person if 200 go, and will decrease by 1 cent for everybody for each 

person over 200 that goes. What number of passenger$ will give the 

railroad maximum revenue [5]? 

Solution: Let x be the number of persons over 200 to go. Then 

(200 + x) = the total number of passengers, 

Set 

(800 - x) = the reduced fare per person, and 

(200 + x)(8oo - x) = the total revenue. 

f(x) = 160000 + 6oox 
2 

- X J 0 ~ X < 800. 

The function f is known to be continuous on the whole real line and to 

have a maximum value in some interval of the real line. The derivative 

of f is f'(x) = 600 - 2x for all x. 

Since f has a maximum value and f' exists everywhere, then f 

has a critical number, i.e., f' (x) == 600 - 2x 0 and x == 300. The 

second derivative test verifies the fact that f has a maximum value 

in that f" (x) = -2 and f" (300) ;;: -2 < 0 which implies f (300) is a 

maximum value of f. 
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Therefore, 500 passengers will give the railroad the maximum 

revenue. 

Problem 4. A farmer erected a straight ·fence 100 feet long. In 

addition, he has 200 feet of fencing. He desires to use part or all of 

the fence already erected and the additional 200 feet of fencing to 

enclose a rectangular field, What should be the dimensions if the area 

is to be maximized? 

Solution: Let x(in. feet) be the part of fence already standing 

that is needed, Then the side opposite this part will also be x feet. 

Thus (200 - x) feet of fencing is left ·to be divided between the 

remaining two opposite sides of the field, (100 - x/2) feet to each 

side. See Figure 2-23, 

100 feet 
X feet 

(100 - x/2) feet 

x feet 

Figure ~-23, 

Therefore, the area of the field i.s given by the function 

A(x}·= lOOx - x2/2. 

The first derivative set equal to zero gives 

D A(x) = 100 - x = 0. 
X 

The solution of this equation is x = 100. The second derivative 



test, i.e., 

2 
D A(x) = -1 < O, 

X 

for all x, reveals that A(lOO) = 5,000 is the maximum value of the 

function. So the dimensions should be 50 feet x 100 feet. 

Problem 2.· A circular cylinder is to be made by rotating about 

the y-axis a rectangle two of whose sides lie along the x- and y-axes 

and which has one vertex at the origin and another on the curve 

y = 1 - x in the first quadrant. Find the cylinder of greatest volume 

[7]. 

Solution: The volume of this cylinder is 
2 

V = TIX y where 

x = 1 - y. See Figure 2-24. Eliminate x by substitution. 

y 

Figure 2-24. 

Hence, 



Take the first derivative of 

The solution set consists of 

V(y) anq. set it equal to zero, i.e., 

2 
3Y - 4y + 1 = O. 

y = 1/3, 1. By the second derivative 

test (Theorem 2-13), the function V(y) has a maximum value at 
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y = 1/ 3 , · i . e • , V" ( 1/ 3 ) == -2iT < 0 • Therefore, the cylinder of maximum 

volume has height y = 1/3 and radius 2/3. 

Problem~ [15]. Suppose that the Airow and 'Zande Companies, with 

advertising budgets of a dollars and b dollars, respectively, are 

selling in a market having a total sales potential of Q units, and 

that there are no other firms competing in the market. 

The Airow Company's expected $ales volume has been fuund to be 

aQ/(a + b). That is, the proportion of total possible sales which are 

obtained by the Airow Company is the ratio of the companyis advertising 

expenditure to the total advertising expenditures by both firms. 

The cof:)t to the Airow Company of producing and selling N units 

(exclusive of advertising costs) is c1 + c2N, where c1 represents 

fixed costs, and c2 represents variable costs per unit. Therefore, if 

an expenditure of a dollars on advertising results in sales of 

aQ/(a + b), the Airow Company's total costs are 

c1 + c2[~9,/(a + b)J '+ a.' 

(1) Let P be the selling price per unit, which is assumed fixed 

and equal for both companies. Develop the expression for the profit of 

Airow as a ~unction of its advertising expenditures. 

(2) Determine the optimum level of advertising by 

(a) Maximizing earnings 

(b) Equating marginal revenue to marginal cost. 

Are the two values equal? Explain. 



(3) How does Airow' s optimum action depend on Zande' s decisions? 

(4) Find a 0 when b = 1,000,000 dollars, Q = 40,000 units, 

P 200 dollars, c2 = 100 dollars, and c1 = 500,000 dollars. 

Solution: 

(1) Let TI represent the profit function. Then 

TI(a) = R(a) - C(a) 

where R(a) = P[aQ/(a + b)] is the revenue function and 

C (a) = c1 + c2 [aQ/ (a + b) J + a is the cost function. Therefore, 

TI(a) = P[aQ/(a + b)] - c1 - c2[aQ/(a + b)J - a. 

(2a) To determine the opt1.mum level of advertising by maximizing 

earnings one proceeds as follows: 

D a TI (a ) = [ PQb / ( a + b ) 2 J - [ C 2 Qb / ( a + b )2 J - 1. 

Set D TI(a) = 0 and solve for a. a 

[FQ.b/(a + b/J - [c2Qb/(a + b)2J - 1 O, 

PQb - c2Qb 

2 
a + 2ba -

2 
- (a + b) = o, 

2 
(PQb - c2Qb - b ) = o, 

[ Qb ( P - C 2 ) ] , 

where one chooses the positive sign since a> O. To verify that this 

value of a maximizes the function TI(a), one uses the second deriva-

tive test (Theorem 2-13), Le., 

2 
D TI (a) 

a 
[-2FQb + 2C2Qb][l/(a + b)3]. 

Since P, Q, b, a are all positive g_uantities and P > Q, 

[-2;l?Qb + 2C2Qh] < O and [1/(a + b)3] for all a. Therefore, 

D2TI(a) < 0. 
a 

Thus TT has a maximum value at a.0 = -b + Qb (P - c2 ). 

(2b) To determine the opti.mum level of advertising by eg_uating 



marginal revenue to marginal cost one proceeds as follows: 

and 

Therefore, 

DR= PQb/(a + b)2 + 1 is the marginal revenue a 

D C 
a 

PQb/ (a + b) 2 

is the marginal cost [15]. 

2 
C 2 Qb / ( a + b ) + 1, 

PQb/(a + b)2 - c2Qb/(a + b)2 - l = o, 

2 2 
a + 2ab - (PQb - c2Qb - b ) ~ 0, 

which is the same quadratic equation in a obtained in (2a). Conse-

48 

quently, one gets the same value for a. An axiom of marginalism states 

that the optimum level of activity (i.e., that level where net profits 

are maximized) is where the marginal profit = O. But this means, since 

marginal profit = marginal revenue - marginal cost, that marginal 

revenue= marginal cost [15]. 

(3) Airow 1 s optimum action depends on Zande's advertising budget, 

i.e., a = -b + Qb (P - c2 ). 

(4) Find a0 when b = 1,000,000 dollars, Q = 40,000 units, 

P 200 dollars, c2 = 100 dollars, c1 = 500,000 dollars. 

ao -1,000,000 + 40,000(1,000,000)(100) 

The next problem has to do with finding the minimum cost lot size 

[16]. Inventory control is important for an efficiently functioning 

business firm. .Although there is a growing variety of inventory control 

models, the central question in a typical inventory control problem is 

how to minimize the costs which are associated with obtaining and hold-

-ing inventory. Such inventory optimization involves two ~inds of costs: 

setup and inventory carrying costs. Setup cost represents the expense 



for setting up the machinery to produce a lot of uni ts of a cert1;:1.i.n 

commodity. Setup cost is called reorder cost if the case involves 

ordering a lot from a supplier rather than producing it. Carrying cost 

is incurred because the produced lot of goods must be carried in stock 

until sold. Inventory carrying cost includes charges such as insurance, 

storageJ interest, depreciation, obsolescence, and property taxes. 

The inventory optimization problem arises from the fact that when 

setup cost i.s low; carrying cost tends to be high and vice versa, For 

instance) suppose the monthly demand for a commodity is uniform and 

fixed at .300 uni.ts. Then all .300 uni ts could be produced by 

setting up the equipment once. In such a case the 300 units will be 

stocked at the beginning of each month and sold during the month. Since 

demand is uniform, the average monthly inventory will be 150 units. 

This inventory could be reduced by producing small.er than 300-unit 

lots each setup. For instance, producing a 150-unit lot every 15 

days will reduce the monthly inventory to 75 units, a 100-unit lot 

every 10 days to 50 units, and so on. As inventory goes down, 

carrying cost will tend to fall, howevery since smaller inventory 

requires more frequent production setups, these costs will tend to rise. 

In other words, large inventories are associated with low setup and high 

carrying costs, while small inventories tend to have the opposite 

effect. The problem is to find the minimum cost (setup plus carrying) 

lot size. 

Minimum cost or optimum lot size formulae differ depending on the 

underlying assumptions of each inventory problem. The problem which 

follows is a case where the demand for the commodity is uniform and 

fixed each period with price predetermined. 
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Problem 1 (16J.- A m.am,i.facturer needs 160 motors each of' the 250 

business days of the year for assembling an equivalent number ·of' clothes 

dryers. He purchases these motors from another manufacturer Ji.t 20 
A 

dollars apiece. In order to finance this expense, he borrows from a 

bank on short-term basis at a simple interest rate of 5 per cent per 

annum. In addition, he has other inventory charges vfhich amount to 1 

dollar per motor per year. The 20-dollar price the manufacturer pays 

for each motor includes all shipping expenses except a fixed charge of 

100 dollars per shipment. 

(a) Haw many motors should the manufacturer order each time in 

order to minimize his annual inventory cost? What is this cost? How 

many orders does he have to place each year? 

(b) Suppose that the demand for the manufacturer's clothes dryers 

has increased to the point that he plans to expand production to 1600 

clothes dryers a business day. .Although other costs remain the same, 

he has to provide now for special storage space for the entire shipment. 

He figwes warehousing cost will be 1 dollar per motor. Under these 

new conditions, answer the questions in (a). 

(c) With the demand of 1600 motors a business day, the supplier 

informs him that "because of rising labor costs he can no longer absorb 

shipping costs, Such costs amount to 2 dollars per motor, but the 

fixed shipping charge per shipping has been reduced to 40 dollars per 

order. Answer the questions in (a) if other conditions remain as in 

(b). 

Solution: 

(a) Let x be the lot size. Then x/2 is the average inventory 

in stock throughout a period between reorders. On a short-term basisJ 
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the interest cost for each motor per year is .05(20) = 1.00, Therefore, 

the total inventory carrying cost is 2 dollars per motor per year or 

x dollars. For an annual demand of 40,000 motors the number of 

reorders per year is (40,000/x). Since the cost per reorder is 

(20x + 100), the total annual reorder cost is 

(4o,ooo/x)(20x + 100) =co 800,000 + (4,ooo,ooo/x). 

The total annual inventory cost is the sum of the carrying cost plus the 

reorder cost, i.e., 

C(x) = x + (800,000 + 4,000,000/x) 

or 

c(x) = (4,ooo,ooo/x) +800,000 + x. 

'l'he first derivative i.s 

2 D C(x) =, 1 - 4,000,000/x . 
X 

When D C (x) "" o, one has 
X 

2 
X - 4,000,000 = 0 

x = 2,000, the optimum lot size. 

The second derivative of C(x) is 

and 

2 3 D C(x) = 8,000,000/x 
X 

8,ooo,ooo/8,ooo,ooo,ooo 

(1/1,000) > 0 

implying that C(2,000) is a minimum value of C(x) by the second 

derivative test (Theorem 2-13), 

Hence the manufacturer should order 2,000 motors each time in 

order to minimize his annual inventory cost. The cost is 

c(2,ooo) = 804,ooo dollars. He will have to place 20 orders each 

year. 



(b) Let x be the lot size. Then x/2 is the average inventory 

in stock throughout a period between reorders. The carrying cost is now 

(x/2)(1 + 1 + 1) = (3/2)x. For an annual demand of 400,000 motors, 

the number of reorders is (400, ooo/x). The total annual reorder cost 

is 

(400,ooo/x)(2ox + 100) = 8,000,000 + (40,000,000/x). 

Therefore, the total annual inventory cost is given by the fl).llction 

C(x) = (3/2)x + (8,000,000 + 40,000,000/x) 

or 

C(x) = 40,000,000/x + 8,000,000 + (3/2)x. 

Taking the first derivative and setting the same equal to O, one gets 

7 2 DXC(x} = 3/2 - (4 x 10 )/x ;;:; o. 

Solving this equation, one gets 

x2 = (80/3)(106), or x = 5164. 

Therefore, the manufacturer should order 5,164 motors each time, 

except the last time when he will only need to order 2,372 motors. 

The annual inventory cost will be 

c(5,164) = (3/2)(5,164) + 8,000,000 + (40,000,000/5,164) 

= 7646 + 8,000,000 + 7745.93 

= 8,015,391.93 dollars. 
C· 

He will need to place 77 orders of 5,164 motors each and 1 short 

order of 2,372 motors. 

(c) Let x be the lot size. The inventory carrying cost is 

(3/2)x. The total annual reorder cost riow is 

( 400, ooo / x )( 22x + 4o) = 8, Boo, ooo + ( 16, ooo, ooo /x) . 

Hence the cost function is now 

C(x) = (3/2)x + 8 2 800,000 + (16,000,000/x) 



or 

C(x) ~ (16,000,000/x) + 8,800,000 + (3/2)x. 

The first derivative is 

D c(x) ::i -(16,ooo,ooo/x2) + 3/2. X . 

Set D C (x) = 0 and solve for x, i.e., solve 
X 

(3/2)x2 - 16,000,000 = O. 

The solution is 

The cost is 

x r=: 9796/ 3 or 3265, the optimum lot size. 

C (9796/3) 16' 000 7 000 + 8' 800' 000 + 21 (.9796/3) 
9796 3 

== 8,809,797.96 dollars. 

'J'b,e manufacturer will have to place 122.5 orders or 122 complete 

orders and 1 short order. 

The next problem relates to price, demand, and supply. A brief 

discussion on market equilibrium and monopoly is needed in order to 

clarify the terms and concepts which will be used • 

. A demand function shows the relationship between the quantity 

demanded X and the price p charged on a given :ins,rket. In general, 

the higher the price the lower the demand, though there may be excep

tions to this rule [17]. Collective or market-demand functions can be 
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constructed by adding the individual-demand functions for all individu-

als in a market. The quantities demanded at a given pr{ce by all 

individuals are added. An approximation to a demand function, which 

may be linear_. quadratic, and so on, can be derived, by statistical 

methods, from actual market data, that is, by using the prices and 

quantities recorded at various times on the market. 



The individual-supply function of a firm, or of a private i;ndividu

al, shows the amount of a commodity that will be offered on the market 

at a given price. '.:Che collective or market-supply function is the sum 

of the amounts supplied by various individuals or firms at a given 

price [17]. Supply functions 1 which may be linear, quadratic, and so 

on, are derived from production theory and can also be obtained 

statistically from market data, that is, from the record of prices and 

quantities sold on a market at various dates. The statistically 

derived supply function is an approximation. 

Under free competition no individual or firm can by itself 

influence the market price. Th:ere is free movement in and out of 

various industries. Market equilibrium exists under free com;petition if 

the quantity of a commodity de;rnanded is equal to the quantity supplied. 

This fact determj.nes tb.e equilibrium price and the quantity exchanged 

[17]. 

The profit of the monopolist is TT = R - C, where the total 

revenue R = pX. The function pX is the demand function and C is 

the total-cost function. A monopolist tries to maximize his profit by 

producing the amount and charg:ing the price that will make his profit as 

large as possible, 

The necessary condition for a maximum is TT'= R 1 - C' = 0 or 

R' = C1 , that isJ marginal revenue equals marginal cost. For maximum 

profit J TT 11 < 0 or R11 - C" < 0 J from which we obtain R" < C". The 

last condition assures the stability of the situation. There is no 

incentive to the monopolist to produce more or less or cnarge a 

different price. One has a maximum rather than a minimum [17]. 

Problem ~ [17]. The demand for steel in the United States is 
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estimated to be p = 250 - 5ox (Whi trnann) . The estimated average cost 

of making steel is A = 182/x + 56 (Xntema). 

(a) Find R, c, C', R'. 

(b) Find the necessary condition for a maximum of steel profits 

assuming a monopoly in steel. 

(c) Find the sufficient condition for maximum profits. 

(d) Establish the quantity produced, price, total revenue, total 

cost, and profits under monopoly. 

(e) Assume the same demand curve and a competitive supply curve 

(marginal-cost curve) for steel, p = 56, assuming the same cost curve 

under free competition and monpoly .. Find the quantity produced and the 

price established under conditions of free competition. 

(f) Plot the demand curve, average-cost curve, marginal-cost curve 

(same as supply curve), marginal-revenue curve. Demonstrate the price 

formation under monopoly and under free competition. 

or 

Solution: 

(a) R :::: pX 

C = AX 

C' = 56, 

R' ;::: 250 

25ox - 5ox2, total-revenue 

182 + 56X, total-cost curve 

marginal-cost curve 

lOOX, marginal-revenue curve 

(b) The profit function assuming a monopoly in steel is 

TT = R - c, 

TT= -50-X:- + 194X - 182, 

A necessary condition for TT to have a maximum is that n' = 0 by 

Theorem 2-4. .Since 

TT = pX - AX, 



then 

TT 1 = p - A = o or p = A. 

(c) The sufficient condition for TT to be maximized :Ls that 

.iTu (X) = -50 + 182/i2- < 0. 

(d) -lOOX + 194 = O, 

X = 1.94, quantity produced, 

p - 250 - 50(1.94) = 153, price, 

R = 153(1.94) = 296.82, total revenue, 

C = 182 + 56(1.94) = 290.64, total cost, 

TI= R - C = 296.82 - 290.64 = 6.18, profits. 

(e) p = 250 5ox, demand curve, 

p = 56, competitive-supply curve; 

To establish price under free competition, set der;nand function equal to 

supply function, solve for X J and then substitute the result in the 

demand equation to obtain the equilibriuni price, p, i.e., 

250 - 5ox = 56 

X = 3.88 

p = 250 50(3.88) 

P = 56 

(f) See Figure 2-25. 

Problem ~ [8]. · A man can walk 200 yards per minute and can swim 

100 yards per minute. To get from a point A on the edge of a 

circular pool 400 yards in diameter to a point B diametrically 

opposite he may walk around the edge, swim straight across, or walk 

part way around and swim the rest of the way in a straight line. How 

shall he proceed if he is to make the trip in the least time? greatest 

time? 
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Figure 2-25. 
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A 
328 
147 
116.6 
101.5 
92.2 
86.3 
82 

X 
10~ 

Solution: In figure 2 -26, AOB · = 400 yards is the diameter. 
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arc(AP) = 4ooe, PB= 400 cos(e). Therefore, the total time function is 

T(e) 
4ooe 400 cos{e) 

= 200 + ·. 100 

or 

T(e) = 2e + 4 cos (e), o ~ e ~ n/2. 

Differentiating with respect to e, . one gets 

D8T(e) = 2 - 4 sin (e) 

and the second derivative is 

2 
D8T(e) = -4 cos (e). 

2 
one obtains e = n/6 and D8T(n/6) < o which 

implies T(n/6) is a maximum value at an interior point in [o,n/2], 

by Theorem 2-13, The Second Derivative Test does not reveal that ~he 

function T(e) has a minimum value at an interior point of [o,n/2], 

However, since this function is continuous on a closed and bounded 



Figure 2-26. 

interval [o, TI/2] of E1, it has both an absol~te maximum and an 

absolute minimum in this interval by Theorem 2-1, Therefore, the 

function must have a :minimum at one of its end points. If one evaluates 

the function T at the endpoints, he gets T(O) = 4.00 and 

T(TI/2) = 3.14, So the minimum of T is T(TI/2) = 3.14. See Figure 

2-27, 

T(e) 
5 

4 

3 

2 

l 

---,O~,i---TI~/l-2--TI/~16---TI~;4-.~TI~/3~-5TI-.~i~~/~2_..~-..~---~B 
TI! 

Figure 2-27. 



Hence, the man should walk in order to make the trip in the least 

amount of time. To make the trip in the greatest amount of time, he 

should walk 400TI/6 yards around the edge of the pool and then swim 

346.4 yards in a straight line from point P to point B. 
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CHAPTER III 

FUNCTIONS 0F SEVERAL VARIABLES 

Most of what was said about functions, continuity, neighborhood of 

points, derivatives, etc., in connection with the extrema of functions 

of one variable can be generalized or extended to functions of several 

variables. .For instance, a neighborhood of a point x0 in E1 was 

defined to be an open interval of the form (x0 - h, x0 + h). However, 

such an interval can also be described by the ineq1.la;I.i ty f x - x0 I < h. 

If X = (p,q) and x0 = (p0 ,q0 ) are points in the plane, this inequal

ity, with IX .:. x0 1 appropriately defined, still makes sense and, in 

fact, describes the interior of a circle with center at x0 and 

radius h. Such a circle is called a two...:dimensional neighborhood of a 

point in the plane, This concept may also be expressed as 

for points in E2 • A point X0 in (three~dimensional space) is 

defined as an ordered triple of real numbers (p0 ,q0,r0 ) and a neigh-

borhood of x0 in E3 can be expressed as 

In this manner, one can just as easily consider an ordered set of n 

real numbers (p1, p2 , ••• ,pn) and refe:i:- to this as a point in a 

n-dimensional space. The distance between the points J;> and Q can be 

defined to be 

60 
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and a neighborhood of P can be defined as IQ - Pl< h. This discus

sion of the definition of neighborhood ill~strates the way in which many 

concepts in one dimension can pe readily extended to n dimensions. In 

this chapter some basic definitions and theorems characterizing :func

tions of two, three 1 and n variables will be. treated as they apply to 

the extrema of S\lch functions. Necessary and sufficient conditions for 

a function of several variables to have an extremum will be developed. 

Illustrative examples and figures where possible wi 11 be used to clarify 

the theory~ Some of the definitions and theorems will be stated for the 

two-dimensional case in such a way that they can be readily extended-to 

three or more dimensions. Finally, Lagrange's method will be explained 

and illustrated. 

Review of Some Basic Properties 

A real-val1;ied function f of n variables may be thought of as a 

mapping having its domain in E 
n 

and its range in E1 (reals). The 

concepts of neighborhood, interval, interior point, accumula·tion point, 

limit, and continuity in E 
n 

a:re stated as extensions of their one-

dimensional analogues. Differentiation of a real-valued function of 

several variables, in one sense, is achieved by treating it as a func

tion of one variable at a time. This leads to the concept of a partial 

derivative. The existence of a differential is a basic property in

volved in extending the principal theorems of one-dimensional derivative 

theory to functions of several variables. The Mean Value Theorem is 

extended to a function of several variables. Higher order partial 

derivatives and differentials are used to extend~Taylor's formula to a 



function of several variables. 

Definition 3-1. A real-valued function in E2 is the set f of 

ordered pairs (a, b) such that no two different pairs have the sarne 

first components and where a its elf is an ordered pair, i.e., 

a= (x,y), and b is a real number. The set D f 
of all a (first 

components) is called the domain of f, and the set Rf of all 

b == f(a) [second components] is called the range of f, 
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If each number-pair (x,y) in the domain Df of the function f 

is associated with a point in the rectangular coordinate plane, then the 

domain Df of f may be represented as a region in the plane. 

Illustrative Exa:rn.ple 3-1. Let f(x,y) = 
2 

(1 - X 
2 

y ). Then the 

domain Df of f is the set of all number-pairs (x,y) such that 

2 2 
x + y ~ l and Df in this case is a circle and its interior, a 

region of the rectangular coordinate plane. The reader may refer to 

Figure 3-1. 

y 

3 

2 

X 
-4 -2 -1 0 -1 1 

-2 

Figure 3-1. 



Definition 3-1 for E3 can be stated in similar manner simply by 

redefining a as (x, y, z). In the domain of f may be 

represented as region in a rectangular coordinate space. 

As a matter of notation, the letter x with the bar over it will 

represent a vector or a point in 

the definitions which follow. 

E ' n 
i.e., 

Definition 3-2. An open sphere of radius r > 0 having its 

in 

center at the point x0 in E is the set of all x 
n 

in E such that 
n 

< r. 

hood of 

An open sphere with center at x 0 is called a neighbor

and is denoted by N(~) or by N(:x0;r), if r is its 

radius. 'rhe open sphere wi t]:1 its center removed is called a deleted 

neighborhood of x0 and is denoted by N'(x0) [6]. 

In E2 , this open sphere turns out to be an open circle. Instead 

of using circles in E2 J spheres in E3 and n-dimensional spheres in 

En' we could use rectangles in E2 , rectangular parallelepipeds in E3 

and n-dimensional parallelepipeds in E 
n 

as neighborhoods of points. 

The next definition generalizes the concept of a one-dimensional 

interval. 

be two distinct points in E 
n 

such that for each 

k"" l,2y •.. ,n. The n-dimensional closed interval [a,b] is defined to 

k = 1,2, .•. ,n. If ak < bk for every k, the n-dimensional open 

interval (a, b) is the set of points (xl,x2, ••• ,xn) such that 

ak < xk < bk' k = 1,2, •.. ,n [6]. 

The open interval (a,b) can be interpreted as the cartesian 
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p:i;'oduct (a,b):::;: (a1,1:>1 )x(a2,b2 )x ••. x(an,bn) of the n one-dimensional 

open interval,s j(ak, bk). In a similar manner' [a, b] ce.n be expressed 

as a cartesian product of n one-dimen13ional closed intervals [ak,bk]. 

With the concept of a neighborhood of a point x0 in E clari:
n 

fied, one can now generalize the definitions of interior and accumula-

tion points in E1 with little or no change in the wording of these 

definitions, except for dimension. 

Definition 3-4. Let S be a set of points in E and assume x 
n 

is in S. Then x is called an interior point of S if there exists a 

neighborhood N(x) contained in S. The set S is said to be open if 

each of its points is an interior point [ 6]. 

Every open sphere or open interval is an e~ample of an open set. 

-Definition 3-5. Assume S is contained in E, x is in E. n n 

Then x is called an accumulation point of S if every neighborhood 

N(x) contains at least one point of s distinct from x, i.e. the 

intersection of N' (x) and s is not emJ?i;.Y. .A set s in E is n 

to be closed if it contains all of its accumulation points [6]. 

A closed sphere or a closed interval is a closed set. 

Definition 3-6. A set S. in E is said to ~e bounded if S 
n 

lies entirely within some sphere or interval [6]. 

Consider a real-valued function defined on a set S 

-
in E. 

n 

saiq 

Let 

a be an accumulation point of S and let b belong to Ei_· Then the 

limit f(x) :::; b -as x approaches a if and only if: for every 

neighborhood N(b) there exists a neighborhood N(a) 

such that 

X belongs to N' (a) n s implies f (x) is in N(b). 

in E 
n 



It can easily be proved that if the limits of two functions f and g 

-exist as x approaches a, then the limits of tneir sum, difference,-

and product exist as x approaches a. Fwthermore, if g(x) IO in 

some neighborhood o~ N(a) then the limit of (f/g) (x) -exists as x 

approaches a. 

In the definition of the symbol 1~m fix)= b, it is not required 
X _. a 

that the function be defined at x = a. Moreover, if f is def;i.ned at 

x = a, the value of f(a) need not be equal to b. In the event f{a) 

is equal ·to b, then the function f is said to be continuous at a. 

De:Cinition 3 ... 7. Let f be defined on a set S in En with func

·tion values in E1, and le·t a be an accumulation point of S. Then 

-f is continuous at the point a if and only if 

(i) f is defined at a, 

(ii) lim f(x) = f(a) as x ..... a. 

-
If a is not an accumulation point of S, f · is continuous at · a 

if only (i) holds. If f is continuous at every point of s, then f 

is continuous on the set S [6]. It follows read'i,ly from the defini-

tions that the sum, difference, or product of two continuous functions 

r and g is continuous. If g(x) r o for all x in the intersection 

and D . 
g 

and D, 
g 

then (f/g) is continuous in the intersection of 

Two other concepts of extreme importance in the development of the 

theory of' maxima and minima are the partial derivative and the 

differential of a function. 

Definition 3-8. Let x = (x1,x2, .•. ,xn) be a point in En' and 

let y = (y1,y2, ••• ,yn) be another point all of whose coordinates, 
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except the kth coordinate,. are the same as those of x. · Consider the 

limit 

limit f{y) - f(x) as yk ~ xk. 
Yk - xk 

When this limit exists, it is called the partial derivative of f with 

respect to the kth coordinate and is denoted by Dkf(x) or fk(x) [6]. 

Al though the concept of the partial deri va ti ve plays an important 

role in the theory of extrema, it is not a satisfactory extension of the 

one-dimensional concept of a derivative, For example, the mere exist-

ence of the partial derivatives of a function of several variables at a 

given point (a1,a2, ... ,an) does not imply continuity at that point. 

One is thus led to define the differential of a function. Thie concept 

permits us to extend the principal theorems of one-dimensional deriva-

tive theory to functions of several variables. 

Pefinition 3-9, Let f be a real-valued function defined on an 

-open set S in E, 
.n 

and assume x is in S. Then f has a differ-

ential at x if there exists another function g which satisfies the 

following conditions: 

(a) g is a real-valued function of two n-dimensional variables, 

and the function values' denoted by g (x; t)' are defined for 

the given point x in S and for every point t in E • 
n 

(b) g is linear :Ln the second variaol.e, that is, for every pair 

of points ·t1 and ~ in E and for every pair of real 
n 

numbers a1 and a2, we have 

(c) For every E > o, there ex:Lsts a neighborhood N(x) such 



that y is in N' (i) implies 

jf(y) - f(x) - g(x; 'ii - i) I < € l'ii - xi [6J. 

Frequently the symbol df is used instead of g and the symbols 

instead of ... ' t for the components of 
n 

t. In this notation one would write 

df (x;dx) = Dl f (x)dxl + • I~ + Dnf (x)dxn 

= w(x)·dx 

where Vf(x) = (D1f(x), ... , Dnf(x)), a vector-valued function, is 

called the gradient of f. It is assumed that the n partial deriva-

tives of f exist at the point x in En. A sufficient condition for 

the existence of the differential of f at a point x is that the n 

partial derivatives of f exist and be continuous at x. Also, if a 

function f has a differential at x, then f is continuous at i". 

Definition 3-10. If x and y are two distinct points in E, n 

then by the line segment L(x,y) joining X and y, is meant the set 

L (x, y) = { z : z ,,;, Bx + ( 1 - a )y, 0 < a < 1) . 

L(:x,y) is called an open line segment, and L[:x,y] is called a closed 

line segment [6]. 

Theorem 3,..1 (MEAN VALUE THEOREM IN En). Assume that f h,as a 

-differential at each point of an open set S in En. Let x and y 

be two points of S such that the line segment L(:x,y) c: S. Then there 

exists a point z of L(:x, y) such that 

f(y) - ;r(x) = \lf(z)· (y - x> [6J. 

In connection with differentials of higher order one needs to use 

partial derivatives of higher order. So at this point, these two con-

cepts are defined and Taylor's formula for functions of several 



variables is stated. 

Definition 3-11. Let f be defined on an open set in 

assume that the partial derivative Dkf exists in S, 

E ' n 
and 

will denote the partial derivative of Dkf with respect to the rth 

varl,able, that is., D 'kf = D (D.kf) whenever this derivative exists. r, r 

Higher-order partial derivatives are similarly defined [6]. 

68 

Definition 3-12. Let f be a real-valued function defined on a 

subset of E. The second-order differential d2f is a function of two 
n 

n-dimensional variables defined for those points x in E where f 
n 

has second-order partial derivatives and for every t in E by the 
n 

equation 

2 - -) d f(x;t 

n n 

l l 
i=l j=l 

D .. f(x)t.t., if t = (t1,t2,, .. ,tn). 
l,J J l 

The third-order differential d3f is defined by the equation 

n n n 

d3f (x, t) = l l D .. kf(x)tkt.t., 
i,J, J l 

i;=l j=l k=l 

and the mth order differential dmf is similarly defined when all mth 

order partials exist [6]. 

It should be noted that the higher-order differentials are not 

linear in the second variable. Also, d2f is a quadratic form, d3f 

a form of the third degree, and dmf a form of the mth degree. 

Theorem 3-2 (TAYLOR 1S FORMUIA IN E ) • Let f have continuous 
-- --. '-fl 

partial derivatives of order m at each point of an open set Sin 

If a is in S, b is. in S, a f b, and if L(a,b) c: S, then there 

exists a point z on the line segment L(a,b) such that 

E • 
n 



m-1 

f(b) - f(a) = l (1/k!)dkf(a;b - a)+ (1/m!)dmf(z;b - a) [6]. 

k=l 

Illustrative Example 3-2. Write out Taylor's Formula for 

' ) X I f(x,y = e sin (y) about the point (0,TI 2) where m = 3. 

Solution: 

f(x,y) = exsin(y), f(O,TI/2) ~ 1, 

f (x,y) = ex sin(y), f (O,TI/2) = 1, 
X . X 

- f (x,y) c ex sin(y), f (O,TI/2) = 1, xx xx 

f (x,y) = ex sin(y), f (o,n/2) = 1, 
XXX XXX 

fy(x,y) = ex cos(y), fy(O,TI/2) = O, 

f (x,y) = -ex sin(y), f (0,TI/2) = -1, 
YY YY 

f (x,y) = -ex co:s(y), f (o,TI/2) = o, 
yyy yyy 

f (x,y) = ex cos(y), f (0,TI/2) = o, xy xy 

f (x,y) = ex cos(y), f (0,TI/2) = o, xxy xxy 

f (x,y) = -ex sin(y), f (O,TI/2) = -1. xyy xyy 

f(x;y) - f(O.TT/2) = f (0,TI/2)x + f (o,TI/2)(y a. TI/2) + . , X y 

(1/2)[f (o,TI/2)x2 + 2f (O,TI/2)x(y - TT/2) + xx · xy 
2 . . 3 

f {0,TI/2)(y - TI/2) ] + (1/3)[f (x1,y1)x + yy xxx 
. 2 , . 2 

3fxxy(x1,y1)x (y - rr/2) + 3fxyy(x1,y1)x(y-TI/2) 

+ fyyy(x1,y1)(y - rr/2)3], 0 < x1 < x, · 

TI/2 < Yl < y. 

By substitution, one gets 

f(x,y) - 1 = x + (1/2)[x2 - (y - TI/2/J + (1/6)[fxxx(x1,y1)x3 + 

3f (x1,y1)x2(y - TI/2) + 3f (x1,y1)x(y - rr/2)2 + xxy xyy 

fyyy<x1,Y1)(y - TI/2)3], 0 < xl < x, TI/2 < Y1 ~ y. 
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Functions of Two Variables 

The definition of the extrema of a function of two or more vari-

ables can be given as an extension of the definition of the one-

dimensional case (Definition 2-4). In this section attention is 

centered on functions of two varial:;,les. A necessary condition for a 

differentiable function f to have an extremumis established. Some 

theorems giving sufficient condit;i.ons for a function f to have 

extrema are stated and proved. A saddle point of a function is defined 

and a condition for the same is stated without proof. The principle of 

least squares is demonstrated. Following each basic theorem is an 

illutrative example. 

Definition 3-13. Let f be a real-valued function defined on a 

set S ;i.n E. Then f is said to have an absolute maximum on the 
n 

set S if there exists a point a in S such that 

f(x) S: f(a), for all X in 8. 

If a belongs to S and if there is a neighborhood N(a) such that 

f(x) ~ f(a), for all X in N(a) n S, 

then f is said to have a relative maximum at the point a. 

Absolute minimum and relative minimum are similarly defined, using 

f (x) :it f (a) c 6 J. 

In E2, the definition can be simply stated as follows: 

Definition 3-14. A function f(x,y) has an absolute maximum at a 

point (a,b) of a region R if and only if 

f(a,b) :ii!: f(x,y) 

for all (x,y) in R. A function f(x,y) has a relative maximum at a 

point (a,b) of a region R if and only if there exists a positive 
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number 8 such that 

f(a,b) ~ f(x,y) 

for all (x,y) of R at which 

O<(x-a)2 +(y-b)2 < 2 [8}. 

In a similar manner, the definitions for absolute or relative mini-

mum of f(x,y) can be stated using the inequality f(a,b) :s;; f(x,y). 

Illustrative Example 3 ,...3. Let the function f(x,y) 
2 2 = X + y be 

defined on the region S as shown in Figure 3-2 in E2 . Then 

f(S) ~ [0,8] implying f(2,2) = f(2,-2) = 8 is the absolute maximum 

value of f and f(O,O) = 0 is the aosolute minimum value of f. 

y 

(2,2) 

(-1,-2) 

Figure 3-2. 

A fundamental theorem for the existence of both absolute maximum 

and absolute minimum values of a function of several variables, 

analogous to the theorem for the one-dimensional case (Theorem 2-1) is 

now stated.. 



Theorem 3-3. Let f be a real-valued function which is continuous 

on a closed and bounded set S in E2 . Then f has an absolute maxi

mum and an absolute minimum on S [6]. 

The proof of this theorem is identical to the proof of Theorem 2-1. 

Therefore, it is omitted here. 

Definition 3-15. A point x0 is a critical point in E2 if 

df(~) = O [9]. 

If f is a differentiable function on S, one need look only 

among the critical points for relative extrema. 

and 

Theorem 3-4. If the function 

f is differentiable at 

f has a relative extremum at x 0 

then x0 is a critical point [9]. 

Proof: Given a direction v, let F(t) = f(~ + tv) for every t 

in some open subset of E1 containj.ng O. Then F has a relative 

extremum at o, and consequently by Theorem 2-4 F'(O) = O. But 

F'(o) = df(~)·v is the der;i.vative at x:0 in the direction v. Hence, 

df(~)·v = 0 for every v, which implies that df(~) = o. 

Theorem 3-5 (Necessary Condition). Let f have finite partial 

derivatives Dkf(x), k = 1,2, ••. ,n, at each point x of an open set 

S in E • If f has a relative maximum or a relative minimum at the 
n 

point x0 in S, then Dkf(x0 ) = 0 for each k = l, .•• ,n [6]. 

Proof: Assume that the partial derivatives Dkf(x) where 

k = 1,2, ... ,n, are continuous at each point x of the open set S. 

Then f has a differential at x [6], and the gradient vector Vf(x) 

exists. This implies 

df(x;t) Vf (x) ·t, if t is in E [ 6]. 
n 
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Therefore, if f has a relative e:x;tremum at an interior point x of an 

open set S in E, 
n 

and if Vf (x) exists, then Vf(x) = O. Since 

'Jf(x) = [D1f(x), •.. ,Dnf(x)] = O, then. 

D1f(x) - D2f(x) = ... = Dnf(x) = O. 

This completes the proof. 

Note that the formula df(x;t) = Vf(x)·t bears a strong resem-

blance to the equation df(x;t) = f 1 (x)t, which holds in the one-

dimensional case. This suggests that the gradient vector Vf plays the 

same role in En as the derivative f 1 in E1 . 

The writer now gives some definitions which will simplify the 

statement of several other important theorems. 

Definition 3-16. A domain is an open set, of which any two of its 

points can be joined by a broken line having a finite number of segments, 

all of which the points belong to the set. A region is either a domain 

or a domain plus some or all of its boundary. If it contains a11 of its 

boundary, it is a closed region [9]. 

Definition 3-17. If f :is a continuous function, then f is said 

to be a function of class c0 • If the partial derivatives f 1 (x), 

exist for all X in D and ..• ' f n 
are 

continuous, then f is a function of class c1 . If all of the qth 

in D and each f. . . 
l1···lq 

order derivatives of f e;xist at every x 

is a continuous function, then f is a function of class Cq [9]. 

Theorem 3-6~· Let 

1. f(x,y) belongs to c1 in a bounded region R consisting of 

a domain D and boundary curve T, and 



2. f(a,b) > f(x,y) for some (a, b) in D and all (x, y) in T. 

Then there exists a point (xo,Yo) in D such that 

Jr. f(x,y) ~ f(x0,y0) for all (x,y) in R, and 

B. fl(xo,Yo) = f2(xo,Yo) = 0 [8]. 

Proof: Since f(x,y) is continuous in the closed region R, it 

has a maximum there, by Theorem 3-1. This occurs at some (x0,y0 ) in 

D by virtue of hypothesis 2. Conclusion B follows from Theorem 3-5, 

This ends the proof of the theorem. 

By reversing the inequality sign in hypothesis 2, one gets a mini-

mum value of f in conclusion A. 

Illut!!trative Example 3-4. Show that the function 

f(x,y) = x 4 + y4 - 2x2 + 4, x2 + y2 < ~ 

has an absolute minimum and find the same [8]. 

Solution: To establish hypothesis 2 of Theorem 3-6, polar 

coordinates are introduced as follows: 

~ 4 4 2 2 2 . 2 f[rcos(e),rsin(e)J = r (cos e +sine) - 2r cos e + Sr sine+ 4. 
4 On the circle r=r the first term is at least ro /4, the second O' 

term is greater than -2ro 
2 and the third term is greater than zero. 

Thus f(x,y) on a circle r = r 0 is always greater than 

4 2 
(r0 /4) - 2r0 + 4. In particular if r 0 = 4, f(x,y) is greater than 

36 for all (x,y) on this circle. Since f(O,O) = 4 Theorem 3-6 

shows that an absolute minimum exists in the region bounded by the 

circle 4. 

To find it, the first partial derivatives are set equal to zero as 

follows: 



f 1 (x,y) = 4x3 - 4x = O 

3 f 2 (x,y) = 4y + 16y = o 

or x3 - x = o, and 

or y3 + 4y = o. 

The solution set of this system consists of (o,o), (0,2i), (0,-2i), 
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(1,0), (1,2i), (1,-2i), (-1,0), (-1, 2i), and (-1,-2i). Since (0,2t1 

(o, -2i), (1,2i), (1, -2i), (-1,2i), and (-1, -2i) are imaginary solu-

tions or points one only needs to try the points (O,O), (1,0), and 

(-1,0) in E2 . There exists a minimum f(-1,0) = f(l,O) = 3 at the 

points (-1,0) and (1,0). 

The writer will now establish sufficient conditions :f'or relative 

maxima and minima. To make this disc_ussion easier the appropriate 

theory of definite quadratic forms in two variables is introduced and 

used. 

Definition 3-18. A real-valued function defined on E2 by an 

equation of the type 

2 2 

F(xl'x2) = l l 
i=l j=l 

a .. x.x., 
1J 1 J 

where a .. = a.. are real numbers, . is called a quadratic form [ 6]. 
1J J1 

This form •\-,:l!'(xl'x2 ) can also be expressed as f'ollows: 

2 2 
F(xl,x2) = allxl + al2xlx2 + a2lx2xl + a22x2. (1) 

A quadratic form F is called positive definite if, for every 

F(xl'x2 ) > 0. 

It is called negative definite if, for every vector 

Now the question as to when F is positive definite or negative 



definite is considered. First (1) is-rewritten as 

Complete the square iti x1 as follows: 

F(xl'x2) = al,l[xi + (2al2x~/a11):xl + (a22x:/all)]. 
' 

(2) 

In (2), it is observed that F is the product of (1/a11) and the sum 

(or difference) of two squares. Therefore, if a11 > o, 

a11a22 - ai2 > o, and (x1,x2 ) I- (o,o), i.e., F is positive defi-

and 

(xl'x2 ) /= (O,O), F(x1,x2 ) < o, i.e., F is negative definite. The 

statement a11a22 - ai2 > 0 is now written as 

The foregoing discussion establishes the fol.lowing lemmas: 

Lemma 3-1. 
2 · 2 

1. F(x1,x2 ) = a11x1 + 2a12x1x2 + a22x2 

is a quadratic form in x1, x2, and 

2. a 11 > o, 



imply F(x1,x2 ) is positive definite. 

Lemma 3-2. 

is a quadratic form in xl, x2, and 

2. all< o, all al2 
> 0 

a21 a22 

imply F(x1,x2 ) is negative definite. 

Definition 3-18 of a quadratic form in two variables x1 an.d x2 

as well as lemmas (3-1) and (3-2) can readily be extended to quadratic 
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forms in three or more variables. Such extensions will be considered in 

the next section. 

Sufficient conditions for a relative maximum at a point are now 

given. 

Theorem 3-7 (SUFFICIENT CONDITIONS). 

1. f(x,y) belongs to c2 
' 

3. 

imply f(x,y) has a relative maximum at (x0 ,y0 ) [8]. 

Proof: The plan of this proof is to show that Af is a negative 

definite quadratic form in some neighborhood of (x0,y0 ). By Theorem 

3 -2 (Taylor's formula with remainder) the following equation can be 

written: 



.2 2 
= (1/2) fij(x0 + eh, y0 + Elk) 

i=1. j=l 

where b < e <- 1. Or 

2 
M :;:: (1/2)[f11 (x0 + eh, y0 + Elk)(x - x0 ) + 

2f12 (x0 + 9h, y0 + 9k)(x - x0 )(y - y0 ) + 

2 
f 22{x0 + eh, y0 + 9k) (y - y0 ) J 

clearly shows that d2f, a function of (x - x0 ) and (y M y0 ) with 

(x0 + Oh, y0 + Elk) fixed, is a quadratic form in two variables. By 

hypothesis 1 i.t is clear that ·inequalities 3 and 4 also hold in some 

neighborhood of (x0, y0 ). If the point (x0 + h, y0 + k) is in this 

neighborhood, the coefficients of the quadratic form Af will satisfy 

the conditions of. Lemma 3-2, so that Af < O throughout the neighbor-

hood, except at h = k = o, where l:f,f = o. Henc~, f has a relative 

maximum at (x0, y O). This cOJ:npletes the proof. 

To apply this theorem for a minimum, one has only to reverse the 

inequality in hypothesis 4. This would make M positive giving 

f(x,y) a minimum at (x0,y0 ) by Definition 3~14. 
2 

If f 11f 22 - t 12 = o, there may be a relative maximum, a rela-

tive minimum, or neither at (x0,y0 ), i.e., 

M = 

M :::;: 

M 

In other words, 

2 
fllf22 - .fl2 at 

(1/2fll)[(f llh + f 12k/J < 0 if fll < o, 

(1/2f11>[.(fllh + f12k/'] > 0 if fll > o, and 

(1/2:f'll)[(fllh + fl2k)2] == 0 if fllh + fl2k = o. 

2 
fllf22 - fl2 = O is inconclusive because the sign of 

(x0 + h,y0 + k) is not known. 

Illustrative Example 3-5, Classify and find the extreme values 
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(if any) of the function 

f(x,y) 
2 2 = X + y + X + y + XY [6]. 

Solution: The first partial derivatives are 

Solving the system of equations 

2x + y = -1 

X + 26 = -1, 

the solution set consisting of (-1/3, -1/3) is obtained. The second 

partial derivatives are 

f 1--_1f't'\2-- - ·f2 "" 3 > o at ,:;:;. 12 (-1/3, .. 1/3) and. :r11 = 2 > O at 

(-1/3, -1/3). 

Therefore, f (-1/3, -1/3) = -1/3 is an absolute minimum. 

Illustrative Example 3-6. Classify and find the extreme values of 

the function 

2 2 4 
f(x,y) = y + X y + X , 

Solution: Take the first partial derivatives and set them equal 

to z; er o, i. e • , 

f 1 (x,y) = 2xy + 4x3 = O 

2 
f 2 (x,y) = 2y + X. = 0. 

The solution of the system of equations above is (o,o). Now one needs 

to determine the second order partial derivatives and apply Theorem 3-7, 

2 
= 2y + 12x , r 22 {x,y) = 2 

r 21 (x,y) = 2x. 



At 

Therefore, the test is inconclusive. 

The increment of f can be written as follows: 

6.f = f(x,y) - f (o, o) 

2 2 4 =y +xy+x 

= y2 + x2y + (x4/4) - (x4/4) 

= [y + (x2/2)]2 + [3x4/4]. 
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4 
+ X 

This is the sum of two positive terms and therefore is ·positive definite, 

which implies that f has a relative minimum at (o,o). 

A function f(x,y) has a saddle point at (x0,y0 ) if 

f 1 (x0,y0 ) = f 2 (x0,y0 ) = o and if the difference 

6f = f(x0 + h,y0 + k) - f(x0,y0) 

has both positive and negative values in every neighborhood of 

z 

X 

y 

Figure 3-3. 

One way to think of a saadle point is to picture f as a function of x 
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alone with a maximum at x = x0, and then picture f as a function of 

y alone with a minimum at y = y0. The surface z = xy (the familiar 

hyperbolic paraboloid) has a saddle point at the origin as shown in 

Figure 3-3. 

The theorem to follow gives conditions for a function f to have 

a saddle point. 

Theorem 3-8. 

1. f(x,y) belongs to c2 

2, f 1 = f 2 = o at (x0,y0 ) 

2 
3. f12 - f1i22 > o at (xo,Yo) 

imply f(x,y) has a saddle-point at (x0,y0 ) [8]. 

The proof of this theorem which is similar to that of Theorem 3-7 

will be omitted here. The same may be found in the reference listed 

above. 

Illustrative Example 3-7. Test the function for relative maxima, 

relative minima, and saddle-points 

Solution: Solving the system of eq_uations 

f 1 (x,y) 3x2 + 6x ;.. 9 = 0 

2 
== -3Y + 6y = 0 

the solution set -'{(1,0), (1,2), (-3,0), (-3,2)} is obtained. Now the 

second partial derivatives of f(x,y) are as follows: 

See Table 3-1 for rest of problem. 
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TABLE I 

'm;BULAR SOLUTION OF ILLUSTBATIVE EXAMPLE 3-7 

Point 
2 

Extrema or 
in E2 fll fl2 f22 f1l22 - fl2 Saddle-points 

of f(x y) 

(1,0) 12 > 0 0 6 72 > 0 Min., -5 

(1,2) 12 > 0 0 -6 -72 < 0 S .P., (1,2, -1) 

(-3,0) -12 < 0 0 6 -72 < 0 S. P. , ( -3, O, 27) 

(-3,2) -12 < 0 0 -6 72 > 0 Max.; 31 

Another interesting application of this theory is the Principle ~ 

Least Squares. Let it be required to fit a straight line y = ax + b 

to the data consisting of the points (x1,y1 ), •.. ,(xn,yn)--a line which 

comes nearest to fitting the linear distribution of the points. That 

is, determine constants a and b so that 

f (a, b) 

n 

l (axi + b - y i )2 
i=l 

will be a minimum. .See Figure 3-4. 

y 

0 

Figure 3-4. 

X 



Set the first partial derivatives equal to O and find the second order 

partial derivatives as follows: 

f 1(a,b) i::: 2 

f 2 (a,b) = 2 

f 11 (a,b) = 2 

f 12 (a,b) = 2 

f 22 (a, b) = 2 

Since 

n n n 

i=l i=l i=l 

n 

I (ax. + b - yi)xi = 0 
l. 

i=l 

n 

l (ax. + b - y.) = 0 
l. l. 

i=l 

n 

I 2 
:x;i 

i=l 

n 

l xi 
i=l 

n 

l ·l = 2n,. 

i=l 

n n 
2 x) (1/2) l \' (X. - X. )2 > 0 L i J 

i=l j=l 

(3) 

(5) 

[BJ, f has a relative minimum value·by Theorem 3-7. By Theorem 3-6, 

this relative minimum is unique wh:Lch makes it absolute [BJ. 

Solve equations (3) and (4) simultaneously, i.e., 

n n n 

(l 2 (I x. )b l x1)a + = xiyi l. 

i=l i=l i=l 

n n n 

c~ X. )a + (l· l)b = 1 Yi" l 

i=l i=l i=l 

getting 
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n n 

b := I y./n) - (al x./n) 
l l 

i=l i=l 

b y - ax (7) 

n n 

I ( l 2 
xiyi - x.) /n 

J. 

a i=l i=l = 
n n 

l 2 (l 2 x. - x1 ) /n 
]. 

(8) 

i"'l i=l 

Substituting these values for a and b in the equation 

y == a:x: + b 

one obtains what is called the regression equation, the estimating 

equation, or the prediction equation. These labels are used inter-

changeably. The process of passing a straight line or curve through a 

set of points (data) in an effort to describe the trend of events is 

called curve fitting. Determinants may be used to advantage in writing 

down the equation for the line or curve. For a straight line the 

determinantal equation [8] is 

X y 1 

n n n 

l X. l Yi I 1 := o. 
l 

i=l i:::,,l i:::l 

n n n 

I 2 l I X. x.y. X. 
l l l l 

i=1 i=l i=l 

Illustrative Example 3-8. Pass a line through the following 

points by least squares: (-2,0), (-1,0), (0,1), (1,3), (2,2), Plot 

the line and the given points [8]. 

(9) 



5 5 5 5 

I X. = 0, l y. = 6, I 2 
10, I xiy i = 7 X = 

1 1 i Solution: n = 5, 
i=l i=l i=l i=l 

-X = 0, y = 1.2 

Substituting in formulas (7) and (8), one gets 

a= [7 - (0)(1.2)]/[10 - OJ= .7, b = 1.2 - 0.7(0) = 1.2 

Therefore, y = • 7x + 1.2. Equation (9), the determinantal form of the 

equation of a line, gives the same result, 

X y 1 

o 6 5 = 0 

10 7 0 

which expands into 

Y = • 7x + 1.2 • 

. For the graph of the points and line, see Figure 3-5. 

y 

. 7x + 1.2 

• (2,2) 

X 

Figure 3-5. 
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Functions of Three or More Variables 

A theorem analogous to Theorem 3-6 for functions of three variables 

can be easily developed and proved as an extension of the two-'dimension-

al analogue. To extend Theorem 3-7, a corresponding extension of the 

theory of definite quadratic forms in two variables is needed. This is 

done and then the corresponding theorems for the n-dimensional case 

are stated. 

The definition which follows is an extension of Definition 3-18. 

Definition 3-19, A real-valued function defined on E3 by an 

equation of the type 

3 3 

F (x1,X2,x3) = l l 
i=l j=l 

a .. x.x ., 
lJ l J 

where a .. = a .. are real numbers, is called a quadratic form [6]. 
lJ Jl 

F(x1,x2,x3 ) can also be expressed as follows: 

2 
F(x1,x2,x) = allxl + al2xlx2 + al3xlx3 + 

2 
a2lx2xl + a22x2 + a23x2x3 + 

3 
a31 x3xl + a32x3x2 + a33x3 · 

It is positive definite if F(x1,x2 ,x) > O, except when 

(10) 

x1 = x2 = x3 = O. F(O,O,O) = 0. It is positive semidefinite if F ~ O, 

the equality holding for certain values of x1,x2,x3, not all zero [8]. 

If F(x1,x2,x) < 0 for x -i o, then F is negative definite. 

Illustrative Example 3-9. Let F Then F is 

2 2 positive definite. Let G = x1 + x3 . Then G(x1,x2 ,x3 ) is positive 

semidefinite. For instance, G(0,1,0) is a case in which equality 



holds. 

Let a 11 = A, a 12 = B, and a22 = c, then the quadratic form 

is positive definite if 

A > O, A B 
> o. (11) 

B C 

by Lemma 3-1. 

At this point, · an analogous result for quadratic forms in three 

variables is developed. Of course, these quadratic forms can be 

extended to n(>3) variables [6]. 

Theorem 3-9. The quadratic form in three variables is positive 

definite, if and only if, 

all> o, all al2 all al2 al3 
> o, 

tsJ. a21 a22 a21 a22 a23 > 0 (12) 

a3{ 8 32 a33 

Proof: Only the sufficiency of condition (12) is proved here. 

Let b. represent the three-rowed determiha:nt in (12) and A. . the co-
.• lJ 

factor of its element a. . • By use of the f.ormula for the product of 
lJ 

two determinants, one has 

1 0 0 all al2 8 13 
1 0 0 

8 0 A22. A23 = 8 21 a22 a23 0 A22 A23 (13) 

0 A32 A33 8 31 a32 a33 0 A32 A33 

all al2A22 + al3A32 al2A23 + 8 13.A.33 

a21 8 22A22 + a23A32 8 22A23 + 8 23A33 (14} 

a31 a32A22 + a33A32 a32A23 + 8 33A33 
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Interchanging the rows and columns [11] this determinant may be written 

all a21 a31 

= al2A22 + a13A32 a22A22 + a23A32 a32A22 + a33A32 (15) 

al2A23 :+ al3A33 a22A23 + a23A33 a32A23 + a33A33 

Now 

Therefore, 

I:::,. = a21A21 + a22A22 + a23A32 or a22A22 + a23A32 = I:::,. - a21A21' (16a) 

8 = a3l31 + a32A23 + a33A33 or a32A23 + a33A33 = 8 - a31A31 · (l6b) 

The sum of the products of the elements of one row of a determinant by 

the cofactors of the corresponding (;'Jlements of a different row of the 

determinant is zero [12]. Consequently, 

allA21 + al2A22 + al3A32 0 or al2A22 + al3A32 = -allA21' (17a) 

allA31 + al2A23 + al3A33 = 0 or al2A23 + al3A33 = -a11A31 · (17b) 

a21A31 + a23A23 + a23A33 ;:;: 0 or a22A23 + a23A33 = -a21A31 · (17c) 

a31A31 + a32A22 + a33A32 0 or a32A22 + a33A32 = ~a3~31· (17d) 

Substituting (16a), (16b), (17a), (1Tb), (17c), and (17d) :i,n (15) 

one gets 

(18) 

The value of a determinant is unchanged if one adds to some fixed row 

(or column) a fixed multiple of another row (or column) [11]. Thus one 

may write (18) as 



all a.21 a31 

0 /),. 0 
. 2 
=all!),.· (19) 

0 0 /),. 

1 0 0 

Hence, I),. 0 A22 A23 = a l:12 
11 or 

0 A32 A33 

A22 A23 
= ail~· 

A32 A33 

(20) 

2 Now- the terms in x1 and in x1 of ·the quadratic form (10) are 

collected as follows: 

2 
F = allxl + (al2x2 + al3x3 + a2lx2 + a3lx3)xl + 

2 2 
(a22x2 + a23x2x3 + a32x3x2 + a33x3 ) or 

2 2 2 
F = allxl + 2(al2x2 + a13x)x1 + (a22x2 + 2a23x2x3 + a33x3). (21) 

2 2 Let A= a11, B = a12x2 + a13x3, C = a22x2 + 2a23x2x3 + a33x3 in (21). 

Thus (21) can be written as 
. 2 

F = Ax1 + 2Bx1 ~ C (22) 

It will be· shown that AC - B2 > 0 unless . x2 = x3 = o,. and this will 

2 
prove F > O by (11). If x2 = x3 = o:,.F = a11x1, and this is posi-

tive unless x1 is also zero since a11 > o, so that F is positive 

definite, 

2 In AC -B 

follows: 

collect the terms in and in 

2 2 2 2 
= all a22x2 + 2all a23x2x3 + all a33x3 - al2x2 - 2al2al3x2x3 ·,_ 

2 2 
al3x3, 



Since A .. 
lJ 

is the cofactor of the element a .. 
lJ 

in the determinant 

Therefore, substituting equations (24) in (23), one gets 

To show that this is always positive, unless x2 = x3 = O, (11) is 

used again. One needs 

A22 A23 
all al2 al3 

A33 
all al2 

> o, > o. all a21 a22 a23 
a21 a22 A32 A33 

~"31 a32 a33 
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(23) 

(25) 

But these facts follow at once by hypothesis. This completes th~proof. 

A distinction needs to be made between quadratic forms in two 

variables and forms in more than two variables. The former is positive 

semidefinite if, and only if, the sign > is replaced by ~ in (11) 

(not both >). If a corresponding change is made in inequalities (12), 

a necessary but not a sufficient condition for (10) to be positive 

semidefinite is obtained. For, suppose all aij = 1, except a33 

Then 

all > o, 

2 F = (x1 + x2 + x3 ) 

F(l,1,2) = -4 < 0 

all 

all 

2 
- X 

3 
[8]. 

al2 

a22 

o, 
all al2 al3 

a21 a22 a23 o. 

a31 a32 a33 

Quadratic forms enter into the theory of functions of several 

o. 



variables by way of the second-order differential 

n n 

= "i I D ... f(x)t.t., 
1,J 1 J 

i=l j=l 

which is a quadratic form in t when x is hel~ fixed. If all the 

derivatives D. j are continuous at x, then the mixed :partials 
1, 

D .. f(x; and D .. f(x) are equal and d2f is a symmetric form [6]. 
1,J J,1 

With this theory of definite quadratic forjl].s ·in three variables, 
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a sufficient condition for a function f of three variables to have an 

extremum can now be established. 

Theorem 3 '.'"10. 

1. f(x,y,z) belongs to c2, 

2; f 1 = f 2 = f 3 = o at (x0,y0,z0 ) 

3. f 11 > o, f 1,1 fl2 f 11, fl2 fl3 
> o, 

f21 f22 f21 f22 f~3 > 0 at (xo,Yo,zo), 

f31 f32 f33 

imply that f(x,y,z) has a relative minimum at (xo,Yo,zo) [8]. 

Proof: By Taylor's theorem, 

M = f(x0 + h1, YO+~' z0 + h3) - f(x0,y0,z0 ) 

3 3 

= (1/2) l l fij (x0 + ah1, y0 + a~, z0 + eh3 )hihj 
i=l.j=l 

where O < a < l. Or 

M = (1/2)[f11 (x0 + Bh1, y0 + 9h2, z0 + 9h3 )(x - x0 )2 + 

. 2 
f 22 (x0 + eh1, y0 + eh2, z0 + eh3)(y - y0 ) + 

2 f 33 (x0 + @h1, y0 + eh2, z0 + eh3)(z - z0 ) · + 



2f 12 (xo + ehl' Yo+ Bh2, 

2fl3 (xo + eh1, Yo + 9h2' 

2f23(xo + 9hl' Yo+ 9h2, 

1 1 h that d2f, c ear y s ows a function of 

zo + eh) (x - x0 )(y - Yo)+ 

zo + eh3)(x - xo)(z - zo) + 

zo + 9h) (y - y0 )(z - zo}J 

(x - x0 ), (y ~ y0 ), and 

9h) fixed, is a quadratic 

92 

form in three variables. By hypothesis 1 it is c;Lear that inequalities 

3 also hold in some neighborhood of (x0,y0,z0 ). If the point 

(x0 + h1, Yo+ h2, z0 + h) is in this neighborhood, the coefficients 

of the quadratic form Af will satisfy the conditions of Theorem 3-9, 

so that Af > 0 throughout the neighborhood, except at h1 = h2 = h3 = 

o, where Af = o. Hence, f has a relative minimum at (x0,y0,z0 ). 

This completes the proof • 

. A set of sufficient conditions for a relative maximupi of a function 

f is obtained by reversing the first and third inequalities in 

Theorem 3-10 (Hypothesis 3). 

Illustrative Example 3-10. Let 

2 2 2 f(x,y,z) = x - 2y + 3z ~ xy + 5xz + yz + x - 2y + 3z. 

Test the functicm for extreme values. 

Solution: Take the first partial derivatives and set them equal 

to zero, i.e., 

f 1 2x - y + 5z + 1 = 0 

f 2 = -4y - X + Z - 2 0 

f 3 6z + 5x + y + 3 = o. 

The solution of this system is (-5/17,-8/17,-3/17)., '.fue second 

partial derivatives of f at (-5/"H,-8/17,-3/17) are as follows: 

fll = 2, fll (-5/17, -8/17, -3/17) = 2 



fl2 = -1, fl2(-5/17, -8/17, -3/17) = -1 

fl3 = 5, f13(-5/17, -8/17, -3/17) = 5 

f21 = -1, f21(-5/17, -8/17, -3/17) = -1 

f22 = -4, f22 ( -5/17, -8/17, ..,3/17) = -4 

f23 = 1, f23 (-5/17, -8/17, -3/17) = l 

f31 = 5, f31(-5/17, -8/17, -3/17) = 5 

f32 = 1, f32(-5/17, -8/17, -3/17) = 1 

f33 = 6, f33(-5/17, -8/17, -3/17) 6. 

Conditions 3 become for (-5/17, -8/17, -3/17) 

f 11 ::; 2 > o, 2 -1 2 -1 
= -9 < o, 

-1 -4 -1 -4 

5 1 

5 

1 = 34 > o. 

.6 

Since the signs in conditions 3 are alternately positive and negative, 
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then f has a relative maximum at (-5/17, -8/17, -3/17) according to 

Theorem 3-10. 

Illustrative Example 3-11. Let 

2 2 2 f(x,y,z) = x + y + 3z - xy + 2xz + yz. 

Classify and find the extreme values of f. 

Solution: 

f = 2x - y + 2z = 0 
1. 

f2 = -x + 2y + z = 0 

f3 = 2x + y + 6z = o 

This system of linear equations has only one solution, (o,o,o), since 

its coefficient determinant is not zero. At (o,o,o) conditions 3 

become 



fll = 2 > o, 2 -1 2 -1 2 
= 3 > o, 

-1 2 -1 2 1 = 4 > o. 

2 1 6 

Therefore, f(x,y,z) has a relative minimum at (o,o,o), namely, 

f(o,o,o) = o. 

Finally, in this section the a.efinit:i.on of a quadratic form in n 

variables is stated as well as the conditions for positive and negative 

definiteness, and the extension of' Theorem 3-10 to n variables. The 

proofs of these theorems are essentially the same as those of theorems 

3-9 and 3-10. For this reason, they will be omitted here. 

Definition 3-20. A rea;l.-valued function F defined on En by an 

equation of the type 

called a quadratic form. 

n n 

F(x) = l L 
i=l j=l 

a .. x.x ., 
lJ l J 

in E and the a .. are real nurnbers, is 
n '.!.J 

The form F is called symmetric if a .. = a .. lJ Jl 

for all i and j, positive definite if x-/= 0 implies F(i") > 0 

and negative definite if xi O implies . F(x) < 0 {6]. 

Theorem 3-11. Let 6. = det[aij] and let 8.n-k denote the 

determinant with n-k rows, obtained by deletip.g the last k rows and 

columns of 6.. Also, put 6.0 = 1, A necessary ap.d sufficient condi- · 

tion for a symmetric f0nm F to be positive definite is that the n+l 

numbers ... ' 8 n 
l::>e positive. The form is negative definite 

if, and only if, the same n+l numbers are alternately positive and 

negative [13 J. 

The extension of Theorem 3-10 is now stated as follows: 



Theorem 1£· 
1. f belongs to c2 on an open set S 

2. 

3. 

f 1 = f 2 = ••• = fn = 0 at x0 

A = det[f .. (x0 )1 'f 0 
1J 

in S 

in E 
n 

4 • Ao = l > ·o, .. Al > O, ••• ; An > 0 at XO 
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implies ··f has a relative minilllum at x0 • If in hypothesis 4 the 

numbers 6.0, A1, •.. , An are aiternately positive and negative, then. f 

has a relative maximum at x0 [6]. 

Illustrative Example 3-12. Let 

f(w,x,y,z) = w2 + 2x2 - y2 + 3z2 + wx + 5wy + 7wz - xy + 2xz - yz. 

Examine f for relative extrema. 

Solution: Take the first partial derivatives and set them equal to 

zero, i.e., 

fl = 2w + X + 5Y + 7z = 0 

f2 = w + 4x - y + 2z = 0 
(26) 

f3 = 5w - X - 2y. - z = 0 

f 4 = 7w + 2x - y + 6z = O 

The systell). (26) has the unique solution (o,o,o,o) since its coeffi-

cient deter:rninant is nonzero. Conditions 4 in Theorem 3-12··become for 

(w0,x0,y0,z0 ) = (o,o,o,o) 

A0 = 1, A1 = f ll = 2. > 0, 

1: : I· 2 1 5 
·~ 7 > o, 

~ = 1 4 -1 = -126 < o, 

5 -1 -2 

2 1 5 7 

1 4 -1 2 
A= = -388 < o. 

5 -1 -2 -1 

7 2 -1 6 



Theorem J-12 is inconclusive in this case. To decide whether this func-

tion has relative extrema, it is necessary to express f(x,y,z,w) -

f(O,o,o,o) as the sum or difference of squares. This is done as 

foilows: 

2 2 2 2 
f ( x, y, z, w) - f ( 0, 0, 0, 0) == w + 2x - y + 3 z + wx + 5wy + 7wz -

xy + 2xz - yz 

== [w + (x/2) + (5y/2) + (7z/2)J2 + (7x2/4) -

(29y2/4) - (37z2/4) - xy + 2xz - yz 

== [w + (x/2) + (5y/2) + (7z/2)]2 + (7/4)[x 

(2y/7) + (4z/7)]2 - (207y2/28) -

(275z2 /28) - yz 

= [w + (x/2) + (5y/2) + (7z/2)]2 + 

(7 /4 )[x - (2y/7) + (4z/7) ]2 -

(207/28)[y + (14z/207))2 - (56729z2/5796) 

which can assume both positive andneg1;i.tive values :Ln any neighborhood 

of (o,o,o,o), Consequently, this quadratic form is indefinite. This 

implies that the function f(x,y,z,w) has neither a relative maximum 

nor a relative minimum, 

Illustrative Example 3-13. Let 

2 4 2 
f(x,y,z) == x + 2y + xz + z , 

Examine f for relative extrema. 

Solution: The first partial derivatives set equal to zero give 

f 1 (x,y,z) == 2x + z == O 

f 2 (x,y,z) == 8y3 == 0 

f 3 (x,y,z) == x + 2z:::: O 

The solution of this system is (o,o,o). The second P,artial derivatives 

are as follows: 



f 11 (x,y,z) = 2 f 21 (x,y,z) = 0 f 31 (x,y,z) = l 

f 12 (x,y, z) = 0 f 22 (x,y,z) = 24y2 f 32 (x,y,z) = 0 

f 13 (x,y,z) = l f 23 (x,y,z) = 0 f 33 (x,y,z) = 2. 

At (o,o,o), 

fll = 2 2: o, 2 0 2 0 1 
2: o, 

0 0 0 0 0 ~ 0 

1 0 2 

imply that the matrix 

fll fl2 fl3 

f21 f22 f23 

f31 f32 f33 

is semi-definite. Therefore, the test is inconclusive in this case 

If Taylor's for~ula with remainder is applied directly to the 

function f about the origin, an increment of f can be written as 

follows: 

Or 

.6f = f(x,y,z) - f(o,o,o) 

l 2 ) = 2 [f11 (eh1, eh2, eh3 )x + 2t12 (eh1, eh2, eh3 xy + 

2 
2r13 (eh1, eh2, eh)xz + r 22 (eh1, eh2, eh)y + 

2 2r23 (eh1, eh2, eh)yz + r 33 (eh1, eh2, eh3)z ]. 

l 2 2 2 2 · 2 
.6f =· 2 [2x + 2xz + 248 h2y + 2z ], 

.6f = x2 + xz + 1282h:y2 + z2 . 

If the square in x is co~leted, one gets 

I 2 I · 2 2 2 2 
.6f (x + z 2) + (1 4)(3z + 48e h2y ), or 

I 2 2 2 2 2 (1 4)[(2x + z) + 48e h2y + 3z ]. 
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[21]. 
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Therefore, for.all (x,y,z) r (o,o,o) tn some neighborhood of (o o o). 
' ' ' 

b.f is positive definite. This implies that f. has a relative minimum 

at (o,o,o). by definition. 

Lagrange Is.Multipliers 

Consider a function f(x1, •• ,, xn) where the var;J.ables are not 

independent but are connected by one or more relations. These relations 

are called subsidiary conditions, restrictions, or constraints. To find 

the extrema of such a function no new theory is needed. However, the 

formal procedure can be freed of any consideration of which variables 

are to be regarded as indepe~dent by the introduction of extraneous 

parameters, known as Iagrange's Mµltipliers, In this section, the 

method in the case of one relation between two variables is illustrated 

and then the results are summarized in a basic theorem. l'he cases of 

one relation among three variables and of two relations among three 

· variables will be discussed, Finally:, it .will be indicated how the 

technique can be generalized to m relations ama~. n variables with 

· m < n • 

. First the case of one relation between two variables is considered. 

Suppose it is desired to maximize a function 

· u = f(x,y) (1) 

where x and y are connected byan equation 

g(x,y) = o. (2) 

Cl 2 2 Let f, g belong,, to , g1 + g2 > 0 in a region of the xy plane. 

If g2 . is not zero, equation (2) may be solved for y by the implicit 

function theorem [6] and substituted in equation (1), thus regarding x 

as the independent variable.. .A necessary condition for a maximum (or 



mini~um) is thus seen to be 

This is obtained as follows: 

Now 

u = f(x,y), g(x,y) 

du of of dy 
a.x= ox+aydx=O 

dy = o, dx = 
- cg 

ai 
cg 
oy 

or ~ = fl - f2(gl/g2) = 0• 

f1 f2 I o(f,g) 
f1g2 - f2g1 ~ = ~c ) · o x,y 

gl g2 

Therefore,. the points desired will be included among the simultaneous 

solutions of the equations 

o(f,g) = 0 g(x y) = o. 
o (x, y) ' ' 
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(3) 

One could also assume g1 t O and take y as the independent variable. 

This will lead to the same pair of equations (3), 

To solve this problem by the method of Lagrange, the Lagrange 

multiplier A is introduced, forming the function 

V = f(x,y) + ~g(x,y). 

Now one treats x and y as though they vere independent variables 

and set 

(4) 

(5) 

Using the method of substitution, one can solve one of these equations 

for ~ and substitute in the other equation. Combining the result with 

equation (2) one arrives anew at equations (3). Thus, instead of 
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solving the two equations (1), (2) for x and y, one must now sol·ve 

the three equations (2), (4), (5) for x, y, and 11.. This gives the 

same pairs (x,y). ':!:his result is embodied in the following·theorem: 

Theorem 3-13, ---
1. f (x,y), g(x:,y) belong, to c1 in a domain D 

2. 

then the set of points (x,y) on the curve g(x,y) = o, where f(x,y) 

has maxima or minima, is included in the set of simultaneous solutions 

(x, y, A) of the equations 

f 1 (x,y) + 11.g1 (x,y) = O 

r2 (x,y) + 11.g2 (x,y) = o 

g(x,y) = o [8]. 

Illustrative Example 3-12, Find the shortest distance from the 

point (1,0) to the parabola 2 
y = 4x, One must minimize the function 

with the constraint 

See Figure 3-6. 

2 2 
u = (x - 1) + y 

2 
y = 4x. 

Consider the domain D as the entire xy-plane. Then 

Differentiating one gets 

:: = 2 (x - 1) - 411.= 0 

oV 
oy = 2y + 211.y = o 

oV . 2 
o11. = y - 4x = 0 

From the second equation ei the:r y = 0 or y = ~l. The latter must be 
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rejected since it would lead to x:;:: -1 (See Figure 3-6). Hence, the 

only real solution is x = o, y = O, 11. = -1/2, and the minimum distance 

from (1,0) to the curve 2 y = 4x is unity. 

y 

X 
0 

]'igure 3 -6. 

The case of one relation among three variables is now considered. 

Let 

u = f(x,y,z) 

g (x, Y, z) = 0 

2 2 2 
gl + g2 + g3 > 0 • 

It is seen by elimination that the desired extrema will lie among the 

simultaneous solutions of one of the three systems: 

g 0 g == 0 g == 0 

o(f,g) 
== 0 

a(f,g) 
0 

a(f,g) 0 
o(x,y) o (y,x} o(z,x) 

o(f,g) 
0 

a(f,g) 
== 0 

a(f,g) 
== 0 o(x,z) o(y,z) o(z,y) 

according as it is gl' g2' or g3 which is different from zero [8]. 
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Looking for extrema of the function of three variables x, y, z, 

i.e., 

V = f(x,y,z) + Ag(x,y,z) 

leads to the system 

g = 0 

fl + Agl = 0 

f2 + Ag2 = 0 

f3 + 11.g3 = 0 

Consequently, one can solve at least one of the equations for A and 

thus arpive at one of the above systems. 

Illustrative Example 3-13, Find the rectangular parallelepiped of 

maximum volume inscribed in a sphere, 

2 2 2 
X + y + Z - 1 = 0, 

Solution: Since the inscribed parallelepiped will have its center 

at the center of the sphere, x,y,z will be the half lengths of the 

three sides. Then one needs to maximize the function u = xyz subject 

to the constra~nt 2 2 2 
X + y + z - 1 = 0. 

Fcmm the function 

V = xyz + /\.(x2 + y2 + z2 - 1) 

· Differentiating, one gets 

yz + 2;>,.x = 0 

xz + 2')-..y = 0 

XY + 2/\.Z = 0 

2 2 2 
X + y + Z - 1 = 1. 

From the first three equations in system (6) one gets 

-yz -xz -xy '\ '\ '\ = 
"" = 2x ' '"' = 2y ' '"' 2z 

(6) 

(7) 



Dividing the f'irst equation by the second equation, the first by the 

third, and the second by the third in (7) one gets 

2 2 
1 = y /x, 2 2 

1 = z /x , 
which implies x = y, x = z, and y = z or x = y = z, The numbers 
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x,y,z must be determined so that the fourth equation of system (6) is 

also satisfied. Using x to r~present x,y,z and. substituting in the 

last equa,tion of (6), one gets 

3x2 - 1 = 0 or 

-1 since x,y,z must all be positive.· Now ~ ;.: - • 2µ 
u == xyz has a maximum at (1/'(3, 1/f§", 1/"3), i.e., 

Therefo;re, 

u = 1/3f3. 
Hence, the rectangular parallelepiped is a cube with edge 2./p. 
The case of two relations among three variables is now considered 

where 

u = f ( x·, y, z ) 

g(x,y,z) = 0 

h(x,y,z) = 0 

[ a(g,h)J2 + [a(g,h)J2 + [a(g,h) ] 2 > 
a(x,y) _a(y,z) a(z,x) · 0 · 

There is now a single independent variable which must be chosen in 

accordance ~ith the Jacobian which is not zero. All three cases lead 

to the system 

(8) 

g - h - o(f,g,h) - o (9) 
- - o(x,y,z) - . 

In this case the Lagrange method introduces two parameters ~ and 

µ giving the function 

F = u(x,y,z) + ~g(x,y,z) + µh(x,y,~). . . 
By differentiating, this function leads to five equations in five 



unknowns 

f3 + ~g3 + µr3 = 0 

~ = 0 

h :;;:; o. 
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Under conditions (6) this system reduces to system (9) when ~ and µ 

are eliminated., 

Another way to illustrate Lagrange's method is as follows: 

Consider the problem of maximizing w = 'f(x,y,z), where g(x,y,z) = O 

and h(x,y,z) = 0 are given. The equations g = 0 and h = 0 

describe two surfaces in space and the problem is thus one of maximizing 

f(x,y,z) as (x,y,z) varies on the curve of intersection of these 
' 

surfaces·. At a max:l.:mum point the derivative of f along the curve, 

i.e., the directional derivative along tb,e tangent to the curve, must 

be O. This directional derivative is the component of the vector 'vf 

along .the tangent. It follows that 'vf mu.st lie in a plane normal to 

the curve at the point. This plane also contains the vectors · "'v/g and 

'vh, i.e., the vectors 'vf, 'vg, and 'vh are coplanar at the point. 

Hence there must exist scalars ~l and "'2. such that 

'vf + ~l'vg + "'2'711 = 0 (10) 

at the critical point. This is equivalent to three scalar equations: 

f3 + ~lg3 + ~2h3 = 0 · 

These three equations, together with the equations g(x,y,z) = O, 
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h(x,y,z) ·= 0 serve as five equations ·in five unknowns x,y,z,:>-.1,x.2 • By 

solving them for x,y,z, one locates the critical points on the curve. 

The critical points can be tested by using the second directional 

derivative {14]. Of course, it has been assumed here·that the·surfaces 

g = o, h;, 0 do actually intersect in a curve and that ''vg and 'vh 

are l:i.nearly independent. 

The method described here can be applied to functions of n 

variables· .. with m(m < n) constraints by introducing m multipliers. 

That is, if the function u = f(x1, .•• ,xn) is subject to the following 

constraints g1 (x1, ••• ,xn) = o, ... , gm{x1, ••• ,xn) = o, then a new 

function is formed as follows: 

F = f(xl, ••. ,xn) + X.lgl{xl, ••• ,xn) + ••. + X.m~(x1,•••,xn) 

Then one proceeds as in the simpler cases above. Of course, the same 

basic assumptions regarding the actual intersection of g1, ••• ,~ and 

the linear independence of 'vgi where i = 1, 2, •.• , m are made. 

The method of lagrange gives the critical points but these must be 

tested to determine whether they are maximum points, minimum points, or 

neither. 

Pr_oblems 

There is a variety of problems which relate to the theory discussed 

in this chapter. In this section we shall select saIIIJ?les from the 

fields of number theory, ·business {profits, joint-production), and 

economics (utility function). 

Problem 3-1 [8]. The sum of three pof;litive numbers is unity. What 

is the maximum value of their product? 



Solution:· Let x, y, z be the three positive (real) numbers. 

Then one-·must ·maximize the function xyz subject to the condition 

X + y + Z = l 

Eliminate z and consider the function 

f(x,y) = xy(l - x - y), x > o, y > o, 0 < x + y < 1. 

Let R be chosen as the region in the first quadrant bounded by the 

following three curves 

X = O, y = O, X + y = 1. 
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(1) 

Choose a= b = 5/36, f(a,b) = 25/1944. Then, f(x,y) = 0 on the whole 

boundary of R and f(x,y) > 0 for all (x,y) not on the boundary of 

R. See Figure 3-7. 

y 

X = 0 
'; 

X 
-2 -1 0 y = 0 2 

-1 

Figure 3-7. 

Since f(x, y) belongs to c1 in R and f (ft; , ft;) >,. f(x, y) for 

(]6 , i) in D and all (x,y) in T, there ex:.i.sts a point (x0,y0 ) 

in D such that 
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A. f(x:,y) =' f(x0,y0 ) for all (x,y) in R, and 

B. f 1 (x0,y0 ) = f 2 (x0,y0 ) = o, by Theorem 3-5. 

To find this absolute maximum in R, set the first partial derivatives 

equal to zero as follows: 

f 1 (x,y) = y 2xy 2 
y = 0 

f 2 (x,y) = 2 
- 2xy o. X - X = 

Solving this system of equations 

2xy 2 0 y y = 

2xy 2 
0 X - X = 

one gets x = (1 - y)/2 from the first equation in the system, substi-

tuting this result in the second equation of the system, one gets a 

q_uadratic eq_uation in y of which the solution set is [1/3,1}, and x 

is O or 1/3. Since the absolute maximum of f(x,y) occurs at a 

point in the domain and is a positive number, x0 = 1/3 

Hence, the maximum value of f is f(l/3,1/3) = 1/27. 

and 

Problem 3-2 [15]. The total profit per acre on a wheat ranch has 

been found to be related to the expenditure per acre for (a) labor, and 

(b) soil conditioners and fertilizers. If x represents the dollars 

per acre spent on labor, and y represents the dollars per acre spent 

on soil improvement, the following relationship holds: 

Profit, 2 2 
P = 48x + 6oy + lOxy - lOx - 6y. 

Determine the optimum expenditure levels. 

Solution: Take the first partial derivatives getting 

p 48 + lOy 20x 
X 

p 60 + lOx 12y. y 

Solve the system p 0 and p = o. The solution is found to be 
X y 



x = 8.4 and y = 12. The second derivatives are 

P = -20, P = -12, P = 10. xx yy xy 

The second derivative test, i.e., 

and 

[P (8.4, 12)]2 - P (8.4, 12) X P (8.4, 12) = 100 - 240 < 0 xy xx yy 

P (8.4, 12) < 0 xx 

implies that P has relative maximum at (8.4, 12), by Theorem 3-7. 

Thus the maximum profit is P(8.4, 12) = 561.60 dollars. 

Problem 3-3 [15], Refer to Problem 3-2. Suppose that, due to 

financial constraints, it had been decided that a maximum of 15 
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dollars per acre would be spent on labor and soil improvement combined. 

What would be the optimum allocation of expenditure? Interpret the 

significance of the sign of the Lagrange multiplier. 

Solution: Form the function 

2 2 
F(x,y,r.) = 48x + 6oy + lOxy - lOx - 6y + A(X + y - 15). 

The first partial derivatives are as follows: 

F1 - 48 + lOy 20x + r. 

F2 60 + lOx - 12y + A 

F3 = X + y - 15. 

The solution of the system of equations F1 = O, ,F2 =0, F3 = O, 

set [(159/26, 231/26, -189/13)}, i.e., x = 159/26, y = 231/26, 

A, "" -189/13. 

As was done in the previous problem, it can be .shown that 

is the 

P(159/26, 231/26) = 522.30 dollars is a maximum value by Theorem 3-7. 

The function F(x,y,r.) consists of two parts: 
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Unrestricted earnings 

+ Decrease in earnings due to combined labor and soil improvement 

restriction. 

Since ~ = -14.5 is negative, the combined restriction on labor and 

soil improvement limits the earnings to 522.30 dollars as compared 

with the unrestricted earnings of 561.60 dollars. 

Problem 3-4 [17]. The demand curves for 2 commodities are 

p = a - bX A A and pB = c - ~- The joint-cost function is 

where a, b, c, d, m, n, and q are constants. 

(a) Find the necessary and sufficient conditions for m&ximum 

profits. 

(b) What are the prices? 

Solution: 

(a) The profit function is 

Take the first partial derivatives and set the same 

equal to zero getting the necessary condition for maximum profits, i.e., 

by Theorem 3-5. The second partial derivatives are 

T\1 == -2b - 2m, TT 22 = -2d - 2n, TT 12 = -q 

By Theorem 3-7, the sufficient conditions for maximum profits are that 

1) -2b - 2m < 0, and 

2) 2 (-q) - (-2b - 2m)(-2d -2n) < o, or 
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q2 - 4(bd + bn + dm + mn) < 0 

(b) Solve the system 

(2b + 2m)XA + q~ = a 

qXA + (2d + 2n)~ = c 

by Cramer's rule getting 

q I / 2b+2m q 

2d+2n q 2d+2n 
and 

I 2b+2m a 
~= 

q C 

2b+2m q 

I q 2d+2n 

.Substitute these values in the respective demand equations_and solve for 

the prices. 

Problem 3-5 [17]. The demand curves for 3 conunodi ties are 

PA= 10 - 3XA, PB= 20 - 5~, and Pc= 60 - 7Xc· The joint-cost 

function is 

or 

(a) Find the necessary conditions for maximum profits. 

(b) Determine the prices, total cost, and profits. 

Solution: 

(a) The profit function is 

TT = 5X - 3X: + lRY - 5v-2 + 54X - 7X2 - 10. A A. -·13 -~ C C 

The necessary conditions for maximum profits are that 

TT2 = 18 - 10~ = 0 
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(b) To f'ind the prices, one solves the above system of equations 

and substitutes in the corresponding demand equations, i.e., 

XA = 5/6, ~ = 9/5, XC = 27/7 

PA= 10 - 3(5/6) = 15/2 

P = 20 
B 5(9/5) = 11 

Pc= 60 - 7(27/7) = 33 

The total cost is 

C = 10 + 5(5/6) + 2(9/5) + 6(27/7) = 8591/210 

The profit is 

40. 91. 

TT= 5(5/6) - 3(5/6)2 + 18(9/5) - 5(9/5)2 + 54(27/7) - 7(27/7)2 - lq 

TT = 11.24. 

A brief discussion on utility theory is now given before introduc-

ing the next problem. There is a function U = f(x,y), which (in a 

sense) indicates the satisfaction derived by the individual from varying 

combinations of the amounts of the commodities X and Y. The amounts 

of these commodities are x and y and their prices are px and p . 
y 

Assume that the individual spends all his money on just these two 

commodities X and Y and that his income I is also given. Then the 

so-called budget equation is 

p X + p y I, 
X y 

where p, p, and I are constants. 
X y 

The individual will try to maximize U by choosing appropriate 

amounts of X and Y while taking the budget constraint into account. 

This is a problem in restricted maxima [17]. 



.Problem 3-6 [17]. A utility index is U = exy, 

py = 5, and I = 10. Find the demand for X and Y. 

Solution: Form the function 

F(x,y,;>,.) = exy + ;>,.(x + 5Y - 10). 

Let p = 1, 
X 
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Take the first partial derivatives and set the same equal to zero, that 

. is, 

F1 = yexy + ;>,. = 0 

F2 = xexy + 5A, = O 

F3 = x + 5Y - 10 = o, by Theorem 3-5. 

From the third equation, x = 10 - 5y. Substitute for x in the first 

two equations getting 

10 5 2 
ye_ Y - Y +A,= 0 

(10 - 5Y )e10Y - 5Y2 + 5;>,. = O 

Divide the first equation by the second equation. One gets 

y/(2 - y) = 1, 

y = 2 - y 

y = 1 

The second partial derivatives are 

_ _ 2 xy ( ) 5 F11 - u11 - ye , u11 5,1 = e 

2 xy 5 F22 = u22 = x e , u22 (5,1) = 25e 

F 12 = u12 = xyexy, u12 (5, 1) = 5e5. 

Now u11 (5, 1) > o and [u11 (5, 1) J[u22 (5, 1)] - [u12 (5, 1)]2 

= 25e10 - 5e5 > O. 

Therefore, U has a maximum value at (5, 1), by Theorem 3-7, 



CHAPTER IV 

FUNDAMENTAL THEORY OF CALCULUS OF VARIATIONS 

SIMPLEST VARIATIONAL PROBLEMS 

WITH FIXED ENDPOINTS 

Thus far in this report the writer has dealt with the problem of 

finding points at which differentiable functions of one or more vari~ 

ables possess maximum or minimum values, In the calculus of variations, 

one deals with the far more extensive problem of finding functional 

forms for which given integrals assume maximum or minimum values. Or, 

in the language of geometry, one may say that this calculus deals with 

the problem of f:i,nding paths of integration for which integrals admit 

extrema. In elementary calculus, the student learns how to find the 

length of a given curve, y = f(x), between two fixed points, A and 

B, by means of the formula 

s Jb ( 1 + y ,2 ) 1/ 2 dx . 

a 

In analysis, the length of a curve is defined as the limiting length of 

a polygonal line inscribed in the curve (i.e., with vertices lying on 

the curve) as the maximum length of the chords forming the polygonal 

line goes to zero. If this limit exists and is finite, the curve is 

said to be rectifiable [19]. Suppose one generalizes this problem so 

that, instead of being given a curve, y = f(x), and two fixed points 

on it, one is given only the two fixed points and is required to find 
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the curve·-which minimizes the integral 

xl 

s[y] = J F(x,y,y')dx. 
- X 

0 
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There are many curves connecting the two points A · and B. See Figure 

4-1. 

y 

X 
0 

Figure 4-.1. 

The generalized problem is now one in the calculus of variations which 

reveals the answer as curves of the form y = mx + b, i.e., straight 

lines.· There are other problems in elementary calculus which can be 

generalized in a similar fashion so as to become problems in the calcu-

lus of variations. For example, which curve revolved about the x-axis 

between two fixed points will generate a solid of revolution with the 

minimum surface area? The integrals mentioned above are called func-

tionals, that is; functions from a function spac~ to the reals. The 

domain of the functional is the set of all y, where y = y(x) is a 

function defined on some closed interval [a,b]. Likewise, the set of 
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all v, where v = s[y] is a real number, comprises the range of the 

functional. The domain of a functional J is a function space, and the 

study of functionals J on various spaces Y is the material of 

courses in functional analysis. Variational theory is that section of 

functional analysis concerned with the existence and determination of 

y0 E Y such that J[y0J is either an extremum of J[y] or a station

ary value. A stationary value requires solely the vanishing of the 

first differential, without any restriction on the second differential. 

In this chapter, the writer will discuss the basic properties of the 

functional such as the norm, continuity, first variation, second varia

tion, and other properties which are needed to develop necessary and 

sufficient conditions for a functional to have an extremum. This treat

ment includes Euler's equation {a necessary condition), Legendre's 

necessary condition, Jacobi's necessary condition, and a set of suffi

cient conditions for a functional to have an extremum. A brief look is 

taken at the case of several independent variables. For the most part, 

though, our attention is directed to the simplest variational problem 

with fixed endpoints. Illustrative examples are included wherever 

they seem appropriate to clarify concepts. 

Functionals and Function Spaces 

In this section, the writer gives formal definitions of a func

tional and of a linear space whose elements may be functions and is 

then called a function space. The concept of a norm is introduced to 

explain the notion of closeness between two elements in the space, 

neighborhood of an element in the space, and the continuity of a 

functional in the space. Several examples of a normed linear space, in 
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which the elements are fll,nctions, are given. 

Let Y denote a given class of functions y:[a,b] ... E1 and let 

J:Y ... E1 be a given function on Y to the reals. Such~ function J 

is called a functional to distinguish tt from the more familiar func ... 

tions, f:E1 ... E1 . The latter are called point-functions because their 

values f(x) depend on the choice of a point x in E1. The value 

J[y] depends on the choice of y E Y. 

The formal definition of a particular type of functional, i.e., 

J[y] is now given. 

Definition 4-1. If [a, b J is a fixed interval, F a continuous 

function of three variables x,y,y', and Y tpe claS$ of all qontinu-

ously differentiable functions on [a,b], then the statement that 

b 
J[y] = J F(x,y(x),y'(x))dx 

'a 

defines a functional J:Y ... E1, i.e., a functional of a curve with 

fixed end points [ 18 J. 

Since the domain Y of a functional J is usually a subset of 

some function space, it can be assumed that in some way or the other 
,, 

neighborhoods U(y0 ,f>) of y0 E Y can be defined which make it possi-

ble for us to deal with such concepts as convergence and continuity 

[18]. The concept of continuity plays an important role for functionals, 

just as it does for the ordinary functions considered in classical 

analysis. In order to formulate this concept for functionals, one must 

introduce a concept of "closeness" for elements in a function space, 

This is most conveniently done by introducing the concept of the norm of 

a function, analogous to the concept of the distance between a point in 

Euclidean space and the origin of coordinates. Although in what 
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follows this paper will always be concerned w;lth function spaces, it 

will be most convenient to introduce the concept of a norm in a more 

general and abstract form, by introducing the concept of a normed 

linear space [19], 

Definition 4-:2. A linear space is a set R of elements x, y, z, 

of any kind, for which the operations of addition and multiplica-

tion by real nuinbers a, b, are defined and obey the following 

axioms: 

(1) X + y = y + x, 

(2) (x + y) + z = X + (y + z)' 

(3) There exists an element 0 (the zero element) such that 

x + 0 = x for any x ER, 

(4) For each x ER, there exists an element, -x, such 

that X + (-x) = o, 

(5) l(x) = x, 

(6) a(bx) = (ab)x, 

(7) (a + b)x = ax + bx, 

(8) a(x + y) ax + ay [19]. 

Definition 4-3, A linear space R is said to be normed, if each 

element x ER is assigned a nonnegative number !Ix\\, called the norm 

of x, such that 

(1) !Ix\\ = 0 if and only if x = O, 

(2) \\ax\\ = \a\ \\xii, 

(3) \\x + Y\\ ~ \\xii + \\Y\I, [19], 

On the basis of this concept of a normed linear space, one can talk 

about distances between elements, defining the distance between x and 
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y to be the q_uanti ty !Ix - y\\. The elements of a normed linear space 

can be objects o;f any kind, e.g., mimbers, vectors, matrices, functions, 

etc. The writer now examines several normed linear spaces which are 

useful in our subseq_uent work. 

(1) The space C, or more precisely C(a,b), consists of all 

continuous functions y(x) defined on the closed interval [a,b]. By 

addition of elements of C and multiplication of elements of C by 

numbers, one means ordinary addition of functions and multiplication of 

functions by numbers, while the norm is defined as the m&ximurn of the 

absolute value, i.e., 

\IY\1 0 = max \y(x) \. 
a ~ X ~ b 

Th~s, in the space C, the distance between the functions y1 (x) and 

y2 (x) does not exceed E if the graph of the function y2 (x) lies 

inside a strip of width 2E (in the vertical direction) "bordering" the 

graph of the function y1 (x), as shown in Figure 4-2 [19]. 

y -------,__. ____ _ 

0 X a X = 0 

Figure 4-2. 



(2) The space D1, or more precisely D1 (a, b ), consists of all 

functions y(x) defined on an interval [a,b ], which are continuous 
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and have continuous first derivatives. The operations of addition and 

multiplication by numbers are the same as in the space C, but the norm 

is defined by the formula 

JJY\1 1 = max ly(x) I + max IY'(x) I, 
a~x~b a~x~b 

Thus, two functions in n1 are regarded as close together if both the 

functions themselves and their first derivatives are close together, 

since 

JIY - zll < E 

implies 

Jy(x) - z(x)J < E, IY'(x) - z'(x)I < E 

for all a ~ x ~ b [19], 

(3) The space D ' n 
or more precisely D (a,b), 

n 
consists of all 

functions y(x) defined on the interval [a,b] which are continuous 

and have continuous derivatives up to order n inclusive, where n is 

a fixed integer. Addition of elements of D and multiplication of 
n 

elements of D by numbers are defined just as they are in the spaces 
n 

C and D1 of the preceding ce.ses, but the no;nn is now defined by the 

formula 

n 

IIYlln l 
i=O 

where yi(x) (d/dx)iy(x) and 

its elf. Thus, two functions in 

max IY(i) (x) I, 
a ~ X ~b 

y(O\x) denotes the function y(x) 

D 
n 

are regarded as close together if 

the values of the functions themselves and of all their derivatives up 

to order n inclusive are close together. It is easily verified that 
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all the axioms of a normed linear space are ac;tualJ.,y satisfied for each 

of the spaces C, D1, and Dn [19], 

In a similar manner, one can introduce spaces ot functions of 

several variables, e.g., the space of continuous functions of n vari

ables, the space of functions of n variabl,es with continuous first 

partial derivatives, etc. After a norm has been introduced in the 

linear space R (which may be a function space), it is natural to talk 

about continuity of functional,s defined on R. 

Definition 4-4. The functional J[y] is said to be continuous at 

the point y0 ER if for any E > o, there is a o > 0 such that 

IJ[y] - J[yoJI < E 

provided that IIY - y0 II < o [19]. 

So far, the writer has talked about linear spaces and functionals 

defined on them. However, in many variational problems, one has to deal 

with functionals defined on sets of functions which do not form linear 

spaces. In fact, the set of functions (or curves) satisfying the con

straints of a given variational problem, called thf:: admissible functions 

(or admissible curves), is in general not a linear space. For example, 

the admissible curves for the "stmplest" variational problem are the 

smooth plane curves passing through two fixed points, and the sum of two 

such curves does not pass through the two points. Nevertheless, the 

concept of a normed linear space and the related concepts of the dis

tance between functions, continuity of functionals, etc., play an 

important role in the calculus of variations. 
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The First Variation of' a Functional 

A Necessary Condition 

For an Extremwn 

In this section, the concept of the variation {or differential) of 

a functional, analogous to the concept of the differential of a function 

of n variables is introduced. The concept will then be used to find 

extrema of functionals. First, some preliminary facts and definitions 

are given. 

Defi.nition 4-5. Given a normed linear space R, let each element 

h E R be assigned a number v[h], i.e., let v[h] be a functional 

defined on R. ';[hen v[h] is said to be a {continuous) linear func-

tional if 

(1) v[ah] == av[h] for any h E R and any real num.ber a, 

(2) v[h1 + h2 ] == v[h1] +v[h2 ] for any h1, h2 ER, 

(3) v[h] is continuou13 for all h E R. 

Illustrative Example 4-1, If one associates with each function 

h(x) E C(a,b) its value at a fixed point x0 in [a,b], i.e., if one 

defines the functional v[hJ by the formula 

v[h] h(x0 ) 

then v[h] is a linear functional on C(a, b). 

Illustrative Example 4-2. The integral 

b 
v[h] = J h(x)dx 

a 

defines a linear functional on C(a,b). 

The writer now considers a linear functional defined on D (a,b) 
n 



of the form 

v[h] = Jb [A0 (x)h(x) +A1(x)h'(x) + .•. +An(x)h(n)(x)]dx, 
a 

where the A. (x) are fixed f'uncti.ons in C(a,b). Suppose v[h] 
1 
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vanishes for all h(x) belonging to some class. Then what can be said 

about the functions A. (x)? Some typical results in this direction are 
1 

given by the next four lemmas. The reader is referred to [19] for 

proofs. 

Lemma 4-1. If A(x) is continuous in [a, b ], and if 

b J A(x)h(x)dx = o 
a 

for every function h(x) E C(a,b) such that h(a) = h(b) = O, then 

A(x) = 0 for all x E [a,b]. 

Lemma 4-2. If A(x) is continuous in [a,b], and if 

b J A(x)h '(x)dx = 0 
a 

for every function h(x) E D1 (a,b) such that h(a) = h(b) = o, then 

A(x) = c for all x in [a,b], where c is a constant. 

Lemma 4-3. If A(x) is continuous in [a,b], and if 

b 
j A(x)h" (x)dx i::: 0 

ua 

for every function h(x) E D2 (a,b) such that h(a) = h(b) = 0 and 

h'(a) = h 1 (b) = o, then A(x) = c0 + c1x for all x in [a,b], where 

c0 and c1 are constants. 

Lemma 4-4. If A(x) and B(x) are continuous in [a,b], and if 



b 

f [A(:x)h(x) + B(x)h'(x)]dx = 0 
"a 

for every function h(x) E D1 (a,b) such that h(a) = h(b) == o, then 

B(x) is differentiable, and B'(x) == A(x) for all x in [a,b]. 

The concept of the variation of a functional is now introduced, 
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Let J[y] be a functional defined on some normed linear space, and let 

6.J[h] = J[y + h] - J[y] 

be its increment, corresponding to the increment h = h(x) of the 

"independent variablen y :::t y(x). If y is fixed, M[h] is a func~ 

tional of h, in general a nonlinear functional. Suppo$e that 

t,J[h] = v[h] + E 11h11 

where v[h] is a linear functional and E .... 0 as llh\\ .... O. Then the 

functional J[y] is said to be differentiable, and the principal 

linear part of the increment 6.J[h], i.e., the linear functional v[h] 

which differs from t.J[h] by an infinitesimal of order higher than 1 

relative to \\h\\, is called the variation of J[h] and is denoted by 

oJ[h], [19]. 

Illustrative Example 4--3. Find the first variation of the 

functional 

n/2 . 2 2 
J[y] = J (y' - Y )dx, y(O) = o, y(n/2) = 1. 

0 

Solution: Assume that y is fixed and let h be an increment 

such that h(O) = h(n/2) = 0. The increment of J[y] is determined 

as follows: 

Af[h] Jrr/2 2 2 JTT/2 2 2 
[(y' +h') - (y+h) ]dx -. (y' -y )dx, 

0 0 



n/2 2 2 2 2 2 2 = J [y' + 2y 1h' + h' - y - 2yh - h - y' + y ]dx 
0 

,.n/2 Jrr/2 2 2 
=2j [-yh+y'h']dx+ [-h +h']dx. 

0 0 

The principal linear part of the increment M[h] :i,s 

rr/2 
2 I [ -yh + y 'h 1 ]dx. 

0 
By definition, this is the first variation of J[yJ, i.e • ., 

'.I1heorem 4-l. The differential of a differentiable. functional is 

unique [19]. 

Proof: Suppose that v[h] is a linear functional and that 

ri~tt] -- 0 

as 11h11 _. o. Then v[h] = O, ;i..e., v[h] = 0 for all h. In fact, 

suppose v[h0] i O for some h0 f O. Then, setti~ 

it is seen that Jlhnll _. 0 as n _. co, but 

ho 1 
lim v[hn] = lim v[ll] = lim n v[ho] 

n _. 00 llhnll n _. ci> llh0 II n _. = I fl l1h0 II - n n· 

= A. i 0 

contrary to hypothesis. 
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Now, suppose the differential of the functional J[y] is not 

uniquely defined, so that. 

Af[h] = v1 [h~ + € 11lhll, 

W[h] = v2[h] + € 211hll, 

where v1[hJ and v2[h] are linear functionals, and € 1, € 2 ~ 0 as 

11h11 .... 0. This implies 

vl[h] - v2[h] + €1Hhll - €2·llnll = o, 
or 
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and hence v1[h] - v2[h] is an infinitesimal of order higher than l 

relative to JJhll, But v 1 [h], v2[h] being linear functionals imply 

v1[h] - v2[h] is a linear functional, and it follows from .the first 

part of the proof that v1[h] - v2 [h] vanishes identically, as asserted. 

Therefore, v1[h] = v2[h], [19]. 

It is now shown how the concept of variation can be used to 

establish a necessary condition for a functional J[y] to have an 

·extremum. To begin with, the corresponding conc;!epts from differential 

calculus are reviewed. Let F(x1 , ..• ,xn) be a differentiable function 

of n variables. Then F(x1, ... ,xn) is si;aid to have a (relative) 

extremum at the point (a1, .•. ,an) if 

has the same sign for all points (x1 , ... ,x) belonging to some 
.n 

neighborhood of (al' ... ,an). The extremum F(a1, ... ,an) is a minimum 

if & ~ 0 and a maximum if & ~ o. 

In the same manner, the functional J[y] has a relative extremum 
I\ 

- J[~J for y = y if J[y] does not change its sign in some 
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I\ 
neighborhood of the curve y = y(x). Subsequently, this paper shall be 

concerned-with functionals defined on some set of continuously differ-

entiable -functions, and the functions themselves can be regarded either 

as elements of the space C or elements of the space D1 . In connec

tion with these two spaces, two kinds crf extrema are defined: 
I\ 

The functional J[y] has a weak extremum for y = y if there 

I\ 
· exists an € > 0 such that J[y] - J[y] has the same sign for all y 

in the domain of definition of the functional which satisfy· the 
I\ 

condition IIY - Ylli < € where 11 11 1 denotes the norm in the space D1. 

On the other hand, the functional 

I\ 

J[y] has a strong extremum for 

y = y if there exists an € > 0 such that 
I\ 

J[yJ - J[y] has the same 

sign for all y in the domain of definition of the functionai which 

I\ 
satisfy the condition IIY .,. Yilo < €, where II 11 0 denotes the norm in 

the space C. It j_s clear that every strong extremum is at the same 

time a weak extremum, since if Jly - ~11 1 < e;, then IIY - ~11 0 < €, and 

hence, if J[~] is an extremum with respect to all y such that 

IIY - tllo < €, then J[~J is certainly an, extremum with respect to all 

I\ 
y such that IIY - yJl 1 < E. However, a weak; extremum may not be a 

strong extremum, and as a rule the weak extremum is easier to find than 

the strong extremum. The reason for this is that the functionals 

usually considered in the calculus of variations are continuous in the 

norm of the space D1 , and this continuity canoe exploited in the 

theory of weak extrema. In general, however, functionals will not be 

continuous in the norm the space C. 

Illustrative Example 4-4. A functional continuous in the norm of 

D1 but not continuous in the norm of C is now constructed. Consider 

the linear mapping F : C .... R (reals). .If F is bounded ori. 
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(f : f E DJ/ H"fil +:'tlf 'II :s: l}, then F is continuous in the norm of Dl" 

On the o~~er hand if. F is unbounded on (f : f E C, llfll ~ 1}, then F 

is not c'ontinuous in the norm of C. · Let F 1 : f ..... f '( 0) for f ··e D1 

and let ·F be an extension of F1 to C. If f E D1 and l'!f'll 1 :S: 1, 

·. then 

illf{iJIP:=max jf(x)I + JOOX jf'(x)I :s: 1, 
1 o:s:x:s:l' . o:s:x:s:l 

or IF(f)I :S: 1 if '!'lflh s 1. 

. Hence, .F is continuous in Dl • If t·E (pn} where p (x) = e -nx 
n 

n = o, 1, 2, then llrll = max -nx 1. Consequently, ... ' e = 
0 :S: X :s: 1 

IF(pn) I ::: IP~(O) I = 1-nl = n which implies F is unbounded on 
' 

· (f : llfll ~ 1}. Therefore, .F is discontinuous in C. 

The following theorem is a necessary condition for a functional 

J[y] to have an extremUll'). at 
I\ 

y ::: y. 

for 

Theorem 4-2. A necessary condition for the differentiable 

functional J[y] to have an extr-e:rnwn for y = ~ · · is that its variation 

I\ 
vanish for y = y, i.e., 

for 
I\ 

y = y and all admissible 

8J[y-J = 0 

h [19]. 

Proof: Suppose J[y] has a minimum for 

of the variation 8J[h], 

W[h] = 8J[h] + €11)111, 

I\ 
y = y. By the definition 

wn.ere € .... 0 as !IP.II .... O. Thus, for sufficiently small 11h11, tp.e 

I . 
sign of 8.T(h] will be the same as the sign of 8J[h]. : Now suppose 

that 8J[h0 j IO for some admissible h0 . Then for any A> O, no 

:matter how small, 
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since 8J{y] is linear. Hence, AJ[h] = 8.:r[h] + ~llnH can be m.ade ·to 

have ei the:r sign for arbitrarily small lih!J. But this is impossible, 

since by hypothesis J[y] has a minimum for 
A 

y = Y, 

I\ I\ 
W[h] = J[y + h] - J[y] it 0 

i.e., 

for all sufficiently small llhll- This contradiction proves the 

theore~ [19]. 

The Simplest Variational Problem 

The simplest variational problem can be formulated as follows: 

Let F(x,y,z) be a function with continuous first and second 

partial derivatives with respect to all its arguments. Then, amcmg all 

functions y(:x;) which are continuously differentiable for a :s: x :!C b 

and satisfy the boundary conditions 

y(a) = A, y(b) = B, (1) 

find the function for which the functional 

b 
J[y] = J F(x,y,y')dx 

a 
(2) 

has a weak extremum. To J;"estate the problem simply, it is required to 

find a weak extremum of a functional of the {orm (2) where the class of 

admissible curves consists of all smooth curves joining two points (a 

smooth curve or function f(x) being one continuous. ;in [a,b] and 

having a continuous derivative in [a,b]). 'l'o apply the necessary con-

di tion for an extremum (Theorem 4-2) to the problem just formulated, 

one needs to be able to calcul~te the variation of the functional of 

the type (2). The task now is to derive an a~propriate formula for 
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this variation. 

Suppose y(x) is given an increment h(x), where, in order for 

the function y(x) + h(x) to continue to satisf'y the boundary condi-

tions, h(a) and h(b) must vanish. Then the corresponding increment 

of the functional (2) equals 

b b 
8J = J[y + h] - J[y] = J F(x,y + h,y' + h')dx - f F(x,y,y')dx 

· a a 

W = r [F(x,y + h,y' + h') - F(x,y,y')]dx, 
a 

but by Taylor's theorem (Theorem 3-2) it follows that 

l) 

J = r [F (x,y,y')h + F ,(x,y,y')h']dx + . y y 
a 

Jb 2 2 
(1/2) [Fyy(x,y,y')h + 2F ,(x,y,y')hh' + F , ,(x,y,y')h' ]dx yy y y 

a 

+ II O 0 (3) 

where the subscripts denote partial derivatives with respect to the 

~orresponding arguments, and the dots denote terms of order higher than 

2 relative to hand h'. Thus the first integral in the right hand member 

of (3) i·s the principal linear part of W, and is by definition, the 

variation of J[y], i.e., 

h 
6J;,,, J [F (x,y,y')h + F ,(x,y,y')h']dx. 

a y y 

According to Theorem 4-2, a necessary condition for J[y] to have an 

extremum for y = y(x) is that 

b . 

6J = J (F h + F ,h ')dx = 0 
a Y Y 

(4) 

for all admissible h. · But by Lemma 4-4, (4) implies that 



d 
F - - F I = o, y dx y 

a result known as Euler's equation. Thus, the following theorem is 

proved: 

Theorem 4-3 [19]. Let J[y] be a .functional of the form 

b J F(x,y,y')dx, 
a 

defined on the set of functions y(x) which have continuous first 

derivatives in [a,b] and satisfy the boundary conditions y(a) = A, 
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(5) 

y(b) = B, Then a necessary condition for J[y] to have an extremum for 

a given function y(x) is that y(x) satisfy Euler's equation 

d I 
FY - dx y = 0, 

The integral curves of Euler's equ1;ttion are called extrernals. 

Since Euler I s equation is a second-order differential equation, its 

solution will in general depend on two arbitrary constants, which are 

determined from the boundary conditions y(a) = A, y(b) = B. The 

problem usually considered in the theory of differential equations is 

that of finding a solution which is defined in the neighborhood of some 

point and satisfies given initial conditions (Cauchy's problem). How-

ever, in solving Euler's equation, a solution which is defined over all 

of some fixed region and satisfied given boundary conditions is sought. 

Therefore, the question of whether or not a certain variational problem 

has a solution does not just reduce to the usual existence theorems for 

differential equations, In connection with this, a theorem due to 

Bernstein is stated concerning the existence and uniqueness of 

solutiom; "in the large" of an equation of the form 

y'' = F (x, y, y ') . (6) 
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'rheorem 4-4 [19]. If the functions F, F, 
y 

and F 1 y 
are continu-

ous at every f:i,nite point (x,y) for any finite y', and if a constant 

k > 0 and functions 

t = A(x,y) ~ O, B = B(x,y) ~ 0 

(which are bounded in every finite region of the plane) can be found 

such that 

F (x,y,y') > k, IF(x,y,y")I ~ Ay'2 + B, 
y 

then one and only one integral curve of equation (6) passes through any 

two points (a,A) and (b ,B) with different abscissas (a /:- b). 

[22]. 

For a proof of this theorem the reader is referred to reference 

For a functional of the form 

b 
J F(x,y,y')dx 

a 

Euler I s equation is in general a second-order differential eq_uat.ion, but 

it may turn out that the curve for which the functional has its extremum 

is not twice differentiable. The following theorem gives conditions 

which guarantee that a solution of Euler's equation has a second 

derivative: 

Theorem 4-5 [19]. Suppose y = y(x) has a continuous first 

derivative and satisfies Euler's equation 

d 
F - -. F I = o. 

y dx y 

Then, if the function F(x,y,y') has continuous first and second 

derivatives with respect to all its arguments, y(x) has a continuous 

second derivative at all points {x,y) where 



The proof of this theorem is omitted. 

.Euler's equation, d 
Fy-dxFy 1 =0, 
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plays a fundame:p.tal role in 

the calculus of variations, and is in general a second-order differen-

tial equation. In some special cases, Euler's equation can be reduced 

to a first-order differential equation or its solution can be obtained 

entirely in terms of quadratures, i.e., by evaluating integrals. Now 

several such cases are examined. 

Case 1. Suppose the integrand does not depend on y, i.e., let 

the functional under consideration have the form 

b j F(x,y')dx 
a 

where F does not contain y explicitly. In this case, Euler's 

equation becomes 

which obviously has the first integral 

F I = c, y 

where C · is a constant. This is a first-or\ler differential equation 

which does not contain y. Solving (7) for y', one obtains an 

equation of the form 

y' = f (x,c), 

from which y can be found by a quadrature. 

Case 2. If the integrand does not depend on X, i.e., if 

f'b 
J[y] = j F(y,y ')dx, 

a 

then 

(7) 
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d 
F - - F I = F - F I y' - F I ,y" y dx y y y y y y 

(8) 

by the chain rule. Multiplying (8) by y', one obtains 

'F I d t ,2 , 11 y - y dx F I = F y . - F I y - F I ,Y y . y y y yy yy 

Here the right hand side is d~ (F - y'Fy,) since 

= F y' F ,2 F I II y - y'yY - y'y'Y Y • 

Thus Euler's equation becomes d ( I ) - F-yF 1 =0 dx y 
and has the first 

integral 

F-y'Fy 1 =C, 

where C is a constant, 

Case l· If F does not depend on y', Euler's equation takes the 

form 

F (x,y) = O, 
y . 

and hence is not a differential equation, but a "finite" equation, 

whose solution consists of one or more curves y = y(x). 

Case 4, In a variety of problems, one encounters functionals of 

the form 

Jb f(x,y)'~(l + y'2 )a.x, 
a 

representing the integral of a function f(x,y) with respect to the 

r 2 arc length s, i,e,, ds ="'(l + y' )dx. In this case, Euler's equa-

tion can be transformed into 



or 

[fy"/(1 + y'2)3/2] 

= [1/J(0l + y'2)][f 
y 

- f y I - fy" I ( 1 + y ,2 )] 
X 

f - f y' - fy" / ( 1 + y ' 2 ) = 0. 
y X 

0 

This section is closed by giving several examples illustrating 

several of the cases explained in the previous paragraph, 

Illustrative Example 4 ~5. The functional 

t[y] '" r c...J (1 + y'2 )/x]dx, y(l) = o, y(2) "' l 
l 

is the time that passes when a particle is moving from one point to some 

other point along the curve y == y(x) with the velocity v = x. Find 

the curve y(x) which minimizes the ti.me t [20]. 

Solution: Since the integrand does not contain y, case 1 is 

illustrated here, where Euler's equation assumes the form 

Hence F c~-;';2)/x and 

The above equation cleared of fractions becomes 

Further simplifications of (9) gives 

or 

Equation (10) when solved and :;iimplified becomes 

2 2 2 
x + (y - c1) = 1/c . 

F , 
y 

C. 

(9) 

(10) 
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This equation represents a two-parameter faI,llily nf extremal curves 

(circles). The boundary conditions 

y(l) = o, y(2) = 1 

are used to find the curve passing t:n:rough the points (1,0) and (2, 11 

From these conditions, C = 2 and C = 1/ 5. 1 

Therefore, the solution is 

2 2 
(y - 2) + X - 5. 

Illustrative Example 4-6 (The problem of minimum surface of 

revolution). Among all the curves joining two given points (x0,y0 ) 

and (x1,y1), find the one which generates the surface of minimum area 

when rotated about the x-axis [19]. 

Solution: 

From elementary calculus, it is known that the area of a surface of 

revolution is 

The integrand depends only on y and y' illustrating case 2. Thus 

Euler's equation has the first integral 

F - y 'FY, = c1 • 

Since F = y~ (1 + y 12) and F 1 = yy'/~(1 + y'2 ), then 
y 

(' 2 2, r; ~ 
y~(1 + y') - [yy" /~(1 + y' )] = c1 

y{1 + y'2) - yy'2 "" cl~ (1 + y'2) 

y + yy ,2 - yy ,2 = C 1 J ( 1 + y ,2 ) 

y "" c1~ (1 + ;$') 



c~ (1 + 
•• 

Let y' ·::, sinh(t). Then y:::; sin h2 (t)) implying 

y = c1cosh(t). Now dy = y' implying dx = dy/y' = 
c1sinh(t)dt 

dx C 

sinh(t) 

or 

Hence, the desired surface is obtained by revolving a curve with the 

parametric equations 

The parameter t is eliminated by substitution. Hence, 

X - C2 
y c1cosh C 

1 

a family of catenaries •. A surface that is generated by rotating 
•3 

catenary about the x-axis is called a catenoid. The constants c1 and 

c2 can be determined from the boundary conditions, i.e., y(x0 ) = A, 

Illustrative Example 4-7. Find the general solution of the Euler's 

equation·corresponding to the functional 

and investigate the special cases f(x) =~ and f(x) x. 

(a) F(x,y,y 1 ) - f(x)~l + y/2) 

F - .i_F , - dxd [f(x)y'/~(1 + y])] 
y dx y 

~ [fy 1,4j(1 + y'2 )J = o, Euler 1 s equation 

fy'A!(1 + y'2 ) = c, first integral to Euler's equation. 



This equation is simplified as follows: 

f(x)y' = c'1°(1 + y'2 ), 

2 2 2 2 
f (x)y' = C (1 + y' ), 

2 2 2 2 [f (x) - C Jy' = C ; 

y'2 = c2/[i\x) - c2 J, 

y' = c/J(r2 (x) - c2 ), 

-~~ = c/J[r2 (x) - c2 ], 

dy = cax/[f2 (x) - c2 J. 

The general solution of the above differential equation is 

y = c J [a.x/'1,.r2 (x) - c2 J + c1 • 

(b) Let f(x) =~ Then 

y = c~[a.x/J(x - ci2)J+ c1 

y = 2c'1(x - c2) + c1 

y - c1 = 2c'1(x - c2) 

2 2 2 (y - c1) = 4c (x - c ) . 
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Therefore, the extremal curve is a family of parabolas each member with 

its vertex at (c2,c1 ) and having its axis of symmetry parallel to the 

x-axis. 

(c) Let f(x) = x. Then 

Y :;:: c J [ a.xrJ (x2 - c2) J + cl 

y = Cln Ix +~ (:x;2 - c2 ) I + c1 . 



Case of Several Variables 

So far, only functionals depending on functions of one variable, 

i.e., on curves, have been considered. In many problems, however, one 

encounters functionals depending on functions of several independent 

variables, i.e., on surfaces. The case of two variables is utilized to 

illustrate how the formulation and solution of the simplest variational 

problem discussed in a previous section carries over to the case of 

functionals depending on surfaces. Let F(x,y,z,p,q) be a function 

with continuous first and second partial derivatives with respect to 

all its arguments, and consider a functional of the form 

J'[zJ=JJ 
R 

F(x,y,z,z ,z )dxdy, 
X y 

(11) 

where z is defined as a function from a closed region R in E2 to 

the reals, and zx' zy are the partial derivatives of z = z(x,y). 

Suppose that a function with the following properties is desired: 

1. z(x,y) and its first aud second derivatives are continuous in 

R, 

2. z(x,y) takes given values on the boundary T of R, and 

3. the functional (11) has an extremum for z = z(x,y). 

Just as in the case of one variable, a necessary condition for the 

functional (11) to have an extremum is that its variation (i.e., the 

principal linear part of its increment) vanish. The proof of this 

statement is the same as it is for the case of one variable, But, in 

order, to find Euler's equation for the functional (11), the following 

lemma, analogous to Lemma 4-1, is needed. 

Lemma 4-5 [19]. If A(x,y) is a fixed function which is 
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,,. 

continuous in a closed region R, and if the integral 

(12) 

vanishes -for every function h(x,y) which has continuous first and 

second derivatives in R and eg_uals zero on the boundary T of R, 

then A(x,y) = 0 e~erywhere in R. 

Proof: Suppose A(x,y) > 0 at some point in R. Then A> 0 in 

some circle (neighborhood) 

(13) 

contained in R, with center (x0,y0 ) and radius E 0 Let h(x,y) = 0 

outside the circle (13) and 

inside the circle. Then h(x,y) satisfies the conditions of the lemma. 

However, in this case (12) reduces to an integral over the circle (13) 

and is obviously positive. This contradicts the fact that the integral 

vanishes for every function h(x,y). Therefore, A(x,y) must be zero 

everywhere in R. 

Jn order to apply the necessary condition for an extremum of the 

functional (11), i.e., 6J = O, tbere is a ;need to calculate the 

variation SJ. Let h(x,y) be an arbitrary function which has continu-

ous first and second partial derivatives in the region R 'and vanishes 

on the boundary T of R. Then if z(x,y) belongs to the domain of 

definition of the functional (11), so does z(x,y) + b(x,y). By 

definition 

DJ= J[z + b] - J[z] 
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c::: J'J [F(:x:,·y,z + h, z + h ,z + h ) · - F(x,y,z,z ,z )dxdy. 
1 • X X y y X y R . 

It foll-ows from Taylor's Formula (Theorem 3-2) that 

where the dots denote terms of order higher than 2 relative to h, hx' 

hy. The first integral on the right represents the principal linear 

part of 6J and is therefore the variation of J, i.e., 

6J = rs (F h + F h + F h ) dxdy. J, R z z x Z y 
X y 

(14) 

Consider the double integral of the second and third terms of the right 

member of the eq_uation above, i.e., 

r r (F h + F h ) dxdy. JJ'R Z X Z y 
+' X y 

The integration by parts formula gives 

JI F h d.xdy = rs ~o (F h)dxdy - JI h ..9... F dxdy (15) 
'R ZX X J, R oX ZX R ox ZX 

and 

II Fz h dxdy =JI ao (Fz h)dxdy - _r_r h oa Fz dxdy. (16) 
· R y y -R y · y jJR y y 

The sum of (15) and (16) is 

I.I . (F h . + F h ) dxdy 
R Zx X zy y 

:;: JI [~0 (F h) + ~ ° C.F h) ]dxdy - JJ [~0 r + ..!. F ]hdxdy 
R µ:1{ zx CJX zy R oX zx ox zx 

I( ) JJ[ a. a J = F hdy - ·F hdx - s--- F + s--- F · hdxdy, 
Z Z · R oX Z oX Z T X y X y 
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where in the last step Green's Theorem [8] is applied, i.e., 

II (0Q - ~)dxdy = ·J (Pdx + Qdy) . 
.. R ox oY T 

The line integral along T is zero, since h(x,.y) vanishes on T. 

Therefore, 

II (Fz hx + Fz h )dxdy = - JJ (o: Fz + 0° F )hdxdy. 
R X y y · ·· R x y zy 

The substitution of the above result for F h + F h 
Z X Z y 

in (14) gives 

8J =IJR(Fz - l_ F ox z 
X 

X y 

0 - ~. F )h(x,y)dxdy. 
uY z y 

(17) 

Thus, the condition that 8J = 0 i:rp.plies that the double integral (17) 

vanishesfor any h(x,y) satisfying the stipulated conditions. There-, 

fore, by Lemma 4-5, 

F z 
0 -F ox z . X 

2- F = O, oy z 
y 

(18) 

which, again is known as Euler's equati(f:l!o).. Consequently, y is found 

by solving the second..,order partial differential equation (18). 

Illustrative ExamplEf{\4-8 [19]. Find the surface of least area 
. . . . y;~,-.- . 

spanned by a given cont<;iur (the boundary curve (in space) tbrough which 

every admissible surface must pass). 

Solution: The formula for finding the surface area is given by the 

functional 

J[z] =fJ. /(1 + z 2 + z 2)dxdy 
R X . y 

where R is the area enclosed in the xy.:}plane by the projection of 

the given contour onto the xy-plane. In this case, Euler's equation is 

determined as follows: 
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F= 1(1+z 2 +z 2 ) F =O,Fz =z ,f(l+z 2 +z 2 ) "I x y'z xN x y 
X 

F ~ z JJ(1 + z 2 + z 2). 
Z y' X Y 

y 

Hence, from 

one gets 

-::,.0 c z /. r( 1 + z 2 + z 2 > J + } c z ;~ z 2 + z 2 > J = o 
1;;1X X 'iJ I X y oY Y X . . Y 

or 

· I (1 + z 2 + z 2 )z -'J X y XX 
z (1 + z 2 + z 2 )-l/2 (z z + 

X X y ,X XX 

2 2 
1 + z + z 

X y 

+ j(1 2 2 
- z (1 + 

2 2 )-1/2 ( .. ) + z + z )z z + z z z + z z 
X y yy y X y X XY y yy 

= 0 

1 + 
2 2 z + z 

X y 

(l + 2 -2 
- z (z z + z z ) + (1 + 2 2 z + z )z z + z )z 

X y xx X X XX Y xy ~ y. yy 

- z (z z + z z ) = o,. 
y X XY . y yy 

z· xx 
· 2 2 2 2 2 

+z z +zz -z z -zzz·+z +z z -zzz -z z =O 
x xx yxx x xx xyxy yy x yy xyxy y yy 

2 . 2 
z (l + z ) - 2z z z + z. (1 + z ) = O, 

X)I: y X y XY yy X 

which can be written as 

where 

The equation 



2 2 
r(l + q) - 2spq + t(l + p) = 0 

has a simple geometric meaning, which can be explained by us-ing the 

formula 

M _ Eg - 2Ff + G~ 
- ' 2 

2 (EG - F ) 

for the mean c"Urvature of the surface, where .E, F, G, e,f, g are the 

coefficients of the first and second fundamental quadratic forms of the 

surface [8]. If the surface is given by an explicit equation of the 

for.~ z = z (x, y), then 

2 E = l + p , F 

and hence 

Here, the numerator coincides with the left-hand side of Euler's 

equation. Thus, the equation 

2 2 
r(l + q) - 2spq + t(l + p) = 0 

implies that the mean curvature of the required surface equals·· zero . 

. Surfaces with zero mean curvature are called minimal surfaces. 

Second Var;Lation. Sufficient Conditions 

For A Weak Extremum. 

Until now, in studying extrema of functionals, only one necessary 

condition for a. functional to have a weak (relative) extremum. for a 

given curve f(x) has been considered, i.e., the condition that· tp.e 

variation of the functional vanish for -the curve f(x). In this 

section, sufficient conditions for a functional to have a weak extremum 
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are derived. In order to find some of these sufficient conditions, a 

new concept is needed, namely, the second variation of a ·functional. In 

studying the properties of the second variation, some new necessary 

conditions for an extremum are also derived. 

A functional B[x;,J depending on two elements x ano. y, belong

ing to some normed. linear space R, is said. to be bil,inear if it is a 

linear functional of y for any fixed. x and. a linear functional of x 

for any fixed y, Thus, 

and 

B[x + y,z] = B[x,zJ + B[y,z], 

B[Ax,y] = AB[x,y], 

B[x,y + z] = B[x,y] + B(x,zJ, 

B[x,Ay] ~ AB[x,yJ 

for any x,y,z ER and any real number A. 

If y = x in a bilinear functional, the expression is called a 

quadratic functional. 

A bilinear functional defined on a finite-dimensional space is 

called a bilinear form. Symbolically, every bilinear form can be 

expressed as follows: 

B[x,y] 

n 

= \ £. 
i,k=l 

where and y1, ... , yn are the components of the 11 vectors 11 

x and y relative to some basis. Of course, if y = x in this 

expression, it becomes a quadratic form, i.e., 

A[x] = B[x,x] 

n 

l. bikxixk · 
i,k=l 



A q_uadratic functional A[x] = B[x,x] is said to be positive 

definite if A[x] > 0 for every nonzero element x. 

Illustrative Example 4-9 [19]. The expression 

b 
B[x,y] = f x(t)y(t)dt 

a 

is a bilinear functional defined on the space C of functions which are 

continuous in the interval a~ t ~ b, The corresponding q_uadratic 

functional is 

A[x] = Jb x2 (t)dt. 
_a 

Illustrative Example 4-10 [19], A more general bilinear functional 

defined on C is 

b 
B[x,y] = J a.(t)x(t)y(t)dt, 

a 

where a.(t) is a fixed function. If a(t) > 0 for all t in [a,b], 

then the corresponding q_uadratic functional 

j b 2 ' 
A[x] =. a.(t)x (t)dt 

a 

is positive definite. 

Illustrative Example 4-11 [19]. The expression 

b 
A[x] = J [0,(t)x2 (t) + 13(t)x(t)x 1 (t) + ,r(t)x'2 (t)]dt 

a 

is a q_uadratic functional defined on the space D1 of all functions 

which are continuously differentiable in the interval [a,b]. 
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Let J[y] be a functional defined on some normed lin~ar space R. 

Then J[y] is differentiable if its increment 

.6J[h] ·~ J[y + h] - J[y] 

can be written in the form 

where ¢1 (h) is a linear functional and € ..... 0 as 11h11 ..... O. '!'he 

quantity ¢[h] is the principal linear part of the increment .6.T[h], 

and is called the (first) variation (or first differential) of J[y], 

denoted by 8J[h]. 

Similarly, the functional J[h] is said to be twice differentiable 

if its increment can be written in the form 

where ¢1[h] is a li'near functional, ¢2[h] is a quadratic functional, 

and € -+ 0 as llhll -+ o. The quadratic functional ¢2[h] is called the 

second variation (or second differep.tial) of the functional J[y], and 

is denoted by 8 2J[h]. The uniqueness of the second variation of a 

functional can .be proved in the same way as it was proved for the first 

variation~ see Theorem 4-1 .. For an example of the second variation of a 

functional, see the solution of Illustrative Example 4-3. 

Theorem 4-6 [ 19 J. A necessary condi ti'on ;f'or the functional J[y J · 

to have a minimum for y = ~ is that 

(19) 

for y = t and all adm,issfble h. For a maximum, the sign ;a: in (19) 

is replaced by <. 

The proof is given in the same reference and is omitted here. 



A q_uad;ratic functional t2[h] defined on some normed linear space 

R is strongly positive if. there exists a constant k > 0 such that 

for all h [19]. 

In a finite-dimensional space, strong positivity of a q_uadratic 

form is eq_uivalent to positive definiteness of the q_uadratic form. 

Therefore, a function of a finite number of variables has a minimum at a 

point P where its first differential vanis}lee, if its second differ- ·\t::." 

ential is positive at P. The latter statement is related to Theorem 

3-12 (sufficient conditions for a function of n variables to have 

extrema) .. 

Theorem 4-·7 [19] ~ A suff;i.cient condition for a functional J[y] 

to have a minimum for 

vanishes for A 
y = y 

A positive for y = y. 

A 
y :;: Y, given that the first variation 6J[h] 

is that its second variation 62J[h] be strongly 

Proof: For y = ~, 6J[h] = 0 for all admissible h by Theorem 

4-2, and hence 

where E ... 0 as A 
Moreover, for y = y, 

where k is a cons-:t;ant greater than O. This follows from the defini-

tion of strong positivity. Thus, for sufficiently small E1, 

IE I < (1/2 )K if 11h11 < E1 . It follows that 

M~h] = 62 J[h + Ellhll2 > (1/2 )kllhll~ > 0 

if i.e., J[y] has a minimum for . I\ 
y = Y, as asserted [19]. 
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The Formula for the Second Variation 

Legendre's Condition 

Let F(x;y,z) be a function with continuous partial·derivatives up 

to order three with respect to all its arguments. Smootl;lness require-

ments will be assumed to hold whenever needed. What is needed now is an 

expression for the second variation in the case of the simplest varia-

tional problem, i .• e., for functionals of the form 

b 
J[y] = J F(x,y,y')dx 

a 

defined for curves y = y(x) w;i.th fixed endpoints 

y(a) ~ A, y(b) = B. 

(20) 

To begin with, let the function y(x) take on an increment h(x) satis-

fying the boundary conditions 

h(a) = o, h(b) = O. (21) 

Then by Taylor's theorem (Theorem 3-2) with remainder, the increment of 

the functional J[y] can be written as 

~[h] = J[y + h] - J[y] 

b b 
= I (F h + F ,h')dx +J. (F h2 + 2f ;hh' + F 1 ;h'2 )dx, (22) 

· a y y a yy yy y y 

where the overbar indicates that the corresponding derivatives are 

evaluated along certain intermediate curves, i.e., 

F = F (x,y + 0h,y' + 0h') (o < e < 1), yy yy 

and similarly for ·F I and F , ,. 
yy y y 

F ,, 
yy 

If F ' F ,, yy yy 

and F ·, y'y 

becomes 

and ~'y' are replaced by the derivatives · Fyy' 

evaluated at the point (x,y(x),y'(x)) then (22) 
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Af[h] (23) 

where E can be written as 

(24) 

The continuity of the derivat~ves Fyy' Fyy'' and Fy'y' implies 

E1 , E2 , E3 _, 0 as 11h11 _, 0 from which is apparent th!;l.t E is an 

infini tesi~l of order higher than 2 relative to llhii 2 . Hence, the 

first term in the right-hand side of (23) is 5J[h], and the second 

term, which is q_uadratic in h, is the second variation 82J[h], 

Conseq_uently, for the functional (20), 

a2J[hJ 
b 2 . 2 

= (1/2)J (F h + 2F· ,hh' + F , ,h' )dx. 
a yy yy y y 

(25) 

Integration by parts and the boundary conditions imposed on h, i. e,, 

h(a) = h(b) = o, are used to transform (25) into a more convenient 

form. 

Then 

The procedure is as follows: 

Let u = F ,, dv = 2hh 1dx, 
YY 

d 2 
du = d- (F 1 )dx, v = h . 

X yy . 

Therefore, py the formula Judv = uv -Jvdu, 

By the boundary conditions in (21), (26) reduces to 

(26) 
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b Jb 2 d J 2F yy ,hh 1dx = - h dx (F yy 1 )dx. 
a _ a 

(27) 

Substituting (27) i.n (25) gives 

2 Jb 2 d 2 2 8 J[h] = (1/2) [F h - dx (fyy 1 )h + F , ,h' ]dx, 
a yy y y 

(28) 

and (28) can be written as 

b 
8 2 J[h] :: I (Ph ' 2 + Q.h2 )dx, (29) 

Va 

where 

d 
l? "' P(x) == (1/2)F 1 ,, Q "" Q.(x) = (1/2) (F - ;i_-x·-- Fyy,). (30) y y - yy u. 

1:t was proved. in Theorem 4-6 that a necessary condition for a 

functional J[y] to have a minimum is that its second variation e,2 J[h] 

be nonnegative. In the case of a functional of the form (20), formula 

(29) can be used to establish a necessary conq.i tion for the second 

variation to be nonnegative. The argument runs as follows: Consider 

the quadratic functional (29) for functions h(x) satisfying the 

condition h(a) = 0, With this condition, the function h(x) will be 

small in the interval [a, b J if its derivative h '(x) is small i:n 

[a,b]. The proof of this statement is as follows: 

Assume h(a) = 0 and let lh'(x)I < E in [a,b] where E repre-

sents an arbitrarily small positive real number. Then 

h(x) = ~ h'(t)dt 
a 

and 

I h (x) I ~ r I h I ( t) Id t 
a 



:s: € (x - a) 

:e € (b - a). 
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However, the converse of the above statement is not true, i.e., a 

function h(x) ·which is i tsel.f small but has a large dertvati-ve h' (x) 

in [a, bJ can be constructed, For example, let a = o, b =· rr/2, and: 

h(x) = € sin(nx). Then lh(x)I ~ e:, h'(x) = n e: cos(nx), and 

h'(o) = ne:. It is seen here that the derivative h'(x) can be me.de 

larger than any preassigned value K by choosing n sufficiently large 

This implies that the term Ph'2 plays the dominant role in the 

quadratic functional (29), in the sense that Ph 12 can be much larger 

than the second term Qh2 (assuming that Pf 0). Therefore, one might 

expect that the coefficient P(x) determines whether the functional 

(29) takes values with just one sign or values with both signs. · The 

result of this argument is now stated as a lennna. 

Lemma 4-6' [19]. A necessary condition for the quadratic functional 

b 
8 2J[h] = J (Ph'2 + Qh2 )dx, 

a 
(30) 

defined for all functions h(x) E D1 (a,b) st1-ch that h(a) = h(b) = 0 

to be nonnegative is that 

P(x) 0 (a ~ X :S: b), (31) 

Fo;r the proof of this lemma, see [19]. 

Using this lemma and the necessary condition for a minimum proved 

in Theorem 4-6, one immediately gets Legendre's Condition. 

Tr].eorem 4-7 [LEGENDRE]. A necessary condition for the functional 

b 
J[y] = J F(x,y,y')dx, y(a) = A, y(b) = B 

a 



to have a minimum for the curve y = y(x) is that the inequality 

F , , :.:: 0 
y y 

(Legendre's condition) be satisfied at every point of the curve [19]. 
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Illustrative Example 4-12. Is the Legendre condition satisfied by 

the extremal curve of the functional 

1 2 
J[y] = J (y' + 12xy)dx, 

0 

which passes through the points (o,o) and (1,1)? 

Soluti.on: Let F :::J y'2 + 12xy •. F = 12x, F 1 = 2.y'. Therefore, y y 

the Euler eg_uation which is obtain!ald :f':rom FY -&FY,"" 0 is 

d (2----Y I)-12x - - o, d.x 
or 

y 11 = 6x. 

The solution of this differential equation is 

It follows from the boundary conditions that c1 = c2 "" O. Hence, 

Legendre condition (Theorem 4-7) is satisfied, i.e., F = 2 > O, 
y y 

every point on the extremal y = x3. In fact, the strengthened 

Legendre condition is satisfied here. 

Analysis of the Quadratic Functional 

b J (Ph'2 + Qh2 )dx 
a 

In the previous section, it is indicated the condition 

P(x) ~ 0 (a :!!. X ~ b) 

is necessary but not sufficient for the quadratic functional 

at 



b . J (Ph 12 + Qh2 )dx· 
a 
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(32) 

to be ~- 0 "for all admissible h(x). In this sec·tion, it is assumed 

that the condition 

P(x) > 0 (strengthened Legendre's condition), (a ~ x ~ b) 

holds. . Conditions are stated which are both necessary and sufficient 

for the functional. (32) to be greater than zero for all admissible 

h(x); O, i.e., for the functional (32) to be positive definite, 

These results will be used later to establish both necessary and 

sufficient con~itions for a functional to have an extremum. To begin 

with, Eul~r's e~u~tion is written· 

(33) 

corresponding to the functional (.32). This iii:! a linear differential 

equation of the second order, which is satisfied, together with the 

boundary conditions 

h(a) = O, h(b) = 0 (33) 

or more generally, ·the boundary conditions 

h(a) = o, h(c) = O, (a< c ~ b), 

by the function h(x) = 0. However, in general, (33) can have other 

non-trivial solutions satisfying the same boundary conditions. In this 

regard; the following new c:oncept is introduced: 

Definition 4-6. The point '"a.(#a) is said to be conjugate to the 

point a if the equation (33) has a solution which vanishes for x = a 

and x = a but is not identically zero C19J. 

Using this concept of a conjugate point and the fact P(x) > o, a 

sufficient condition for (32) to be positive definite is now stated. 



Theorem 4-8. If 

P(x) > 0 (a !i: X S:b) 

and if the interval [a,b J contains no points conjugate -to a, 'then 

the quadratic functional 

b J (Ph'2 + Q,h2 )dx 
·a 

(34) 

is positive definite for all h(x) such that h(a) = h(b) = 0 [19]. 

The proof of this theorem is found in the same reference. The 

basic idea of the proof that (34) is pos:i.tive definite hinges upon 

whether (34) can be reduced to the form 

b -J P(x)¢2 ( .•• )dx 
a 

where ¢2 (, .. ) is some expression which cannot be identically zero 

unless h(:x:) s o. 

In the absence of points conjugate to a in the interval [a, b ], 

it can be shown that this condition is not only sufficient but also 

necessary for t_he functional (31+) to be positive definite. This result 

is summarized in the theorem which follows: 

Theorem 4-9. If the quadratic functional 

(35) 

where 

P(x) > 0 (a ~ X ~ b); 

is positive definite for all h(x) such that h(a) = h(b) = O, then 

the interval [a,b] contains no points conjugate to a, [19]. 

If the condition that the functional (35) be positive definite is 



reJ?laced·'by the condition that it be nonnegative for all admissible 

h(x), then the following result is obtained: 

Theorem 4-10. If the q_uadratic functional 

where 

P(x) > 0 (a ~ X $ b) 

is non.negative for all h(x) such that h(a) "" h(b) - o., then the 

interval [aJb] contains no interior points conjugate to a, [19]. 

The combination of Theorems 8 and 9 gives a necessary and 
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(36) 

sufficient condition for the q_uadrati.c functional (36) to be positive 

definite. 

Theorem 4-11 (Necessary and Sufficient Condition). The q_uadratic 

functional 

b J (Ph'2 + Qh2 )dx 
a 

where 

P(x) > 0 ( a l!. X ·~ b), 

is positive definite for all h(x) such that h(a) = h(b) = 0 if and 

only if the interval [a,b] contains no points conjugate to a [19]. 

Jacobi's Necessary Condition 

The results of the previous section are now applied to the simplest 

variational problem, i.e., to the functional 

b J F(x,y,y 1 )dx 
a 

(37) 



with boundary conditions 

y(a) = A, y(b) = B. 

In a previous section, the second variation of the functional (37) in 

the neighborhood of some extremal y = y(x) was expressed by 

Sb 2 2 
· (Ph 1 + Q];l )dx 
a 

(38) 

where 

I I d . ) 
P = ( 1 2 )F y , y 1 , Q = ( 1 2 )(F yy - dx F yy , . 

Definition 4-7 [19]. The Euler equation 

-! (Ph') + Qh = 0 (39) 

of the quadratic functional (38) is called the Jacobi equation of the 

original functional (37), 

Definition 4-8 [19], The point a is sai~ to be conjugate to the 

point a with respect to the functional (37) if it is conjugate to a 

with respect to the quadratic functional (38) which is the second 

variation of (37), i.e., if it is conjugate to a in the sense of the 

definition 4-6. 

Theorem 4-12 (Jacobi I s Necessal;'y Condition). If the extremal 

y = ~(x) corresponds to a minimum of the functional 

and if 

b 

J F(x,y,y')dx 
a 

F , , > 0 y y 

along this extremal, then the open interval (a, b) contains no points 
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conjugate to a. This theorem remains true if the word "minimum" is 

replaced by "maximtµn'' and the condition Fy'y' > 0 by Fy'y' < 0 [19]. 

Proof: By Theorem 4-6, the fact that J[y] has a minimum at 

y = ~(x) implies 6 2J[y] ;;:: 0 for all admissible h. · Moreover, accord

ing to Theorem 4-10, if the quadratic functional (38) is nonnegative, 

the interval (a,b) can contain no points conjugate to a. The theorem 

follows at once from these two facts taken together. 

Illustrative Example 4-13. Is the Jacobi condition satisfied by 

the extremal curve of the functional, 

. a 
J[y] = J (y'2 - Y2 )dx, 

0 

which passes through the points A(O,O) and B(a,o)? 

· 2 2 
Solution: Let F = y' - y . Then FY = -2y, FYY = 

F 1 1= 2, :Fyy' = o. Hence, yy 

and 

Now the Jacobi equation is defined by 

and in this case is 

Hence, 

- ..9:._ (Ph I) + Qh = 0 
dx 

..9:.. h 1 - h = O, or h" + h = 0. 
dx 

-2 ·' F 1 ·-· 2y 1 , y 



Since h·(O) = O; ··it follows that c2 :::1 o, and h = c1s±n(x). The func

tion h ·"Vanishes at the points x = kn, where k runs through all the 

integers, Therefore, if O <a< n, there is only one point x = 0 in 

the interval O ~ x ~ a at which the function h vanishes, and so the 

Jacobi condition holds, If a :? rr, then there is at least one point 

more, x = rr, in the interval O ~ x ~ a, at which the function h 

vanishes, so that the Jacobi condition does not hold. 

The necessary conditions for an extremum discussed in this paper 

are now summarized: If the functional 

b 
J F(x,y;y')dx, y(a) = A, y(b) B 

a 

has a weak extremum for the curve y = y(x), then 

1. The curve y = y(x) is ap. extre:mal, i.e., satisfies Euler's 

equation 

d 
FY - dx FY,= o, 

2. Along the curve y = y(x), Fy'y' ·~ 0 for a minimum and 

F , 1 , 0 for a maximum,, . yy 

3, The interval (a,b) contains no points conjugate to a. 

Sufficient Conditions for a Weak Extremum 

Finally, a set of conditiop.s which is sufficient for a functional 

of the form 

b 
J[y] = J F(x,y,y')dx, y(a) = A, y(b) 

a 
B (40) 

to have a weak extremum for the curve y = y(x) is formulated. It will 

be noted that the sufficient ~onditions given below are very similar to 
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the necessary conditions given at the end of the preceding section. The 

essential difference is that each necessary condition considered ab0ve 

is necessary by its elf ·whereas the suf'fi-cient conditions have to be 

considered as a set, i.e., the existence 0f an extremum is assured only 

if all the conditions are satisifed simultaneously. 

Theorem 4-13 (SUFFICIENT CONDITIONS). 

1. The curve y = y(x) is an extremal, i.e., satisfies Euler's 

eg_uation 

2. Along the curve y = y(x), 

P(x) = (1/2)F , ,[x,y(x),y(x)J > 0 yy 

(the strengthened Legendre condition), 

3, The interval [a.,b] contains no points conjugate to the point 

a (the strengthened Jacobi condition). 

Then the functional (40) has a ·weak m.inimum for y = y(x), [19]. 

The proof of this theorem, given in the same reference, establishes 

sufficient conditions for a weak extremum in the case of the simplest 

variational problem. 

Illustrative Example 4-14. Examine the extrema of the functional 

J[y] 2 2 J (xy' + y' )dx, y(O) = 1, y(2) = O. 
0 . 

Solution: 
. 2 

Here F = xy' + y' which implies that the Euler equation is 

This has integral, curves 

d . ( ') - dx FY, x,y = 0. 

F , (x, y ') = C, 
y 

i.e., 
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x + 2y 1 = C. 

The solution of' this eg_uation ··is 

y = -(1/4)x2 Cx + c1, 

a family of parabolas .. From the boundary conditions, C = O and 

c1 = 1. Hence 

y(x) = (1/4 )x2 + J.. 

Also, Fy,y' = 2. Therefore, along the curve y(x) = (1/4)x2 + 1, 

P(x) = (1/2)Fy'y'[x,y_(x),y'(x)J = (1/2)(2) > o. 

Hence, _;Leg.endre (strengthened) condition is satisfied. 

Finally, the following second-order partial derivatives are needed 

to determine the functions P and Q: 

This imp·lies that 

= 2, F. = o, yy and F 1 = O. yy 

P(x) = (1/2)Fy'y'' Q(x) 

P(x) = l > o, · Q(x) = o. 

Therefore, 

J2 2 2 2 
P(x)h' dx = f h' dx, 

0 · '0 
. 2 . 

Now, it needs to be shown that ,J h 12dx > o. 
0 . 

Suppose that l h 12 (x)dx = O. Then h'(x) = 0 implying 
0 

h(x) = c (a constant). The condition that h(O) = h(2) = O and the 

fact that h is continuous and constant imply that h(.) = 0 for all 

X in [0,2]. 

Hence, 



which implies 

2 
I h 12dx > 0 
Jo 

J2 2 2 
(Ph' + Qh )dx 

0 

is positive definite. Therefore, [0,2]. containfl no po_ints conjugate 

to o, by Theorem 4-9. 

Conseq_uently, J[y] has a weak minimum for y(x) 
? 

(1/4 )x- + 1, 

by Theorem 4-13. 

Constrained Variational Problems. 

Suhsidiary Conditions 

In concluding this chapter, a brief look is taken at two varia-

tional problems with subsidiary conditions and then basic techniq_ues 

for handling such problems are stated. 

In the simplest variational problem, the class of admissible curves 

was specified by conditions imposed on the endpoints of the curves, 

However, many applications of the calculus of variations lead to 

problems in which not only boundary co'nditions, but also conditions of 

q_uite a different type known as subsidiary conditions (side conditions 

or constraints) are imposed on the admissible curves. 

In Chapter I, a brief history of the isoperimetric problem is 

given. Basically, the problem is one of finding the geometric figure 

with maximal area and given perimeter. The next example includes a 

technical statement of the isoperimetric problem. 

Illustrative Example 4-16 (Isoperimetric Problem). Find the 



curve y-: =· y(x) for ·which the functional 

. Jb 
J[y] = F(x,y,y')dx 

a 

has an extremum, · where the admissible curves satisfy the boundary 

condition~· 

y(a) = A, y(b) = B, -

and are such that another functional 

takes on a fixed 'value L. 

b 
K[y] '."' J G(x,y,y')dx 

- a 

To solve this problem, it is assumed that the functions F, G 
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(41) 

(42) 

· defiping the functionals (41) and (42) have continuous first and second 

partial derivatives in [~,b] for arbitrary values of y and y' . 

. From these &,ssumptions, the following result can be est:ablished: 

r 

Theorem 4-14 [19]. Given the functional 

b . 

J[y] = J F(x,y,y')dx, 
- a 

let the admissible curves satisfy conditions 

. - b 

y(a). = A, y(b) =· B, K[y] = Ja G(x,y,y'.)cbc = J, (43) 

where K[y] is another functional; and let J{yJ have .an extremUII). for 

y = y(x). Then, if y = y(x) is not an extremal of K[y], there 

exists a constant A. such that y = y(x) is an extremal of the 

functional 

b I (F + A.G)dx, 
a . 



i.e., y = y (x) sa tisf'ies the differential eq_ua ti on 

(44) 

The reader can easily recognize the analogy between the theorem 

and the famiUar method of Lagrange Multipliers for finding extrema of 

functions of several variables, subject to subsidiary conditions. [See 

last part of Chapter III.] 

To use Theorem 4-14 to solve a given isoperimetric problem, first 

the general solution of (44) which will contain two arbitrary constants 

in addition to the parameter "' is written. Then these arbitrary 

constants and parameter are determined Trom the boundary conditions 

y(a) := A, y(b) = B and the subsidiary condition K[y] = L. 

The results of Theorem 4-14 can be immediately extended to 

functionals depending on several functions Y Y and subJ'ect to 
l' · · ·' n 

several subsidiary conditions of the form (42). For instance, suppo"Se 

an extremum of the functional below is sought, i.e., 

b 
J'[y1, .. •.iYn] '"' J F(x,y1, .. •.iYn.,Y{, ... ,y~)dx, 

a 

subject to the conditions 

y . ( a ) r= A . , y 1. (b ) = B . 
l l l 

(i = l, ... ,n) 

and 

b J Gj(x,y1,···,Yn,Y1,•··,Yn)dx ~ £j 
a 

(j l, ... ,k), 

where k < n. In this case a necessary condition for an extremum is 

that 

k 

I/\..G,) 
. J J 

j=l 

d o - [- (F + dx oy. 
l 

k 

I/\..G.)] 
·-- J J 

0 

j=l 

(45) 

(46) 

(47) 

(48) 
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(i=l, ... ,n) 

The 2n arbitrary constants appearing in the solution of the system (48), 

and the values of the k parameters /1.1 , ... ,\, sometimes called 

Lagrange multipliers, are determined from the boundary conditions (46) 

and the subsidiary conditions (47). 

In the isoperimetric problem, the subsidiary conditions which must 

be satisfied by the functions Yi, ... ,Yn are specified by functionals. 

At this point, a different type of problem is stated as follows: .Find 

the functions y. (x) for which the functional (45) has an extremum, 
l 

where the admissible functions satisfy the boundary conditions 

(i=l, .•. ,n) 

and k "finite" subsidiary conditions (k < n) 

(j .= l, ... ,k}. 

In other words, the functional (45) is not considered for all 

curves satisfying the boundary conditions (46), but only for those 

which lie in the (n - k)-dimensional manifold defined by the system 

(49). 

In the case where n = 2 and k 1, the following theorem is 

stated: 

Theorem 4-15 [19]. Given the functional 

,.b 
J[y,z] = J F(x,y,z,y',z ')dx, 

a 

let the admissible curves lie on the surface 

g(x,y,z) = 0 

and satisfy the boundary conditions 

(49) 

(50) 

(51) 



z(a) = A2, z(b) = B2 (52) 

and moreover, let J[y] have· an extremum for the curve 

y = y(x), z = z(x). (53) 

Then, if gy and gz do not vanish simultaneously at any point of the 

surface (51), there exists a function 11.(x) such that (53) is an 

extremal of the functional 

b J [F + /1.(x)g]dx,. 
a 

i.e., satisfies the differential eq_ua tions 

--9:._ F = 0 
dx y' 

d 
F + g - dx Fz 1 = O z z 

To use this theorem to solve a given variational problem of the 

type (50), first the general solution of the system (54), which will 

contain several arbitrary constants and a Lagrange multiplier, is 

obtained. These q_uanti ties can be determined by making use of the 

boundary conditions and the subsidiary condition. 

(54) 

Illustrative Example 4-17. Let P be the collection of all non-

self-intersecting plane arcs in the upper half plane for which the total 

length has the given value L 1;3.nd whose endpoints lie on the x-axis. 

Among these arcs, find the one for which the area enclosed by it and 

the x-axis is a maximum [19]. 

Solution: The area enclosed by any member of P and the x-axis 

is given by 

a 
A[y] = J ydx, 

-a 
(55) 
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and the total length, eq_ual to the fixed value L for every member of 

P, is given by 

The eg_uation of the particular arc for which (55) is a maximum with 

respect to arcs y = y(x) whose 1eft-hap.d endpoints coincide at (-a,O), 

whose right-hand endpoints coincide at (a,O) and which give to (56) 
' the prescribed value L is sought. 

The function with Lagrange's multipliers is written as follows: 

of which the corresponding Euler eq_uat;i.on is obtained from 

that is, 

By direct integration, the following result is obtained: 

From this it follows that 

and therefore that 

or 

( · )2 ( )2 ,2 x - c1 + y - c2 =", 

a family of circles with center (c1,c2 ) and radius A. The constants 



c1,c2, A are determined from the boundary conditions y(-a) = o, 

y(a) = 0 and the subsidiary condition J[y] = L. 

The solution of the system 

2 2 2 
( -a - c1 ) , + c2 = /\. 

TT/\. = L · 

2 2 2 I consists of c1 = o, c2 = - (L - an) n, and A= L/n. 

Illustrative Example 4-18. Find the shortest distance between two 

points A(x0 ,y0 ,z0 ) and B(x1,y1,z1 ) lying on the surface of a sphere 

2 2 2 2 
X + y + Z = a , 

Solution: The length of the curve y = y(x), z = z(x) is given 

by the funqtional 

Using theorem 4-15, the auxiliary functional is 

X 

J'l~ 2 2 2 
J*[y,z] =. ~(1 + y' · + z' ) + A(x)(x 

. XO .. 

2 2, 2) + y + z "".a··.,]dx, 

and the corresponding Euler equations are 

~ [ y I I~ ( 1 + y ,2 + z ,2 ) J = 0 

2z;>-. (x) - ! [ z '/~ 1 + y 12 + z 12 ) J = O. 

• 
2yA (x) 

The solutions of these equations would be a family of curves depending 

on four constants, whofie values would be determined by the boundary 

conditions: 
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An Economic Model 

This chapter is concluded with the discussion of an economic model 

which is related to the theory of the calculus of variations. The 

problem is concerned with determining the most profitable schedule of 

production of a col!lIDodity over a given period of time so as to meet 

certain requirements. Al though the solution suggested by this model is 

a very profitable one, its realization involves what may appear to be a 

practical inconvenience (rate of output changing everyday). However, 

the objective here is to show how the calculus of variations can be 

applied to a problem in economiqs, Some new concepts are introduced and 

explained in the solution of the problem. A statement of the problem 

with solution now follows: 

An Inventory Problem [23 J. :;Find the most profitable schedule of · 

production of a commodity over a given period of time [O,T] so as to 

meet the following requirements: 

a. The initial inventory, h0, is given. 

b. The sales function, S(t) being the cumulative sales from 0 

to t, is any piece-wise continuous func'tion. 

c. Inventory is nonnegative. 

d. The terminal inventory is 0. 

e. The cost of production is given: let f(x) be the cost, per 

unit time, of producing x units of product per unit time, f(x)/x is 

then .the average cost and f'(x) is the marginal cost. 

f. Marginal cost is increasing (f" > 0). 



time. 

g. The cost of storage is o:, per·unit of product and per unit 

The production schedule X(t), which is unknown, is defined as 

X(t) = h0 + cumulative output up to time t. 

This definition insures that X is continuous. However, it is not 

assumed here that the rate of production X is continuous. 

Solution: The function X(t) is subject to the following 

restrictions: 

1. X(O) = h0, 

2 •. X(T) = S(T), 

3, X(t) ~ S(t), for any O, t, T. 

4. X(t) is continuous and nondecreasing and has a piecewise 

continuous derivative. 

The cost of storage per unit time at time t is q,(X - S), and 

the cost of production per unit time t is f(X'). 

Therefore, the total cost for the period is 

T 
C[X] = J [a(X - s) + f(X')]dt, 

0 

It is required to find the function X which minimizes the functional 

above and is subject to conditions 1-4. 

Step l, Let F(t,X,X') = a(X - S) + f(X'). Then FX = a, 

F . f I (X I ) d F f II (X I )X" 
XI = ' dt X :;:: which implies 

F - 2:...F 1 = -X"f"(X') = o, or X"f"(X') = a. X. dt X 

The general solution of this differential equation gives a family of 

curves from which the desired one can be selected by means of the 

boundary conditions, i.e., X = X(t). 

.. 
' 
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To decide if the strengthened Legendre condition is satisfied, one 

has to find FX 'X, and show that 

P~t) = (1/2)FX'X'[t,X(t),X'(t)] > 0, 

But FX 'x, = ··f" (X ') ·which implies P(t) = (1/2)f" (X ') > O by require-

ment f in the problem. Therefore, the strengthened Legendre 

condition is satisfied by Theorem 4-7. · 

Lastly, it has to be shown, that the closed interval [O,T] con-

ta ins no points conjugate to O, i.e., if the strengthened Jacobi's 

condition is satisf'ied. But FXX = o, .FXX' = O which implies 

Q = (l/2)[FXX .. FXX,J = O. Therefore, 

Ph'2 + Qh2 = (l/2)f·"(X')h'2 

and 

since f"·(X 1 ) > 0 and 

JT ? 
f" (X ')h'-dt = o 

0 

T 
(lj2)J f"(X')h2dt > o 

0 

if and only if h' - O. 

The reasoning here is the same as that used in Illustrative Example 

4-14. Consequently, [O,T] contains no points conjugate to the point 

O, by Theorem 4-9. 

Hence, Step 1 implies that the functional, C[XJ, has a weak 

minimum for X = X(t), by Theorem 4-13. 

Step 2. At any corner point (t0,x0 ) [that is, a point at which 

the left-hand derivative is not equal to the right-hand derivative] of 

the solution curve, the following relation must hold between the two 

slopes X' 
-0 

and X' 
+O [25]: 
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In this problem the corner condition is satisfied as follows: 

f (XI ) - f (XI ) = (XI -XI )f I (XI ) 
+O -0 +O -0 -0 

where x' 
-0 

and X' +O designate the derivatives at the left and at the 

right of x0 , i.e., rates of production before and after t 0 . This 

condi.tion expresses that there is no advantage in changing the position 

of this boundary point [24 J. 

Step 3. If the mipimizing cwve has an arc in common with a 

boundary S(t) (above which it is bound to lie), then the arc of the 

boundary must satisfy [26]: 

F X ( t, S , S 1 ) - ddt F X 1 ( t, S , S 1 ) :i?: 0 . 

In this problem there is a boundary solution if S"f" (S ') :i?: a.. 

The general equation of the extremals contains two arbitrary con-

stants since it is the solution of a differential equation of the second 

order. A particular extremal has, therefore, to be determined by two 

conditions. 

Two examples are now given. 

First, let a.= 0 (i.e., no storage cost) .. Then X" = 0 and the 

solutions are formed of straight lines. 

Secondly, let a. f O, f (X 1 ) = aX ' 2 + bX 1 + c (marginal cost = 

2aX' + b is a linear function of output). Then the equation of the 

extremals becomes 

2aX" = a,, 

whose solution is: 

x - x = ~ (t - t)2 

with two arbitrary constants. 



In conclusion, the optimal rates of··production for inventory, 

given demand during a period of' length T, are de;termined as a func

tion of (continuous) time. 
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CHAPTER V 

SUMMARY AND EDUCATIONAL IMPLICATIONS 

In this paper the theory of extrema of differentiable functions is 

discussed and illustrated. This presentation clarifies the theory, 

making it more readable and more readily available to the beginning 

student of analysis. It also provides the necessary background material 

required to understand the procedures used in testing functions and 

functionals for extrema. 

Smnmary 

In Chapter I the nature and significance of the problem, the need 

for the study, and the scope and limitations of the paper are given, 

Chapter II includes the development of the theory of extrema of func

tions of one variable and applications to problems in business, 

economics, geometry and the physical sciences. In Chapter III the 

theory of extrema of functions of several variables is developed and 

illustrated, Also, applications to number theory, geometry, business, 

and economics are included. Chapter IV includes a presentation and dis

cussion of some of the elementary concepts of the calculus of variations 

with illustrationr::;. Except for a few basic theorems, most of the 

theorems are stated without proof. This chapter is concluded with an 

economic model which is related to the calculus of variations. 
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Educational Implications 

A great deal of the theory of extrema of differentiable functions 

can be understood by the secondary school students and the beginning 

analysis students in college. It is important that some of these con

cepts be presented to these groups. in a more systematic and rigorous 

manner. The usual textbook treatment of this subject is rather limited • 

. For the most part, the student is left with the impression that he can 

always find the extrema of a function by taking the first derivative of 

the function and setting the same equal to zero. An analytic treatment 

of the subject such as this presents the necessary background needed for 

a thorough understanding of the problem. 

As a result of reading this thesis, the student should gain a 

deeper insight into the theory of functions, as well as, deepen his 

understanding of the theory of extrema. It_is also significant that 

the reader, who is a potential teacher of mathematics at the secondary 

or college level, may find motivation material for his class as well as 

material for the gifted student. 

Certainly, the material discussed in this paper may serve as 

supplementary reading material and potential subject matter in the 

future undergraduate mathematics curriculum. 

Undoubtedly the most important effect. of this paper lies in the 

experience that the writer gained in its preparation. 
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