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## CHAPTIER I

## INTRODUCTION

The prospect of commercial flight at supersonic speeds served for the last decade as a stimulus to aeronautical research in the United States and abroad. Several complex problems such as configurations, propulsion, stability and controlg and structures are involved in the supersonic transport design. But at present the problem of sonic booms, the shock waves that are generated by supersonic aircraft and extended from the flight altitude to the ground, is of utmost importance and is indeed the main obstacle to feasible operation of the supersonic transport。 In addition to complaints of the unpleasant noise, several instances of structural damage have been recorded in the past decade.

To investigate the people's reaction and the property damage caused by sonic booms, the Federal Aviation Agency conducted a six. month series of tests from February 3 to July 30, 1964, in which Air Force jets simulating future SSTs carried out supersonic flights over Oklahoma Gity eight times a day in various atmospheric and filght conditions. Of the total 12,558 complaints received, 8,335 alleged damage to property.

In view of the proposed SST program, and the conclusions that were drawn from the sonic boom tests conducted in Oklahoma Cityg analytical methods are needed to predict the structural response and
damage to an arbitrary structure when it is subjected te typical sonic boom type inputs. The pressure wave, striking the ground when a supersonic aircraft passes, is the result of a conical pressure field pulled along by the aircraft. Shock waves, which are popularly known as sonic booms, extend outward and backward from the nose and tail regions of the plane as shown in Figure 1 . Between the two shocks, the expansion around the convex body produces a gradual pressure drop. The general shape of the pressure profile on a region of a flat, open ground is shown in Figure 2. The resulting N-wave is not, however, the pressure history felt by a wall. The wall receives the $N$ wave plus a wave reflected from the ground and from any other nearby surfaces. The displacement in time of these two waves is $\Delta T$ ir. The resulting change in wave shape should have a significant effect on those parts of the structure having certain natural frequencies. A few possibilities are shown in Figure 3. In case (a) the overpressure would be doubled, and in cases ( $b$ ), and ( $c$ ), four nearly equally spaced pulses would cause a vibration of large amplitude in structural members having a natural frequency near that of pulses.

Not much theoretical work has been done in the area of wave/ structure interaction in the past. Zumwalt (I) pointed out the inm portance of time intervals between the bow and tail shock waves, in causing structural damage。 Lowery (1) identified the various vis brational modes of both structural panels and cavities which are likely to be excited for sonic boom wave inputs. Recently a few investigators, Simpson (2), Whitehouse (3), and Reddy (4), have developed analytical methods to estimate the response of cavities and panels for sonic boorn type inputs. These investigations can be applied to


Figure 1. Typical Sonic Boom Waves


Figure 2. Typical Pressure Wave of a Sonic Boom

(a) Wall Position Near the Ground: $\Delta T_{i r}=0$

(b) Intermediate Wall Height Position: $\quad \Delta \mathrm{T}_{\text {ir }}=\Delta t / 2$.

(c) Very High Wall Position: $\Delta \mathrm{T}_{\text {ir }}=2 \Delta t$

Figure 3. A Few Incident and Ground Reflected Sonic Boom Waves
predict the structural response of a structure for a given pressuretime history on the structure due to the passage of a sonic boom wave. For evaluation of the structural response due to the passage of the sonic boom, it is necessary to predict the pressure-time history on the structure including the effect, of the diffractions and reflections caused by the corners of the structure on the original sonic boom wave. The present investigation can be divided into three phases: I. Three methods, ranging from a simple, highly idealized model to a rather realistic, but complex, analysis, were developed to estimate the time-of-arrival of an incident wave and its reflection on a structure. The applicability and the validity of the three methods were investigated for several flight altitude and Mach number ranges. In this, only plane walls facing the aircraft were considered, so that wave diffractions and reflections by walls were eliminated.
2. Two-dimensional analytical and numerical solutions using a superposition and mesh-field computation with Rusanov's (5) blurring techniques, respectively, were developed to predict the effects of diffraction and reflection of sonic boom waves by corners and walls.
3. The analyses developed in phases 1 and 2, were applied to a particular problem: The window, on the north wall and under a roof canopy of the Kinney Shoe Store, which was broken during a sonic boom test in Oklahoma City.

IBM 1620 and IBM 7040 computers were used to perform the computations.

The techniques developed here make possible the prediction of
the pressuremtime history on wall due to sonic booms when the wave reflections and diffractions by the walls are essentially two dimensional. The numerical method is directly extendable to permit three-dimensional solutions with no geometric limitations.

## IITERATURE REVIEW

Literature reviewed for this investigation may be divided into three categories. The first category is the literature in which the general equations were developed to predict the time history of a sonic boom bow wave. The second category is the literature in which analytical methods were developed for the problem of diffraction and reflection of weak shock waves by corners of structures. The third category is the literature in which numerical solutions were sought for problems associated with shock wave phenomena.

Randall (6) derived the equations of the ballistic wave and its raymines in an inhomogenous atmosphere assuming the speed of sound decreases linearly with altitude up to the tropopause. He justified the assumption of the linear speed of sound variation in view of its close approximation to the I. C. A. O. Standard atmosphere. Lansing (7) applied Randall"s work to the problem of determining the location of the shock wave produced by a maneuvering aircraft.

Tyler and Walker ( $8,9,10$ ) conducted a thorough literature survey of the analytical methods of shock diffraction and reflection problems. Busemann (ll) conceived the general idea of the conical flow field, that is, a flow in which all fluid properties are uniform on rays through a common vertex. Busemann pointed out the frequent existence of conical fields in supersonic flow. In conical fields, the governing
equations for the velocity components or pressure distribution can be reduced to a Laplace equation of two independent variables. The propagation of plane discontinuities was investigated by Juneberg (12) in electromagnetic theory and by Keller (13) in acoustics. In both these investigations, it was found that the discontinuity surface satisfied a first order differential equation, the "eiconal equation" in a homogenous media, and that the magnitude of the discontinuity varied in a simple manner as the surface moved. Keller and Blank (14) obtained solutions, for the problems of diffraction and reflection of pulses by wedges and corners, as explicit closed expressions in terms of elementary functions. They accomplished this work, utilizing the investigations of Luneberg and Keller to convert the initial-boundary value problem into a characteristicmboundary value problem in xyt-space and applying Busemann's conical flow concept.

Von Neumann (15) conducted extensive research in both analytical and experimental investigations of obliquemshock reflection. He developed a mathematical analysis to evaluate the upper limits of "regular" reflection as a function of shock strength and discussed the physical phenomena of "Mach" reflection. Ting (16) studied the problem of a weak shock hitting a two-dimensional rectangular barrier. The solutions were sought to satisfy all boundary conditions at suitably divided time intervals for two structures, a very thin barrier, and a. rectangular barrier of finite width. A few reflected wave patterns were shown for the two structures mentioned above. Whitham (17) presented a method for treating the propagation and ultimate decay of the shocks by explosions and by bodies in supersonic flight. Ting (18), as an extension to his earlier work (16), solved the problem of the
diffraction of a twoodimensional disturbance by a convex right angle corner by a method which permits final results to be obtained conveniently. The analysis was applied to the two-dimensional unsteady flow field associated with the diffraction of a weak shock by a rectangular barrier and also to the equivalent three dimensional steady supersonic flow field produced by the interference of wings and prismatic bodies of rectangular cross section filippov (19) considered the problem of a diffraction of a plane weak shock wave at contours of arbitrary shapes. Filippov treated the plane unsteady problem of diffraction as an auxiliary three-dimensional steady problem, where the third coordinate is proportional to the time. The problems were linearized in the whole region of the diffraction field and this assumption was justified since it fails to be valid in only small regions of the diffracted flow field and for very short durations. The literature review of the numerical methods for shock wave problems would constitute a text book by itself. For this reason, literature of these methods is omitted here. The interested reader may refer to the works of Tyler and Walker (8, 9, 10) who presented a detailed discussion of the numerical methods. However a brief discussion is given in Chapter $V$, while deriving finite difference equations.

COMPUTATION OF SONIC BOOM WAVE ARRIVAL TIMES ON A WALL

The purpose of this section is to develop a method for estimating the time of arrival of incident and reflected sonic boom waves at any point on a building wall facing the flight track. To determine the time of arrival between bow and tail waves and their reflections, the geometric relations between wall and wave must be known for a given aircraft altitude, direction, and speed. Three methods, ranging from highly idealized to rather realistic analyses, were attempted. The assumptions made here were (a) that no wind effects are present, and (b) that the somic booms are produced by an aircraft in steady, level flight.

The coordinate axis system for an arbitrarily oriented plane wall is shown in Figure 4 and the model of a conical wave intersecting the wall is shown in Figure 5. Special notation which is used in this Chapter is as follows:
$D_{\text {gy }}$ horizontal distance between the vertex of the sonic boom and its ground intersection point, g.
$D_{p v}$ horizontal distance between a wall point, $P$, and the vertex of the sonic boom wave, at the instant $P$ is intersected by the incident wave.
$m$ coefficient of acoustic velocity variation with altitude。
S projected distance of the wave from the flight path in the YZ plane (see Figure 5).


Figure 4. Coordinate System for an Arbitrarily Oriented Plane, Rectangular Wall


Figure 5. Model for the Analysis of a Conical Wave Intersecting a Plane, Rectangular, Sloping Wall

| T | time for a wave to pass a point after the aircraft passes the coordinate origin (subscripts indicate incident or reflected wave; second subscript indicates the point). |
| :---: | :---: |
| $\Delta \mathrm{T}_{\mathrm{ir}}^{\mathrm{p}}$ | time interval between the arrival of the incident and reflected waves at a point, $P$, on a wall. |
| X | coordinate axis, horizontal and along the flight track on the ground. |
| Y | coordinate axis, horizontal and perpendicular to the flight track on the ground. |
| $\Psi_{C}$ | distance along the Y-axis to the nearest corner point, $c$, of the wall on the ground. |
| Z | coordinate axis, vertical. |
| $\beta$ | Mach angle or incident wave angle measured from the horizontal. |
| $\theta$ | angle between the wall and the Y-axis, measured clockwise from the Y-axis in the horizontal plane. |
| $\tau$ | time at which a pressure disturbance wave was emitted. |
| $\Phi$ | angle between the wall and the horizontal (XY) plane. |

## Method I

An approximate method was developed to predict the arrival times of incident and reflected sonic boom waves on a plane wall. The simplifying assumption made here was that the speed of sound of the conical wave is constant and equal to that at ground level. The wave then can be considered to be conical if the aircraft is in steady. level flight。

The bow and tail waves are assumed to have been produced by an aircraft in steady, level flight at altitude $Z_{v}$ flying with a velocity V parallel to the X-axis (see Figure 5). The horizontal distance of the effective vertex of the cone from a fixed origin "O", at the time the wave passes a given location on the wall, can be estimated. This
distance is designated as $X_{V}$. For a known geometry and forward speed of the aircraft, the arrival time of an incident wave on a plane wall can then be computed from the geometric relations shown in Figure 5:

$$
\begin{align*}
& T_{i_{p}}=\frac{X_{V}}{V},  \tag{3-1}\\
& X_{v}=\left(X_{p}+D_{p v}\right)  \tag{3-2}\\
& X_{p}=\left(Y_{p}-Y_{c}\right) \tan \theta+Z_{p}\left(\frac{\cot \Phi}{\cos \theta}\right)  \tag{3-3}\\
& D_{p v}=\frac{\sqrt{Y_{p}^{2}+\left(Z_{v}-Z_{p}\right)^{2}}}{\tan \beta} \tag{3-4}
\end{align*}
$$

The above four equations can be combined to give the time the incident wave reaches $P$ :

$$
\begin{equation*}
T_{i}=\frac{I}{V}\left(Y_{p}-Y_{c}\right) \tan \theta+Z_{p}\left(\frac{\cot \Phi}{\cos \theta}\right)+\frac{\sqrt{Y}+\frac{\left(Z_{V}-Z_{p}\right)^{2}}{\tan \beta}}{} \tag{3-5}
\end{equation*}
$$

where the time $\mathbb{T}_{i_{p}}$ is referenced to the passing of the aircraft over the origin, 0 .

The time interval between the incident and reflected waves passing $P$ is twice the time interval from $P$ to the ground directly beneath:

$$
\begin{equation*}
\Delta T_{i r_{p}}=2\left(T_{i_{g}} \quad T_{i_{p}}\right) \tag{3-6}
\end{equation*}
$$

Equations $(3-1),(3-2),(3-4),(3-6),(3-7)$ and $(3-8)$ are combined and simplified:

$$
\begin{equation*}
\Delta T_{i r_{p}}=\frac{2}{V}\left(D_{g v}=D_{p V}\right) \tag{3-9}
\end{equation*}
$$

$$
\begin{equation*}
\Delta T_{i r_{p}}=\frac{2}{V} \cot \beta\left[\sqrt{V_{p}^{2}+Z_{p}^{2}}-\sqrt{Y_{p}^{2}+\left(Z_{v}-Z_{p}\right)^{2}}\right] \tag{3-10}
\end{equation*}
$$

The time of arrival of the incident wave, $T_{i}$, and the time interval between incident and reflected waves, $\Delta T_{i r}$, at any point $p$ is thus given in terms of the location of the point and the velocity and altitude of the aircraft。 $T_{i_{p}}$ and $\Delta T_{i r}$ values for a large number of points ${ }_{4} P_{9}$ on a wall give a clear picture of the timemistory of the incident and reflected waves for a wall which is struck by an undisturbed wave。 This does not, of course, apply to a wall which would be in the "shadow".
$\Delta T_{i r}$ plays an important role in the structural response. From Equation ( $3=10$ ), it can be seen that this time interval increases with height of the wall point above ground level and decreases as the offset distance from the flight track increases.

## Method II

A more exact method, based on the ballistic wave analysis of references (6) and (7), was developed. In this, the speed of sound was assumed to decrease linearly with altitude up to the tropopause (assumed as 36,000 feet), and to be constant at $972 \mathrm{ft} / \mathrm{sec}$ above the tropopause.

$$
\begin{equation*}
c=c_{g}=m Z \tag{3-11}
\end{equation*}
$$

For $c_{g}=1116 \mathrm{ft} / \mathrm{sec}$ and $m=0.004 \mathrm{ft} / \mathrm{sec}-\mathrm{ft}$, the speed of sound is found to be very near that of the standard atmosphere (see Figure 6).

## Flight Altitudes Below the Tropopause

The shape of the wave fronts produced by a point disturbance was


Fugure 6. Speed of Somad Versus Altitude
obtained by finding the system of surfaces which are orthogonal to rays from that point. By following that disturbance as it propagates from a point along a given ray, it is possible to relate the shape of the wave fronts to the growth of these fronts. In an atmosphere in which the sonic speed decreases Iinearly with altitude, the disturbance front coordinates ( $X, Y, Z$ ) are given by:

$$
\begin{equation*}
\left(X-X_{d}\right)^{2}+\left(Y-Y_{d}\right)^{2}+\left[Z-Z_{d}+\frac{c_{d}}{m}(\cosh m t-1)\right]^{2}=\left(\frac{{ }^{c} d}{m}\right)^{2} \sinh ^{2} m t \tag{3-12}
\end{equation*}
$$

The coordinates are as shown in Figure 5 , except that for a non constant-temperature atmosphere, the ray and wave lines are not straight. In Equation ( $3=12$ ), $t$ is the time since the disturbance was initiated. For a fixed coordinate system as shown in Figure 5, the disturbance origin, point $\alpha_{\text {, }}$ becomes a function of time. Then at time $t$, the position of the wave front ( $X, Y, Z$ ) emitted by the aircraft at an earlier time $T$ is given by:

$$
\begin{equation*}
\left(X_{\infty} X_{d}\right)^{2}+\left(Y-Y_{d}\right)^{2}+\left(Z-Z_{d}+\frac{c_{d}}{m}[\cosh m(t-\tau)-1]\right)^{2}=\left(\frac{c_{d}}{m}\right)^{2} \sinh ^{2} m\left(t_{-} \tau\right) \tag{3-13}
\end{equation*}
$$

where $c_{d}=c_{g}-m Z_{d}$, and $X_{d}, Y_{d}$, and $Z_{d}$ are functions of $\tau_{\text {。 }}$
The envelope of this system of wave fronts is obtained by elimiow nating $T$ between Equation (3-13) and its partial derivative with respect to $r_{\text {。 This }}$ differentiation gives

$$
\begin{align*}
& -2\left(X \propto X_{d}\right) \dot{X}_{d}-2\left(Y \propto Y_{d}\right) \dot{Y}_{d}-2\left(Z \infty Z_{d}+\frac{c_{d}}{m}[\cosh m(t-T)-1]\right) \\
& \left(\dot{Z}_{d}+\dot{Z}_{d}[\cosh m(t-T)-1]+c_{d} \sinh m(t-T)\right)= \\
& -2 \frac{c_{d}}{m} \sinh m(t-T)\left[c_{d} \cosh m(t-T)+\dot{Z}_{d} \sinh m(t-T)\right] . \tag{3-14}
\end{align*}
$$

For steady, level filight:

$$
\begin{align*}
& Y_{d}=0 \text { (by coordinate system), } Z_{d}=\text { constant }=Z_{v^{\theta}} \\
& c_{d}=c_{v} \dot{X}_{d}=V_{v} \dot{Y}_{d}=0, \dot{Z}_{d}=0 . \tag{3-15}
\end{align*}
$$

Equations (3-14) and (3-15) are combined and simplified to give

$$
\begin{equation*}
\left(X_{d} X_{d}\right)=\frac{1}{M}\left(2=Z_{v}-\frac{c}{m}\right) \sinh m(t-\tau) . \tag{3-16}
\end{equation*}
$$

Equations $(3-13),(3-15)$, and ( $3-16$ ) are combined and simplified:

$$
\begin{align*}
& \frac{1}{M^{2}}\left(Z=Z_{V}-\frac{c}{m}\right)^{2} \cosh ^{2} m(t-\tau)+\frac{2 c}{m}\left(Z \propto Z_{v}=\frac{c}{m}\right) \cosh m(t-\tau) \\
& +Y^{2}+\left(Z \infty Z_{v}-\frac{c^{v}}{m}\right)^{2}\left(1-\frac{1}{M^{2}}\right)^{2}+\left(\frac{v^{c}}{m}\right)^{2}=0 .
\end{align*}
$$

The roots of equation (3-17) are contained in


For positive $Z$ and $Z_{d}$ values, the ( $*$ ) sign applies before the inner bracket in Equation (3-18)。

For given values of $Y=Y_{p}, Z=Z_{p}, Z_{v}$, and $M$ values, ( $t=\tau$ ) can be calculated by Equation (3-18). The time of arrival of an incident wave is then given by:

$$
\begin{align*}
T_{i_{p}} & =\frac{I}{V}\left(X_{p}+D_{p v}\right) \\
& =\frac{1}{V}\left(Y_{p}-Y_{c}\right) \tan \theta+Z_{p}\left(\frac{\cot \phi}{\cos \theta}\right)+(t-r)_{p}-\frac{\left(X_{p}-X_{d}\right)}{V} . \tag{3-19}
\end{align*}
$$

For this linearlymarying-speedmofsound atmosphere, the time interval between incident and reflected waves is

$$
\begin{align*}
\Delta T_{i r} & =\frac{2}{V}\left(D_{g V}-D_{p V}\right) \\
& =\frac{2}{V}\left|\left[(t-T)_{p} V-\left(X_{p}-X_{d}\right)\right]-\left[(t-T)_{g} V-\left(X_{g} m X_{d g}\right)\right]\right| \tag{3-20}
\end{align*}
$$

The ( $X_{g} \times X_{d g}$ ) term can be obtained from Equation (3m16); one can solve Equation ( $3-18$ ) for $(t-\tau){ }_{g}$ with $Y=Y_{g}=Y_{p}$ and $Z=Z_{g}=0$ 。

As in the first method, values of $T_{i_{p}}$ and $\Delta T_{i r}$ can thus be computed from geometric relations and flight and atmospheric in formation.

Flight Altitudes Above the Tropopause

An explicit solution is not possible for a given offset distance from the flight track. A method will be proposed, however, which will permit the computation of local positions and arrival times of the wave.

For $Z_{v} \geq Z Z_{t}$, where $Z_{t}$ is the altitude of the tropopause, the speed of sound is assumed to be constant. The disturbance envelope at time $t$ for a point disturbance emitted by the aircraft at $T$ is a cone:

$$
\begin{equation*}
\left(X \propto X_{d}\right)^{2}+\left(Y \propto Y_{d}\right)^{2}+\left(Z \propto Z_{d}\right)^{2}=c_{d}^{2}(t-T)^{2} \tag{3-21}
\end{equation*}
$$

Differentiation of Equation (3m2l) with respect to $Z_{0}$ and recognition of the identies for steady, level flight,

$$
\Psi_{d}=O_{0} Z_{d}=Z_{v^{n}} c_{d}=c_{v}, \stackrel{\circ}{X}_{d}=V_{\theta} \stackrel{\circ}{Y}_{d}=0_{v} \stackrel{\circ}{Z}_{d}=0_{\theta} \text { and } \stackrel{\circ}{c}_{d}=0
$$

gives

$$
\begin{equation*}
\left(X_{\infty} X_{d}\right)=\frac{{ }_{V}\left(t_{\infty} T\right)}{M} . \tag{3.22}
\end{equation*}
$$

Equations (3-21) and (3-22) are combined and the result is

$$
\begin{equation*}
Y^{2}+\left(Z \triangle Z_{V}\right)^{2}=c_{V}^{2}(t-\tau)^{2}\left(1-\frac{1}{M^{2}}\right) \tag{3-23}
\end{equation*}
$$

Differentiation of Equation（3－23）with respect to $Z$ ，and recognition of the orthogonal property between any ray and the disturbance envelope，gives

$$
\begin{equation*}
\left.\frac{\partial Y}{\partial Z}\right|_{r a y}=\text { constant }=\frac{Y}{\left(Z \infty Z_{V}\right)} . \tag{3-24}
\end{equation*}
$$

When the tropopause conditions，$Y=Y_{t}$ ，and $Z=Z_{t}$ ，are substituted into Equations（ $3-23$ ）and（ $3-24$ ），the resulting expressions are

$$
\begin{equation*}
Y_{t}^{2}+\left(Z_{t}-Z_{V}\right)^{2}=c_{v}^{2}\left(t_{t}-T\right)^{2} \quad\left(I_{-\infty} \frac{I}{M^{2}}\right) \tag{3-25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{\partial Y}{\partial Z}\right|_{\text {ray }}=\frac{Y_{t}}{\left(Z_{\left.t,-Z_{V}\right)}\right.} \tag{3-26}
\end{equation*}
$$

For $Z_{t} \geq Z \geq 0$ ，the cone is＂warped＂by the temperature gradients and no exact analysis is available．For local wave positions and arrival times，however，it is sufficient to consider only the ray which reaches the given point．If the ray at the tropopause plane is considered to be a point disturbance，the previously developed equations will describe its path．Then the location of the wave can be found as a．function of time。 working pointobympoint with a ray tracing procedure。

The equation for the disturbance envelope at time $t$ of a point disturbance emitted at time $t_{t}$ at the tropopause plane is
$\cosh r\left(t_{\infty} t_{t}\right)=\frac{M}{\left(Z-Z_{t}-\frac{c_{t}}{m}\right)}\left[-\frac{M c t}{m}+\sqrt{\left.\left.\left(1-\frac{1}{M^{2}}\right)\left[\frac{M c t}{m}\right)^{2}-\left(Z=Z_{t}-\frac{c^{t}}{m}\right)^{2}\right]-\left(Y-I_{t}\right)^{2}\right]_{(3-27)}}\right.$.
Equation（3－27）can be solved as before，except that now the value of $Y_{t}$ is not known．An iterative method must be used：

1．A value is assumed for $Y_{t}$ 。
2．$t_{t}$ and $\left.\frac{\partial Y}{\partial Z}\right|_{\text {ray }}$ at the tropopause are calculated by Equations（3－25）
and（3－26）．
3．The slope is assumed to be constant for a selected $\mathbb{Z}$ interval：

$$
\begin{align*}
Y \Delta Y_{t} & =\frac{\partial Y}{\partial Z} \Delta Z i  \tag{3-28}\\
Z & =Z_{t}-\Delta Z . \tag{3-29}
\end{align*}
$$

4．（ $\quad\left(-t_{t}\right.$ ）is calculated from Equation（3－27）by the techniques explained earlier．The newwwave slopes are calculated as follows： From Equation（ $3-17$ ），$\frac{\partial Y}{\partial Z}$ can be evaluated for the disturbance envelope which is everywhere perpendicular to the rays．For a point disturbance at the point $\left(X_{t}, Y_{t}, Z_{t}\right)$ ，Equation（ $3-17$ ）is differentiated with respect to $Z$ ，after replacing $Y$ with $Y-Y_{t}$ ， and the resulting expression is

$$
\begin{align*}
& \left.\frac{2}{\mathbb{M}^{2}}\left(Z_{\infty} Z_{t}-\frac{c_{t}}{m}\right) \sinh ^{2} m\left(t-t_{t}\right)+2\left(Y \propto Y_{t}\right) \frac{\partial Y}{\partial Z} \right\rvert\, \begin{array}{c}
\text { dist。 } \\
\text { envel. }
\end{array} \\
& \quad+2\left(Z-Z_{t}-\frac{c_{t}}{m}\right)+2 \frac{c_{t}}{m} \cosh m\left(t-t_{t}\right)=0 . \tag{3-30}
\end{align*}
$$

Since the disturbance and the ray are orthogonal．

$$
\left.\left.\frac{\partial Y}{\partial Z}\right|_{\begin{array}{l}
\text { dist. } \\
\text { envel. }
\end{array}} \quad \frac{\partial Y}{\partial Z}\right|_{\text {ray }}=-1 。
$$

Equations（3－30）and（3－31）are simplified，and the result is $\left.\left.\frac{\partial Y}{\partial Z}\right|_{\text {ray }}=\left(Y-Y_{t}\right)\left[\left(2-Z_{t}-\frac{c_{t}}{m}\right) \left\lvert\,+\frac{\sinh ^{2} m\left(t a t_{t}\right)}{M^{2}}\right.\right)+\frac{c t}{m^{m}} \cosh m\left(t-t_{t}\right)\right]^{-1}$

5．Steps 3 and 4 are repeated until the desired $Z$ value is obtained。 If the computed $Y$ does not give the desired location $Y_{p}$ a new $Y_{t}$ is selected and the procedure is repeated till the desired value is obtained。

6．When the desired $Y$ location is obtained to sufficient accuracy，
the $T_{i p}$ value is computed by Equation (3-19) with the new intervals:

$$
\begin{equation*}
(t-\tau)_{p}=\left(t_{t}-\tau\right)_{p}+\left(t-t_{t}\right)_{p} \tag{3-33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(X_{p} \infty X_{d}\right)=\left(X_{p}-X_{t}\right)+\left(X_{t}-X_{d}\right) \tag{3-34}
\end{equation*}
$$

For the proper $Y_{t}$ value, Equations (3 33) and (3 34 ) can be solved from Equations $(3-25),(3-27),(3-16)$, and the relation,

$$
\begin{equation*}
\left(X_{t}-X_{d}\right)=\frac{c_{t}}{m}\left(t_{t} \omega \tau\right) p \tag{3-35}
\end{equation*}
$$

7. For the g location, steps 1 through 5 must be performed again, with all $p$ subscripts replaced by $g \circ D_{g v}$ can now be found with ( $\left.t_{-\infty}\right)_{g}$ and $\left(X_{g}-X_{d g}\right)$ as was done for $p$ in step 6.
8. $\quad \Delta \mathrm{T}_{\mathrm{ir}}^{\mathrm{p}}$ is computed with Equation (3-9).

With an IBM 1620 computer and 500 feet intervals for $Z$, about 70
seconds was required for each complete iteration for a 50,000 foot altitude。

This method is considered to be the most accurate prediction method available without specific meteorological information along the wave path for each flight.

Method III

A third method was developed which attempted to reduce the come puter time of Method II without sacrificing too much accuracy. The simplifying assumption added was that $\frac{d Y}{d Z}$ of the ray was constant at the value of the flight altitude, while the linear variation of speed of sound with altitude below the tropopause was retained. The time of arrival of an incident wave is then given by:

$$
\begin{equation*}
T_{i_{p}}=\frac{1}{V}\left(X_{p}+D_{p v}\right)=\frac{I}{V}\left[X_{p}+\int_{0}^{S_{p}^{p}} \frac{d S}{\tan \beta}\right] \tag{3-36}
\end{equation*}
$$

$S$ is the projected distence of the wave from the flight path in the $Y Z$ plane (see Figure 5), and

$$
\begin{equation*}
d S=\sqrt{\left(d Y^{2}+d Z^{2}\right)}=-d Z \sqrt{1+\left(\frac{d Y}{d Z}\right)^{2}} \tag{3-37}
\end{equation*}
$$

Flight Altitudes Below the Tropopause

The assumptions and geometry give the following:

$$
\begin{align*}
& \left.\frac{d Y}{d Z}\right|_{\text {ray }}=\text { constant }=\frac{Y-Y_{v}}{Z-Z_{v}}, Y_{v}=0 \\
& d S=-d Z \sqrt{I+\left(\frac{Y}{Z-Z}\right)^{2}}  \tag{3-38}\\
& c=c_{g}-m Z_{g} \quad d Z=-\frac{d c}{m}
\end{align*}
$$

and

$$
\tan \beta=\frac{1}{\sqrt{\left.M^{2}-1\right)}}=\frac{c}{\sqrt{\left(V^{2}-c^{2}\right)}}
$$

From Equations (3-3), (3-36), (3-37), and (3-38), the time interval from aircraft passage over the origin, $O$, until wave arrival at point P can be calculated:

$$
\begin{align*}
& T_{i}=\frac{I}{V}\left[X_{p}+\sqrt{I+\left(\frac{Y p}{Z_{p}^{-Z}}\right)^{2}} \quad \int_{c_{V}}^{c} \frac{V^{2}-c^{2}}{m c} d c\right] \\
& =\frac{1}{\vec{V}}\left[\left(Y_{p}-Y_{c}\right) \tan \theta+Z_{p}\left(\frac{\cot \phi}{\cos \theta}\right)\right]+\frac{1}{m W} \sqrt{1+\left(\frac{Y_{p}}{Z_{p}{ }_{p} Z_{v}}\right)^{2}} \\
& {\left[\sqrt{V^{2}-c_{p}^{2}}-\sqrt{V^{2}-C_{V}^{2}}+V \ln \left(\frac{V+\sqrt{V^{2}-c_{V}^{2}}}{V+\sqrt{V^{2}-C_{p}^{2}}} \frac{c_{p}}{C_{V}}\right)\right] \text {, }} \tag{3-39}
\end{align*}
$$

$$
\begin{gather*}
T_{i_{g}}=\frac{1}{V}\left[\left(Y_{p}-Y_{c}\right) \tan \theta+Z_{p}\left(\frac{c o t}{\cos \theta}\right)\right]+\frac{1}{m V} \sqrt{I+\frac{Y_{p}^{2}}{Z_{p}}} \\
{\left[\sqrt{V^{2}-c_{g}^{2}}-\sqrt{V^{2}-c_{V}^{2}}+V \ln \left(\frac{V+\sqrt{V^{2}-c_{V}^{2}}}{V+\sqrt{V^{2}-c_{g}^{2}}} \frac{c}{c_{V}}\right)\right]} \tag{3-40}
\end{gather*}
$$

Equations (3-39), (3-6), and (3-40), permit $T_{i_{p}}$ and $\Delta T_{i r_{p}}$ to be computed.

## Flight Alti.tudes Above the Tropopause

The assumption of constant $\frac{d Y}{d Z}$ eliminates the iterative solution which was required in Method II. The time of arrival of an incident wave be expressed as

$$
\begin{equation*}
T_{p}=\frac{1}{V}\left[X_{p}+\int_{0}^{S} \frac{d S}{\tan \beta}\right]=\frac{1}{V}\left[X_{p}+\int_{0}^{S} \frac{d S}{\tan \beta}+\int_{S_{t}}^{S} \frac{d S}{\tan \beta}\right] \tag{3-4I}
\end{equation*}
$$

In view of the assumptions,

$$
\begin{aligned}
& c=\text { constant in the region } Z_{V} \geq Z \geq Z_{t} \\
& \frac{Y_{t}}{Z_{t}^{-Z_{V}}}=\text { constant }=\frac{Y_{p}}{Z_{p-Z_{V}}}
\end{aligned}
$$

the integral terms in equation (3-41) become
$\int_{0}^{S_{t}} \frac{d S}{\tan \beta}=\frac{Z_{v}-Z_{t}}{c_{v}} \sqrt{v^{2}-c_{v}^{2}} \sqrt{1+\left(\frac{Y_{t}}{Z_{t}-Z_{v}}\right)^{2}}$,
and
$\int_{S_{t}}^{S_{p}} \frac{d S}{\tan \beta}=\frac{1}{m} \sqrt{I+\frac{Y_{p}}{Z_{p} Z_{V}}}\left[\sqrt{V^{2}-c_{p}^{2}}-\sqrt{V^{2}-c_{V}^{2}}+V \ln \left(\frac{V+\sqrt{V^{2}-C_{V}^{2}}}{V+\sqrt{V^{2}-c_{p}^{2}}} \frac{c_{p}}{c_{v}}\right)\right]$.

Equations (3-41), (3-42), and (3-43) are combined and the resulting expressions for $T_{i_{p}}$ and $T_{i_{g}}$ are:

$$
\begin{gather*}
T_{i_{p}}=\frac{1}{\tilde{V}}\left[\left(Y_{p}=Y_{c}\right) \tan \theta+Z_{p}\left(\frac{\cot \Phi}{\cos \theta}\right)\right]+\frac{1}{\tilde{V}} \sqrt{1+\left(\frac{Y_{p}}{Z_{p}-Z_{V}}\right)^{2}}\left[\left(\frac{Z_{V}-Z_{t}}{c_{V}}\right)\right. \\
\left.\quad \sqrt{V^{2}-c_{V}^{2}}+\frac{\sqrt{V^{2}-c_{p}^{2}}}{m}-\frac{\sqrt{V^{2}-c_{V}^{2}}}{m}+\frac{V}{m} \ln \left(\frac{V+\sqrt{V^{2}-c_{V}^{2}}}{V+\sqrt{V^{2}-c_{p}^{2}}} \frac{c_{p}}{c_{V}}\right)\right] \tag{3.44}
\end{gather*}
$$

$$
\begin{align*}
& \text { and } \\
& T_{i g}=\frac{1}{V}\left[\left(Y_{p}-Y\right) \tan \theta+Z_{p}\left(\frac{\cot \Phi}{\cos \theta}\right)\right]+\frac{1}{V} \sqrt{1+\left|\frac{Y_{p}}{Z_{p}}\right|^{2}}\left[\frac{Z_{V}-Z_{t}}{C_{V}} \sqrt{V_{V}^{2}-C_{V}^{2}}\right. \\
& \left.+\frac{\sqrt{V^{2}-c^{2}}}{m}-\frac{\sqrt{V^{2}-c^{2}}}{m}+\frac{V}{m} \ln \left(\frac{v+\sqrt{v^{2}-c^{2}}}{V+\sqrt{v^{2}-c^{2}}} \frac{c^{g}}{c^{g}}\right)\right] . \tag{3-45}
\end{align*}
$$

From Equations (3-44), (3-6), and (3-45) , $T_{i_{p}}$ and $\Delta T_{i r}$ can be computed.
Method III is much more straight forward for computation than
Method II, but the assumption of constant ray angle places its accuracy in doubt. Therefore, a number of typical cases were computed by the three methods to provide a comparison of the results.

## Computed Results by the Three Methods and Observations

In order to compare the three methods, computations were performed. for a vertical wall location of 100 feet above ground level. The ground level was assumed to be at sea level, and flight altitudes of $70,000,36,000$, and 20,000 feet were used. For flight Mach numbers of $1.5,2.0$, and 3.0 and offset distances, $Y_{p}$ from 0 to 70,000 feet, the three methods gave values of incident wave arrival time, $T_{i}{ }_{p}$ and time interval between incident and reflected waves, $\Delta \mathrm{T}_{\text {ir }}$. The results are plotted in Figures 7 and 8.

For small offiset distances, the three methods give almost identim cal results. The differences are greatest at low Mach numbers and
large $Y_{p}$ values. Method $I_{0}$ the conical wave analysis, gives the poorest accuracy, if it is assumed that Method IT is the most exact of the three. Method III, which is considerably easier to calculate, appears to be nearly equivaleat to Method $I I_{\text {, }}$ and is the one rec. commended for use.

The computation methods developed in this Chapter provide a means of establishing geometric relationships between an incident sonic boom bow wave and its ground reflection and a plane wall. This knowledge can be used as the starting point for further computations of the whole sonic boom wave pattern as it proceeds around, over, or past a complete structure.


Figure 7. Comparison of Incident Wave Arrival Times by the Three Methods



Figure 7. (continued)


Figute 8. Comparison of the Time Intervals Between Incident and Reflected Waves computed by the Three Methods


Figure 8. (continued)


Figure 8. (continued)

## DIFFRAGTION AND REFLECTION OF SONIC BOOM <br> WAVES - ANALYTIGAL METHOD

The preceding chapter presented three methods for predicting the wave histories of walls which were hit directly by a sonic boom wave. For walls which are in the "shadow or which receive the reflected effects of nearby walls or comers, a further development is required. As an example, the broken window in the Kinney Shoe Store, whose solution is presented in Chapter VI, was both in the shadow region and beneath an overhanging canopy. In the tine interval between bow and tail shock waves, there was sufficient time for about twenty wave reflections between the ground and the overhanging roofo it is obviously hopeless to attempt to predict the pressure history on the window without reliance on a computer programmed analysis to include both wave input and proper boundary conditions. In this section an analytical solution for diffraction and reflection of weak pulses or weak shocks, developed by Keller and Blank (14), is described. This solution is then extended to a sonic boom problem by making use of weak shock reflection principles.

Sonic booms may be considered to act as acoustic waves, or plane weak pulses, since they are weak shock waves. In Reference I4, the diffraction and reflection of an incident plane palse by wedges and corners were treated and explicit, closed-form expressions were
obtained in terms of elementary functions. For this geonetry the solution is "conical" and independent of "radial" distance in the $x y t$ space. This allows separation into appropriate coordinates as is done in Busemann's comical flow method which is widely used in superm sonic aerodynamics. The propagation of plane discontinuities was investigated by Luneberg (12) in electromagnetic theory and by Keller (13) in acoustics. It was found in both cases that the discontinuity surface satisfies a first order differential equation the eiconal equation in a homogenous media, and that the magnitude of the diso continuity varies in a simple manner. Making use of these results. Blank and Keller (14) converted the initialoboundary value problem into a characteristicoboundary value problem in xyt space and then used the conical flow method to obtain the solution. A similar proc cedure will be followed here.

A solution is sought to the acoustio wave equation in the two dimensional geometry of Figure 9: (subscripts represent differentiation)

$$
\begin{equation*}
p_{X X}+p_{y y}=\frac{1}{c^{2}} p_{t t} \quad \text { for } \Phi \leqslant \theta \leq 2 \pi-\Phi \tag{4-1}
\end{equation*}
$$

where

$$
\begin{aligned}
& P=\frac{P=P_{0}}{P_{a}-P_{0}}, \\
& \theta=\arctan y / x .
\end{aligned}
$$

By definition, the halfoplane at $\theta=+$ form either a wedge or a corner, depending on whether $\Phi$ is less or greater than $90^{\circ}$.

The solution to be considered will have jump discontinuities on a certain moving surface representing a shock wave, say $r(x, y)=$ et. It is required that $r$ should satisfy the eiconal equation:

$$
\begin{equation*}
r_{x}^{2}+r_{y}^{2}=1 \tag{4-2}
\end{equation*}
$$



Figure 9. Incident Wave on a Wedge

This implies that the surface can be constructed by Huygen ${ }^{0}$ s principle, ioe. $\quad$ that it moves with velocity $c$ along its normal, and that it is reflected from the wall in accordance to the simple reflection law. A further assumption is that the reflected discontinuity value is twice the incident discontinuity value for a rigid wall. The orthogonal trajectories of a family of discontinuity surfaces $S(t)$ are straight lines called "rays". -The set of rays through a small closed curve on a discontinuity surface is called a "tube". The areas of the tubes at $S\left(t_{0}\right)$ and at $S\left(t_{0}\right.$, are denoted by $d S$ and $d S$ respectively. Also. the pressure discontinuities at $S\left(t_{0}\right)$ and $S(t)$ are denoted as $p_{0}$ and prespectively. Then, for plane geometry, the magnitudes of the discontinuities must vary inversely as $\sqrt{d S}$ :

$$
\begin{equation*}
\lim _{d S \rightarrow 0}\left(\frac{d S}{d S}\right)^{\frac{2}{2}}=\frac{p_{0}}{p} \tag{4-3}
\end{equation*}
$$

Equation (4-3) permits $p$ to be compated from $p_{0}$ on the same ray, once the geometry of the discontinuity surfaces are known.

In Figure 9, the ray direction is normal to the discontinuity plane and is positive in the direction of motion. The angle between the ray direction and the $x$ axis is $\psi_{0}$ and it is always positive. It follows from Equation ( $4-2$ ) that a plane discontinuity surface moves parallel to itself with velocity $c$ along its normal and from Equation (4m3) that a pressure jump, $p=L_{0}$ across the wave does not change. This situation continues until the wave front reaches the wedge. Then reflected and diffracted discontinuity surfaces may originate. These surfaces can be obtained from the configuration at the instant of contact. Then the incident plane progresses to itself, and one (for $\psi \geq \Phi$ ) or two (for $\psi<\Phi$ ) reflected plane discontinuity surfaces,
plus a cylindrical surface with the wedge as its axiso are produced as shown in Figures 10a and 10b.

The pressure jump across the original plane is unchanged and the jump across the reflected wave is equal to that of the incident wave. making $p=20$ The pressure jump across the cylindrical wave is zero, however, since all rays reaching it come from the axis where $d S_{0}$ vanishes. Thus, $p$ is not discontinuous across the cylinder. The value of $p$ everywhere outside the cylinder is known (either 0,1 or 2 ). Since $\frac{\partial p}{\partial n}=0$ on the wedge and $p$ is continuous across the circular arc, the values on the boundary are known. From these values it is possible to determine the $p$ values within the cylinder.

The wave patterns are selfosimilar with respect to time, and so can be represented in $\frac{X}{c t}$ and $\frac{Y}{c t}$ coordinates, as in Figures $11 a$ and $11 b$. Solutions are to be sought inside the circle along radial lines from the origin. A set of special coordinates in xyt space will be used for this solutiong which follows the method of Keller and Blank (14). The coordinates are

$$
\begin{align*}
& x=\left[c^{2} t^{2}-\left(x^{2}+y^{2}\right)\right]^{\frac{1}{3}} \\
& s=\frac{c t}{r} \\
& \theta=\arctan y / x .
\end{align*}
$$

The boundary of the circle is given by $x=0$ and $s=\infty_{0}$ Then Equation (4-1) becomes

$$
\begin{equation*}
\left(r^{2} p_{r}\right)+\left[\left(1-s^{2}\right) p_{s}\right]_{s}+\frac{1}{1-s^{2}} p_{\theta \theta}=0 \tag{4-5}
\end{equation*}
$$

In accordance with the assumption of simjlarity, $p=p\left(s_{\theta} \theta\right)$, Equation (4-5) becomes

$$
\begin{equation*}
\left[\left(1-s^{2}\right) p_{s}\right]_{s}+\frac{1}{1-s^{2}} p_{\theta \theta}=0 \tag{4+6}
\end{equation*}
$$



Figure 10. Diagram of a Plane Wave Intersecting a Wedge

(b) $\psi<\Phi$ (Two Reflected Waves)

Figure 10. (continued)

(a) $\psi \geq \Phi$

(b) $\psi<\Phi$

Figure 11. Complex Plane Wedge/Shock Representation

If $\rho$ is defined as

$$
\begin{equation*}
\rho=\left(\frac{s-1}{s+I}\right)^{\frac{2}{2}} \tag{4-7}
\end{equation*}
$$

then Equation (4-6) reduces to a Laplace equation:

$$
\begin{equation*}
\rho \frac{\partial}{\partial \rho}\left(\rho \frac{\partial p}{\partial \theta}\right)+\frac{\partial^{2} p}{\partial \theta^{2}} \tag{4-8}
\end{equation*}
$$

The solution to Equation (4-8) may be written in the form

$$
\begin{equation*}
p=\operatorname{Im} f(z) \tag{4-9}
\end{equation*}
$$

where $f(z)$ is an analytic function of the complex variable $z=\rho e^{i \theta}$. Lettering $R=\left(x^{2}+y^{2}\right)^{1 / 2}$, and combining Equations (4-4) and (4-7). gives

$$
\begin{equation*}
z=\rho e^{i \theta}=\frac{x+i y}{c t+\left(c^{2} t^{2}-R^{2}\right)^{1 / 2}} \tag{4-10}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho=\frac{R}{c t+\left(c^{2} t^{2}-R^{2}\right)^{1 / 2}} \tag{4-11}
\end{equation*}
$$

The cone $R \leq c t i s$ thus mapped into the unit circle $\rho \leq l_{0}$ The problem has been reduced to that of finding the function which is analytic in an appropriate sector of the unit circle with the prem scribed inaginary part of the boundary.

The values of $p$ on the boundary of the circle in Figure loz, for $\psi \geq \Phi$, are

$$
\begin{align*}
& p=0 \text { on } \rho=1, \quad \Phi \leq \theta \leq \Phi+a, \\
& p=1 \text { on } \rho=1, \quad \Phi+a<\theta \leq 2 \pi-\Phi m b  \tag{4-12}\\
& p=2 \text { on } \rho=1, \quad 2 \pi-\Phi-b<\theta \leq 2 \pi-\Phi \\
& \frac{\partial p}{\partial \theta}=0 \text { on } 0 \leq \rho \leq 1, \quad \theta=\Phi \text { and } \theta=2 \pi-\Phi .
\end{align*}
$$

For Figure $10 b$, where $\psi<\Phi$, the boundary values are

$$
\begin{align*}
& p=2 \text { on } \rho=I_{\theta} \Phi \leq \theta \leq \Phi+a, \\
& p=1 \text { on } \rho=I_{\theta} \quad \Phi+a<\theta \leq 2 \pi-\Phi-b, \\
& p=2 \text { on } \rho=I_{\theta} \quad 2 \pi-\Phi-b<\theta \leq 2 \pi-\Phi_{\theta} \\
& \frac{\partial p}{\partial \theta}=0 \text { on } 0 \leq \rho \leq I_{\theta} \quad \theta=\Phi \text { and } \theta=2 \pi-\Phi .
\end{align*}
$$

In order to solve for $p_{2}$ the exterior wedge will be mapped from the $z$ plane onto the upper half of the $w$ plane by the transformation

$$
\begin{equation*}
w=\rho_{1} e^{i \omega}=\left(e^{-i \Phi_{z}}\right)^{\lambda} \tag{4-14}
\end{equation*}
$$

where

$$
\lambda=\frac{\pi}{2(\pi-\Phi)} .
$$

If the value for $z$ is substituted in Equation (4-14), the resulting relations are

$$
\begin{equation*}
\rho_{1}=\rho^{\lambda}, \omega=\lambda(\theta-\Phi)=\lambda(\theta-\pi)+\frac{\pi}{2} . \tag{4-15}
\end{equation*}
$$

The circular sector in which $p$ is to be determined becomes a semicircle in the w plane with $\frac{\partial p}{\partial \theta}=0$ on the diameter (into which the sides of the wedge transform). By the reflection principle one may extend $p$ into the whole plane, and obtain a boundary value problem in the unit circle as shown in Figure 11.

The next step is the determination of a harmonic function $p$ with piecewise constant boundary values. The solution of the problem may be obtained as the sum of the solutions, each of which takes on a specified constant value on the arc of the circle and is zero on all other arcs. If $\omega_{2}>\omega_{1}$ with $\omega_{2}-\omega_{1}<2 \pi$ and $p$ is a constant, $K$, on the arc $\omega_{2} \geq \omega \geq \omega_{3}$ and $p=O_{0}$ then $p$ can be shown in take the form (Reference 14)

$$
\begin{equation*}
\left.p=\frac{K}{\pi}\left[\arg \left\lvert\, \frac{\omega^{\omega} \exp \left(i \omega_{2}\right)}{\omega-\exp \left(i \omega_{1}\right)}\right.\right)-\frac{\omega_{3}-\omega_{1}}{2}\right] \tag{4-16}
\end{equation*}
$$

and in terms of real variables it becomes

$$
\begin{equation*}
p=\frac{K}{\pi} \arctan \left[\frac{\left(1-\rho_{1}^{2}\right) \sin \left(\frac{\left(p_{2}-\omega_{1}\right.}{2}\right)}{\left.\left(1+p_{1}^{2}\right) \cos \left(\frac{\omega_{2}-\|_{1}}{2}\right)-2 p_{1} \cos (\omega)-\frac{\omega_{e}-\omega_{1}}{2}\right)}\right] \tag{4-17}
\end{equation*}
$$

The arctangent is taken in the interval between 0 and $\pi$. The solutions may then be written explicitly as follows:

Case $1_{*} \Phi \leq \psi \leq \frac{\pi}{2}-\Phi$ 。

$$
\begin{align*}
p=1 & -\frac{1}{\pi} \arctan \left[\frac{-\left(1-p^{2 \lambda}\right) \cos \lambda(\psi-\pi)}{\left(1+p^{2 \lambda}\right) \sin \lambda(\psi-\pi)-2 p^{\lambda} \sin \lambda(\theta-\pi)}\right]  \tag{4-18}\\
& +\frac{1}{\pi} \arctan \left[\frac{-\left(1-\rho^{2 \lambda}\right) \cos \lambda(\psi+\pi)}{\left(1+\rho^{2 \lambda}\right) \sin \lambda(\psi+\pi)-2 \rho^{\lambda} \sin \lambda(\theta-\pi)}\right]
\end{align*}
$$

Case 2, $0 \leq \psi \leqslant \Phi$

$$
\begin{align*}
p=1 & +\frac{1}{\pi} \arctan \left[\frac{\left(1-p^{2 \lambda}\right) \cos \lambda(\psi-\pi)}{\left(1+p^{2 \lambda}\right) \sin \lambda(\psi-\pi)-2 p^{\lambda} \sin \lambda\left(\theta_{\infty} \pi\right)}\right] \\
& +\frac{1}{\pi} \arctan \left[\frac{-\left(1 \sin p^{2}\right) \cos \lambda(\psi+\pi)}{\left(1+p^{2 \lambda}\right) \sin \lambda(\psi+\pi)-2 p^{\lambda} \sin \lambda(\theta-\pi)}\right] \tag{4-19}
\end{align*}
$$

Application to a Sonic Boom Wave Incident on a Building

Using Equations (4-18) or (4-19), one can compute the pressure distribution in a circular are of radius ct surrounding a corner of a structure struck by a sonic boom wave. The circle defines the region in which the wave is diffracted and reflected due to the presence of the corner.

Let: $\quad t$ - time elapsed since the wave hit the corner of the structure, H - height of the structure.

Then, if ct $>H_{0}$ the circular sector has reached the ground and has been reflected; the previous formulae cannot be applied directly. Sonic boom waves are always associated with incident bow and tail waves with an expansion region in between them (the "Nu" wave). In addition $n_{\text {g }}$ both bow and tail waves have groundmreflected waves. The pressure distribution of a sonic boom can be computed as the algebraic sum of the pressure distributions of each of these elements: bow wave (incident and reflected), expansion wave regions and tail wave (incident and reflected). A few multiple reflected disturbance regions of a sonic boom wave past a right angled corner are shown in Figure 12. For this case $\psi=0$ and $\Phi=\frac{\pi}{4}$. So Equation (4-19) may be used to compute the pressure distribution of a diffracted incident wave at point ( $\mathrm{x}_{1}, \mathrm{y}_{1}$ ) in the neighborhood of the corner. Pressure distribution at any time is a function of the height of the point above ground level and the geometry of the reflected disturbance regions.

In the interval $0 \leq c t s \sqrt{x_{1}^{2}+y_{1}^{2}}$, (Figure l2a) $p\left(x_{1}, y_{1}\right)=0 I_{0}$ or 2 ; the value depends on the wave location at the time.

In the interval $\sqrt{x_{1}^{2}+y_{1}^{2}}<$ ct $\leq \sqrt{x_{1}^{2}+\left(2 H-y_{1}\right)^{2}}$. (Figure $\left.12 b\right)_{0}$ $\mathrm{p}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)$ can be computed from the equation for disturbance $\mathrm{C}_{1}$ only. Thus, $p_{1}$, the pressure disturbance at $p$ due to $C_{1}$, is computed by means of

$$
\theta=\arctan \left(y_{1} / x_{1}\right)-\Phi_{0} \text { and } R=\sqrt{x_{1}^{2}+y_{1}^{2}} ; p=p_{1} .
$$

In the interval $\sqrt{x_{l}^{2}+\left(2 H-y_{1}\right)^{2}}<c t \leq 2 H+\sqrt{x_{I}^{2}+y_{I}^{2}}$. (Figure 12c), $p\left(x_{1}, y_{1}\right)$ can be computed by treating the point as affected by $C_{1}$ and its ground reflected disturbance $C_{2}$, where $C_{2}$ is treated as a mirror image of $\mathrm{C}_{1}$ :


Figure 12. Wave Reflection by a building

(c) Phase III: $\sqrt{x_{1}^{2}+\left(2 H-y_{1}\right)^{2}}<c t \leq 2 H+\sqrt{x_{1}^{2}+y_{1}^{2}}$

Figure 12. (continued)

(d) Phase IV: $2 H+\sqrt{x_{1}^{2}+y_{1}^{2}}<c t \leq 2 H+\sqrt{x_{1}^{2}+\left(2 H-y_{1}\right)^{2}}$

Figure 12. (continued)

$$
p_{2}\left(x_{1}, y_{1}\right)=p_{1}\left(x_{1}, 2 H-y_{1}\right)
$$

$\mathrm{P}_{2 b}\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)$ is the pressure at the boundary of the region $\mathrm{C}_{2}$, which may be calculated as the boundary pressure of $C_{1}$ with

$$
\theta=\arctan \left[\left(2 \mathrm{H}-\mathrm{y}_{I}\right) / \mathrm{x}_{1}\right]-\Phi
$$

Then:

$$
p\left(x_{1}, y_{1}\right)=p_{1}\left(x_{1}, y_{1}\right)+p_{2}\left(x_{1}, y_{1}\right)-p_{2 b}\left(x_{1}, y_{1}\right)_{2}
$$

where

$$
\begin{aligned}
& \text { for } p_{1}, R=\sqrt{x_{1}^{2}+y_{1}^{2}} \text { and } \theta=\arctan \left(y_{1} / x_{1}\right) \infty \Phi_{\theta} \\
& \text { for } p_{2} \cdot R=\sqrt{x_{1}^{2}+\left(2 H-y_{1}\right)^{2}} \text { and } \theta=\arctan \left[\left(2 H-y_{1}\right) / x_{1}\right]-\Phi, \Phi_{\theta} \\
& \text { for } p_{2 b^{2}} R=\text { and } \theta=\arctan \left[\left(2 H-y_{1}\right) / x_{1}\right]-\Phi .
\end{aligned}
$$

In the interval $\sqrt{x_{1}^{2}+y_{1}^{2}}+2 H<$ ct $\leq 2 H+\sqrt{X_{1}^{2}+\left(2 H-y_{1}^{2}\right)}$. (Figure $12 \alpha$ ) $p\left(x_{1}, y_{1}\right)$ is affected by the regions of $C_{1}, C_{2}$ and $C_{3}$ 。 An exact method would be to compute the boundary values on $C_{3}$, with the assumption that it is affected by regions $C_{1}$ and $C_{2}$ for $\frac{\pi}{4} \leq \Phi \leq \frac{5 \pi}{4}$ and $C_{1}$ only for $\frac{5 \pi}{4} \leqslant \Phi \leqslant \frac{7 \pi}{4}$, and then to find an exact solution for the pressure at $X_{1}, y_{1}$ consistent with these boundary conditions. This method is very difficult, if indeed possible, because it requires satisfying variable boundary conditions involving complex expressions. The influence of region $C_{3}$ is small compared to that of $C_{1}$ and $C_{2}$. It is therefore suggested that an easier, and perhaps fairly accurate, method is to assume that the influence of region $C_{3}$ on the point is due to a weak normal shock of strength equal to the difference of $p_{2}\left(O_{0}, \operatorname{cta}-2 H\right)$ and $p_{2}\left(0, \sqrt{x_{1}^{2}+y_{1}^{2}}\right)$ at $\frac{5 \pi}{4}$. Then $p\left(x_{1}, y_{1}\right)$ is the sum of the pressures due to $C_{1}, C_{2}$, and $C_{3}$ :

$$
\begin{aligned}
p\left(x_{1}, y_{1}\right)= & p_{1}\left(x_{1}, y_{1}\right)+p_{2}\left(x_{1}, y_{1}\right)-p_{2 b}\left(x_{1}, y_{1}\right)+p_{2}\left(O_{2} \sqrt{x_{1}^{2}}+y_{1}^{2}\right) \\
& -p_{2}\left(O_{0} \text { cta } 2 H\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& \text { for } p_{1}, R=\sqrt{x_{1}^{2}+y_{1}^{2}} \text { and } \theta=\arctan \left(y_{1} / x_{1}\right)-\Phi \\
& \text { for } p_{2}, R=\sqrt{x_{1}^{2}+\left(2 H-y_{1}\right)^{2}} \text { and } \theta=\arctan \left[\left(2 H-y_{1}\right) / x_{1}\right]-\Phi \\
& \text { for } p_{2 b}, R=\operatorname{ct} \operatorname{and} \theta=\arctan \left[\left(2 H-y_{1}\right) x_{1}\right]-\Phi \\
& \text { for } p_{2}\left(O_{0}{\sqrt{x_{1}}}^{2}+y_{1}^{2}\right), R=2 H+\sqrt{x_{1}^{2}}+y_{1}^{2} \\
& \text { and } \theta=\pi_{\theta} \\
& \text { for } p_{2}\left(O_{0} \operatorname{cta}-2 H\right), R=c t \text { and } \theta=\pi
\end{aligned}
$$

This simplification was not used, however, in this study, and its effect on accuracy is therefore not known.

In the interval $\sqrt{x_{l}^{2}+\left(2 \mathrm{H}_{\mathrm{y}} \mathrm{y}_{\mathrm{l}}\right)^{2}}+2 \mathrm{H}<\mathrm{ct} \leq 4 \mathrm{H}+\sqrt{\mathrm{x}_{1}^{2}+\mathrm{y}_{1}^{2}}$. $p\left(x_{1}, y_{1}\right)$ is computed as affected by regions $C_{1}, C_{2}, C_{3}$, and $C_{4}$, with the first three treated as in the previous time interval. For $p_{4}, C_{4}$ can be considered as the ground reflection of $C_{3}{ }^{\circ}$

By the use of a digital computer, this process can be extended to large numbers of reflection and the pressure distributions can be predicted as functions of time for given wall geometries and wave incident angles. The method developed in this chapter will be applied to the Kinney Shoe Store geometry in Chapter VI.

DIFFRACTION AND REFLECTION OF SONIC BOOM WAVES a NUMERICAL METHOD

The analytical method described earlier has several limitations. Firstly, for the solution of any particular problem of sonic boom wave interaction with a structure, it is necessary to visualize the shock wave patterns around the structure, which may be difficult in certain cases of complicated structures. Secondly, this method is useful only in a twomdimensional case and cannot be extended to threemdimensional problems. In this section, a numerical method has been developed so that more general sonic boom wave/structure interaction problems can be handled.

Tyler (8) and Walker (10) obtained numerical solutions for twodimensional and axisymmetric problems associated with shock wave phenomena utilizing Rusanovis (5) difference technique in which "dissipative" terms were used to obtain a numerically stable solution for shock diffraction.

## Governing Equations

The conservation forms of the general flow equations for a two-dimensional case for a plane flow, derived in Reference (8) by assuming the fluid to be an inviscid and ideal gas, are:

Continuity,

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\frac{\partial(\rho u)}{\partial x}+\frac{\partial(\rho v)}{\partial y}=0 ; \tag{5-1}
\end{equation*}
$$

\% Momentum,

$$
\begin{equation*}
\frac{\partial(\rho u)}{\partial t}+\frac{\partial}{\partial x}\left(P+\rho u^{2}\right)+\frac{\partial}{\partial y}(\rho u v)=0 ; \tag{5-2}
\end{equation*}
$$

$\mathrm{y} \propto$ Momentum $_{\mathfrak{g}}$

$$
\begin{equation*}
\frac{\partial(p v)}{\partial t}+\frac{\partial}{\partial x}\left(p+p u^{2}\right)+\frac{\partial}{\partial y}(p u v)=0 ; \tag{5-3}
\end{equation*}
$$

Energy

$$
\begin{equation*}
\frac{\partial a}{\partial t}+\frac{\partial}{\partial x}(e+P) u+\frac{\partial}{\partial y}(e+P) v=0 . \tag{5-4}
\end{equation*}
$$

The fluid energy. $e$, is defined as

$$
\begin{equation*}
e=\frac{p\left(u^{2}+v^{2}\right)}{2}+\frac{p}{\gamma=1} . \tag{5-5}
\end{equation*}
$$

Definitions for the above equations are

$$
\rho \text { - density }
$$

$u-x$ mcomponent of velocity,
v - y-component of velocity。
P o pressure,
$Y$ - ratio of specific heats.
$t$ - time.
$x_{p} y$ - space coordinates.
If Equation (5-1) is substituted into Equations (5-2) and (5-3), the resulting momentum equations are
$\mathrm{x}-$ Momentum,

$$
\begin{equation*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}+\frac{I}{\rho} \frac{\partial P}{\partial x}=0 ; \tag{5-6}
\end{equation*}
$$

ymMomentum。

$$
\begin{equation*}
\frac{\partial v}{\partial t}+u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}+\frac{1}{p} \frac{\partial P}{\partial y}=0 . \tag{5-7}
\end{equation*}
$$

If Equations ( $5-1$ ) , ( $5-5$ ), ( $5-6$ ), and ( $5-7$ ) are substituted into Equation (5-4), the resulting energy equation is,

$$
\begin{equation*}
\frac{\partial P}{\partial t}+u \frac{\partial P}{\partial x}+v \frac{\partial P}{\partial y}+\gamma P\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)=0 \tag{5-8}
\end{equation*}
$$

## Sonic Boom Wave Approximations Applied to Conservation Laws

In Figure 13, a shock wave making an angle $\theta$ with the $x$ axis is shown. Von Neumann (15) and (20) derived equations relating the


Figure 13. Geometry of a Shock Wave
downstreamoto upstream properties of a weak shock wave; these are:

$$
\begin{align*}
& v_{1}=\frac{c_{0} 2(\xi-1)}{\sqrt{2 \gamma[(\gamma+1) \xi+(\gamma-1)]}}  \tag{5-9}\\
& \rho_{2}=\rho_{0}\left[\frac{(\gamma+1) E+(\gamma-1)}{(\gamma-1) \xi+(\gamma+1)}\right] \tag{5-10}
\end{align*}
$$

where $\quad V$ a velocity in the direction perpendicular to the shock wave
$\xi_{5}$ - shock strength ${ }^{2} \mathrm{P}_{1} / \mathrm{P}_{\mathrm{o}}$ 。
o- refers to conditions upstream of the shock wave,

Velocity components in Figure 13, are

$$
\begin{align*}
& u_{1}=V_{1} \sin \theta  \tag{5-12}\\
& v_{1}=V_{2} \cos \theta
\end{align*}
$$

For a typical sonie boom wave, the values for $\theta_{\theta} c_{0}, P_{0}$ and $P$ are assumed as

$$
\begin{align*}
\theta & =45^{\circ} \\
C_{0} & =1100 \mathrm{ft} / \mathrm{sec}_{\vartheta} \\
P_{0} & =2000 \mathrm{psf}  \tag{5-13}\\
\Delta P & =1 \mathrm{psf} \\
P_{1} & =2001 \mathrm{psf} \\
\xi & =\frac{P_{2}}{P_{0}}=1.0005
\end{align*}
$$

For the above $\xi$ value, Equations ( $5-9$ ), and (5-10) can be approximated as。

$$
\begin{align*}
& V_{\mathcal{1}} \cong \frac{c_{0}(\xi-1)}{\gamma}  \tag{5-14}\\
& \rho_{1} \cong \rho_{0}=\text { constant } \tag{5-15}
\end{align*}
$$

If the values in Equation (5-13) for $\theta_{8} c_{0}$, and $P_{0}$ are substituted in Equations $(5-11),(5-12),(5-14)$, and $(5-15)$, the resulting values are

$$
\begin{align*}
& \rho_{1}=\rho_{0}=0.002315 \text { slugs } / \mathrm{ft}^{3} \\
& v_{1}=0.393 \mathrm{ft} / \mathrm{sec}  \tag{5-16}\\
& u_{1}=0.281 \mathrm{ft} / \mathrm{sec} \\
& v_{1}=0.281 \mathrm{ft} / \mathrm{sec} .
\end{align*}
$$

Now the orders of magnitudes for various terms in Equations (5-6). ( 507 ) , and ( 508 ) are evaluated here :

$$
\begin{align*}
\frac{\partial u}{\partial x} & =\frac{\partial u}{\partial y}=\frac{\partial v}{\partial x}=\frac{\partial v}{\partial y}=0\left[10^{\circ}\right] \\
u \frac{\partial u}{\partial x} & =v \frac{\partial u}{\partial y}=u \frac{\partial v}{\partial x}=v \frac{\partial v}{\partial y}=0\left[10^{\circ}\right] \\
\frac{\partial P}{\partial x} & =\frac{\partial P}{\partial y}=0\left[10^{\circ}\right]  \tag{5-17}\\
\frac{1}{\rho} \frac{\partial P}{\partial x} & =\frac{1}{\rho} \frac{\partial P}{\partial y}=0\left[10^{3}\right] \\
\gamma P \frac{\partial u}{\partial x} & =\gamma P \frac{\partial v}{\partial y}=0\left[10^{3}\right] \\
\frac{\partial u}{\partial t} & =\frac{\partial v}{\partial t}=\frac{\partial P}{\partial t}=0\left[c \frac{\partial P}{\partial x}\right]=0\left[10^{3}\right]
\end{align*}
$$

Comparison of the orders of the magnitudes of various terms in Equation (5-17), Equations (5-6). (5-7), and (5-8) leads to these approximations:
$\mathrm{x}-$ Momentum,

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{1}{\rho} \frac{\partial P}{\partial x}=0 \tag{5-18}
\end{equation*}
$$

$y \omega$ Momentum,

$$
\begin{equation*}
\frac{\partial v}{\partial t}+\frac{1}{p} \frac{\partial P}{\partial y}=0 \tag{5-19}
\end{equation*}
$$

Energy,

$$
\begin{equation*}
\frac{\partial P}{\partial t}+\gamma P\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)=0 . \tag{5-20}
\end{equation*}
$$

For reduction of the energy Equation (5-20) to a more general form, which will be presented later, two terms, $\gamma u \frac{\partial P}{\partial x}$, and $\gamma v \frac{\partial P}{\partial x}$ were added to it. This is permissible since comparison of the orders of the magritudes of these two terms with the other terms in the energy equation indicate that this will change the equation by a negligible amount. The modified energy equation is

$$
\begin{equation*}
\frac{\partial P}{\partial t}+\gamma\left[\frac{\partial}{\partial x}(P u)+\frac{\partial}{\partial y}(P v)\right] . \tag{5-21}
\end{equation*}
$$

Equations $(5-18)$, ( $5-19$ ) , and ( $5-21$ ) are the conservation laws after the proper approximations of a typical sonic boom wave are included.

With the assumption of constant $\gamma$ and $\rho_{\text {g }}$ the flow Equations (5-18). (5-19) , and (5a21) may be written as a single equation:

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\frac{\partial F^{X}}{\partial Y}+\frac{\partial F^{y}}{\partial y}=0 \tag{5-22}
\end{equation*}
$$

where $f, F^{X}$, and $F^{y}$ are treated as three component vectors:

$$
I=\left\{\begin{array}{l}
u  \tag{5-23}\\
v \\
p
\end{array}\right\} ; \quad F^{x}=\left\{\begin{array}{c}
P / \rho \\
0 \\
y P u
\end{array}\right\} ; \quad F^{y}=\left\{\begin{array}{c}
0 \\
P / \rho \\
y P v
\end{array}\right\}
$$

## Finite Difference Equations

The Equation (5-22) was solved numerically by the method of finite differences. Tyler (8) discussed in detail the properties of cono servation laws applied to a gas dynamics problem and has made a brief survey of several difference techniques developed to solve problems associated with shock wave phenomena. The concept of a weak solution, which has been discussed in mathematical journals (21). (22), and (23), allows the solution to be discontinuous. Therefore, a weak solution may have jump discontinuities and hexce it can be used to solve problems associated with shock wave phemomena. A method of obtaining physically relevant weak solutions for the conservation equations has been described in (24), (25), and (26). Von Neumann and Richtmeyer (24) suggested that the inviscid flow equations should be altered by adding dissipative terms so that the surfaces of discontinuity would be "blurred" into regions where all the flow variables would be continuous,
but repidly changing. In view of the similarity of its effect to that of viscosity in accomplishing the blurring process, this method is known as the method of artificial viscosity. Since the time of Von Neumana's work, most of the significant theories are based on the blurring technique. Tyler and Walker have applied a difference technique developed by Rusanov (5).

The addition of blurring terms to the general partial differ. ential Equation (5-22) results in the expression:

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\frac{\partial F^{x}}{\partial x}+\frac{\partial F^{y}}{\partial y}=\frac{\partial}{\partial x}\left[A(x, y, t) \frac{\partial f}{\partial t}\right]+\frac{\partial}{\partial y}\left[B(x, y, t) \frac{\partial f}{\partial y}\right] \tag{5-24}
\end{equation*}
$$

where $A\left(x_{8} y_{0} t\right)$ and $B\left(x_{0} y_{0} t\right)$ are the blurring terms whose values are obtained from the stability analysis in Appendix. Von Neumann and Richtmeyer (24) have given four requirements that must be satisfied in the selection of the blurring terms:

1. The equation with blurring terms must possess solutions without discontinuities.
2. The thickness of the shock must be of the same order as the Length $\Delta x_{9}$ and $\Delta y$ in the numerical calculations.
3. The effect of the blurring terms must be negligible outside the shock region.
4. The RankinemHugoniot equations must be satisfied across the shock region.

The finite difference equation corresponding to the partial difference Equation (5-24) is obtained by using forward differences for time derivatives, and central differences for firstoorder space derivatives. Use of a scheme like this permits evaluation of the values of $f$ at any instant explicitly from the values $f_{q} F^{X}$ and $F^{y}$
at the preceding time.
The finite difference net notation is shown in Figure 14 . The rectangular net has steps $\Delta x=h_{q}, \Delta y=h_{2}$ g and $\Delta t=T$ in the ( $x_{8} y, t$ ) space. The angle $X$ is the angle between $h_{1}$ and $h$ where

$$
\begin{equation*}
h=\left(h_{1}^{2}+h_{2}^{2}\right)^{\frac{1}{a}} . \tag{5-25}
\end{equation*}
$$

At some net intersection, a quantity $q$ with coordinates ( $k h_{1}, l_{2}, n T$ ) is denoted by $q_{k_{9}}^{n} \ell^{\text {o }}$ For purposes of discussion, $n$ is referred as the nth time plane.

One can see that the form of the difference equations will vary depending upon the location of the net point in the flow field. Thus, the difference equations for net points lying entirely within the flow field. "field points", will be different from the difference equations for the net points lying on walls and on flow plane boundaries, "boundary points". This difference is due to the requirew ment of satisfying the boundary points, and their lack of surrounding points.

## Difference Equations for Field Points

With the use of the difference techniques and the difference net notation discussed above, the complete difference approximation to the general partial differential Equation (5-24) may be written as

$$
\begin{align*}
& f_{k_{\imath} \ell}^{n+1}=f_{k_{0} \ell}^{n}-\frac{T}{2 h_{1}}\left[F_{k+1, \ell}^{X}-F_{k_{-1}}^{x} \ell\right]^{\eta}-\frac{T}{2 h_{2}}\left[F_{k_{0} \ell=1}^{y}-F_{k_{q} \ell+1}^{y}\right]^{n} \\
& +\frac{T}{h_{1}^{2}}\left[A_{k+\frac{1}{2}, \ell}\left(f_{k+1} \ell-f_{k_{q} \ell}\right)-A_{k-\frac{1}{2}}\left(f_{k_{0} \ell}-f_{k-1, ~} \ell^{7}\right]^{n}\right.  \tag{5-26}\\
& +\frac{T}{h_{2}^{2}}\left[B_{k_{\vartheta} \ell+\frac{1}{2}}\left(f_{k_{q} \ell+1}-f_{k_{\vartheta} \ell}\right)-B_{k_{,} \ell-\frac{1}{2}}\left(f_{k_{Q} \ell}-f_{k_{q} \ell-1}\right)\right]^{n} .
\end{align*}
$$



Figure 14. Finite Difference Net Notation

Equation (5-26) may be simplified by defining

$$
\begin{align*}
& K_{1}=\frac{T}{h_{1}}, \\
& K_{2}=\frac{T}{H_{2}} \text { 。 } \\
& A_{k_{9} l}^{n} l=\frac{h_{i}^{2}}{\partial T} \alpha_{k_{9} l}^{n},  \tag{5-27}\\
& B_{k_{\ell} \ell}^{\mathrm{Z}}=\frac{h_{\ell}^{2}}{2 \tau} \beta_{K_{\ell} \ell}^{n},
\end{align*}
$$

and Equation (5-26) is then written as

$$
\begin{aligned}
& f_{k_{g} \ell}^{n+1}=f_{k_{\theta} \ell}^{n}-\frac{K_{g}}{2}\left[F_{k+1, \ell}^{X}-F_{k=1, \ell}^{X}\right]^{n}-\frac{K_{2}}{2}\left[F_{k_{9} \ell+1}^{y}-F_{k_{9} \ell-1}^{y}\right]^{n} \\
& +\frac{1}{2}\left[\alpha_{k+\frac{\ell}{2}, l}\left(f_{k+I_{0} \ell}-f_{k_{Q} \ell}\right)-\alpha_{k_{-} \frac{2}{2}, \ell}\left(f_{k_{0} \ell}-f_{k_{-} I_{,} \ell}\right]^{n}(5-28)\right. \\
& +\frac{1}{2}\left[\beta_{k_{0} \ell+\frac{1}{2}}\left(f_{k_{0} \ell+1}-f_{k_{0} \ell}\right)=\beta_{k_{0} \ell=\frac{3}{2}}\left(f_{k_{0} \ell}-f_{k_{0} \ell-1}\right)\right]^{n} .
\end{aligned}
$$

A new parameter $K$ is defined as

$$
\begin{equation*}
K=\left[K_{I}^{2}+K_{2}^{2}\right]_{\frac{1}{2}}^{\frac{1}{2}} . \tag{5-29}
\end{equation*}
$$

From Equations ( 5 m 27 ) and (5-29). K may be expressed as

$$
\begin{equation*}
K=\frac{\left[h_{1}^{2}+h_{2}^{2}\right]^{\frac{1}{2}}}{h_{1} h_{2}} \tau \tag{5-30}
\end{equation*}
$$

The geometry of the Figure 14 and Equations (5-25), (5-27), and (5-30). permit $K_{1}$ amd $K_{2}$ to be expressed as

$$
\begin{equation*}
K_{1}=K \sin X_{0} K_{2}=K \cos X . \tag{5-31}
\end{equation*}
$$

In Appendix stability analysis is performed to evaluate the required values of $\alpha_{k_{9} \ell}^{n}$ and $\beta_{k_{9} \ell}^{n_{8}}$ for the difference equations of the conservation laws, in a maner similar to that of Rusanov. The needed values for $\alpha_{k_{0} \ell}^{n}$ and $\beta_{k_{9} \ell}^{n}$ are found to be

$$
\begin{align*}
& \alpha_{k_{0} \ell}^{\mathrm{L}}=\alpha=K \omega c \sin ^{2} \chi  \tag{5-32}\\
& \beta_{k_{0} \ell}^{\mathrm{n}}=\beta=K \omega c \cos ^{2} \chi_{0}
\end{align*}
$$

whereas the inequality

$$
\begin{equation*}
0 \leq \omega \omega_{0} \leq 1 \tag{5-33}
\end{equation*}
$$

must be satisfied.

The time increment between axy two successive time steps is given by

$$
\begin{equation*}
\mathrm{K} \leqslant \frac{1}{c_{\max }} \tag{5.34}
\end{equation*}
$$

## Boundary Points on Walls

Walker (10) discussed in detail the possible boundary conditions that can be applied for points lying on wells or planes of symmetry. Walker considered three possible methods:

1. Ideal boundary conditions that must exist at the boundary in question are forcefully imposed on the boundary strict usage of this condition, without due regard for the physical problem, can lead to erraneous results.
2. Either forward or backward differences for the appropriate space derivatives are applied to the boundary points. This method is not sufficient to satisfy the complete set of realistic boundary conditions at the wall.
3. A reflection technique, discussed by Burstein (27), assumes that the points adjacent to plane walls are imaged by virtual. points that lie within the wall. In the present analysis. this method has been applied because of its merits explained below.

For a wall parallel to the x-axis such as that shown in Figure 15. the relations of the variables at the field point $(k, l+1)$ to the
variables at the virtual point ( $k_{0}$ bl) are:

$$
\begin{align*}
& P_{k_{0} \ell+1}=P_{k_{0} \ell-1}{ }^{0} \\
& u_{k_{0} \ell+1}=u_{k_{0} \ell-1} \cdot  \tag{5-35}\\
& v_{k_{0} \ell+1}=-V_{k_{9} \ell \infty} .
\end{align*}
$$

This representation allows boundary points to be treated by central differences in the same way as the field points. Thus, for a wall parallel to the x maxis the difference Equation (5-26) can be modified by using the conditions of Equation (5-35).

For a net point lying on a wall parallel to the ywais the relations of the variables at the field point $(k+1, \ell)$ to the variables at the virtual point ( $k-1, l$ ) are

$$
\begin{align*}
& P_{k=1} \ell=P_{k+I_{0} \ell} \\
& u_{k-1} \ell=-u_{k+1} \ell \quad  \tag{5-36}\\
& v_{k=1} \ell=v_{k+1_{0} \ell} \quad
\end{align*}
$$

and the difference equation can be obtained by using the conditions of Equation (5-36) in Equation (5-26).

The advantage of the image point method for treating boundary points is that it is not necessary to dictate the values of deric varives at a surface and it allows the derivatives to assume whatever the boundary conditions are not imposed in such a manner that they negate the possibility of certain phenomenon occurring in the vicinity of a wall.

## Boundary Points on a Flow Plane

For any finite difference solution, the "flow plane" corresponds the boundery of the finite difference net. The ret points on $k=I_{0}$ $k=k_{\max }$ and $\ell=\ell_{\max }$ in Figure 16 are the boundary points on the

## (k, $\ell+1$ )



Figure 15. Image Point Principle for wall Point


Figure 16. Boundary Points on a Flow Plane
flow plane.
There is no general technique for handing the points on the flow plane boundaries. Each particular problem has to be treated separately and proper boundary conditions to represent the physical problen should be imposed.

The method developed in this chapter will be used in the succeeding chapter to compute pressurestime histories for the Kinney Shoe Store geometry. This will permit a direct comparison to be made between the analytical and numerical results.

## CHAPTER VI

PRESSURE TIME HISTORY OF A SONIC BOOM WAVE ACTING ON WINDOW IN A BUILDING

During the series of sonic boom test flights conducted in the Oklahoma City area during 1964 an $8^{\circ} \times 10^{\circ} \times \frac{1^{\prime \prime}}{4}$ plate glass window in the north wall of the Kinney Shoe Store, a singlemstory commercial building, was broken with the occurrence of one of the sonic booms. This particular sonic boom occurred at about 1:20 pomo on May. 1964. and was produced by an Fwlol aircraft at 37.742 feet altitude on a scheduled steadyostate course at a scheduled speed of Mach number 1.4. Orientation and distance of aircraft course with respect to the building are shown in Figure 17. In this chapter the methods dea veloped in Chapters III, IV, and $V$ will be applied to this buildingo. and to the window region in partioular, for the flight conditions which produced the breakage.

Gonversion of Wave Timemistories into Wave Geometry

For the Kinney Shoe Store, the predicted position of the wave relative to the building was needed, as well as the time-ofeerrival of the waves at specific locations. The wave geometry was estimated from the computed time values as described below.

To determine the angle between wave and wall in a horizontal plane, two points on the wall in the horizontal plane, such as the


Figure 17. Geometry Used in the Arrival Time Computations for the Kinney Shoe Store
lower cormers of a building, were selected and the $T_{i}$ values computed using one of the methods described in Chapter III. With reference to Figure 18 , the distance between these two selected points is $I_{p}$ and the point having the smaller yocoordinate is point 1 and the larger is point $2 ;$ xy is the horizontal plane. It can be show, by use of the law of sines, that the wave angle is

$$
\begin{equation*}
\tan \theta_{W}=\tan \theta=\frac{V}{I}\left(T_{j 2}=T_{i 1}\right) \sec \theta \tag{6-1}
\end{equation*}
$$

Similarly, two points were chosen on a vertical lines such as the upper and lower corner points of the corner of a building, with the upper designated as 3 and the lower as 4 . A vertical plane containing points 3 and 4 and perpendicular to the wave line on the ground (i.eon at an angle $\theta_{W}+90^{\circ}$ from the ymaxis) was as shown in Figure 19. Theng for a wall height $H_{9}$, the wave angle in the vertical plane was

$$
\begin{equation*}
\Phi_{W}=\frac{c}{H}\left(T_{i 4}-T_{i 3}\right) \tag{5-2}
\end{equation*}
$$

These relations were applied to the Kinney Shoe Store conditions. For this, the flight path geometry is shown in Figure 17. and $L=70$ feet. $H=12.75$ feet. Values of $\left(T_{i 2}-T_{i 1}\right)$ and $\left(T_{i 4}-T_{i 3}\right)$ were computed by the Method II of Chapter III, and were found to be 0.0031 and 0.0038 seconds, respectively. These values, in combination with Equations $(601)$ and $(602)$, gave wave angles $\theta_{w}$ and $\Phi_{w}$ of $26.8^{\circ}$ and $70.2^{\circ}$, respectively. The resulting wevembuilding relationship is shown in Figure 20. Some wavemtime positions are depicted in Figure 2l. in which $\mathrm{T}_{\mathrm{iR}}$ is the time for a wave to pass a point after it has passed the reference point, the south-west corner at the ground level.

From test data for the $F=101$ aircraft at the flight Mach number altitude and yodistance, the bowntootail wave time interval was estimated to be 0.135 seconds and the incident ground overpressure to


Figure 18. Wave in the Horizontal Plane


Figure 19. Wave in the Vertical Plane


Figure 20. Geometric Relationship of Building and Wave


Figure 21. Arrival Times of Incident Wave of Sonic Boom Wave on Kinney Shoe Store
be 1.65 psf (Reference 1). Upon computing the incident-towreflected wave time interval. $\Delta T_{\text {ir }}$ for 6.0 and 12.75 feet heights, the pressure histories on the west wall were predicted as shown in Figure 22.

Pressure History on the Window of the Kimney Shoe Store - Analytical Method

Figure 23 depicts the window on the north wall of the Kinney Shoe Store, under the roof overhang, that was broken during the seventh flight of a F-101 aircraft on May 17, 1964. The position of the sonic boom wave for the particuiar comditions was determined in the previous section and is shown in Figure 23. For the two dimensional analysis, the wave was assumed to be parallel to the west wall. neglecting the $3.2^{\circ}$ angle that was estimated in the previous analysis. As shown in Figures $24 a$ and $24 b$, the incident and reflected waves (with the bow wave considered only as a step input at present) were diffracted by the roof overhang and reflected by the ground and roof overhang. The sonic boom wave was considered as a twoodimensional wave and the effects of the north edge of the roof overhang and southoextending west wall were neglected. The waverhistory for the window and for some of the points on the northowest corner were estimated by the analytical method developed in Chapter IV, including the effects of the reflected disturbance regions on the rigid walls (the ground and the roof over hang). The $x$ and $y$ axes were selected as shown in Figure 23. For this particular geometry, $\Phi=0$, and $\psi=19.9$. If these values are substituted into Equations (4-14) and (4-18), the resulting expressions are


Figure 22. Sonic Boom Wave Pressure Histories on the Kinney Shoe Store West Wall


Figure 23. Geometry of Sonic Boon Wave and Front of Kinney Shoe Store Used in the TwooDimensional Analysis

(a) $c t_{r}<\sqrt{x^{2}+y^{2}}$

Figure 24. Incident and Reflected Wave Patterns on the North Wall of the Kinney Shoe Store

(b) $c t_{r}>\sqrt{x^{2}+y^{2}}$

Figure 24. (continued)

$$
\begin{align*}
\lambda= & \frac{\pi}{2(\pi-\infty)}=\frac{1}{2}, \\
p= & 1-\frac{1}{\pi} \arctan \left[\frac{-(1-\rho) \cos \frac{1}{2}(\psi-\pi)}{2 \sqrt{p} \sin \frac{1}{3}(\theta-\pi)}\right] \\
& +\frac{1}{\pi} \arctan \left[\frac{-(1-\rho) \cos \frac{1}{2}(\psi+\pi)}{(1+\rho) \sin \frac{1}{2}(\psi+\pi)-\sqrt{\rho} \sin \frac{1}{2}(\theta-\pi)}\right] \tag{6-3}
\end{align*}
$$

Equation ( $6-3$ ) can be simplified to become

$$
\begin{align*}
p=1 & \sim \frac{1}{\pi} \arctan \left[\frac{(1-\rho) \sin \frac{\psi}{2}}{(1+\rho) \cos \frac{\psi}{2}-2 \sqrt{\rho} \cos \frac{\theta}{2}}\right] \\
& +\frac{1}{\pi} \arctan \left[\frac{(1-\rho) \sin \frac{\psi}{2}}{(1+\rho) \cos \frac{\psi}{2}+2 \sqrt{\rho} \cos \frac{\theta}{2}}\right] . \tag{6-4}
\end{align*}
$$

A computer method was developed for the wave history at any point $\mathrm{X}_{8} \mathrm{y}$ in the coordinate system show in Figures 23 and $240^{\circ}$. The time $t=0$ corresponds to the condition at which the incident weve of the sonic boom has reached the origin of the chosen coordinate axes (west edge of the roof overhang). The special notation used in this method is expanded as follows:

C disturbance region.
$p=\frac{p-p_{0}}{P_{1}-P_{0}}, \begin{aligned} & \text { dimensioniess overpressure at the point } x_{9} y \text { due to } \\ & \text { the sonic boom. }\end{aligned}$
$p_{i} p$ at the point $x_{0} y$ at any time $t_{i}$ due to the incident wave
$p_{r} \quad p$ at the point $x_{y} y$ at any time $t_{i}$ due to the reflected wave。
$p_{\text {np }} \underset{\text { pation } C_{n} \text { point } x_{8} y \text { at any time } t_{i} \text { due to the disturbance }}{\text { regin }}$
$p_{r b} p_{\text {at any time }} t_{i}$ at the boundary of the disturbance region
at the $\theta_{n}$
$\Delta P=P_{\infty} P_{0}{ }^{0}$ overpressure at the point $x_{0} y$ at any time $t_{i}$ due to
the somic boom.
$R_{I}=\left(x^{2}+y^{2}\right)^{\frac{2}{2}}$, the distance of the point $x_{2} y$ from the origin "O".
$R_{n}=\left(x^{2}+y_{n}^{2}\right)$ the distance of the point $x_{n} y$ from the origin of
the disturbance region $C_{n}$ ．
$t_{i}$ time elapsed since the incident wave passed over the origin ${ }^{19} 0^{14}$ 。
$t_{r}$ time elapsed since the refllected wave passed over the origin＂O＂．
$y_{n}=(n-1) H+Y_{0}$ if $n$ is odd
$=n H-y_{2}$ if $n$ is even；$y$ coordinate of the disturbance region （ $n$ 。
$\theta_{n}=\arctan \left(\frac{V_{n}}{x}\right)$ inclination of the point $x_{0} y$ in the vertical plane（positive in clockwise direction from the xaxis）．

With reference to Figure 28 ，a relation between $t_{i}$ and $t_{r}$ is established as

$$
\begin{equation*}
t_{r}=t_{i}=\frac{2 H \tan \psi \cos \psi}{c}=t_{i}=\frac{2 \tan \psi}{c} . \tag{6-5}
\end{equation*}
$$

The pressure history at the point $x_{0} y$ due to the passage of a sonic boon is a function of the geometry of the incident and rea flected waves and the several disturbance regions at any time $t_{i}$ ． Computational procedure is presented below to predict the overpressure due to the incident and reflected waves．At any time $t_{i}$＂the over－ pressure at the point $x_{0} y$ is the algebraic sun of the overpressures due to the incident and reflected waves．

## Computation of Overpressure Due to the Incident Wave

Condition 1： $\operatorname{ct}_{\mathrm{I}} \leq \mathrm{R}_{\mathrm{I}}$
（a）If $\theta_{i} \leq \psi_{i} p_{i}=0$ 。
（b）If $\theta_{1}>\psi_{i}$
for $\frac{\operatorname{ct}_{1}}{\cos \left(\theta_{1}-\psi\right)}>R_{1}, \quad p_{i}=I_{0}$
and for $\frac{c t_{i}}{\cos \left(\theta_{1}-\psi\right)} \leq R_{1} y p_{i}=0$ ．

Condition 2: $c_{i}>R_{i}, n$ was computed for

$$
\begin{equation*}
R_{n}<c t_{i} \leq R_{n+1} \tag{6-7}
\end{equation*}
$$

where

$$
R_{n}=\left(x^{2}+y^{2}\right)^{\frac{1}{2}},
$$

and

$$
\begin{align*}
y_{n} & =(n-1) H+y_{9} \text { if } n \text { is odd } \\
& =n H-y_{0} \text { if } n \text { is even. } \tag{6-9}
\end{align*}
$$

Then $p_{i}$ was the algebraic sum of the overpressures contributed by the


$$
\begin{equation*}
p_{i}=p_{1 i}+p_{2 i}+p_{3 i}+\cdots \cdots+p_{(n-1) i}+p_{n i} \tag{6-10}
\end{equation*}
$$

where

$$
p_{1 i}=p_{1 p i}
$$

and for $n>l_{0}$

$$
p_{n i}=p_{n p i}-p_{n b i}
$$

$P_{\text {npi }}$ was computed fron Equation (6-4) and the values for $\rho$ and $\theta$ as follows:

$$
\begin{align*}
& \rho=\frac{R_{n}}{R_{n}+\sqrt{\left(C^{2} t_{I}^{2}-R_{n}^{2}\right)}} \\
& \theta=\theta_{n}=\arctan \left(\frac{y_{n}}{x}\right) \tag{6-12}
\end{align*}
$$

$p_{r b i}$ depends on the value of $\theta_{n}$ and the value is always 0 or 1 or 2 depexding on the geometry of the point in consideration. In this particular case, it was always I. Hence.

$$
\begin{equation*}
p_{n b i}=1 \tag{6-13}
\end{equation*}
$$

At any time $t_{i}$, $p_{i}$ was computed by Equations ( $6-7$ ) to ( $6-13$ ).

## Computation of Overpressures Due to the Reflected Wave

For any time $t_{i}$ ，the $t_{r}$ value was computed from Equation（ $6 \times 5$ ）． Condition $I: c t_{r}{ }_{c t} R_{1}$

If $x \geq \frac{c_{r}}{\cos \theta}+y \tan \psi ; \quad p_{r}=0$ 。
If $x<\frac{c_{r}}{\cos \theta}+y \tan \psi$ ，and
（a）$R_{I} \geq \frac{c t_{r}}{\cos \left(\sqrt{-\theta_{1}}\right)}, P_{r}=1$ 。
（b）$R_{1}<\frac{c t_{r}}{\cos \left(\psi-\theta_{1}\right)}$ ，and $\theta_{1} \leqslant \psi ; p_{r}=2$ 。
（c）$R_{I}<\frac{c t_{r}}{\cos \left(\psi-\theta_{1}\right)}$ ，and $\theta_{I}>\psi ; p_{r}=1$ 。
Condition 2：$\quad \mathrm{ct}_{\mathrm{r}}>\mathrm{R}_{1}$ ，$n$ was computed such that

$$
\begin{equation*}
R_{n}<c t_{r} \leq R_{n+1} \tag{6-14}
\end{equation*}
$$

Thers $p_{r}$ was the algebraic sum of the overpressure contributed by the regions $C_{1 r}, C_{2 r}$ ， same procedure of Condition 2 of the incident wave after replacing $t_{i}$ by $t_{r}$ and changing the subscripts＂in＂to＂r＂in the overpressure terms．

## Computational Technique for an Nowave

A sonic boom ordinarily will have a shape similar to an Nowave． The time interval，$\Delta t_{\text {a }}$ between the bow and tail waves of the sonic boom that caused the broken window has been estimated from related test data to be 0.135 seconds．An Nowave can be treated as two shocks of equal strength（ $p_{i}=p_{r}=\frac{1}{2} \Delta P_{0}$ ）with a series of expansion waves between them．An Nowave of strength $p_{i}=1.0$ and $p_{r}=1.0$ at bow and tail waves separated by 0.135 seconds was assumed．Then 1.35 small
expansion waves were assumed of strength $p_{i}=p_{x}=2 / 135$, each separated by a time interval of 0.001 seconds. Overpressure at any time $t_{i}$ was then the algebraic sum of all the overpressures due to all the step waves, effective at that time. The input to the region beneath the canopy was thus an Nowave of 0.5 psf incident pressure for an unit overpressure sonic boom wave and a period of 0.135 seconds. The resulting pressure at any point considered the reflection/diffraction effects and the height of the point.

Computations and Results of the Analytical Method

The pressure distribution due to the subject sonic boom was computed at six points, A through $F_{0}$ as shown in Figure 25 , on the north wall of the Kinney Shoe Store. Computer programs were written both for a step input and for an Nowave utilizing the technique described above. About 15 minutes were required to obtain the pressure history of each point from $t_{i}=0$ to 0.16 seconds on an IBM 7040 computer for an N-wave。

In Figures 26 and 27, the pressure distribution at points $A$ through F are plotted for a step input wave and for an Nwave respectively. The dotted lines represent the input waves if there were no corner or overhang effects.

Pressure History on the Window of the Kiwney Shoe Store - Numerical Method

The finjte difference net ( $140 \times 23$ ) used is shown in Figure 28. The roof overhang was treated as a thin wall of negligible thickness, Located between the two rows of net points $\ell=9$ and $\ell=10$, starting


Figure 25. The Chosen Six Points on the North Wall of the Kinney Shoe Store for Overpressure Computations


Figure 26. Computed Pressure History by Analytical Method for a Stepwivave of Unit Overpressure





Figure 26. (continued)


Figure 27. Computed Pressure History by Analytical Method for an Nowave of Unit
Overpressure


Figure 27. (continued)


Figure 27. (continued)


Figure 27. (continued)


Figure 27. (continued)


Figure 27. (continued)
from $k=40$ and extending to $k_{\text {max }}=140$. The objective was to estimate the pressure history at the same six points computed earlier by the analytical method, A through $F$, shown in Figure 28. A much larger field than necessary was chosen to reduce the errors that might be introduced at the flow plans boundaries $k=k_{\max } l=I_{\text {o }}$ and $l=l_{\text {max }}$. due to the inability of the boundary conditions to represent the physical boundaries. The shock wave angle, $\Phi_{w}$ was again taken as $70.1^{\circ}$, from the previous analysis. The mesh angle。 $X_{0}$ was assumed to be the same as $\Phi_{W}$ so that the initial shock wave progressed the same number of net points in both $x$ and $y$ directions.

## Difference Equations for Field Points

Difference equations for field points were written for $u_{0} v_{2}$ and $P_{9}$ with 's and is treated as constants. Equations (5022) and (5023). were then

$$
\begin{align*}
& u_{k_{2} \ell}^{n+1}=u_{k_{0} \ell}^{n_{1}}-\frac{K_{1}}{2 \rho_{0}}\left(p_{k+1} \ell^{-P_{k=1, ~} l^{n}}+\frac{\alpha}{2}\left(u_{k+1, ~} \ell^{+u_{k} \ell} \ell^{-2 u_{k_{0}} l^{n}}\right.\right. \\
& +\frac{\beta}{2}\left(u_{k_{9} \ell+1}+u_{k_{0}} \ell_{-1}-2 u_{k_{0}}\right)^{n} \quad, \\
& v_{k_{0} \ell}^{n+1}=v_{k_{0} \ell}^{n}-\frac{K_{2}}{2 \rho_{0}}\left(P_{k_{0} \ell+1}-P_{k_{0} \ell-1}\right)^{n}+\frac{\alpha}{2}\left(v_{k+1, g} \ell^{+v_{k-1}} I_{\theta} l^{-2 v_{k_{0}} l^{n}}\right)^{n} \\
& +\frac{\beta}{2}\left(v_{k, \ell+1}+v_{k, ~} \ell_{0}-2 v_{k} l^{n}\right)^{n}  \tag{6-15}\\
& P_{k_{0} \ell}^{n+1}=p_{k_{0} l}^{n}-\frac{\gamma_{0}}{2}\left[K_{2}\left(u_{k+1} \ell^{-u_{k-1} I_{\theta} l^{n}}\right)^{n}+K_{2}\left(v_{k_{0} \ell+1}{ }^{-v_{k_{0}} \ell=1}\right)^{n}\right] \\
& +\frac{\alpha}{2}\left(P_{k+1} \ell^{+P_{k-1}} l^{-2 P_{k} l^{2}}\right)^{n}+\frac{\beta}{2}\left(P_{k_{0} \ell+1}+P_{k_{0} \ell-1}-2 P_{k, \ell}\right)^{n} \quad
\end{align*}
$$

where $P_{0}$ - atmospheric pressure $P_{0}$ - atmospheric density.


Figure 28. The Finite Difference Net

For the net points on the ground ( $\ell=1)_{g}$ the difference Equations (6m15) were modified by using the boundary conditions,

$$
\begin{align*}
& \mathrm{P}_{k_{\theta},-1}^{n}=\mathrm{F}_{k_{\theta} \ell+1}^{n} \\
& \mathrm{u}_{k_{\theta},-1}^{n}=u_{k_{\theta} \ell+1}^{n} \cdot  \tag{6-16}\\
& v_{k_{\theta, \ell-1}}^{n}=-v_{k_{\theta} \ell+1}^{n}
\end{align*}
$$

For the net points adjacent to the roof overhang (see Figure 29), the difference equations were modified for the following boundary conditions:

For $\ell=9, k=40$ to 139:

$$
\begin{align*}
& P_{k_{9} \ell+1}^{n}=P_{k_{0} \ell}^{n} \\
& u_{k_{0} \ell+1}^{n}=P_{k_{0} \ell}^{n}  \tag{6-17}\\
& v_{k_{0} \ell+1}^{n}=-\frac{v_{k_{0} \ell}^{n}}{n}
\end{align*}
$$

For $\ell=10_{5} k=40$ to 139:

$$
\begin{align*}
& P_{k_{0} \ell=1}^{n}=P_{k_{0} \ell}^{n} \\
& u_{k_{0} \ell=1}^{n}=u_{k_{0} \ell}^{n}  \tag{6-18}\\
& v_{k_{0} \ell=1}^{n}=\infty v_{k_{9} \ell}^{n}
\end{align*}
$$

Equations (6m16) to (6-18) were derived with the reflection technique described in Chapter V.


Figure 29. Net Points Adjacent to Roof Overhang

## Flow Plane Boundary Points

For the net points at $\ell=1$ : (left boundary)

$$
\begin{align*}
& P_{k_{8} l}^{n+1}=f_{1}(t), \\
& u_{k_{0} l}^{n+1}=f_{2}(t)  \tag{6-19}\\
& v_{k_{9} l}^{n+1}=f_{3}(t) ;
\end{align*}
$$

$f_{1}(t), f_{2}(t)$, and $f_{3}(t)$ are functions of shock wave position at time $t_{4}$ assuming that the roof overhang's influence is negligible. To justify this assumption, a large field was chosen.

For the net points at $l=l_{\text {max }}$ : (top boundary)

$$
\begin{align*}
& \mathrm{P}_{\mathrm{k}_{\vartheta} \ell}^{\mathrm{n}+1}=\mathrm{P}_{\mathrm{k}_{9} \ell-1}^{\mathrm{n}+1} . \\
& u_{k_{0} l}^{n+1}=u_{k_{q} l=1}^{n+1} .  \tag{6-20}\\
& v_{k_{\rho} l}^{n+1}=v_{k_{q} l-1}^{n+1} .
\end{align*}
$$

These conditions force the incident and reflected shocks to become straight and parallel to the yaxis at the top boundary. In spite of its inability to represent the proper physical conditions, this proved to be better than any other possible method, such as extrapolation. The criteria for selection of upper and right boundary representations was that waves incident on the boundary should be reflected as little as possible.

For the net points at $k=k_{\text {max }}$ : (right boundary)

$$
\begin{align*}
& P_{k, l}^{n+1}=P_{k-1, \ell}^{n} \\
& u_{k, \ell}^{n+1}=u_{k-1, \ell}^{n} \quad v_{k, l}^{n+1}=v_{k_{-\infty} I_{\ell} \ell}^{n} . \tag{6-21}
\end{align*}
$$

The following numerical values were used in the computations：

$$
\begin{aligned}
& T_{0}=83^{\circ} \mathrm{F} . \\
& c=\text { constant }=c_{0}=1142.8 \mathrm{ft} / \mathrm{sec} . \\
& P_{0}=2000 \mathrm{psf} . \\
& \rho=\text { constant }=\rho_{0}=0.002145 \text { slugs } / \mathrm{ft}^{3} . \\
& \Delta x=h_{I}=h_{R} \cot \Phi_{W}=0.5430 \text { feet. } \\
& \Delta y=h_{2}=1.5 \text { feet } . \\
& K=1 / c=0.000875 \text { seconds } \text {. } \\
& K_{1}=h_{1} / T=K \sin X=0.000824 \text { seconds. } \\
& K_{2}=h_{2} / \tau=K \cos X=0.000297 \text { seconds. } \\
& \Delta t=\tau=0.000447 \text { seconds. } \\
& \omega=1 \text { 。 } \\
& \alpha=K u c \sin ^{2} \quad x=\sin ^{2} \quad x=0.884 \text {. } \\
& \beta=K \omega c \cos ^{2} x=\cos ^{2} x=0.114 \text { 。 } \\
& \text { Computations and Results of the Numerical Method }
\end{aligned}
$$

Computex programs were written for both a step input with incident－pluswreflected wave strength of 1 psf, and for an $\mathrm{N}_{\mathrm{w}}$ wave having bow－to－tail wave time interval of 0.135 seconds and a strength of 1 psf ．The initial conditions assumed for the step input in regions（ 0 ），（1），and（2）of Figure 28 ，were：

$$
\begin{aligned}
& P_{0}=2000 \mathrm{psf} \\
& u_{0}=0 . \\
& v_{0}=0 . \\
& P_{1}=2001 \mathrm{psf} \\
& u_{1}=\frac{c\left(P_{2}-P_{0}\right)}{P_{0}} \sin X_{0}
\end{aligned}
$$

$$
\begin{aligned}
& v_{1}=\frac{c\left(P_{1}-P_{\Omega}\right)}{P_{0}} \cos X_{0} \\
& P_{a}=2002 \mathrm{psf} \\
& u_{2}=2 u_{2} \\
& v_{2}=0 .
\end{aligned}
$$

The $N$-wave was treated the same way as in the previous analysis except that here 302 expansions waves were taken so that they were spread by a distance of one field point width in the $x$ direction. Initial conditions in region ( 0 ) were the same as above, but in regions (1) and (2) algebraic sums of the incident and reflected compression and expansion waves were considered.

Pressure histories for the six points, A through F, were computed by interpolation of the adjacent field points for both a step input and an Nowave. On an IBM 7040 computer, about 60 minutes were required to compute the pressure history for the field of 3220 points from 0 to 0.18 seconds ( 415 time planes), printing the values for the six points at each 0.001 seconds interval. The programs were quite simple and it took only 2.7 milli-seconds for each point-time plane.

As a check on the validity and the applicability of the numerical method, the results were plotted and compared with the results obtained by the analytical method. In Figures 30 and 31 , the pressure diso tribution at points A through $F$ are shown for a step input and for an Nowave respectively. The dotted lines represent the results of the analytical method. As can be seen, the agreement is very good.


Figure 30. Comparison of Computed Pressure Histories by
Numerical and Analytical Methods for a Stepa Wave of Unit Overpressure


Figure 30. (continued)


Figure 30. (continued)


Figure 30. (continued)


Figure 30. (continued)


Figure 30. (continued)


Figure 31. Comparison of Computed Pressure Histories by Numerical and Analytical
Methods for an Nowave of Unit Overpressure


Figure 32. (continued)


Figure 31. (continued)


Figure 31. (continued)


Figure 31. (continued)


Figure 31. (continued)

## Discussion of the Results

For a twoodimensional analysis, both analytical and numerical methods produced essentially the same results. To test the validity of the results, point $F$ was located in such a way that one can intutively reason that the roof overhang effects are negligible at this point. In Figures 26, 27, 30, and 31, pressure distribution for point $F$ by both analytical and numerical methods was almost the same as the pressure distribution if the roof overhang were removed. These results indicate the validity of both the methods. The analytical method rests on solid physical and mathematical foundations. The primary objective in trying the numerical method was to investigate its applicability to a sonic boom wave problem. If one looks at the results for points $A$ through $F$ in Figures 30 and 31 , the comparison of the numerical and analytical methods was excellent excepting that the numerical method smoothens out the peak overpressures. Of course, this is to be expected in this numerical technique due to the adition of the blurring terms. Solutions were sought for smaller values of the blurring terms but they were unstable in the shock regions. Thus, one must be prepared to sacrifice some accuracy to apply the numerical method. But unlike the analytical method, the numerical technique can be extended to a threerdimensional problem which will be of great use in sonic boom wave/structure interaction problems. Due to the simplicity of the weak wave equations involved the computation time would be much less than in the case of a strong shock wave problem such as those reported in References (8) and (10).

## CHAPTER VII

## CONCLUSIONS AND RECOMMENDATIONS

## Conclusions

Three methods were presented in Chapter III for calculating the timeoofmarrival of an incident wave and the time interval between incident and reflected waves for a wall facing the wave. These gave almost identical results for small offset distances (10,000 feet or less) from the flight track. The differences in results were greatest at low Mach numbers and large offset distances (up to 70,000 feet). The conical wave analysis (Method I) deviated most greatly from the other two. Method $I I_{0}$ which assumed an atmosphere with a realistic linear variation of acoustic velocity with altitude up to the tropom pause, is recommended for problems where shock wave angles are to be found accurately. Method III, which made the simplifying assumption of constant ray angle projection in the vertical plane normal to the flight patho and used the linear variation of acoustic velocity as in Method $I_{\text {g }}$ is considered to be the most practical method. That is it achieves nearly the same result as the more exact method, but with considerably less computation time. This method is proposed to provide a means of computing incident wave time relationships when wind effects are not significant。

For a twomdimensional analysis to predict the pressure-history
of a sonic boom wave diffracted and reflected by corners and walls, both analytical and numerical methods were developed. The numerical method compared well with the analytical method excepting that the numerical method smoothened the peak overpressures. Boundaries do present considerable difficulties in the numerical method and it is very important to apply boundary conditions consistent with the physical problem in consideration. The analytical method rests on firm physical and mathematical foundations. The numerical method is therefore concluded to be a flexible, practical technique for computing the multiple reflection and diffraction problems generally associated with sonic boom interactions with structures.

## Recommendations for Future Work

Since most sonic boom interactions are three=dimensional in nature, the numerical method should be extended to three dimensions. No special difficulty is anticipated in this except for increased como plexity and the need for a large capacity computer. On the IBM 7040 computer with a storage capacity of 32,000 storage positions, flow fields of about 3600 points, such as (20 $\times 15 \times 12$ ), ( $20 \times 20 \times 9$ ). and (15 x $15 \times 16$ ), can be handled.

Several interesting problems should be attempted by the two and three dimensional numerical methods, including those corresponding to any test data which may become available. At present Dr. G. W. Zumwalt, Prof. L. J. Fila, and the author are working at Oklahoma State Unir versity in a "Sonic Boom" research project sponsored by National Aeronautics and Space Administration. Studies of the propagation of disturbances, such as gusts, in a sonic boom wave and the wave shape
changes in the vicinity of the aircraft, are being undertaken. The author believes that the numerical method developed in this study and be effectively used in these stadies.

In this work sonic boom waves were assumed to be produced by aircraft in level flight. The equations of the method (Method II) which assumes an atmosphere with a linear variation of acoustic velocity can be modified to apply to sonic boom waves produced by aircraft in maneuvering flights to predict the time-of-arrival of an incident wave and the time interval between incident and reflected waves for a wall facing the wave。

Another numerical approach may be possible. For a weak wave, the conservation laws can be combined into a single equation, a Laplace equation for pressure with second order derivatives in time and as well as space derivatives. Proper stability study should be under. taken to attempt to solve this equation numerically in the presence of weak shooks. If it is possible to handle sonic boom wave problems with this single equation, much larger fields can be handled since only three variables $\left(P^{n-1}, P^{n}, P^{n+1}\right)$ have to be stored in computer programs instead of the six variables ( $\left.P^{n}, P^{n+1}, u^{n}, u^{n+1}, v^{n}, v^{n+1}\right)$ that are to be stored in the method developed here. However, solidwall boundaries appear to present difficulties which may be insurmountable。
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## APPENDIX

STABILITY ANALYSIS OF THE DIFFERENCE EQUATIONS

No general method has been developed to determine stability requirements for the non-linear difference equations derived in Chapter $V$. For any difference method, it is necessary to determine the conditions that are to be met to assure that a perturbation will not increase without bound with increasing time. Richtmeyer (28) has concluded that even for a first order non-linear system, there exists no rigorous analysis whereby stability criteria can be determined. The common approach is to linearize the equations and apply the general methods for stability of linear equations (29, p. 223). Here, a stability study for the plane geometry flow case for a sonic boom wave is made by applying the Fourier technique developed by Rusanov (5) and applied by Tyler (8) and Walker (10).

The stability analysis is performed by first allowing the dependent variables $u_{8} v$ and $p$ to change slightly and assuming $\rho$ and $\gamma$ to be constants in the general difference Equation (5-28). The effect of the variation on the equation is investigated by introducing a general perturbation variable $\varphi$. A change in $\varphi_{k_{\rho} l}^{n+l}$ will cause a variation in $f_{k_{g} l}^{n+l}$ and the resulting change,

$$
\begin{gathered}
\partial f_{k, \ell}^{n+1}=\frac{d f}{d \varphi} \delta \varphi_{k_{\vartheta} \ell}^{n+1}=\frac{d f}{d \varphi} \delta \varphi_{k, \ell}^{n}-\frac{K_{1}}{2} \frac{d F^{x}}{d \varphi}\left(\delta \varphi_{k+1, \ell}-\delta \varphi_{k=1, \ell}\right)^{n}-\frac{K_{Q}}{2} \frac{d F^{y}}{d \varphi} \\
\left(\delta \varphi_{k, \ell+1}-\delta \varphi_{k, \ell=1}\right)^{n}+\frac{\delta}{2} \frac{d f}{d \varphi}\left(\delta \varphi_{k+1, \ell}-\lambda \delta \varphi_{k, \ell}+\delta \varphi_{k=1, \ell}\right)^{n}
\end{gathered}
$$

$$
\begin{equation*}
+\frac{\beta}{2} \frac{\partial f}{\partial \varphi}\left(\hat{o} \varphi_{k_{\imath} \ell+1}-2 \delta \varphi_{k_{q} \ell}+\delta \varphi_{k_{0} \ell-1}\right)^{n} \tag{I}
\end{equation*}
$$

is obtained assuming that the functional values of some terms are independent of position; for example:

$$
\begin{equation*}
\frac{d F_{k+1_{\ell} \ell}^{\mathrm{X}}}{d \varphi_{k+I_{\ell} \ell}}=\frac{d F_{k_{\ell} \ell}^{\mathrm{Y}}}{d \varphi_{k_{\ell} \ell}}=\frac{d F_{k-1_{i} \ell}^{\mathrm{X}}}{d \varphi_{k-l_{\ell} \ell}}=\frac{d F^{\mathrm{X}}}{d \varphi} \tag{2}
\end{equation*}
$$

The next step is to express the perturbation term $\delta \varphi$ as a product of its initial value and its wave components. In equation form, this is written as

$$
\begin{equation*}
\delta p_{k_{9} \ell}^{n}=\xi^{n} e^{i\left[k \psi_{1}+l \psi_{2}\right]} \delta \Phi_{2}^{0}, \tag{3}
\end{equation*}
$$

where $\delta P_{i}^{\circ} 1$ is the initial perturbation value, and $\psi_{1}$ and $\psi_{2}$ are any real numbers. The value of $\bar{\xi}$ dictates the condition for stability. In order to satisfy the stability condition for Equation (1), the propae gated error $\delta p_{k_{q} \ell}^{n}$ must be bounded. Hence, $\xi^{n}$ in Equation (3) must be convergent, and thus should satisfy the condition

$$
\begin{equation*}
|\xi| \leq 1 \tag{4}
\end{equation*}
$$

If Equation (3) is substituted into Equation (I), the resulting expression is

$$
\begin{align*}
\left(\xi_{-I}\right) \frac{d f}{d \varphi} & +i K_{2} \frac{d F^{X}}{d \varphi} \sin \psi_{1}+i K_{2} \sin \psi_{2} \frac{d F^{Y}}{d \varphi} \\
& +2\left[\alpha \sin ^{2} \frac{\psi_{2}}{2}+\beta \sin ^{2} \frac{\psi_{2}}{2} \frac{d f^{2}}{d \varphi}\right]=0 \tag{5}
\end{align*}
$$

After substitution of the values for the expressions $f_{8} F^{X}$, and $\mathrm{F}^{\mathrm{V}}$ from Equation (5-23), the derivatives in Equation (5) are expressed ás

$$
\frac{d f}{d \varphi}=\left\{\begin{array}{l}
\frac{d u}{d \varphi}  \tag{6}\\
\frac{d v}{d \varphi} \\
\frac{d P}{d \varphi}
\end{array}\right\} ; \quad \frac{d F^{X}}{d \varphi}=\left\{\begin{array}{l}
\frac{d P}{\rho d \varphi} \\
0 \\
\gamma F \frac{d u}{d \varphi}+\frac{d P}{d \varphi}
\end{array}\right\} ; \frac{d F^{y}}{d \varphi}=\left\{\begin{array}{l}
0 \\
\frac{d P}{\rho d \varphi} \\
\gamma P \frac{d v}{d \varphi}+v \frac{d P}{d \varphi}
\end{array}\right\}
$$

Equation (5) represents a system of three simultaneous equations and the expressions for the derivatives are obtained from Equation (6). The three simultaneous equations are written as $(\xi-1) \frac{d u}{d \varphi}+i K_{1} \sin \psi_{1} \frac{1}{\rho} \frac{d P}{d \varphi}+\left[2 \alpha \sin ^{2} \frac{\psi_{2}}{2}+2 \beta \sin ^{2} \frac{\psi_{2}}{2}\right] \frac{d u}{d \varphi}=0$ $(\xi-1) \frac{d v}{d \varphi}+i K_{2} \sin \psi_{2} \frac{1}{\rho} \frac{d P}{d \varphi}+\left[2 \alpha \sin ^{2} \frac{\psi_{1}}{2}+2 \beta \sin ^{2} \cdot \frac{\psi_{2}}{2}\right] \frac{d v}{d \varphi}=0$ $(\xi-I) \frac{d P}{d \varphi}+i K_{1} \sin \psi_{2}\left[\gamma P \frac{d u}{d \varphi}+\gamma u \frac{d P}{d \varphi}\right]+i K_{2} \sin \psi_{2}\left[\gamma P \frac{d v}{d \varphi}+\gamma v \frac{d P}{d \varphi}\right]$

$$
+\left[2 \alpha \sin ^{2} \frac{\psi_{1}}{2}+2 \beta \sin ^{2} \frac{\psi_{2}}{2}\right] \frac{\partial P}{\partial \varphi}=0 .
$$

For a sonic boom case, the velocities $u$, and $v$ are negligible。 Hence by the comparison of the orders of magnitudes of various terms in expression (7), the terms containing $u$, and $v$ can be neglected and the derivatives are eliminated by solving the three equations simultaneously. The resulting expression is
$\left[\xi_{-1}+2 \alpha \sin ^{2} \frac{\psi_{1}}{2}+2 \beta \sin ^{2} \frac{\psi_{2}}{2}\right]^{2}+c^{2}\left[K_{1}^{2} \sin ^{2} \psi_{1}+K_{2}^{2} \sin ^{2}, \psi_{2}\right]=0$,
where

$$
c=\text { speed of sound }=\sqrt{\frac{\gamma^{P}}{\rho}} .
$$

Equation (8) in combination with Equation (4) is used to establish the stability criteria and, unfortunately, no simple solution is available due to its complexity. Therefore $\xi$ is evaluated as the angles $\psi_{1}$ and $\psi_{a}$ assume large and small values. For large values of $\psi_{1}$ and $\psi_{2}$.

$$
\begin{equation*}
\psi_{1}=\psi_{2}=\pi \tag{9}
\end{equation*}
$$

Equation (8) is reduced to

$$
\begin{equation*}
\xi_{\ell}=1-2(\alpha+\beta) \tag{10}
\end{equation*}
$$

If Equation (4) is imposed on Equation (10), the result is

$$
\begin{equation*}
0 \leqslant \alpha+\beta \leq 1 . \tag{11}
\end{equation*}
$$

For small angles of $\psi_{2}$ and $\psi_{2}$, they become

$$
\begin{equation*}
\psi_{1}=\sin \psi_{1}, \quad \psi_{A}=\sin \psi_{2} \tag{12}
\end{equation*}
$$

and Equation (8) is approximated by

$$
\begin{equation*}
\left(\xi_{s}=1+\frac{\alpha \psi_{1}^{2}}{2}+\frac{\beta \psi_{a}^{2}}{2}\right)^{2}+c^{2}\left(K_{1}^{2} \psi_{1}^{2}+K_{2}^{2} \psi_{2}^{2}\right) \tag{13}
\end{equation*}
$$

The roots of Equation (13) are

$$
\begin{equation*}
\xi_{s}=1-\frac{1}{2}\left(\alpha \psi_{1}^{2}+\beta \psi_{2}^{2}\right)+\sqrt{-c^{2}\left(K_{1}^{2} \psi_{1}^{2}+K_{2}^{2} \psi_{2}^{2}\right)} . \tag{14}
\end{equation*}
$$

From Equation (14), the real and imaginary parts are found to be

$$
\begin{equation*}
R\left(\xi_{s}\right)=1-\frac{1}{2}\left(\alpha \psi_{1}^{2}+\beta \psi_{2}^{2}\right) \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
I\left(\xi_{S}\right)= \pm \sqrt{c^{2}\left(K_{I}^{2} \psi_{I}^{2}+K_{2}^{2} \psi_{1}^{2}\right)} \tag{16}
\end{equation*}
$$

From Equations (15) and (16):

$$
\begin{align*}
s_{s}^{2}= & {\left[R\left(\xi_{S}\right)^{2}+I\left(\xi_{S}\right)^{2}\right] } \\
= & I-\alpha \psi_{1}^{2}-\beta \psi_{2}^{2}+\frac{\alpha^{2} \psi_{1}^{4}}{4}+\frac{\beta^{2} \psi_{2}^{4}}{4}  \tag{17}\\
& +c^{2}\left(K_{1}^{2} \psi_{1}^{2}+K_{2}^{2} \psi_{2}^{2}\right)
\end{align*}
$$

By expressing inequality (4) as

$$
\begin{equation*}
I-\left|\xi_{s}\right|^{2} \geq 0 \tag{18}
\end{equation*}
$$

Equation (17) reduces to

$$
\begin{equation*}
\alpha \psi_{1}^{2}+\beta \psi_{2}^{2} \geq c^{2}\left(K_{1}^{2} \psi_{1}^{2}+K_{2}^{2} \psi_{2}^{2}\right), \tag{19}
\end{equation*}
$$

Where $\psi_{1}{ }^{4}$ and $\psi_{2}{ }^{4}$ terms are neglected in view of the small angles assumption。 Letting

$$
\begin{equation*}
\cos \theta=\frac{K_{2} \psi_{2}}{\left[K_{1}^{2} \psi_{1}^{2}+K_{2}^{2} \psi_{2}^{2}\right]_{2}^{2}}, \text { and } \sin \theta=\frac{K_{2} \psi_{2}}{\left[K_{1}^{2} \psi_{1}^{2}+K_{2}^{2} \psi_{2}^{2}\right]^{T}} \tag{20}
\end{equation*}
$$

reduces Equation (19) to

$$
\begin{equation*}
\frac{\alpha \cos ^{2} \theta}{K_{1}^{2}}+\frac{\beta \sin ^{2} \theta}{K_{2}^{2}} \geq c^{2} . \tag{21}
\end{equation*}
$$

If Equation (5-31) is substituted into inequality (21), the resulting expression is

$$
\begin{equation*}
\frac{\alpha \cos ^{2} \theta}{\sin ^{2} x}+\frac{\beta \sin ^{2} \theta}{\cos ^{2} x} \geq K^{2} c^{2} . \tag{22}
\end{equation*}
$$

Inequality (11) can be written as

$$
\begin{equation*}
\alpha+\beta=K \omega c \tag{23}
\end{equation*}
$$

so long as

$$
\begin{equation*}
0 \leqslant K \omega_{c} \leqslant 1 \text { 。 } \tag{24}
\end{equation*}
$$

Any expression for $\alpha$ and $\beta$ can be chosen in Equation (24) as long as inequality (24) is satisfied. Therefore with

$$
\begin{align*}
& \alpha=K \omega c \sin ^{2} \chi \\
& \beta=K \omega c \cos ^{2} \chi_{0} \tag{25}
\end{align*}
$$

Equation (22) is expressed as

$$
K \omega c\left(\cos ^{2} \theta+\sin ^{2} \theta\right) \geq K^{2} c^{2}
$$

$$
K \omega c \geq K^{2} c^{2}
$$

Inequalities (24) and (26) are combined to yield

$$
\begin{equation*}
K^{2} c^{2} \leq K \omega c \leqslant 1 。 \tag{27}
\end{equation*}
$$

The time step $K$ can be evaluated from Equation (27) and the maximum
time step that can be used in the computations is

$$
\begin{equation*}
K=\frac{1}{c_{\max }} . \tag{28}
\end{equation*}
$$

For a sonic boom wave, assuming $c$ as a constant, Equation (28) reduces to

$$
\begin{equation*}
K=\frac{1}{c} \tag{29}
\end{equation*}
$$

This is the value used in the computations described in Chapter VI.
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