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## CHAPTER I

## INTRODUCTION

The concept of a $P+1$ dimeñsional surface is an algebraic concept. However, statisticians call upon their intuition developed from observing surfaces and objects in the world around us to describe the relationship between controlled variables $X_{1}, X_{2}, \ldots, X_{P}$ and a response variable $Y$. The possible values of $Y$ graphed against the values of the controlled variable are thought of as tracing out a surface in the $P+1$ dimensional space. Actually we are interested in the surface generated by the true or basal response, rather than the observed response $Y$.

If this true response is a function $f$ of the controlled variables, then $Y$ is given by

$$
Y=f\left(X_{1}, X_{2}, \ldots, X_{P}\right)+e
$$

where $e$ is an experimental error. One problem of interest is to determine the level, or levels, at which each $X_{i}$ should be set in order to maximize (or minimize) f. If the function $f$ is known, then the problem is a standard optimization problem which may be solved by some optimization technique such as linear progranming (7), dynamic programming (2), nonlinear programaing (8), or one of the many other optimization techniques. However, in most response surface problems, the func. tion $f$ is not known; and in these cases a different formulation is required. In order to determine the level, or levels, at which each $X_{i}$ should be set in order to maximize $f$, one must employ some search
technique. When the function $f$ is not known, the difficalty of the problem is compounded further, by the fact that, while performing our experiments, we are measuring the $X$ responses and not the $f$ responses.

Some of the more popular search techniques at this time are the single-factor method (5), the method of steepest ascent (4), the method of random search (12), and Kempthorne's method of parallel tangents (10).

Unlike the problem where a single response is of interest, the problem where there are multiple responses of interest has received very little attention in mathematical literature. The responses may be written:

$$
\begin{aligned}
& Y_{1}=f_{1}\left(X_{1}, x_{2}, \ldots, X_{P}\right)+e_{1} \\
& Y_{2}=f_{2}\left(X_{1}, X_{2}, \ldots, X_{P}\right)+e_{2}, \\
& \cdots \cdot \cdots \\
& Y_{N}=f_{N}\left(X_{1}, X_{2}, \ldots, X_{P}\right)+e_{N}
\end{aligned}
$$

The problem of selecting the settings, $\left(X_{1}^{0}, X_{2}^{0}, \ldots, X_{P}^{0}\right)$ of the controlled variables to simultaneously optimize the, say $N$, responses of interest is the main subject of the following chapters. Note that above we have said optimize rather than maximize (or minimize) because, In general, it is not possible to find a set of values $X_{1}^{0}, X_{2}^{0}, \ldots, X_{P}^{0}$, which will maximize all N responses simultaneously. Therefore, we search for some "best" points. In Chapter II, we will consider only maximization problems because if one of the responses of interest, say $Y_{i}$, is to be minimized, we may consider a new variable, say $Z_{i}=-Y_{i}$, and then maximize the $Z_{i}$.

The subsequent chapters are concerned with methods for solving problems similar to the following examples: Suppose one wishes to
develop a fertilizer from nitrogen, phosphorus, and potash which will simultaneously produce a maximum yield for wheat, alfalfa, and corn. We would be very surprised if there exists some level of nitrogen, $X_{1}$, phosphorus, $X_{2}$, and potash, $X_{3}$, which would maximize the yield of wheat, $Y_{1}$, alfalfa, $Y_{2}$, and corn, $Y_{3}$, simultaneously. Thus we are interested in the settings of ( $X_{1}, X_{2}, X_{3}$ ) which have associated with them some optimum property. In this example we note the number of con. trolled variables is equal to three. Also the number of responses of interest is equal to three.

It is of interest to mention that the units in which each reso ponse is measured need not be the same for the methods of the following chapters to apply. That is, no matter what units are used to measure the responses, whether they be the same for each response or different for each response, the set of optimum settings, $X^{0} \boldsymbol{i}$, obtained by applying the methods developed in the following chapters will be the same. Since the units of measure of different responses may be different, a linear combination of the responses may or may not have much meaning. For example, suppose one wishes to develop a coolant which has maximum density, $Y_{1}$, and maximum boiling point, $Y_{2}$, as two of its reso ponses of interest. A linear combination of $Y_{1}$ and $Y_{2}$ has very little meaning.

As a second example, suppose one is interested in building a boat of specified size and shape. It is desired to have a boat with maximum strength, $Y_{1}$, and minimum weight, $Y_{2}$. One may choose any level (amount) of wood, $x_{1}$, fiber-glass, $x_{2}$, or steel, $X_{3}$, to construct the boat. Again it is obvious that no combination of the three materials, the cone trolled variables, will simultaneously maximize the strength and
minimize the weight of the boat. Therefore, we are interested, as before, in the combination of the controlled variables which has assoce iated with it some optimum property.

To introduce a concept which will be developed in the next chapter, we present a third example. Suppose there are two controlled variables. Suppose the first controlled variable has three possible values and the second controlled variable has two possible values. Suppose there are three responses of interest and we wish to maximize each. It is possible to construct the following table where each entry is a vector representing ( $Y_{1}, Y_{2}, Y_{3}$ ).

TABLE I
responses with discrete controlled variables

## VARIABLE 2



It is obvious that the variable combination (1, 2) is better than $(1,1),(2,2),(3,1)$ and $(3,2)$, but we are unable to say whether $(1,2)$ or $(2,1)$ is better. We shall develop in the following chapters methods for handling such problems when certain conditions are met.

## CHAPTER II

## ADMISSIBILITY AND COMPLETENESS

The purpose of this chapter is to develop some basic theorems which will prove to be valuable tools in the later chapters. The following notation and definitions will facilitate this development.

1. The symbol $X_{i}$ will represent the $i t h$ controlled variable. Unless otherwise stated, $i=1,2, \ldots, P$.
2. The letter $X$ will denote a P-dimensional vector of controlled variables; that is, $X=\left(X_{1}, X_{2}, \ldots, X_{p}\right)$. Each point $X$ is a point in the domain of the response functions of inter est. Unless otherwise stated, in the development that follows, the domain of the response functions of interest will be the points in $E_{p}$.
3. The jth response function of interest is denoted by $Y_{j}$. Uno less otherwise stated, $j=1,2, \ldots, N$. The point $Y_{j}(X)$, $X \in E_{F}$, is the image of $X$ under $Y_{j}$.
4. The letter $Y$ will denote the $N$-dimensional vector of the response functions of interest; that is, $Y=\left(Y_{1}, Y_{2}, \ldots, Y_{N}\right)$.
5. The symbol $\nabla Y_{j}$ will represent a Podimensional vector of derivatives; that is, $\nabla Y_{j}=\left(\frac{\partial Y_{j}}{\partial X_{1}}, \frac{\partial Y_{j}}{\partial X_{2}}, \ldots, \frac{\partial Y_{j}}{\partial X_{P}}\right)$. This vector is called the gradient vector.

It was explained in Chapter I that any minimization problem can be changed to a maximization problem. Therefore, each problem we will
consider can be put into the following context. There are $N$ response functions of interest $Y_{1}, Y_{2}, \ldots, Y_{N}$, and one wishes to choose the set of values for the $P$ controlled variables, $\left(X_{1}, X_{2}, \ldots, X_{p}\right)$, which will simultaneously give the highest possible values for all the res. ponse functions of interest.

In Chapter I we mentioned associating some optimum property with a point. In order to be able to determine if a point has such a prom perty, one must first be able to compare different points. This motivates the following definition.

Definition 1: A point $X^{0} \in E_{P}$ is better than a point $X^{1} \in E_{P}$ for the response functions of interest, $\left(Y_{1}, Y_{2}, \ldots, Y_{N}\right)$ if
(1) $Y_{j}\left(X^{0}\right) \geq Y_{j}\left(X^{1}\right)$ for $1 \leq j \leq N$ and
(2) $Y_{k}\left(X^{0}\right)>Y_{k}\left(X^{1}\right)$ for at least one $k, 1 \leq k \leq N$ 。

If (1) of Definition 1 holds, then $X^{0}$ is at least as good as $X^{1}$.
Definition 2: The point $X^{0} \in E_{P}$ is an admissible point for the response functions of interest, $\left(Y_{1}, Y_{2}, \ldots, Y_{N}\right)$, if there exists no point $X^{1}$ in $F_{P}$ better than $X^{0}$.

We are obviously interested in the admissible points and, in case there exist more than one admissible point, in the set of all admissible points. On the other hand suppose we wish to find a better point than a given point. Where should we search? This leads us to the question of whether there is a set of points such that we are sure of finding a point in the set which is better than the given point. Such a set is now defined.

Definition 3: A complete set of points is a set $S$ of points such that, given any point $X^{0}$ in $E_{p}$ not in the complete set, there exists a
point $X^{1} \in S$ that is better than $X^{0}$.
It may also be of interest to speak of an essentially cormplete set.
Definition 4: An essentially complete set of points is a set of points such that, given any point $X^{\circ} \in E_{P}$ not in the essentially complete set, there exists a point $X^{1} \in E^{\prime} p^{\text {in }}$ the set which is at least as good.

It is seen from the preceding definitions, that a complete set is an essentially complete set; whereas an essentially complete set need not be a complete set.

Another, even more important, set of points which we will make use of is a minimal complete set of points.

Definition 5: A minimal complete set of points, if it exists, is a complete set of points such that no proper subset is a complete set of points.

Definition 6: A contour $\Gamma_{c}$ of $Y_{j}$ is the $\left\{x \mid Y_{j}(X)=c\right\}$ where $C$ is an arbitrary real constant.

A minimal essentially complete set of points could also be defined, but we make no use of such a set. Likewise, one could define an inad. missible point $X^{0}$ as a point such that there exists a point $X^{1}$ that is better than $X^{0}$.

From Definition 2 and Definition 5, one realizes that an admissible point and a minimal complete set are closely related. Theorems I and II, that are stated below, serve to express some of the properties of an admissible point and the minimal complete set. The proofs of Theo. rems I and II are essentially the same as the proofs for similar theo. rems concerning decision rules given in reference (13).

Theorem I: If a minimal complete set of points exists, it is equal to the set of admissible points.

Theorem II: A necessary and sufficient condition for the existence of a minimal complete set of points is that the set of admissible points be a complete set.

We note that if a minimal complete set, A, exists, then for any point $X^{0}$ not in $A$ there is a point in $A$ which is better than $X^{0}$. Therefore, if A exists, it is of special interest. It is clear from the above definitions that a minimal complete set is unique. However, there may be any number of complete sets. For example, let $P=1$ and $N=2$. If $Y_{1}(X)=2 X$ and $Y_{2}(X)=X^{3}$, then the set

$$
\{x \mid x \in(a, \infty)\}
$$

is a complete set for any real number a, but the minimal complete set does not exist. As an example of when the minimal complete set does exist, let $P=1, N=2, Y_{1}(X)=4-X^{2}$ and $Y_{2}(X)=-(x-2)^{2}$. This situation is shown in Figure 1. It is seen from Figure 1 that the minimal complete set is

$$
\{x \mid x \in[0,2]\}
$$

Since we are interested in the minimal complete set, if we had some way of analyzing the response functions of interest and determining if the minimal complete set exists or not, it would be a powerful tool. As of now we have no such tool, but Antle (1) has proved a theorem stating sufficient conditions for the existence of a minimal complete set. Use will be made of this theorem in the following chapters.

Theorem III: If $\mathrm{Y}_{\mathrm{j}}$ is everywhere continuous for $a 11 \mathrm{j}$ and at least one of the sets $S_{j}(a)=\left\{x \mid Y_{j}(X) \geq a\right\}$ is bounded for all a, then the mininal complete set of points for the response functions


Figure 1. Two Responses of Interest, $P=1$.
$Y_{1}, Y_{2}, \ldots, Y_{N}$ exists.
Proof: See Antle (1), page 6.
Let us next consider the following example with $P=1, N=2$, $Y_{1}(X)=-X^{2}$ and $Y_{2}(X)=X+2$. Then, since both $Y_{1}(X)$ and $Y_{2}(X)$ are continuous everywhere, and the set $S_{1}(a)=\left\{x \mid Y_{1}(X) \geq a\right\}$ is bounded for all $a$, we see that the minimal complete set for $Y_{1}(X)=-X^{2}$ and $Y_{2}(X)=X+2$ exists. The minimal complete set is seen to be

$$
\{x \mid x \in[0, \infty)\}
$$

Perhaps even more important than being able to determine if the minimal complete set exists, is being able to identify the admissible points. If we are able to identify the admissible points and if the minimal complete set of points exists, then we can identify the minimal complete set as the set of admissible points.

In the preceding examples, the sets of admissible points were easily identified; however, when considering problems with $P \geq 2$, the admissible points may be difficult to identify. The problem of finding a necessary and sufficient condition that a point be an admiso sible point was studied by Antle (1) and a necessary condition was obtained. Antle stated that if $\nabla \mathrm{Y}_{1}, \quad \nabla \mathrm{Y}_{2}, \ldots, \quad \nabla \mathrm{Y}_{\mathrm{N}}$ exist at a point $X^{0}$, then a necessary condition for $X^{0}$ to be an admissible point is that there exists a vector $\alpha$ such that

$$
\sum \alpha_{i} \nabla Y_{i}\left(X^{0}\right)=\phi, \alpha_{i} \geq 0 \text { for all } i
$$

and

$$
\sum \alpha_{i}=1
$$

This theorem is not true as stated because the proof assumes that each response increases as we move in the direction of the gradient. Although this is categorically stated to be the case in many calculus textbooks, it is easy to construct examples where the gradient does not lead us to higher responses but in fact leads us to lower responses.

Of course the utility of Antle's theorem is not decreased by such examples in that from an applied point of view, we would expect the theorem to hold on response surfaces actually encountered. However, it is desirable to determine what restrictions must be placed upon the functions $Y_{1}, Y_{2}, \ldots, Y_{N}$ in order that Antle's theorem hold. In
the theorem which follows we simply formulate restrictions which agree with the intuitive concept that the response increases in the direction of the gradient.

Theorem IV: If $\nabla Y_{1}(X), \nabla X_{2}(X), \ldots, \nabla Y_{N}(X)$ exist at a point $X^{0}$ and for every $i$ with $\nabla Y_{i}\left(X^{0}\right) \neq \phi$ and every $U$ with a positive come ponent in the direction of $\nabla \mathbf{Y}_{i}\left(X^{0}\right)$ there exists a $\delta(i, U)>0$ such that $Y_{i}\left(X^{0}+t U\right)>Y_{i}\left(X^{0}\right)$ when $0<t<\delta(i, U)$, then a necessary condition for $X^{0}$ to be an admissible point is that there exists a vector a such that

$$
\sum \alpha_{i} \nabla Y_{i}\left(X^{0}\right)=\phi, \alpha_{i} \geq 0 \text { for all } i, \text { and } \sum \alpha_{i}=1
$$

Proof: Assume no such vector $\alpha$ exists. Then none of the $\nabla Y_{i}\left(X^{0}\right)$ are equal to the null vector, and the convex hull generated by the vectors $X^{0}+\nabla Y_{i}\left(X^{0}\right)$ does not contain $X^{0}$. Call this hull D. Since $X^{0}$ and $D$ are convex and disjoint, there exists a hyperplane that stric. tly separates them. Call this hyperplane $H$. Thus $H$ divides $P_{P}$ into two half spaces: the half space $H^{+}$which contains $D$ and the half space $H^{-}$which contains $X^{0}$. Let the normal to $H$ that is directed toward $D$ be $V$. Therefore $V \cdot X^{0}<0$ since $X^{0}$ is in $H^{*}$. Also $V \cdot \Sigma B_{i}\left[X^{0}+\nabla Y_{i}\left(X^{0}\right)\right]>0$ for all $B_{i} \geq 0, \sum B_{i}=1$ since $\sum B_{i}\left[X^{0}+\nabla Y_{i}\left(X^{0}\right)\right]$ are the points in $D$ and $D$ is in $H^{+}$. But $V \cdot \sum B_{i}\left[X^{0}+\nabla Y_{i}\left(X^{0}\right)\right]>0$ implies $\sum B_{i} V \cdot \nabla Y_{i}\left(X^{0}\right)>0$ for all $B_{i} \geq 0, \sum B_{i}=1$. This implies that $V^{\bullet} \nabla Y_{i}\left(X^{0}\right)>0$ for all i. Therefore, each $\nabla Y_{i}\left(X^{0}\right)$ has a positive component in the direction of $V$. By hypothesis there exists a $\delta_{i}$ for each $i$ such that

$$
Y_{i}\left(X^{0}+t V\right)>Y_{i}\left(X^{0}\right), 0<t<\delta_{i}
$$

Let $\delta=\min \delta_{i}$. Then

$$
Y_{i}\left(X^{\circ}+t V\right)>Y_{i}\left(X^{0}\right), 0<t<\delta
$$

for all i. Therefore $X^{0}+t V(0<t<\delta)$ is better than $X^{0}$; hence $X^{0}$ is not an admissible point. This completes the proof of Theorem IV.

Theorem IV would be a much more powerful tool if it specified both a necessary and sufficient condition for a point to be an admissible point. However, it is easily seen from the next example that the conditions given in Theorem IV are not sufficient conditions.

Let $\mathrm{P}=2, \mathrm{~N}=2, \mathrm{Y}_{1}(\mathrm{X})=\mathrm{X}_{1}+\mathrm{X}_{2}$ and $\mathrm{Y}_{2}$ have contours as shown in Figure 2.


Figure 2. Contours for Two Response Functions of Interest for $N=2, \mathrm{P}=2$.

It is easily seen that the set

$$
\left\{x \mid x_{1}=x_{2},-1 \leq x_{1}<0\right\} \cup\left\{x \mid x_{1}=x_{2}, 1 \leq x_{1}\right\}
$$

satisfied Theorem IV. However, the set

$$
\left\{x \mid x_{1}=x_{2}, 1 \leq x_{1}\right\}
$$

is the set of admissible points. Hence, the theorem does not provide sufficient conditions for a point to be an admissible point. It is of interest to note that the conditions of Theorem III are satisfied, so the set of admissible points forms the minimal complete set of points for the given response functions.

Although the restrictions imposed by the hypothesis of Theorem IV are not strict and although they are suggested by intuitive notions about the gradient, it would be difficult, in general, to verify that the hypothesis of Theorem IV is satisfied. Therefore, it is desirable to have conditions which can be more easily examined, even if the class of surfaces satisfying the conditions is further restricted. Thus we state as a corollary:

Corollary 1: If each $Y_{1}, Y_{2}, \ldots, Y_{N}$ has a differential at $X^{0}$, then a necessary condition for $X^{0}$ to be an admissible point is that there exist a vector $\alpha$ such that

$$
\sum_{i=1}^{N} \alpha_{i} \nabla Y_{i}\left(x^{0}\right)=\dot{\phi}, \alpha_{i} \geq 0 \text { for all } i
$$

and

$$
\sum \alpha_{i}=1
$$

Proof: It will suffice to show that if each $Y_{j}$ has a differential at $X^{0}$, then the conditions of Theorem IV are satisfied. Let $\nabla Y_{j}\left(X^{0}\right) \neq$ $\phi$; then we need to show that for every vector $U$ such that $U \cdot \nabla Y_{j}\left(X^{0}\right)>0$, there exists a $\delta^{\prime} U$ ) such that

$$
Y_{j}\left(X^{\circ}+t U\right)>Y_{j}\left(X^{0}\right) \text { when } 0<t<\delta(U) .
$$

Let $U$ be any vector such that $\nabla Y_{j}\left(X^{0}\right) \cdot U=b, b>0$. Since $Y_{j}$ has a differential at $X^{0}, \quad \nabla Y_{j}\left(X^{0}\right) \cdot U=D_{U} Y_{j}\left(X^{0}\right)$. But $D_{U} Y_{j}\left(X^{0}\right)=$ $\lim _{t \rightarrow 0} \frac{Y_{j}\left(x^{0}+t U\right)-Y_{j}\left(X^{0}\right)}{t}$. Therefore $\lim _{t \rightarrow 0} \frac{Y_{j}\left(X^{0}+t U\right)-Y_{j}\left(X^{0}\right)}{t}=b$ 。 From the definition of a limit we know that for every number $\varepsilon>0$, there is another number $\delta>0$ such that whenever $0<t<\delta$, then

$$
\left|\frac{Y_{j}\left(X^{0}-t U\right)-Y_{j}\left(X^{0}\right)}{t}-b\right|<\varepsilon
$$

Let $\varepsilon=\frac{b}{2}$. Then there is another number $\delta>0$ such that whenever $0<t<\delta$, then

$$
\begin{gathered}
\left|\frac{Y_{j}\left(X^{0}-t U\right)-Y_{j}\left(X^{0}\right)}{t}-b\right|<\frac{b}{2} \text { or } \\
-\frac{b}{2}<\frac{Y_{j}\left(X^{0}-t U\right)-Y_{j}\left(X^{0}\right)}{t}-b<\frac{b}{2} \text {. This implies }
\end{gathered}
$$

that $\frac{b t}{2}<Y_{j}\left(X^{0}-t U\right)-Y_{j}\left(X^{0}\right)$. But $\frac{b t}{2}>0$. Therefore $Y_{j}\left(X^{0}-t U\right)$ $>Y_{j}\left(X^{0}\right)$ whenever $0<t<\delta$. This completes the proof of Corollary 1. With a first reading of the preceding text, one may be led to the false conclusion that if the set of admissible points can be found, the problem is solved. However, this is the case only if the minimal complete set exists. The following example illustrates that there are
cases where points other than the set of admissible points need to be considered. Suppose $P=1, N=2, Y_{1}(X)=|X|$, and

$$
\begin{aligned}
Y_{2}(X) & =2, \text { if } X=0 \\
& =1, \text { if } X \neq 0
\end{aligned}
$$

This situation is depicted in Figure 3. Note that the only admissible point is $X=0$. However, if one is interested in large values of $Y_{1}(X)$, he would never choose $X$ close to 0 . Thus, one would be interested in points other than the admissible point. Clearly there exists no minie mal complete set of points for these two response functions. If one did exist, then we would need to consider only the admissible points. It should be mentioned that many of the theorems developed in this chapter do not apply for response functions $\mathrm{Y}_{1}$ and $\mathrm{Y}_{2}$ of Figure 3.


Figure 3. A Graph of the Two Response Functions of Interest.

In applying Theorem IV, it is generally more convenient to use the result stated in Corollary 2.

Corollary 2: If $N=2, Y_{1}$ and $Y_{2}$ satisfy the conditions of Theorem IV, $\nabla \mathrm{Y}_{1}\left(\mathrm{X}^{0}\right) \neq \phi, \nabla \mathrm{Y}_{2}\left(\mathrm{X}^{0}\right) \neq \phi$, then a necessary condition for $X^{0}$ to be an admissible point is that there exist a negative number -c such that

$$
\nabla Y_{1}\left(X^{o}\right)=\propto c \quad \nabla Y_{2}\left(X^{0}\right)
$$

In studying response surfaces, the device of sketching contours is very helpful. Although one must be careful not to be misled by "special cases" we shall rely heavily upon such sketches throughout this thesis.

By inspecting the contours of two response surfaces, it seems intuitively obvious that points satisfying Theorem IV are, in fact, points at which a contour of one surface is "tangent" to a contour of the other surface. The concept of tangent points is therefore explored.

Definition 7: Let $X^{\circ}$ be a point in $F_{P}$ where $\nabla Y_{1}\left(X^{0}\right)$ and $\nabla Y_{2}\left(X^{0}\right)$ exist. The point $X^{0}$ is a tangent point for the response functions $Y_{1}$ and $Y_{2}$ if there exist numbers $b_{1}$ and $b_{2}$, both not zero, such that

$$
\mathrm{b}_{1} \nabla \mathrm{Y}_{1}\left(\mathrm{X}^{\mathrm{o}}\right)=\mathrm{b}_{2} \nabla \mathrm{Y}_{2}\left(\mathrm{X}^{0}\right)
$$

Of course, the set of tangent points is, in general, a larger set than the set of points satisfying the necessary condition of Theorem IV, so it might be argued that we are complicating our task of finding the admissible points by considering a larger set. However, the tano gent points are easily obtained and we shall make use of them in this thesis. Considering Theorem IV and Definition 7, we are led to the following theorem:

Theorem V: If the hypothesis of Theorem IV holds, then neces. sary condition for $\mathrm{X}^{0}$ to be an admissible point is that it be a tano gent point.

It is obvious, but it should be stressed, that the condition stated in Theorem $V$ is not a sufficient condition.

When one is searching for admissible points, it is very desirable to be able to eliminate some of the points in the Podimensional space of the controlled variables as being not possible for admissible points. Theorem V sometimes aids us in performing such an operation. From Theorem V we are able to eliminate all points except the tangent points. Another such tool is the subject of the next theorem.

Theorem VI: If $N=2, Y_{1}$ has a maximum response at some point, say $X^{1}, Y_{2}$ has a maximum response at some point, say $X^{\text {? }}$, then the set of admissible points is contained in the intersection of sets $A$ and $B$, where

$$
A=\left\{x \mid y_{1}(x) \geq x_{1}\left(x^{2}\right)\right\}
$$

and

$$
B=\left\{x \mid y_{2}(x) \geq y_{2}\left(x^{1}\right)\right\}
$$

Proof: Suppose $\mathrm{X}^{0}$ is an admissible point and not contained in $A$. Then $Y_{1}\left(X^{0}\right)<Y_{1}\left(X^{2}\right)$ and $Y_{2}\left(X^{0}\right) \leq Y_{2}\left(X^{2}\right)$; that is, $X^{2}$ is better than $X^{0}$. This contradicts the assumption that $X^{0}$ is admissible; therefore $X^{0}$ is contained in A. Similarly we can show $X^{0} \in B$. Therefore $X^{0} \in$ $A \cap B$.

Theorem VI will prove to be a very powerful tool when $N=2$ and both $\mathrm{Y}_{1}$ and $\mathrm{Y}_{2}$ have maximum responses. One may then wonder if there exists such a tool for the equally important problem when $Y_{1}$ has a
maximum response and $Y_{2}$ has a minimum response. The answer is in the affirmative as is shown in Theorem VII.

Theorem VII: If $N=2, Y_{1}$ has a maximum response at a point, say $X^{1}, Y_{2}$ has a minimum response at a point, say $X^{2}$, then the set of admissible points is contained in the set $A$, where

$$
A=\left\{x \mid Y_{2}(X) \geq Y_{2}\left(x^{1}\right)\right\} .
$$

Proof: To show all admissible points are contained in A, we show that for any point, say $X^{0}$, not in $A$, there is a point in $A$ which is better than $X^{0}$. Hence, any point not in A would not be admissible. First, note that $X^{1}$ is in $A$, because

$$
Y_{2}\left(X^{1}\right)=Y_{2}\left(X^{1}\right)
$$

Let $X^{\circ}$ be any point not in A. Since $X^{0}$ is not in A, this implies that $\mathrm{Y}_{2}\left(\mathrm{X}^{0}\right)<\mathrm{Y}_{2}\left(\mathrm{X}^{1}\right)$. From the statement of Theorem VII,

$$
Y_{1}\left(x^{0}\right) \leq Y_{1}\left(x^{1}\right) ;
$$

because $Y_{1}$ has a maximum at $X^{1}$. Therefore, $X^{1}$ is better than $X^{0}$. However, $X^{\circ}$ was any point not in $A$, and $X^{\circ}$ is not admissible; hence, all admissible points are in the set $A$.

In attempting to characterize the set of tangent points in the case of two families of ellipses, it was noticed that when the tangent point lay on two contours which intersected (other than at another tangent point) that the given tangent point could not be admissible. This led to the formulation of Theorem VIII.

Before stating Theorem VIII, let us first prove the following 1 emma.

Lemma: If $\mathrm{X}^{0}$ is a point which is not an admissible point and $\mathrm{X}^{1}$ is a point such that

$$
Y\left(X^{1}\right) \leq Y\left(X^{0}\right),
$$

then $\mathrm{X}^{1}$ is not an admissible point.
Proof: $Y\left(X^{1}\right) \leq Y\left(X^{\circ}\right)$ implies $Y_{i}\left(X^{1}\right) \leq Y_{i}\left(X^{0}\right)$ for all $i, 1 \leq i \leq N$. Since $X^{0}$ is not an admissible point, then there exists some point, say $\mathrm{X}^{2}$, that is better than $\mathrm{X}^{0}$. That is,

$$
Y_{i}\left(x^{2}\right) \geq Y_{i}\left(X^{0}\right) \text { for all } i, l \leq i \leq N
$$

and

$$
Y_{k}\left(X^{2}\right)>Y_{k}\left(X^{0}\right) \text { for at least one } k, 1 \leq k \leq N .
$$

But

$$
\begin{aligned}
& Y_{i}\left(X^{0}\right) \geq Y_{i}\left(X^{1}\right) \text { for all } i \text {; therefore, } \\
& Y_{i}\left(X^{2}\right) \geq Y_{i}\left(X^{1}\right) \text { for all } i \text {, and } \\
& Y_{k}\left(X^{2}\right)>Y_{k}\left(X^{1}\right) \text { for at least one } k .
\end{aligned}
$$

Hence, $X^{2}$ is better than $X^{1}$ so $X^{1}$ is not an admissible point. This completes the proof of the lemma.

Now we are prepared to state and prove Theorem VIII.
Theorem VIII: If $N=2, Y_{1}$ and $Y_{2}$ satisfy the conditions of Theorem IV for all $X, \quad \nabla Y_{1}(X)$ is not equal to $\phi$ for any $X$ such that $Y_{1}(X)=C_{1}, \quad \nabla Y_{2}(X)$ is not equal to $\phi$ for any $X$ such that $Y_{2}(X)=C_{2}$, then if the contours with values $C_{1}$ and $C_{2}$ intersect other than at a tangent point, there exists no admissible point, say $X^{1}$, such that $Y_{1}\left(X^{1}\right)=C_{1}$ and $Y_{2}\left(X^{1}\right)=C_{2}$.

Proof: Let $X^{0}$ be a point where the contours with values $C_{1}$ and $C_{2}$ intersect, and not be a tangent point. From the definition of $C_{1}$ and $C_{2}$

$$
Y_{1}\left(X^{0}\right)=C_{1} \quad \text { and } \quad Y_{2}\left(X^{0}\right)=C_{2}
$$

Suppose there exists a point $X^{1}$ such that

$$
Y_{1}\left(X^{1}\right)=c_{1} \quad \text { and } \quad Y_{2}\left(X^{1}\right)=c_{2}
$$

Then

$$
Y_{2}\left(X^{1}\right)=Y_{2}\left(X^{0}\right) \text { and } Y_{1}\left(X^{1}\right)=Y_{1}\left(X^{0}\right)
$$

Then from the lemma, since $X^{0}$ is not an admissible point, $X^{1}$ is not an admissible point. This completes the proof of Theorem VIII.

Many times in practice, the set of admissible points, hence the minimal complete set if it exists, will be mach easier to determine if one knows where one of the admissible points is located. For a simple illustration of this, suppose $N=2, Y_{1}$ has circular contours and $Y_{2}$ has circular contours. Theorem $V$ implies that if there exists an admissible point, the point must lie on the line through the center of both sets of circular contours. Therefore, if one admissible point, say $X^{0}$, can be found, it is known that the set of admissible points is on a line through the point $X^{\circ}$. Of course, if two admissible peints are found, then the line is completely determined. To assume circular contours may seem unrealistic but the point we wish to make by this example is the importance of being able to determine at least one admissible point.

The following theorem will be of much use in helping us determine an admissible point.

Theorem IX: If $Y_{1}, Y_{2}, \ldots, Y_{N}$ are the respense functions of interest and $Y_{k}$ has a unique maximum at $X^{k}$, then $X^{k}$ is an admissible point.

Proof: Suppose $X^{k}$ is not an admissible point. Then there must exist some point, say $X^{0}$, which is better than $X^{k}$. That is,

$$
Y\left(X^{0}\right)>Y\left(X^{k}\right)
$$

or

$$
Y_{i}\left(X^{0}\right) \geq Y_{i}\left(X^{k}\right) \text { for all } i, 1 \leq i \leq N
$$

and

$$
Y_{j}\left(X^{0}\right)>Y_{j}\left(X^{k}\right) \text { for at least one } j, 1 \leq j \leq N \text {. }
$$

Suppose $i=k$. Then since $X^{0}$ is better than $X^{k}$

$$
Y_{k}\left(X^{0}\right) \geq Y_{k}\left(X^{k}\right)
$$

But this contradicts the statement that $Y_{k}$ has a unique maximum at the point $X^{k}$ so the assumption that $X^{k}$ is not an admissible point is false. This completes the proof of Theorem IX.

The importance of Theorem IX is further emphasized by noting that there exist simple search techniques, steepest ascent, one factor at a time, parallel tangent, etc., to determine the $\mathrm{X}^{\mathrm{k}}$ mentioned in the theorem when there is only one response function of interest. When we find the maximum response of $Y_{k}$, we have found $X_{k}$, hence an admis= sible point.

It should be noted that Theorem IX is also true if there are $n$ response functions of interest $\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)$ each of which has a unique maximum. That is, if there exist $n$ points, each of which is a unique maximum for one of the $Y_{i}$, then each of the $n$ points is an admissible point.

As an illustration, consider the example

$$
\begin{aligned}
& P=2, N=4 \\
& Y_{1}(X)=3-X_{1}^{2}-X_{2}^{2} \\
& Y_{2}(X)=5+e^{-X_{1}^{2}}-3 X_{2}^{2} \\
& Y_{3}(X)=8+\left(X_{1}-3\right)^{2}+\left(X_{2}-4\right)^{2}
\end{aligned}
$$

and

$$
x_{4}(x)=13+e^{-\left(x_{1}+2\right)^{2}-\left(x_{2}-1\right)^{2}}
$$

All the $Y_{i}(X)$ have unique extrema so we know that for each $X_{i}(X)$ that has a unique maximum, there is ari admissible point (namely the point where it attains its maximum) associated with it. One notes that $Y_{1}(X)$ has a maximum response at $(0,0)$, therefore $(0,0)$ is an admissible point. Likewise, $Y_{2}(X)$ has a maximum response at $(0,0)$ so again ( 0,0 ) is an admissible point. The response function, $Y_{4}(X)$, has a maximum response at $(-2,1)$ so $(-2,1)$ is an admissible point. Since $Y_{3}(X)$ does not have a maximum response, Theorem IX does not apply.

It is regrettable that efforts to find a sufficient condition for a point to be an admissible point have failed. It was possible to state a theorem for $N=2, P=1$ which gives a sufficient condition for a local property of admissibility but the obvious generalization of the theorem to $P>1$ is not true. The theorem for $P=1$ is now stated.

Theorem X: If $Y_{1}$ and $Y_{2}$ have derivatives at each point of $E_{1}$ and if at some point $X^{0}$, the derivatives are of opposite sign, then
there is a neighborhood of $X^{0}, N\left(X^{\circ}, \delta\right)$ such that thexe is no point in the neighborhood which is better than $\mathrm{X}^{0}$.

Proof: Without loss of generality suppose $Y_{1}{ }^{\prime}\left(X^{0}\right)>0$ and $Y_{2}^{\prime}\left(X^{0}\right)$ $<0$. From the definition of a derivative there exist $\mathbb{N}\left(X^{0}, \delta_{1}\right)$ such that for every $X \in \mathbb{N}^{r}\left(X^{0}, \delta_{1}\right), Y_{1}(X)<Y_{1}\left(X^{0}\right)$ if $X<X^{0}$ and $Y_{1}(X)>Y_{1}\left(X^{0}\right)$ If $X>X^{0}$. Also there exist $N\left(X^{0}, \delta_{2}\right)$ such that for every $X \in N^{\prime}\left(X^{0}, \delta_{2}\right)$, $Y_{2}(X)>Y_{2}\left(X^{0}\right)$ if $X<X^{0}$ and $Y_{2}(X)<Y_{2}\left(X^{0}\right)$ if $X>X^{0}$. Let $\delta=$ $\min \left(\delta_{1}, \delta_{2}\right)$. Then there is no point $X \in \mathbb{N}\left(X^{0}, \delta\right)$ which is better than $X^{0}$. This completes the proof of Theorem $X$.

In the remaining paragraphs of this chapter we wish to discuss the problem of scale. It is well known, for instance, that the steepest ascent method for finding an optimum of a response surface is not scale invariant. Other techniques have been shown to be invariant under scale transformations. Naturally we should ask whether the set of admissible points is scale invariant. Fortunately, the answer is affirmative.

We have already stated that we shall make heavy use of sketches of the contours in the characterization of the sets of admissible points. It is important to note that, under changes of scale, elliptical cone tours are transformed into elliptical contours, parabolic into parabolic, and hyperbolic into hyperbolic.

CHAPTER III

## ADMISSIBLE POINTS FOR SOME RESPONSE FUNCTIONS WITH SPECIAL TYPES OF CONTOURS: $N=2, P=2$

Many times, while performing the exploration of a response surface with $P=2$, it has been found that the contours of the response surface are sufficiently close to some family of quadratic curves so that a function which has this family of quadratic curves as contours is employed as the basic model. For this reason, one sees that it is important to be able to find the set of admissible points for response functions having families of quadratic curves as their contours.

Models such as the following are but a few of those which have families of quadratic curves as their contours.

$$
\begin{gather*}
Y_{1}(X)=K_{1}+K_{2} X_{1}^{2}+K_{3} x_{2}^{2}  \tag{4}\\
Y_{i}(X)=K_{1}+K_{2} \exp \left(K_{3} X_{1}^{2}+K_{4} X_{2}^{2}\right)  \tag{5}\\
Y_{i}(X)=K_{1}+\left(K_{2}\right) K_{3} X_{1}^{2}+K_{4} x_{2}^{2}+K_{5} X_{1}+K_{6} X_{2}+K_{7} \tag{6}
\end{gather*}
$$

In the development of this chapter, we will translate axes, rotate axes, and use the change of scale technique whenever necessary to make the problems as simple as possible. It is easily seen that a rotation or translation does not change the set of admissible points, also it can easily be shown that the change of scale technique likewise leaves the set of admissible points unchanged. If one wishes to determine the
equation of the admissible points in the original coordinate system, he can go through the inverse transformations to get that result. However, here we are interested only in finding the admissible points for the simple problem, because, as was stated in Chapter II the set of admissible points for the simple problem will be on the same type of curve as the set of admissible points for the original problem.

> Admissible Point for $Y_{1}$ Having Elliptic Contours and a Maximum Response, $Y_{2}$ Having Elliptic Contours and a Maximum Response

As our first problem, let us suppose that the contours of $Y_{1}$ form a family of ellipses with a maximum response at the center ( $h_{1}, k_{1}$ ). Let the contours of $Y_{2}$ form a family of ellipses with a maximum response at the center $\left(h_{2}, k_{2}\right)$.

Then, without loss of generality, one may translate the axis and have the $Y_{1}$ contours centered at $(0,0)$ and the $Y_{2}$ contours centered at ( $h_{2}^{\prime}, k_{2}^{\prime}$ ). Now applying the change of scale technique, one may treat the problem as though $Y_{1}$ has circular contours centered at $(0,0)$ and $Y_{2}$ has elliptic contours centered at ( $h_{2}^{\prime}, k_{2}^{\prime}$ ). After applying a rotation the new situation is: $Y_{1}$ has circular contours centered at $(0,0)$ and $Y_{2}$ has elliptic contours centered at $(h, k), h \geq 0, k \geq 0$. The major axis of the $Y_{2}$ contours is parallel to one of the coordinate axes. Therefore, we may write the equations of the contours as follows.

The equation of the $Y_{1}$ contours is

$$
\begin{equation*}
x_{1}^{2}+x_{2}^{2}=k_{1} \tag{7}
\end{equation*}
$$

and the equation of the $Y_{2}$ contours is

$$
\begin{equation*}
a\left(x_{1}-h\right)^{2}+\left(x_{2}-k\right)^{2}=k_{2} \quad(a-0) \tag{8}
\end{equation*}
$$

We will first determine the set of tangent points, knowing the set of admissible points is contained in the set of tangent points from Theorem $V$, by setting $\partial X_{2} / \partial X_{1}=X_{2}^{\prime}$ from Equation 7 equal to $\partial X_{2} / \partial X_{1}=X_{2}^{\prime}$ from Equation 8 。

Taking the derivatives of the functions in Equations 7 and 8 we have

$$
\begin{equation*}
2 X_{1}+2 X_{2} X_{2}^{\prime}=0 \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
2 a\left(X_{1}-h\right)+2\left(X_{2}-k\right) x_{2}^{\prime}=0 \tag{10}
\end{equation*}
$$

Solving for $X_{2}^{\prime}$ in Equations 9 and 10 , we obtain

$$
\begin{equation*}
x_{2}^{\prime}=-\frac{x_{1}}{x_{2}} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{2}=-\frac{a\left(x_{1}-h\right)}{x_{2}-k} \tag{12}
\end{equation*}
$$

Setting $X_{2}^{\prime}$ of Equation 11 equal to $X_{2}^{\prime}$ of Equation 12, we have

$$
\begin{equation*}
\frac{a\left(x_{1}-h\right)}{x_{2}-k}=\frac{x_{1}}{x_{2}} \tag{13}
\end{equation*}
$$

or

$$
\begin{equation*}
(a-1) x_{1} x_{2}-a b X_{2}+k x_{1}=0 \tag{14}
\end{equation*}
$$

If a $\neq 1$, that is, if the $Y_{2}$ contours are not circular, Equation 14 is the equation of a hyperbola.

Rewriting Equation 14, one has

$$
\begin{equation*}
x_{2}=\frac{k x_{1}}{(1-a) x_{1}+a h} \tag{15}
\end{equation*}
$$

Taking the limit of the right side of Equation 15 as $X_{1} \rightarrow \infty$ to determine the horizontal asymptote of the hyperbola, we find the limit to be $k / 1-a$. Therefore, $X_{2}=k / l-a$ is the horizontal asymptote of the hyperbola. Rewriting Equation 14 again, we have

$$
\begin{equation*}
x_{1}=\frac{a h X_{2}}{(a-1) x_{2}+k} \tag{16}
\end{equation*}
$$

Taking the limit of the right side of Equation 16 as $X_{2} \rightarrow \infty$ to de $=$ termine the vertical asymptote of the hyperbola, we find the limit to be $a h / a-1$. Therefore, $X_{1}=a h / a-1$ is the vertical asymptote of the hyperbola.

Noting there are two cases ( $a<1$ or $a>1$ ), we may now draw the graph of the asymptotes in each case.


Figure 40 Tangent Points for Two Responses with Elliptic Contours, a<1


Figure 5. Tangent Points for Two Responses with Eliliptic Contours, a > 1

From the asymptotes, and noting that the hyperbola passes through the points $(0,0)$ and $(h, k)$, one can now draw the graph of the hyperbola. For convenience in referring to the different branches of the hyperbola, we shall call the branch which passes through the origin, $\mathrm{H}_{\mathrm{c}}$, and the branch which does not pass through the origin, $\mathrm{H}_{\mathrm{N}}$.

We show in Appendix A that for each tangent point on $H_{N}$ corresponding to a $Y_{1}$ and a $Y_{2}$ contour, with values, say $C_{1}$ and $C_{2}$, respectively, the contours with values $C_{1}$ and $C_{2}$ also intersect. We have already shown in Chapter II (Theorem VIII)that there exists no admissible point, say $X^{0}$, having $Y_{1}\left(X^{0}\right)=C_{1}$ and $Y_{2}\left(X^{0}\right)=C_{2}$ since contours with values
$C_{1}$ and $C_{2}$ intersect; hence there are no admissible points on $H_{N}$.
Consider Figure 4, since there are no admissible points on $H_{N}$, no admissible point has its $X_{1}$ coordinate less than ah/a-1. Let us look at the points whose $X_{1}$ coordinates satisfy ah/a-1 $<X_{1}<0$. Consider any point $X^{\circ}$ on $H_{c}$ and $a h / a=1<X_{1}^{0}<0$. If we draw a line from $X^{\circ}$ through $(h, k)$ and we move $\delta$ units, some infinitesimal amount, along that line, toward ( $h_{0} k$ ), to a point, say $X^{1}$, we increase both the $Y_{1}$ response and the $Y_{2}$ response. Thus, $X^{1}$ is a better point than $X^{\circ}$; therefore $X^{\circ}$ is not an admissible point. From this, since $X^{\circ}$ was any point on $H_{c}$ with $X_{1}$ coordinate satisfying ah/a-1 $<X_{1}<0$, one knows there are no admissible points with $X_{1}$ coordinates less than zero.

Likewise, considering a point, say $\mathrm{x}_{0}^{0}$ on $\mathrm{H}_{\mathrm{c}}$ with $\mathrm{X}_{1}^{\circ}>\mathrm{h}$ and drawing the line from $X^{\circ}$ through ( $h, k$ ), we find that after moving $\delta$ units along this line, toward ( $h, k$ ), one increases both the $Y_{1}$ response and the $Y_{2}$ response. Thus, there exist no admissible points corresponding to $X_{1}>h_{0}$

From this, it is seen that all admissible points must lie on $H_{c}$ and the $X_{1}$ coordinate of all admissible points is bounded by zero and $h$. It is also easily seen that each point on $H_{c}$ with $X_{1}$ coordinate satisfying $0 \leq X_{1} \leq h$ is, in fact, an admissible point because as one moves (along $H_{c}$ ) from the origin to the point ( $h, k$ ), the $Y_{1}$ response decreases while the $y_{2}$ response increases with each move. Then, the set of admissible points for the case where $a<1$ is given by

$$
\begin{equation*}
\left\{\left(x_{1}, x_{2}\right) \mid(a-1) x_{1} x_{2}-a h x_{2}+k x_{1}=0,0 \leq x_{1} \leq h\right\} \tag{17}
\end{equation*}
$$

In a like manner, one can consider Figure 5 and find that the set of admissible points for the case where $a>1$ is

$$
\begin{equation*}
\left\{\left(x_{1}, x_{2}\right) \mid(a-1) x_{1} x_{2}-a h x_{2}+k x_{1}=0,0 \leq x_{1} \leq h\right\} \tag{18}
\end{equation*}
$$

Clearly, from the preceding work one knows that if $Y_{1}$ has elliptic contours with a maximum response at the center of the ellipses and $Y_{2}$ has elliptic contours with a maximum response at the center of the ellipses, then the set of admissible points lie on a section of a hyperbola connecting the two maximum responses. The points on the section of the hyperbola are, of course, points in the set of tangent points.

It should be noted that the conditions for both $S_{1}(a)$ and $S_{2}(a)$ of Theorem III are satisfied. Hence, the set of admissible points is in fact the minimal complete set.

> Admissible Points for $Y_{1}$ Having Elliptic Contours and a Minimum Response and $Y_{2}$ Having Elliptic Contours and a Maximum Response

Let us suppose, for our next problem, that the contours of $Y_{1}$ form a family of ellipses with a minimum response at their center ( $h_{1}, k_{1}$ ). Let the contours of $Y_{2}$ form a family of ellipses with a maximum response at their center $\left(h_{2}, k_{2}\right)$. Once again, we may go through translations, rotations, and change of scale techniques to obtain the following situation. The contours of $Y_{1}$ form a family of circles with a minimum response at their center ( 0,0 ). The contours of $Y_{2}$ form a family of ellipses with a maximum response at their center ( $h, k$ ), $h \geq 0, k \geq 0$ 。 The major axes of the ellipses are parallel to one of the coordinate axes.

One should note that the contours of this problem and the contours of the first problem are the same, hence the set of tangent points are
the same. Now, knowing what the set of tangent points is, we are ready to determine the set of admissible points. As before, there are no admissible points on $H_{N}$ (Appendix A); so we need only determine which points on $H_{C}$ are admissible points.

First, referring to Figure 4 , let $X^{0}$ be any point on $H_{C}$ with $X_{1}^{0}<h$. Draw a line passing through $X^{0}$ and through ( $h, k$ ). Move along the line to ( $h, k$ ), say the distance travelled is $d$, then move $d$ units further along the line to a point, say $X^{1}$. Since $(h, k)$ is the center of the elliptic contours, the $Y_{2}\left(X^{1}\right)$ response is equal to the $Y_{2}\left(X^{0}\right)$ response. It is seen that the distance from $X^{0}$ to $(0,0)$ is less than the distance from $X^{1}$ to $(0,0)$ (radius of $Y_{1}\left(X^{0}\right)$ and $Y_{1}\left(X^{1}\right)$ contours, respectively). Since the $Y_{1}$ contours increase with increasing radii, $Y_{1}\left(X^{1}\right)>Y_{1}\left(X^{0}\right)$. Therefore, $X^{1}$ is a better point than $X^{0} ; s 0 X^{0}$ is not an admissible point. However, $X^{0}$ was an arbitrary point on $H_{C}$ with $X_{1}^{0}<h$. Therefore, there are no admissible points with $X_{1}$ coordinates satisfying $X_{1}<h$.

Clearly, each point on $H_{C}$ with $X_{1}$ coordinate satisfying $X_{1} \geq h$ is an admissible point. If we start at $(h, k)$ and move along $H_{C}$ in an increasing $X_{1}$ direction, each move increases the $Y_{1}$ response while decreasing the $Y_{2}$ response. Furthermore, since the sets $S_{2}(a)$ satisfy Theorem III, this set of admissible points is, in fact; the minimal complete set.

One can go through a similar argument for Figure 5, and the results will be similar. The set of admissible points when $a>1$ is given by

$$
\begin{equation*}
\left\{\left(X_{1}, X_{2}\right) \mid(a-1) x_{1} x_{2}-a h X_{2}+k x_{1}=0, \frac{a h}{a-1}>X_{1}>h\right\} \tag{19}
\end{equation*}
$$

One sees from the preceding work, if $Y_{1}$ has elliptic contours with a minimam response at the center of the ellipses and $Y_{2}$ has elliptic contours with a maximum response at the center of the ellipses, then the
set of admissible points, in fact, the minimal complete set, lies on a section of a hyperbola passing through the $Y_{2}$ center and directed away from the $Y_{1}$ center. The points on the hyperbola are points in the set of tangent pointe.

It may, at this time, seem natural to consider the problem where $Y_{1}$ has elliptic contours and a minimum response at its center and $Y_{2}$ has - lliptic contours and a minimum response at its center. However, after close observation, it is seen that for this problem there exist no admissible points. By choosing $X_{1}$ or $X_{2}$ larger and larger, one may simultaneously make $Y_{1}$ and $Y_{2}$ as large as one wishes. Hence, this problem is not of interest. It could, of course, be of interest if there were boundary conditions placed on $X_{1}$ and $X_{2}$.

Admissible Points for $Y_{1}$ Having Elliptic Contours and a Maximum Response and $Y_{2}$ Having Hyperbolic Contours

As our third problem, let us determine the set of admissible points for the following responses. The $Y_{1}$ contours form a family of ellipses with the maximum response at their center, $\left(h_{1} k_{1}\right)$. The $Y_{2}$ contours form a family of hyperbolas with center $\left(h_{2}, k_{2}\right)$. By rotating, translating, and applying the change of scale technique (much the same as was done in problem one of this chapter), we may reduce all problems of this type to one of the following type. The contours of the $Y_{1}$ response form a family of circles with a maximum response at their center $(0,0)$. The contours of the $Y_{2}$ response form a family of hyperbolas with center $(h, k), h \geq 0, k \geq 0$. One may then write the equations of the contours as follows.

The equation of the $Y_{1}$ contours is

$$
\begin{equation*}
x_{1}^{2}+x_{2}^{2}=x_{1} \tag{20}
\end{equation*}
$$

and the equation of the $Y_{2}$ contours is

$$
\begin{equation*}
a\left(x_{1}-h\right)^{2}+\left(x_{2}-k\right)^{2}=K_{2} \quad(a<0) . \tag{21}
\end{equation*}
$$

From the framework of this problem, one is able to use much of what was done in problem one to finally obtain the equation of the tangent points (Equation 14). As before, the equation of the horizontal asymptote of the hyperbola is $X_{2}=k / 1-a$ and the equation of the vertical asymptote of the hyperbola is $X_{1}=a h / a-1$. However, since in this case (a<0), we can draw a single figure showing the asymptotes of the hyperbola given by Equation 14 (see Figure 6).


Figure 6. Tangent Points for Elliptic and Hyperbolic Contours

Since we know the hyperbola passes through $(0,0)$ and $(h, k)$ ，we can now draw the hyperbola corresponding to the set of tangent points．Let $\mathrm{X}^{\circ}$ be any point on $\mathrm{H}_{\mathrm{N}}$ with $\mathrm{h}>\mathrm{X}_{1}^{\circ}>\mathrm{ah} / \mathrm{a}-1$ 。 Draw a line through $\mathrm{X}^{\circ}$ and parallel to the $X_{2}$ axis．Follow the line through the point $X_{2}=k$ to $\mathrm{X}_{2}^{0}=\mathrm{k}$ units below the line $\mathrm{X}_{2}=\mathrm{k}$ ，call this point $\mathrm{x}^{1}$ ．

Therefore，$Y_{2}\left(X^{1}\right)=Y_{2}\left(X^{0}\right)$ ，but the distance from $X^{1}$ to $(0,0)$ is less than the distance from $X^{\circ}$ to $(0,0)$ ．Thus，the $Y_{1}$ contour passing through $X^{1}$ has smaller radius than the $Y_{1}$ contour passing through $X^{\circ}$ 。 Since smaller radii correspond to larger $Y_{1}$ responses，$Y_{1}\left(X^{1}\right)>Y_{1}\left(X^{0}\right)$ 。 Therefore，$X^{1}$ is a better point than $X^{\circ}$ ．Since $X^{\circ}$ was an arbitrary point on $H_{N}$ with ah／a－1 $<\mathrm{X}_{1}^{\circ}<\mathrm{h}$ ，there is no admissible point， $\mathrm{X}^{\circ}$ ，on $\mathrm{H}_{\mathrm{N}}$ with $\mathrm{X}_{1}^{0}<\mathrm{h}$ 。

Next，let $\mathrm{X}^{\circ}$ be any point on $\mathrm{H}_{\mathrm{N}}$ with $\mathrm{X}_{1}^{\circ}>\mathrm{h}$ 。 Consider the line passing through $X^{\circ}$ ，parallel to the $X_{1}$ axis．The point on this line， $x_{1}^{\circ}-h$ units to the left of the line $X_{1}=h$（call this point $x^{1}$ ）is better than $X^{\circ}$ because $Y_{1}\left(X^{1}\right)>Y_{1}\left(X^{\circ}\right)$ and $Y_{2}\left(X^{1}\right)=Y_{2}\left(X^{\circ}\right)$ ．Therefore， there is no admissible point on $H_{N}$ with $X_{1}$ coordinate greater than $h$ ．

It is seen that（ $h, k$ ）is not an admissible point from the fact that one can follow one of the asymptotes of the family of hyperbolas，hence， keeping the $Y_{2}$ constant，equal to say $b$ ，to a point closer to $(0,0)$ than is（ $h, k$ ）and this point will be a better point than（ $h, k$ ）．

From the three preceding arguments，ah／a－1 $<X_{1}<h, X_{1}=h$ ， $X_{1}>h ;$ we now conclude that there are no admissible points on $H_{N}$ ．

Since all admissible points are again on $H_{c}$ and each $Y_{1}$ contour crosses $H_{c}$ twice，once on the part of $H_{c}$ with $0<X_{1}<a h / a-1$ and once on the part of $H_{c}$ with $-\infty<X_{1}<0$ ，one may expect that in some cases the admissible points will be on one part of $H_{c}\left(0<X_{1}<a h / a-1\right)$
while at other times the admissible points will be on the other part of $H_{c}\left(-\infty<X_{1}<0\right)$. We now show that this is in fact the case. From the fact that the equation of the contours of $Y_{2}$ can be written as Equation 8 we know the axis of the hyperbolas (the axis of the $Y_{2}$ contours corresponding to values of the response function greater than zero) is either the line $X_{1}=h$ or $X_{2}=k$. First, suppose the axis of $Y_{2}$ contours, for contour values greater than zero, is $X_{1}=h$ 。That is, if one starts at the point $\left(h_{0} k\right)$ and moves along the line $X_{1}=h$ to values of $X_{2}>k$ (or $\left.X_{2}<k\right)$, then the $Y_{2}$ values increase. And if one starts at ( $h, k$ ) and moves along the line $X_{2}=k$ to values of $X_{1}>h\left(o r X_{1}<h\right)$, then the value of the $Y_{2}$ contours decrease. Now, we will show that the set of admissible points is the part of $H_{c}$ with $0 \leq X_{1}<a h / a-1$. First, one observes that each point on $H_{c}$ with $0 \leq X_{1}<a h / a-1$ is, in fact, an admissible point because as we move from $(0,0)$, where $Y_{1}$ has a maximum response, along $H_{c}$ with increasing values of $X_{1}$ the $Y_{1}$ response decreases while the $Y_{2}$ response increases.

We need to show that no point on $H_{c}$ with $X_{1}<0$ is an admissible point. To do this, let $X^{\circ}$ be any point on $H_{c}$ with $X_{1}^{\circ}<0$. If we consider a point, $X^{1}$, an infinitesimal distance to the right of $X^{\circ}$ along the line $X_{2}=x_{2}^{0}$, then we note that in moving to the right we have increased both the $Y_{1}$ response and the $Y_{2}$ response. Hence, $X^{1}$ is a better point than $X^{0}$. But $X^{0}$ was an arbitrary point on $H_{c}$ with its $X_{1}$ coordinate less than 0 . We then have the set of admissible points which can be expressed as

$$
\begin{equation*}
\left\{\left(x_{1}, x_{2}\right) \mid(a-1) x_{1} x_{2}-a h x_{2}+k x_{1}=0,0 \leq x_{1}<\frac{a h}{a-1}\right\} \tag{22}
\end{equation*}
$$

We can go through a similar argument for the case when the axis of
the $Y_{2}$ contours is $X_{2}=k_{\text {。 }}$. In this case we would find that the part of $H_{c}$ with $0<X_{1}<a h / a-1$ does not correspond to any admissible point and that the set of admissible points would be given by

$$
\begin{equation*}
\left\{\left(x_{1}, x_{2}\right) \mid(a-1) x_{1} x_{2}-a h x_{2}+k x_{1}=0,-\infty<x_{1} \leq 0\right\} \tag{23}
\end{equation*}
$$

Again the sets $S_{1}(a)$ satisfy the conditions of Theorem III, so that the above sets of admissible points are in fact the minimal complete sets.

From this, one sees that the minimal complete set with the $Y_{1}$ contours elliptic, with a maximum response at the center and the $Y_{2}$ contours hyperbolic is the set of points described as follows. This set is a section of the branch of the hyperbola, corresponding to a subset of the set of tangent points, which begins at the point where $Y_{1}$ has its maximum response and continues through the points where the contours of $Y_{2}$ increase. This part of $H_{c}$ is the minimal complete set.

An algorithm for determining the minimal complete set for a problem of this type is given as follows:
(1) Determine the equation of the tangent points; this will be the equation of some hyperbola.
(2) Draw the branch which goes through the point where $Y_{1}$ has its maximum response (the branch that goes through ( $h_{1}, k_{1}$ ) in the previous problem).
(3) Determine which end of this branch corresponds to large $Y_{2}$ responses.
(4) The section of this curve from the point where $Y_{1}$ has its maximum response toward the end which corresponds to large values for the $Y_{2}$ response is the minimal complete set.
One can easily observe from the set of tangent points that if the
$Y_{1}$ response had elliptic contours and a minimum response at the center, then there would be no admissible point since both $Y_{1}$ and $Y_{2}$ could be si= multaneously increased without bound. This problem would only be of interest if there were boundary conditions on $X_{1}$ and $X_{2}$.

Admissible Points for $Y_{1}$ Having Elliptic Contours and a Maximum Response and $Y_{2}$ Having

Parabolic Contours

As our fourth problem, we will consider the case where the $Y_{1}$ contours form a family of ellipses with maximum response at the center ( $h_{1}, k_{1}$ ) and the $Y_{2}$ contours form a family of parabolas with axis $X_{2}=m X_{1}+b$ and their vertices at different points on $X_{2}=m X_{1}+b$ 。 One may perform rotations, translations, and change of scale techniques to obtain a new situation. The new situation is stated as follows. The $Y_{1}$ contours form a family of circles with maximum response at their center $(0,0)$ and the $Y_{2}$ contours form a family of parabolas with axis $X_{1}=h>0$ and their vertices at different points along the axis. We may then write the equations of the contours for this new situation as follows.

The equation of the $Y_{1}$ contours is

$$
\begin{equation*}
x_{1}^{2}=x_{2}^{2}=k_{1} \tag{24}
\end{equation*}
$$

and the equation of the $Y_{2}$ contours is

$$
\begin{equation*}
x_{2}=a=b\left[x_{1}-h\right]^{2}, \infty<a<\infty, \infty<b<\infty \tag{25}
\end{equation*}
$$

Depending upon the problem $_{0}$ the contours of $Y_{2}$ will either increase as a increases or they will decrease as a increases. The sign of $b$ tells
us if the parabolas are concave up or concave down (if $b>0$, then con cave up, if $b<0$, then concave down)。

Again we go through the procedure of determining the set of tangent points by determing $X_{2}^{\prime}$ for each set of contours and setting these $X_{2}^{\prime}$ 's equal.

Erom Equation 24,we have

$$
\begin{equation*}
x_{2}^{\prime}=\frac{-x_{1}}{X_{2}} \tag{26}
\end{equation*}
$$

and from Equation 25, we have

$$
\begin{equation*}
x_{2}^{0}=2 b\left(x_{1}-h\right) \tag{27}
\end{equation*}
$$

Therefore, the set of tangent points is given by the equation

$$
\begin{equation*}
2 \mathrm{bx}_{1} \mathrm{X}_{2}+\mathrm{X}_{1}-2 \mathrm{bhX}_{2}=0, \tag{28}
\end{equation*}
$$

which is the equation of a hyperbola。
Rewriting Equation 28, we have

$$
\begin{equation*}
x_{2}=\frac{\infty X_{1}}{2 \mathrm{~b}\left(\mathrm{X}_{1}-h\right)} \tag{29}
\end{equation*}
$$

Hence, the horizontal asymptote is

$$
x_{2}=-\frac{1}{2 b}
$$

Again rewriting Equation 28, we have

$$
\begin{equation*}
\mathrm{x}_{\mathrm{I}}=\frac{2 \mathrm{bh} \mathrm{X}_{2}}{2 \mathrm{bx}+\mathrm{I}} \tag{30}
\end{equation*}
$$

Therefore, the vertical asymptote is $X_{1}=h_{0}$
From Equation 28, we see $(0,0)$ is a point on the hyperbola so that we may now draw the hyperbola.


Figure 7. Tangent Points for Elliptic and Parabolic contours, $b>0$

Consider Figure $7(b>0)$, Let $X^{\circ}$ be any point on $H_{N}$ Now, the point with coordinates ( $2 \mathrm{~h}-\mathrm{X}_{1}^{0} \mathrm{X}_{2}^{0}$ ) has the same $\mathrm{Y}_{2}$ response as the point $X^{0}$ and a larger $Y_{1}$ response; therefore the point ( $2 \mathrm{~h}-\mathrm{X}_{1}^{0}, \mathrm{X}_{2}^{0}$ ) is a better point than $X^{\circ}$. Thus ${ }_{\theta} X^{\circ}$ is not an admissible point. Since $X^{\circ}$ was an arbitrary point on $\mathrm{H}_{\mathrm{N}}$, we know there are no admissible points on ${ }^{H} N$; hence all admissible points are on $H_{C}$. Likewise, we could argue for Figure 8 (b < 0) that there are no admissible points on $H_{N}$; hence all admissible points are on $\mathrm{H}_{\mathrm{c}}$ 。

In order to facilitate the study of the problem, we designate the shaded area, $A_{0}$ in Figure 9 as the inside of the parabola. The region $\bar{A}$ will be referred to as the outside of the parabola. Therefore, when we say the gradient is directed toward the inside of the parabola, this means the gradient is in the direction indicated by the arrows in


Figure 8. Tangent $P_{\text {oints }}$ for Elliptic and Parabolic Contours, b $<0$

Figure 9. Also, if we say the gradient is directed toward the outside of the parabola, the vectors will be in the direction opposite to that indicated in Figure 9。

Table II will help us to see the relationship between $a_{0} b_{0}$ (of Equation 25) and the direction of the gradient of $Y_{2^{\circ}}$ The listings in the table indicate which values of a correspond to large values of the $Y_{2}$ contours。


Figure 9. Region of a Parabolic Contour

TABLE II

DIRECTION OF GRADIENT
INSIDE
OUTSIDE
$b>0$

| large $a$ | small $a$ |
| :---: | :---: |
| small a | large a |

One can see that there are four cases which must be considered in order to solve the preceding problem: one must specify whether the gradient is directed toward the inside or outside, then he must say if $b$ is greater or less than zero。

Let us first consider the case where $b>0$ and the gradient of $Y_{2}$ is directed toward the inside of the parabolic contours (large $Y_{2}$
responses correspond to large values of a）．We now wish to show that the points $H_{c}$ with their $X_{1}$ coordinate less than zero，can not be admis sible points．To show this，we will sisow tiat for any of these points． say $X^{0}$ ，we can find a point better than $X^{\circ}$ 。

Let $X^{0}$ be any point on $H_{c}$ with $X_{1}^{0}<0$ 。 Consider the point（ $\sim X_{1}^{0}, X_{2}^{0}$ ）。 This point has the same $X_{1}$ response as $X^{0}$ but it has a higher $Y_{2}$ response since it is on a $Y_{2}$ contour which has a larger value of a associated with it than did the $Y_{2}\left(X^{0}\right)$ contour．Therefore，$\left(-X_{1}^{0}, X_{2}^{0}\right)$ is a better point than $X^{\circ}$ 。 Since $X^{\circ}$ was an arbitrary point on $H_{c}$ with $X_{1}^{0}<0$ and $X^{\circ}$ is not an admissible point，then there is no admissible point（ $\mathrm{X}^{0}$ ）on $\mathrm{H}_{\mathrm{c}}$ with $X_{1}^{0}<0$ 。 However，one can see that the points on $H_{c}$ with their $X_{1}$ coordinates greater than zero are each admissible points because if one starts at（ 0,0 ）and moves along $H_{c}$（as $X_{1}$ gets larger），each time he moves he will increase the $Y_{2}$ response while decreasing the $Y_{1}$ response ${ }_{0}$

It should be noted that the sets $S_{1}(a)$ satisfy the conditions of Theorem III；hence the minimal complete set exists．Therefore，if $b>0$ and the gradient of $Y_{2}$ is directed toward the inside of the parabolic contours，then the minimal complete set is

$$
\begin{equation*}
\left\{\left(x_{1}, x_{2}\right) \mid 2 b x_{1} x_{2}+x_{1}-2 b h x_{2}=0,0 \leq x_{1}<h\right\} \tag{31}
\end{equation*}
$$

We can go through similar arguments for the other three cases to obtain the following results：

If $b>0$ and $\nabla Y_{2}$ is directed toward the outside of the parabolic contours，then the minimal complete set is

$$
\begin{equation*}
\left\{\left(x_{1} \cdot x_{2}\right) \mid 2 b x_{1} x_{2}+x_{1}-2 b h x_{2}=0, x_{1} \leq 0\right\} \tag{32}
\end{equation*}
$$

If $\mathrm{b}<0$ and $\nabla Y_{2}$ is directed toward the inside of the parabolic
contours, then the minjmal complete set is

$$
\begin{equation*}
\left\{\left(x_{1}, x_{2}\right) \mid x_{1} x_{1} x_{2}+x_{2}-2 b h x_{2}=0,0<x_{1}<h\right\} \tag{33}
\end{equation*}
$$

If $b<0$ and $\nabla \mathbb{Y}_{2}$ is directed towand the outside of the parabolic contours then the minimal complete set is

$$
\begin{equation*}
\left\{\left(x_{1}, x_{2}\right) \mid 2 b x_{1} x_{2}+x_{1}-2 b h x_{2}=0, x_{1} \leq 0\right\} \tag{34}
\end{equation*}
$$

From the preceding results, one is able to construct the following algorithn for determining the minimal complete set for the original problem。
(1) Detemine the equation of the set of tangent points; this will be the equation of a hyperbola.
(2) Draw the branch of this curve which passed through the maximum of the $Y_{1}$ response。
(3) Determine which end of the drawn curve corresponds to large $Y_{2}$ responses.
(4) The section of the curve starting with the point where $Y_{1}$ has its maximum resposse and moving toward the end which correse ponds to large $Y_{2}$ responses is the minimal complete set.

As one can easily see, if the $Y_{1}$ response had a minimum response at its center instead of a maximum response, then the set of admissible points would not exist. In fact, there would be no admissible point since both $Y_{1}$ and $Y_{2}$ could simultaneously be increased without bound.

Admissible Points for $Y_{1}$ Having Hyperbolic Contours and $Y_{2}$ Having Hyperbolic Contours

The fifth problem we wish to consider is of the type where the $Y_{1}$
contours form a family of hypenbolas with center $\left(h_{2} k_{1}\right)$ and the $Y_{2}$ contours form a family of hyperbolas with center ( $h_{2}, k_{2}$ )。 One should note that in many cases the set of admissible points does not exist for these type contours. After translating, rotating, and applying the change of scale technique, we may reduce all problems of this type to a situation which is as follows. The contours of the $Y_{1}$ response form a family of hyperbolas with $X_{1}=X_{2}$ and $X_{1}=-X_{2}$ as their asymptotes and $X_{2}=0$ as their axis. The contours of the $Y_{2}$ response form a family of hyperbolas with center $(h, k), h \geq 0, k \geq 0$ 。

Let us now determine the set of admissible points for this problem. The equation of the $Y_{1}$ contours is

$$
\begin{equation*}
x_{1}^{2}=x_{2}^{2}=k_{1} \tag{35}
\end{equation*}
$$

while the equation of the $Y_{2}$ contours is

$$
\begin{equation*}
a\left(x_{1}-h\right)^{2}+b\left(x_{1}-h\right)\left(x_{2}-k\right)+\left(x_{2}-k\right)^{2}=k_{2}, b^{2}-4 a>0 \tag{36}
\end{equation*}
$$

It should be noted that the cases where the $Y_{2}$ contours are of the form

$$
\left(x_{1}-h\right)\left(x_{2}-k\right)=k_{2}
$$

are not considered here. For these cases there exist no admissible points since both $\Psi_{1}$ and $Y_{2}$ responses can simultaneously be increased without bound.

We will go through the procedure which was performed in problem one. Finst, determing the set of tangent points by setting $X_{2}^{\prime}$ from Equation 35 equal to $X_{2}$ from Equation 36 : then from this set of tangent points we eliminate those points which are not admissible points which leaves the
set of admissible points.
From Equation 34 we have

$$
\begin{equation*}
x_{2}^{g}=\frac{X_{1}}{X_{2}} . \tag{37}
\end{equation*}
$$

From Equation 36, we have

$$
\begin{equation*}
x_{2}^{1}=\frac{2 a\left(x_{1}-h\right)+b\left(x_{2}-k\right)}{2\left(x_{2}-k\right)+b\left(x_{1}-h\right)} . \tag{38}
\end{equation*}
$$

Setting $X_{2}^{\prime}$ of Equation 37 equal to $X_{2}^{8}$ of Equation 38 , we have the equation of the set of tengent points:

$$
\begin{equation*}
\frac{x_{1}}{x_{2}}=\frac{2 a\left(x_{1}=h\right)+b\left(x_{2}=k\right)}{2\left(x_{2}-k\right)+b\left(x_{1}=h\right)} . \tag{39}
\end{equation*}
$$

Simplifying Equation 39, we obtais

$$
\begin{equation*}
b x_{1}^{2}+2(a+1) x_{1} x_{2}+b x_{2}^{2}-(2 k+b h) x_{1}=(2 a h+b k) x_{2}=0 . \tag{40}
\end{equation*}
$$

After inspecting Equation 40 , one sees that $(a+1)^{2}-b^{2}$ may be less than equal to on gneaten than zero. $1 f(a+1)^{2}-b^{2}$ is less than zero, this indicates that the tangent points lie on an ellipse. However, from observing the ${ }^{2}$ eontours, it is obvigus that the set of admissible points can not lis on an ilipse, Hence, for this case, the set of ado missible points does not exist.

If $(a+1)^{2}=b^{2}$ is equal to zero, then Equation 40 is the equation of a parabola. There are two possible eases when the tangent points lie on a parabola. Case I is when one section the parabola corresponds to large $Y_{1}$ and $Y_{2}$ responsess while the other section corresponds to small $Y_{1}$ and $Y_{2}$ responses. Case II is when one section of the parabola corresponds to large $Y_{1}$ responses and small $Y_{2}$ nesponses, while the other section conresponds to small $Y_{1}$ responses and large $Y_{2}$ responses

In Case I there are no admissible points since by the correct choice of $\left(X_{10} X_{2}\right)$ one can simultaneously increase both $Y_{1}$ and $Y_{2}$ without bound. However, for Case $\mathrm{II}_{\theta}$ the set of admissible points will be the complete parabola.

Now if $(a+1)^{2}=b^{2}$ is greater than zero, then Equation 40 is the equation of a hyperbola and in order to determine the set of admissible points, when they exist, we must break the problem into different cases. That is ${ }_{g}$ we must consider subsets of the problem in which one is given more information about $a$ and $b$. In each case, the set of tangent points will lie on either a branch of the hyperbola going through $(0,0)$ and (h,k) referred to as $H_{c}$ or on the other branch of the hyperbola referred to as $H_{N}$. If the set of admissible points exists, it will be the branch of the hyperbola referred to as $H_{N}$. Therefore, we need to determine conditions on $a$ and $b$ for the admissible points to exist.

To help us determine when the admissible points exist, we note the following:

$$
\left[\begin{array}{c}
\frac{\partial Y_{2}(X)}{\partial X_{1}}  \tag{41}\\
\frac{\partial Y_{2}(X)}{\partial X_{2}}
\end{array}\right]\left[\begin{array}{l}
2 a\left(X_{1}-h\right)+b\left(X_{2}-k\right) \\
2\left(X_{2}-k\right)+b\left(X_{1}-h\right)
\end{array}\right]
$$

The plus or minus sign is determined from the problem but in the follow ing work we will only consider problems in which the plus sign is appro $=$ priate. However, it should be noted that if we determine that the set of admissible points exists for certain values of $a$ and $b$ by using the plus sign, then for these values of $a$ and $b$ the admissible set does not exist with the minus sign。 Thus, if the problem implies the use of a
minus sign, then there existe no admissible get for this problem.
Another tool which we will find very useful is the ability to write the equation of the asymptotes of a hyperbola from the equation of the hyperbola (see (11) page 151).

From reference (11), we see that the slope, $m_{0}$ of the asymptotes of Equation 36 is given by

$$
\begin{equation*}
m=\frac{-b \pm \sqrt{b^{2}-4 a}}{2} \tag{43}
\end{equation*}
$$

Now ${ }_{8}$ using $m_{1}$ to represent the slope of the asymptote with maximum slope ${ }_{8}$ we have

$$
\begin{equation*}
m_{1}=\frac{-b+\sqrt{b^{2}-4 a}}{2} \tag{44}
\end{equation*}
$$

Using $m_{2}$ to represent the slope of the asymptote with minimum slope, we have

$$
\begin{equation*}
m_{2}=\frac{-b-\sqrt{b^{2}-4 a}}{2} \tag{45}
\end{equation*}
$$

One should note that $m_{1} \neq m_{2}$ since $b^{2}$ - ha is greater than zero from the fact that Equation 36 is the equation of a hyperbola.

As a first case, let us consider a $0, b \& 0$. Then Figure 10 will help us determine the conditions for the set of admissible points to exist. The arrows in Figure 10 indicate the direction of the $Y_{2}$ gradients. These directions were obtained from Equations 41 and 42. Equaco tions 41 and 42 are easily applied along $X_{1}=h$ and $X_{2}=K$ one can see from the direction of the $\Psi_{2}$ gradients and knowing the direction of the $Y_{1}$ gradients, that the set of admissible points does not exist. If a point ( $X_{18} 0$ ) is chosen with $X_{1}$ very large we see that both $Y_{1}$ and $Y_{2}$ responses may be increased without bound.


Figure 10 . Asymptotes of Hyperbolic Contours. $a>0, b>0$

Next, let us consider the case when a $s 0_{0} b<0$. Thes the asymp totes of Equation 36 can be drawn as in Eigure 11.

From Figure 11 one can easily see that there exist no admissible points for this case。 One can take points on the line $X_{2}=0$ with $X_{1}$ very large and we can see that both $Y_{1}$ and $Y_{2}$ responses may be increased without bound.

The thind case we will consider is $a<0, b>0$. The asymptotes of Equation 36 for this particular case are drawn in Figure 12 . From Figure 12 (noting the direction of the gradients of $Y_{2}$ and knowing the direction of the gradients of $Y_{1}$ we see the set of admissible points exists if and only if $m_{1} \geqslant 1$ and $m_{2} \leqslant-1$ 。


Figure 11, Asymptotes of dyperbolic contours, a $>0$, $b<0$


Figure 12. Asymptotes of Hyperbolic Contours, $a<0, b>0$

For the last case, $a<0_{0} b \& O_{0}$ we may dxam the abymptotes of Equa tion 36 as is done in F 2 gure 13. Cleaxly, from Eigure 13 , one sees that the set of admissible points exists if and only if $m_{1}>1$ and $m_{2}=1$.


Figure 13. Asymptotes of Hyperbolic Contours, $a<0, b<0$

It may be conveniant to show the results of the preceding situations in a table (Table III). It is of interest to note that if a given problem requires that we use the minus sign with Equations 41 and 42 in stead of the plus sigm, then the new table would be the image, through the b axis, of Table III。

If Equation 35 is the equation of a hyperbola and Equation 36 is

## ADMISSIBLE POINTS FOR HYPEREOLIC CONTOURS

| The set of admissible points esist if and only $i x m_{1}>1$ and $m_{2}=1$ 。 |  |
| :---: | :---: |
|  | There exist no admissible points $60,0)$ |
| The set of admissible points exist if and oniy iff m，$\geqslant 2$ and $m_{2} \leqslant-1$ 。 | There exist no admissible points． |

the equation of a hyperbola，we will use the preceding work to construct an algorithn which deternines：（1）if the set of admissible points exists，and（2）if the sec of admissible points does exist，then the set of admissible pointa．
（1）Put the problem into a form having contours with Equations 35 and $36_{0}$ This may reguire rotations，translations，and change of scale。
（2）By looking at $a$ and $b$ and referring to Table III（or the image thereof if one has the minus sign associated with Equations 41 and 42 ），determine if the admissible set exists．One may have to calculate $m_{1}$ and $m_{2}$ by using Equations 44 and 45 。
（3）If the set of admissible points exist，then calculate the set of tangent points（Equation 40）．
（4）From this set of tangent points，pick the branch of the hyper－ bola which does not pass through the points $(0,0)$ or $(h, k)$ （that is $H_{N}$ ）This is our set of admissible points for $Y_{1}$ and $Y_{2}$

## Admissible Points for $Y_{1}$ having Parabolic Contours and $Y_{2}$ <br> Having Hyperbolic Contours

As the sixth problem of this chapter, we will consider the problem of determining the set of admissible points, if it exists, when the contours of the $Y_{1}$ response function form a family of parabolas with vertices on the line $X_{2}=m X_{1}+b\left(X_{2}=m X_{1}+b\right.$ is also the axis of each parabola), and the contours of the $Y_{2}$ response function form a family of hyperbolas with center $\left(h_{2}, k_{2}\right)$ 。

Without loss of generality, since we have at our disposal the tools of rotation, translation, and change of scale, we need to consider only problems of the following type. The contours of the $Y_{1}$ response function form a family of parabolas which has $X_{1}=0$ as its axis. The contours of the $Y_{2}$ response function form a family of hyperbolas which has its center at the point $\left(h_{8} k\right)_{8} h \geqslant 0_{8} k \geqslant 0_{0}$ After determining the set of admissible points (say A) for this new situation, if the set of admissible points exist, one may obtain the set of admissible points for the original problem by performing, on $A_{0}$ the inverse of the operations that were performed to get the original problem into the new problem format.

From the preceding discussion, we see that the equations of the contours for the response functions of the new problem may be as follows.

The equation of the contours for the $Y_{1}$ response may be written as

$$
\begin{equation*}
X_{2}=c=d X_{1,}^{2} \quad d= \pm 1, c \in(\infty, \infty) \tag{46}
\end{equation*}
$$

The equation of the contours for the $Y_{2}$ response may be written

$$
\begin{align*}
& a\left(X_{1}-h\right)^{2}+b\left(x_{2}-h\right)\left(x_{2}-k\right)+\left(X_{2}-k\right)^{2}=K_{2} \\
& b^{2}-4 a>0, a(-\infty), b \varepsilon(\infty, \infty) \tag{47}
\end{align*}
$$

The following discussion will be for the plus sign in Equations 41 and 42. It is obvious that the gradient of the $Y_{1}$ response must be directed toward the inside of the parabolic contours in order that the set of admissible points exist. Therefore, we will consider only problems with $\nabla Y_{2}$ directed toward the inside of the parabolic contours. Applying Theorem $\nabla_{8}$ we know that if we determine the set of tangent points for the contours, given by Equations 46 and 47 , then the set of admissible points, if they exist, is a subset of this set of tangent points.

To determine the set of tangent points, we determine $X_{2}^{9}$ from Equa tion 46 and $X_{2}^{8}$ from Equation 47 . Setting these two $X_{2}^{90}$ s equal, we have the equation of the set of tangent points.

From Equation 46, we have

$$
\begin{equation*}
\mathrm{x}_{2}^{9} \frac{\mathrm{x}_{2}}{\mathrm{x}_{1}}=2 \mathrm{dx}_{1} \tag{48}
\end{equation*}
$$

and from Equation 47, we have

$$
\begin{equation*}
x_{2}^{g}=-\frac{2 a\left(x_{1}-h\right)+b\left(x_{2}-k\right)}{2\left(x_{2}-k\right)+b\left(x_{1}-h\right)} \tag{49}
\end{equation*}
$$

Setting these two $X_{2}^{p}$ s equal ${ }_{3}$ we find that the equation of the set of tangent points is

$$
\begin{equation*}
-2 d X_{1}=\frac{2 a\left(x_{1}-h\right)+b\left(x_{2}-k\right)}{2\left(x_{2}-k\right)+b\left(x_{1}-h\right)} \tag{50}
\end{equation*}
$$

Now, simplifying Equation 50 , we have
$2 b d X_{1}\left(X_{1}-h\right)+4 d x_{1}\left(X_{2}-x\right)+2 a\left(X_{2}-k\right)+b\left(X_{2}-k\right)=0$.

We recognise that (5hy the quation of a bypardola. Therefore。 the set of tangent points lies oz a hyperbolag hence if the set of admiso sible points sist. it will lie on a section of a hyperbola.

Solving Equation 51 for $X_{2}$ we have

$$
\begin{equation*}
-X_{2}=\frac{2 b d X_{1}\left(X_{1}-b\right)+2 a\left(X_{1}-h\right)=b k-4 d k X_{1}}{4 d X_{1}+b} \tag{52}
\end{equation*}
$$

From Equation 52 one notes that the hyperbola has vertical asympo tote $X_{1}=b / 4 d_{0} A i s O_{g}$ noting that the hyperbola of tangent points passes through ( $h$ g $k$ ) we heve an idea of what the graph of Equation 51 looks like For the remainder or this discussion, we will choose $d=1$ (that is, the equations of the $Y_{1}$ contours will be $X_{2}-c=X_{1}^{2}$ ) in order to limit the number of cases it is necessary to consider. (One might just as well choose $d=-1$ and go through the following discussion.

Putting $d: 1$ in Equatign 52, we have

$$
\begin{equation*}
x_{2}=\frac{2 b X_{1}\left(X_{1}-h\right)+2 a\left(X_{1}-h\right)-b k-4 k X_{1}}{4 x_{1}+b} \tag{53}
\end{equation*}
$$

Dividing the numberator of Equation 53 by the denominator, we have

$$
\begin{equation*}
X_{2}=\frac{b}{2} X_{1}+\frac{2 b h=2 a+4 k+\frac{b^{2}}{2^{m}}}{4}+\frac{\operatorname{constant}}{4 X_{2}+b} \tag{54}
\end{equation*}
$$

Noting that as $X_{1} \rightarrow$ the last term of Equation 54 approaches zero, we have the equation of the other asymptote of the byperbola.

$$
\begin{equation*}
X_{2}=\frac{b}{2} x_{1}+\frac{2 b h-2 a+4 k+\frac{b^{2}}{2}}{4} \tag{55}
\end{equation*}
$$

Note that the slope of this asymptote is $-b / 2$ which is the same as the slope of the axis of the hyperbola.

To better understand the hyperbola aroumd the vertical asymptote $\left(X_{1}=-b / 4\right)$, let $X_{1}=-b / 4$ in the numerator of Equation 53. The numeraton of equation 53 reduces so

$$
\begin{equation*}
=\frac{1}{2}\left(b^{2}=4 a\right)\left(b+\frac{b}{4}\right) \tag{56}
\end{equation*}
$$

We know $b^{2}$ a 4 is greater than zero, since Equation 47 is the equation of a hyperbolag so the sign of the numerator of Equation 53 depends upon ( $h+b / 4$ ).

If $(h+b / 4)$ is greater than zero, then the hyperbola goes to $-\infty$ as $\left.X_{1} \rightarrow(\infty) / 4\right)$ from the right ${ }^{*}$ and the hyperbola goes to $+\infty$ as $X_{1} \rightarrow(=b / 4)$ from the left ${ }^{*}$

If $(h+b / 4)$ is less than zero, then the hyperbola goes to $+\infty$ as $X_{1} \rightarrow \infty / 4$ from the right ${ }^{*}$ while the hyperbola goes to $\rightarrow \infty$ as $X_{1} \rightarrow-b / 4$ from the left ${ }^{\circ}$ 。

For convenience, we will refer to the branch of the hyperbola which passes through ( $h,{ }_{8} \mathrm{k}$ ) as $\mathrm{H}_{1}$ and the other branch will be referred to as $\mathrm{H}_{2}{ }^{\mathrm{o}}$

As our first case we choose $a>O_{0} b>0_{0}$ However, as one can see from Figure 10 , if $a>O_{0} b \geqslant 0$, then $m_{1} \leqslant O_{8} m_{2}<O_{0}$, and from Equation 42

$$
\left.\frac{\partial Y_{2}(X)}{\partial X_{2}}\right|_{X_{1}}=\mathrm{s}
$$

Hence, we see that we can choose points on the line $X_{1}=h$ and $X_{2}$ very large which will simultaneously increase $i_{1}$ and $Y_{2}$ without bound. Therefore, if $a>O_{0} b>O_{8}$ there is no admissible point。

As Case II let us consider $a \geqslant 0, b \& 0_{0}$ Again from Figure 11; or

Eront the ract that

$$
\left.\frac{\partial x_{2}(x)}{\partial X_{2}}\right|_{x_{1}=0}>0
$$

we see that both $\mathbb{Y}_{1}$ and $Y_{2}$ can be incramsed without bound as $X_{2}$ is increased. Therefore, mo admanible point exists. Trom the two preceding examples, and refering to figures 12 and 13, one sees that if Equations 41 mal 42 have the pins sign associated with them, then there axe no admisstble points. Howswer, if the problem should imply that Equations 41 and 42 should have the minus gign masoclated with them, then the set of admissible points dows extst.

Suppose the minus sign is axsoctated with Equations 41 and 42 . Then the gradients of the ${ }_{2}$ response (ass shown by the arrows in Figures 10, 11, 12, and 13) will be opposite the direction shown in Figures 10 , 11, 12, and 13. Now lat us suppose the problem implies that the minus sign should be associgted with Equations 41 and 42 . Let us consider what the set of admissible points is when $>0$ and $b<0$ (Figure 11 with gradient vectors of ${ }_{2}$ frupposite direction): There are two situations we should consider. Fixst, let -b/4 be greater than $h$. Figure 14 will help us deternine the adrassible points.

Clearly, the points on ${ }^{-1}$ are not dmissible points (for the points on $\mathrm{H}_{1}\left(\right.$ say $\left.\mathrm{X}^{0}\right)$ with $h<\mathrm{X}_{1}^{\infty}$, the point $(h, k)$ is betcer than $\left.X^{0}\right)$. For the points on $H_{\mathbb{1}}\left(s a y X^{0}\right)$ with $X_{\mathbb{1}}^{\circ} \leq h_{s}$ wean find a point better than $X^{\circ}$ by movigg aloag the line gotng through $x^{( }$with slope $-b / 2$ until we get to a point (Fay $\left.X^{1}\right)$ where $X_{2}\left(X^{\mathbb{D}}\right)=\Psi_{2}\left(X^{0}\right), X_{1}\left(X^{1}\right)$ will be greater than $Y_{1}\left(X^{0}\right)$, or we can refer to Appendix $B$ for proof that there are no
admissible points on $H_{1}$ ). Also, each point, $X^{\circ}$, on $H_{2}$ is the point with highest $Y_{2}(X)$ value such that $Y_{1}(X)=Y_{1}\left(X^{0}\right)$. If we move from one point on $H_{2}$ (say $X^{1}$ ) so as to increase $Y_{1}$, then we will decrease $Y_{2}$. That is, if $Y_{1}\left(X^{1}\right)>Y_{1}\left(X^{0}\right)$, then $Y_{2}\left(X^{1}\right)<Y_{2}\left(X^{0}\right)$ 。


Figure 14. Tangent Points for Hyperbolic and Parabolic Contours, -b/4>h

Next, suppose that -b/4 is less than $h$; a typical figure for this case is Figure 15. Clearly, as is shown in Appendix B, we see that there are no admissible points on $H_{1}$. Therefore, we are interested in
only the points on $\mathrm{H}_{2}$. If we let $a$ and $b$ take on different values, we will always find that the set of admissible points, if they exist, will be on $\mathrm{H}_{2}$ 。


Figure 15. Tangent Points for Hyperbolic and Parabolic Contours $\quad-b / 4<a$

If $Y_{1}$ has parabolic contours and $Y_{2}$ has hyperbolic contours, then from the preceding work we can now state an algorithm which determines (1) if the set of admissible points exists and (2) the set of admissible
points when it exists．
（1）Check the direction of the gradient of the parabolic contours （ $Y_{1}$ contours）．If the gradient is directed toward the inside of the parabola，then proceed．If the gradient is directed toward the outside of the parabola，then there exist no admis－ sible points．
（2）Use a rotation，translation，and a change of scale to transform the problem into a new situation having contours with equations given by Equations 46 and 47。
（3）Check to see if the sign of Equations 41 and 42 should be plus or minus．If the problem implies the sign should be plus，then there exist no admissible points．If the problem implies the sign should be minus，then proceed。
（4）Determine the set of tangent points（ $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ ，that is，the hyperbola given by Equation 51）．
（5）From the set of tangent points determine the branch（ $\mathrm{H}_{2}$ ）which does not go through the center of the hyperbolic contours （ $h, k$ ）。 This branch（ $H_{2}$ ）is our set of admissible points for $Y_{1}$ and $Y_{2}{ }^{\circ}$

Admissible Points For $Y_{1}$ Having Parabolic Contours and $Y_{2}$ Having Parabolic Contours

As the final problem in this chapter，we need to consider the fol－ lowing situation．Suppose the $y_{1}$ contours form a family of parabolas with axis $X_{2}=m_{1} X_{1}+b_{1}$ and the $Y_{2}$ contours form a family of parabolas with axis $\mathrm{X}_{2}=\mathrm{m}_{2} \mathrm{X}_{2}+\mathrm{b}_{2}$ 。

After performing a rotation，translation，and a change of scale，we
may state any of the preceding situations as the following new situation. Now $Y_{1}$ has parabolic contours with $X_{1}=0$ as their axis and $Y_{2}$ has parabolic contours with axis $x_{2}=m_{3} x_{1}+b_{3}$. We may write the equations of the contours for response functions $Y_{1}$ and $Y_{2}$ as follows.

For the response function $Y_{1}$, the equation of the contours is

$$
\begin{equation*}
x_{2}=c=d x_{1}^{2} \quad d= \pm 1 \tag{57}
\end{equation*}
$$

For the response function $Y_{2}$, the equation of the contours is

$$
\begin{gather*}
a x_{1}^{2}+b x_{1} x_{2}+x_{2}^{2}+e X_{1}+f X_{2}+g=0 \\
\text { where } b^{2}=4 a=0 \tag{58}
\end{gather*}
$$

Clearly if the gradient of $Y_{1}$ or $Y_{2}$ or both $Y_{1}$ and $Y_{2}$ is directed toward the outside of the parabolic contours there is no admissible point since we will be able to simultaneously increase $Y_{1}$ and $Y_{2}$ without bound. Therefore, let us suppose, in the following discussion, that $\nabla Y_{1}$ and $\nabla Y_{2}$ are directed toward the inside of their respective parabolic contours. In order to limit the number of cases we need to consider, let $d=1$ 。 We could just as well use $d=-1$ 。

Before going any further we should mention that Equation 58 does not cover the case where the parabolas have parallel axes. If the paro abolas have parallel axes and the gradients of $Y_{1}$ and $Y_{2}$ are in differ= ent directions (both being directed toward the inside of their respective contours), then the set of admissible points will be the line of tangent points. If the gradients of $\Psi_{1}$ and $Y_{2}$ are not in different directions, then there exists no admissible point.

To determine the set of admissible points, we will first determine
the set of tangent points. To detemine the set of tangent points, we set $X_{2}^{\prime}$ from Equation 57 equal to $X_{2}^{\prime}$ from Equation 58.

Calculating $X_{2}$ from Equation 57 , with $d=1$, we have

$$
\begin{equation*}
x_{2}^{4}=2 x_{1} \tag{59}
\end{equation*}
$$

Calculating $X_{2}$ from Equation 58 , we have

$$
\begin{equation*}
2 a X_{1}+b X_{1} X_{2}^{5}+b x_{2}+2 X_{2} X_{2}^{p}+e+f X_{2}^{8}=0 \tag{60}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{2}=-\frac{2 a X_{1}+b X_{2}+a}{b X_{I}+2 X_{2}+f} \tag{61}
\end{equation*}
$$

Setting $X_{2}^{\prime}$ of Equation 59 equal to $X_{2}^{\prime}$ of Equation 61, we find that the equation of the set of tangent points is

$$
\begin{equation*}
\left.2 \mathrm{X}_{1}=\frac{\mathrm{a}\left(2 \mathrm{ax}_{1}+\mathrm{bx}\right.}{2}+\mathrm{e}\right) \tag{62}
\end{equation*}
$$

Rewriting Equation 62, we have

$$
\begin{equation*}
2 b x_{1}^{2}+4 x_{1} x_{2}+2(a+f) x_{1}+b X_{2}+e=0 . \tag{63}
\end{equation*}
$$

We note, by observing the discriminant of Equation 63, that Equa tion 63 is the equation of a hyperbola.

Solving Equation 63 for $X_{2}$, we have

$$
\begin{equation*}
x_{2}=\frac{2 b x_{1}^{2}+2(a+f) x_{1}+e}{4 x_{1}+b} \tag{64}
\end{equation*}
$$

From Equation 64 we see that the hyperbola which $^{\text {w }}$ is the set of tangent points, has vertical asymptote $X_{1}=-b / 4$ 。

For convenience, let us call the branch of the hyperbola, which approaches $+\infty$ as $X_{1} \rightarrow \infty$ b/4, $H_{1}$. The branch of the hyperbola, which
approaches $\approx \infty$ as $X_{1} \rightarrow \sim b / 4$, we will call $\mathrm{H}_{2}{ }^{\circ}$
It is easily seen, from an argument similar to the argument in Appendix $B_{8}$ that there are no admissible points on $H_{2}$. Furthermore, if the section of $H_{1}$ which corresponds to the large values of $Y_{1}$, that is, the section of $H_{1}$ for $X_{1}$ values close to $-b / 4$, also corresponds to small values of $Y_{2}$, then $H_{1}$ is the set of admissible points. However, if the section of $H_{1}$ which corresponds to large $Y_{1}$ values also corresponds to large $Y_{2}$ values then there exist no admissible points.

From the preceding work, we may state an algorithm for determining: (1) if the set of admissible points exists and (2) the set of admissible points (given the set of admissible points does exist) for response functions $Y_{1}$ and $Y_{2}$, when $Y_{1}$ and $Y_{2}$ have parabolic contours.
(1) Check the direction of the gradients of $Y_{1}$ and $Y_{2}$. If both gradients are directed toward the inside of their respective contours, then proceed. If one or both gradients are directed toward the outside of their respective contours, then there exists no admissible point.
(2) Determine the equation of the set of tangent points. This will be the equation of a hyperbola.
(3) From the set of tangent points determine which branch of the hyperbola corresponds to large values of $Y_{1}$, that is ${ }_{8}$ determine $H_{1}$ 。
(4) Check the section of $H_{1}$ which corresponds to large $Y_{1}$ values. If this section corresponds to small $Y_{2}$ values, then $H_{1}$ is the set of admissible points. If the section of $H_{1}$ which corresponds to large $Y_{1}$ values also corresponds to large $Y_{2}$ values, then there exist no admissible points.

In this chapter there is introduced a procedure for determining a set, the set of tangent points which contains the set of admissible points: if the set of admissible points exists (when $N=2$ ) o Using theorems of Chapter II, Appendix $A$, Appendix $B$, and various similar tools we were able to determine (1) if the set of admissible points exists and (2) (given that the set of admissible points exists) the set of admissible points for $N=2, P=2, Y_{1}$ having any family of quadratic curves as its contours, and $Y_{2}$ having any family of qudraticcurves as its contours o

## CHAPTER IV

## ADMISSIBLE POINTS WHEN THERE IS A LINEAR CONSTRAINT ON THE CONTROLLED VARIABLES: $N=2, P=2$

Many times it is of interest to consider problems when the controlled variables are in some way constrained. In this chapter we will consider what effect a linear constraint on the controlled variables has on the set of admissible points for response functions having the contours considered in Chapter III. We will use the letter $L$ to represent the line which is the linear constraint, L divides the plane of the controlled variables into two sets: the set $A$ which is the set of points $\left(X_{1}, X_{2}\right)$ that are permissible points (that is, the points which satisfy the constraint) and the set $T$ which is the set of points ( $X_{1}$. $X_{2}$ ) that are not permissible The following definitions will facilitate the study of these linear constraints on the controlled variables.

Definition 8. The point $X=\left(X_{1}, X_{2}\right)$ is a feasible point if it is contained in the set $A_{\text {p }}$

Definition 9: The point $X^{0}$ is a feasible admissible point if $X^{0}$ is feasible, that is if $X^{\circ}$ is in $A_{2}$ and considering only the points in $A_{2}$ $X^{\circ}$ is an admissible point.

Definition $10 \%$ A complete set of feasible points is a set of points in $A$ such that given any point $X^{0}$ in $A$ which is not in the complete set of feasible points, there exists a point $X^{l}$ in the complete set of feasible points that is better than $\mathrm{X}^{0}$.

Definition 11: A minimal complete set of feasible points if it exists, is a set of points in A which is a complete set of feasible points such that no proper subset is a complete set of feasible points.

Definition 12; The point $X^{\circ}$ is a feasible tangent point if $X^{\circ}$ is feasible (that is, if $X^{\circ}$ is in $A$ ) and $X^{\circ}$ is a tangent point.

We are interested in obtaining, if it exists, the minimal complete set of feasible points. One should also note from the definitions that if an admissible point, for the problem without the linear constraint $L$, is feasible, then it is a feasible admissible point. Furthermore, if the minimal complete set, for the problem without the linear constraint $L_{0}$ is feasible, then the minimal complete set is in fact the minimal complete set of feasible points.

At first one may not know where to begin in his search for feasible admissible points. However, from the proof of Theorem IV (See page 11) one sees that in order for a point to be a feasible admissible point it must either be a point satisfying Theorem IV (or Theorem V since we are considering only cases where $N=2$ ) or it must be a point on $L$, the linear constraint.

Again, since the set of tangent points contains all admissible points, for the problem without the linear constraint, in order to determine the set of feasible admissible points we will determine the set, say $T$, of feasible tangent points. We know the set of feasible admissible points is contained in the union of $T$ and $L$ 。

In Chapter II it was shown that the admissible points are invariant under the change of scale technique. That is, if $X^{0}$ is an admissia ble point in the original problem, then $X^{0}$, transformed by change of scale, is an admissible point for the new problem; and if $Z^{\circ}$ is an
admissible point for the new problem，then $X^{\circ}$ is an admissible point for the original problem．Likewise，one can show that a feasible admissible point is invariant under the change of scale technique．If $\mathrm{X}^{\circ}$ is a feas－ ible admissible point for the original problem，then $z^{\circ}$ is a feasible admissible point for the new problem；and if $z^{\circ}$ is a feasible admissible point for the new problem，then $X^{0}$ is a feasible admissible point for the original problem。

It is seen that a rotation or translation does not change the set of feasible admissible points．Therefore，we see that we may translate， rotate，and use the change of scale technique to change the original problem into a new situation which has contours that are easier to study． After determining the set of feasible admissible points（if it exists） for this new situation，we may find the set of feasible admissible points for the original problem by applying the inverse change of scale，inverse translation；and the inverse rotation（that is，the inverse of those applied to obtain the new situation from the original problem）to the set of feasible admissible points of the new situation．Hence，we need to consider only contours of the types considered in the seven problems of Chapter III．

As our first problem，let us consider $Y_{1}$ contours which form a family of ellipses with a maximum at their center $\left(h_{1}, k_{1}\right)$ and $Y_{2}$ contours which form a family of ellipses with a maximum at their center（ $h_{2}, k_{2}$ ）。 As was done in problem one of Chapter III，the new situation can be stated as follows：The $Y_{1}$ contours form a family of circles with a max－ imum at their center（ 0,0 ）。 The $Y_{2}$ contours form a family of ellipses with a maximum at their center $(h, k), h \geq 0, k \geq 0$ and the major axes of the ellipses are parailel to one of the coordinate axes．

The equation of the $Y_{1}$ contours is given by

$$
\begin{equation*}
x_{1}^{2}+x_{2}^{2}=k_{1} \tag{65}
\end{equation*}
$$

The equation of the $Y_{2}$ contours is given by

$$
\begin{equation*}
a\left(X_{1}-h\right)^{2}+\left(X_{2}-k\right)^{2}=k_{2}, a>0 \tag{66}
\end{equation*}
$$

The equation of the linear constraint $L$ is

$$
\begin{equation*}
x_{2} \leqslant m X_{1}+b,-\infty<b<\infty, \infty<m<\infty \tag{67}
\end{equation*}
$$

For convenience let $m$ be greater than zero and a be less than one Figure 16 will help us to determine the set of feasible admissible points in the different cases. There are five different cases we will consider。


Figure 16. Linear Constraints on Elliptic Contours

Case I is the simplest of the five cases．It is the case when all admissible points are feasible；hence the set of feasible admissible points is just the set of admissible points．Also the minimal complete set of feasible points is just the minimal complete set．

Case II is the case where the admissible points which correspond to large values of the response function $Y_{1}$ are permissible but the admis－ sible points which correspond to large values of the response function $Y_{2}$ are not permissible．Let $P_{2}$ be the point where $L_{2}$ intersects the curve of admissible points（that is，$P_{2}$ is the point where $L_{2}$ intersects the hyperbola and the $X_{1}$ coordinate of $P_{2}$ is between zero and $h$ ）。 Let $\mathrm{P}_{2}^{\mathrm{p}}$ be the point where $\mathrm{L}_{2}$ is tangent to one of the elliptic contours of the $Y_{2}$ response function．Then the set of feasible admissible points for Case II is：（1）the points on the curve of admissible points from the point $(0,0)$ to the point $P_{2} ;(2)$ the points on the line $L_{2}$ from $P_{2}$ to $P_{2}^{\prime}$ 。

Case III occurs when the admissible points corresponding to large values of $Y_{1}$ are permissible and the admissible points corresponding to large values of $Y_{2}$ are permissible，but the admissible points corres－ ponding to mid－range values of both $Y_{1}$ and $Y_{2}$ are not permissible。

Let $P_{3}$ and $P_{3}$ be the points where $L_{3}$ intersect the curve of admis－ sible points．Also let the $X_{1}$ coordinate of $P_{3}$ be less than the $X_{1}$ coordinate of $P_{3}^{\prime}$

Then the set of feasible admissible points for Case III is as fol－ lows：
（1）The points on the curve of admissible points from $(0,0)$ to $P_{3}$ ．
（2）The points on $L_{3}$ from the point $P_{3}$ to the point $P_{3}{ }^{\circ}$
（3）The points on the curve of admissible points from $P_{3}^{1}$ to（ $h, k$ ）．

Case IV occurs when the admissible points associated with large values of $Y_{1}$ are not permissible and the admissible points associated with large values of $Y_{2}$ are permissible。 Let $P_{4}^{2}$ be the point where $L_{4}$ is tangent to one of the circular contours of $Y_{1^{\prime}}$ Let $P_{4}$ be the point where $L_{4}$ intersects the curve of admissible points．

Then the set of feasible admissible points for Case IV is given as follows：
（1）The points on $L_{4}$ from $P_{4}^{\prime}$ to $P_{4^{\circ}}$
（2）The points on the curve of admissible points from $P_{4}$ to（ $h, k$ ）．
Case $V$ is the case when none of the admissible points are permissi＝ ble．Let $P_{5}$ be the point where $L_{5}$ is tangent to one of the circular contours of $Y_{1}$ ．Also let $P_{5}^{\prime}$ be the point where $L_{5}$ is tangent to one of the elliptic contours of $Y_{2}$ ．The set of feasible admissible points for Case $V$ is the set of points on $L_{5}$ from the point $P_{5}$ to the point $P_{5}^{\prime}$ 。

As one can see from the first problem，which is possibly the simp－ lest problem we can consider，the number of cases one must consider in order to solve the general problem is large；and we have not solved the general problem。

As our second problem let us consider $Y_{1}$ contours which form a family of circles with a maximum response at their center（ 0,0 ）。 Let the $Y_{2}$ contours form a family of hyperbolas with center $(h, k), h \geq 0$ ， $k \geq 0$ and axis $X_{2}=k$ ．Figure 17 will help us in our search for the set of feasible admissible points．

From Chapter III we know the set of admissible points for this problem is the set

$$
\left\{\left(x_{1}, x_{2}\right) \mid(a-1) x_{1} x_{2}-a h x_{2}+k x_{1}=0,-\infty<x_{1} \leq 0\right\}
$$

where $a$ is given by Equation 21 .
Let us consider the problem of determining the set of feasible admissible points when the linear constraint is given by L, Figure 17. Let $P$ be the point where $L$ intersects the curve of admissible points. Let $P^{\prime}$ be the point on $L$ such that $Y\left(P^{\prime}\right)$ is equal to $Y\left(P^{\prime \prime}\right)$ where $P^{\prime \prime}$ is a point on $H_{N}$.


Figure 17. Linear Constraint on Elliptic and Hyperbolic Contours

The set of feasible admissible points for this problem is then the set described as follows:
（1）The set of points on the curve of admissible points from（ 0,0 ） to $P$ 。
（2）The points on $L$ from $P$ to $P^{\prime}$ ．
（3）The points on $H_{N}$ from $\mathrm{P}^{\prime \prime}$ toward the section of $\mathrm{H}_{\mathrm{N}}$ which cor－ responds to large values of $\mathrm{Y}_{2}$ 。

In Chapter III there were some cases when the set of admissible points did not exist because，by choosing $X_{1}, X_{2}$ or $X_{1}$ and $X_{2}$ in a cerm tain manner，one was able to increase both $Y_{1}$ and $Y_{2}$ without bound。 Many times，even though the set of admissible points does not exist，the set of feasible admissible points does exist．We illustrate thisby the last example in this section．

Suppose the contours of the response function $Y_{1}$ are parabolic and have the following equation．

$$
\begin{equation*}
x_{2}=x_{1}^{2}+c, \quad-\infty<c<\infty \tag{68}
\end{equation*}
$$

Let the contours of the response function $Y_{2}$ be parabolic and have Equation 69。

$$
\begin{equation*}
x_{2}=\left(x_{1}-3\right)^{2}+d, \quad-\infty<d<\infty \tag{69}
\end{equation*}
$$

Furthermore，let the gradients of $Y_{1}$ and $Y_{2}$ be directed toward the inside of their respective contours．It is obvious then that the set of admissible points does not exist．Now let us impose the linear constraint

$$
\begin{equation*}
x_{2} \leq 4 \quad \circ \tag{70}
\end{equation*}
$$

Then one sees that the set of feasible admissible points is the set of points on $X_{2}=4$ with $X_{1}$ coordinates between 0 and 3 ，which written in
set notation is

$$
\left\{\left(x_{1}, x_{2}\right) \mid x_{2}=4,0 \leq x_{1} \leq 3\right\}
$$

Summary

In this chapter we considered what effect a linear constraint on the controlled variables would have on the set of admissible points. It should be mentioned that the results we obtained in the cases treated are in agreement with the conclusions reached by Antle (1). An example was also considered in which the set of admissible points did not exist, but the set of feasible admissible points did exist. The results of applying linear constraints to the controlled variables, of the seven problems considered in Chapter III, should be catalogued. Also the problems where the sets of admissible points did not exist should be considered.

## TANGENT POINTS FOR RESPONSE FUNCTIONS WITH SPECIAL

$$
\text { CONTOURS: } N=2, P=3
$$

In Chapter III and Chapter IV, the procedure used to obtain the set of admissible points consisted of first determining the set of tangent points, and then from this set of tangent points determining the set of admissible points. Clearly, one may use the same procedure when $\mathrm{P}=3$ 。

Let the response function $Y_{1}$ have contours which form a family of ellipsoids with center $\left(h_{1}, k_{1}, P_{1}\right)$. Let the response function $Y_{2}$ have contours which form a family of ay quadratic surfaces with center $\left(h_{2}, k_{2} P_{2}\right)$ 。 After applying the techniques used in Chapters III and IV, for changing the original problem into a simpler problem, we have the following situation. The $Y_{1}$ contours form a family of spheres with center $\left(h, k_{0} P\right) \geq(0,0,0)$. The $Y_{2}$ contours form a family of quadratic surfaces with center, if there is a center, at $(0,0,0)$. The equation of the $Y_{2}$ contours will be in standard formo From the preceding discus sion we see that the contours of the response functions for this new situation have the following equations.

The equation of the contours of the $Y_{1}$ response function is

$$
\begin{equation*}
\left(x_{1}-h\right)^{2}+\left(x_{2}-k\right)^{2}+\left(x_{3}-P\right)^{2}=k_{2} \tag{71}
\end{equation*}
$$

The equation of the contours of the $Y_{2}$ response function can be of the form:

$$
\begin{equation*}
a x_{1}^{2}+b x_{2}^{2}+x_{3}^{2}=k_{2} \tag{72}
\end{equation*}
$$

Equation 72 is the form of all quadratic surfaces except the paraboloids. To represent the families of paraboloids we need an equation of the form:

$$
\begin{equation*}
x_{1}^{2}+a x_{2}^{2}+2 b x_{3}=k_{2} \tag{73}
\end{equation*}
$$

We will first consider the cases where the ${ }_{2}$ contours do not form families of paraboloids. That is, we will find the equation of the set of tangent points for Equation 71 and Equation 72。

From Corollary 2, since $N=2$ and the conditions of Theorem IV are met, we know

$$
\begin{equation*}
\nabla Y_{1}=-c \nabla Y_{2} . \tag{74}
\end{equation*}
$$

Now using Equation 74, we have

$$
\left[\begin{array}{c}
2\left(x_{1}-h\right)  \tag{76}\\
2\left(x_{2}-k\right) \\
2\left(x_{3}-p\right)
\end{array}\right]=\infty\left[\begin{array}{c}
2 a x_{1} \\
2 b x_{2} \\
2 x_{3}
\end{array}\right]
$$

Dividing the terms of Equation 76 by $2 \mathrm{aX}_{1}$, dividing the terms of Equation 77 by $2 \mathrm{bX}_{2}$, and dividing the terms of Equation 78 by $2 \mathrm{X}_{3}$, we have

$$
\begin{align*}
& \frac{x_{1}-h}{a x_{1}}=-c  \tag{79}\\
& \frac{x_{2}-k}{b x_{2}}=-c \tag{80}
\end{align*}
$$

$$
\begin{equation*}
\frac{x_{3}-P}{x_{3}}=-c \tag{81}
\end{equation*}
$$

Setting ac of Equation 79 equal to -c of Equation 80 , one obtains

$$
\begin{equation*}
\frac{x_{1}-h}{a x_{1}}=\frac{x_{2}-k}{b x_{2}} \tag{82}
\end{equation*}
$$

or rewriting Equation 82, we have

$$
\begin{equation*}
(a-b) x_{1} x_{2}-a k x_{1}+b h x_{2}=0 \tag{83}
\end{equation*}
$$

We note that Equation 83 is the equation of a hyperbolic cylinder unless $a=b$ when Equation 83 is the equation of a plane.

Next setting $-c$ of Equation 80 equal to $-c$ of Equation 81 , we obtain

$$
\begin{equation*}
\frac{x_{2}-k}{b x_{2}}=\frac{x_{3}-P}{x_{2}} \tag{84}
\end{equation*}
$$

or rewriting this, we have

$$
\begin{equation*}
(b-1) x_{2} x_{3}-b P x_{2}+k x_{3}=0 . \tag{85}
\end{equation*}
$$

Equation 85 is the equation of a hyperbolic cylinder unless $b=1$ when Equation 85 is the equation of a plane.

If one wants to analyze Equation 83 or Equation 85 more closely, he can write them in matrix notation and use the results (page 230 of reference (6)) to determine what each surface looks like.

That is, if we write Equation 83 as

$$
\left(x_{1}, x_{2}, x_{3}, 1\right)\left[\begin{array}{cccc}
0 & a-b & 0 & -a k \\
a-b & 0 & 0 & b h \\
0 & 0 & 0 & 0 \\
-a k & b h & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
1
\end{array}\right]=0
$$

and if we write Equation 85 as

$$
\left(x_{1}, x_{2}, x_{3}, 1\right)\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & b-1 & -b p \\
0 & b-1 & 0 & k \\
0 & -b P & k & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
1
\end{array}\right]=0
$$

then from (6) page 230 we are able to tell exactly what type of surface Equations 83 and 85 describe.

The results of an analysis of the preceding type may be best displayed in the following figure. Figure 18 ghows, for the given values of $a$ and $b$, the type of surface described by Equation 83 .


Figure 18. Tangent Surface I

For all points ( $a, b$ ) not otherwise marked, Equation 83 describes a hyperbolic cylinder.

# We can also display similar results for Equation 85. Figure 19 

 shows, for the given values of $a$ and $b$, the type of surface which satisfies Equation 85.

Figure 19. Tangent Surface II

For all points not otherwise marked, Equation 85 describes a hyperbolic cylinder. We could also have a figure showing the type of surface described by Equation 72 for different values of $a$ and $b$.

From Figure 18 and Figure 19 and knowing a and b, we know what surfaces Equations 83 and 85 describe. The intersection of the surfaces described by Equations 83 and 85 is the set of tangent points for the
response functions having contours described by Equations 71 and 72 。
Let us next consider response functions whose contours are given by Equations 71 and 73.

Again applying Corollary 2, that is: Equation 74, we have

$$
\left[\begin{array}{c}
2\left(x_{1}-h\right)  \tag{86}\\
2\left(x_{2}-k\right) \\
2\left(x_{3}-P\right)
\end{array}\right]=-c\left[\begin{array}{c}
2 x_{1} \\
2 a x_{2} \\
2 b
\end{array}\right]
$$

Dividing the terms of Equation 86 by $2 \mathrm{X}_{1}$, dividing the terms of Equation 87 by $2 \mathrm{aX}_{2}$, and dividing the terms of Equation 88 by 2 b , we obtain the following equations.

$$
\begin{equation*}
\frac{x_{1}=h}{x_{1}}=-c \tag{89}
\end{equation*}
$$

$$
\begin{equation*}
\frac{x_{2}-k}{a x_{2}}=-c \tag{90}
\end{equation*}
$$

$$
\begin{equation*}
\frac{x_{3}-P}{b}=-c \tag{91}
\end{equation*}
$$

Setting ac of Equation 89 equal to -c of Equation 91 and setting -c of Equation 90 equal to -c of Equation 91, we have

$$
\begin{equation*}
x_{1} x_{3}-(b+p) x_{1}+b h=0 \tag{92}
\end{equation*}
$$

and

$$
\begin{equation*}
a x_{2} x_{3}-(a P+b) x_{2}+b k=0 \tag{93}
\end{equation*}
$$

Clearly Equations 92 and 93 are again hyperbolic cylinders or planes.

Therefore, the set of tangent points is again the set of points which is the intersection of some combination of hyperbolic cylinders and planes.

In the same manner that we have found the set of tangent points for one response function with a family of ellipsoids forming its contours and another response function with any family $d$ quadretic surfaces forming its contours, we can find the set of tangent points for a response function with, say, a family of hyperboloids of one sheet forming its contours, and another response function with any family of quadratic surfaces forming its contours. However, it should be noted that the mathematics for some of these cases will be much more difficult.

After one obtains the set of tangent points, he still has the problem of picking, from this set of tangent points, the set of admissible points if the set of admissible points exist. At this point we are able to say what the set of admissible points is only when the contours of both response functions are ellipsoids.

## ELLIPTIC CONTOURS WITH MOVABLE CENTERS

When multiple responses are of interest, two things we must consider when choosing a model to fit a given response surface are: (1) how well the model fits and (2) if we use a certain model, then can we deter* mine the set of admissible points. We mention this here because, as will be seen, the set of admissible points is sometimes difficult to determine.

As one may expect there are many cases when the quadratic curves of Chapter III do not approximate the contours of a response function sufficiently close to merit their use in a model. In an effort to obtain a model which will approximate the contours of a given response function sufficiently close, one may be led to consider a family of quadratic curves (as in Chapter III) with the center of the family moving in a given path. That is, each contour has a center which is on some given path.

Let us suppose one came to the conclusion that a family of nonintersecting ellipses with centers along a line, parallel to the major or minor axis, was an appropriate model for the contours of given response function $Y_{1}$. Furthermore, let us suppose the model which seemed appropriate for the response function $Y_{2}$ was a model with a family of circular contours with a common center.

Suppose we are confronted with the preceding problem, we first
need to determine the set of tangent points. Let us suppose the line along which the elliptic contours of $Y_{1}$ have their center, is the nonnegative part of the $X_{1}$ axis.

The equation of the contours of the response function $Y_{1}$ may be written

$$
\begin{equation*}
\left(x_{1}=d\right)^{2}+a x_{2}^{2}=(c d)^{2}, c>1 \tag{94}
\end{equation*}
$$

where $d$ is the $X_{1}$ coordinate of the center of the ellipse.
The equation of the contours of the response function $Y_{2}$ may be written

$$
\begin{equation*}
\left(x_{1}-h\right)^{2}+\left(x_{2}-k\right)^{2}=k_{2}^{2} \tag{95}
\end{equation*}
$$

In order to determine the set of tangent points for response functions $Y_{1}$ and $Y_{2}$, we first obtain $X_{2}^{1}$ from Equations 94 and 95.

Taking the derivative of the functions in Equation 95 and solving for $X_{2}^{\prime}$, we have

$$
\begin{equation*}
x_{2}^{\prime}=-\frac{\left(x_{1}-h\right)}{\left(x_{2}-k\right)} \tag{96}
\end{equation*}
$$

Taking the derivative of the functions in Equation 94 and solving for $X_{2}^{\prime}$, we have

$$
\begin{equation*}
x_{2}^{\prime}=-\frac{\left(x_{1}-d\right)}{a x_{2}} \tag{97}
\end{equation*}
$$

Setting the $X_{2}^{\prime}$ of Equation 96 equal to the $X_{2}^{\prime}$ of Equation 97, we have

$$
\begin{equation*}
\frac{\left(x_{1}-h\right)}{\left(x_{2}-k\right)}=\frac{x_{1}-d}{a x_{2}} \tag{98}
\end{equation*}
$$

Equation 98 determines the set of tangent points; but with the variw able d in Equation 98, we are unable to tell much about what the graph of the curve looks like.

Solving Equation 98 for $d$, we find

$$
\begin{equation*}
\mathrm{d}=\frac{\mathrm{x}_{1}\left(\mathrm{x}_{2}-\mathrm{k}\right)-\mathrm{a} \mathrm{x}_{2}\left(\mathrm{x}_{1}-\mathrm{h}\right)}{\mathrm{x}_{2}-\mathrm{k}} \tag{99}
\end{equation*}
$$

Now to eliminate $d$ from Equation 99 and obtain the equation of the set of tangent points in a form we can analyze, we solve Equation 94 for $d_{0}$ From Equation 94 , we have

$$
\begin{equation*}
\mathrm{d}=\frac{-\mathrm{x}_{1} \pm \sqrt{\mathrm{x}_{1}^{2}+\left(c^{2}-1\right)\left(\mathrm{x}_{1}^{2}+a x_{2}^{2}\right)}}{c^{2}-1} \tag{100}
\end{equation*}
$$

Setting d from Equation 99 equal to d from Equation 100, we have

$$
\begin{equation*}
\frac{x_{1}\left(x_{2}-k\right)-a x_{2}\left(x_{1}-h\right)}{x_{2}-k}=\frac{-x_{1} \pm \sqrt{x_{1}^{2}+\left(c^{2}-1\right)\left(x_{1}^{2}+a x_{2}^{2}\right)}}{c^{2}-1} \tag{101}
\end{equation*}
$$

Multiplying Equation 101 by $\left(c^{2}-1\right)\left(x_{2}-k\right)$, we have

$$
\begin{align*}
& \left(c^{2}-1\right)\left[x_{1}\left(x_{2}-k\right)-a x_{2}\left(x_{1}-h\right)\right]+x_{1}\left(x_{2}-k\right)= \\
& \pm\left(x_{2}-k\right) \sqrt{x_{1}^{2}+\left(c^{2}-1\right)\left(x_{1}^{2}+a x_{2}^{2}\right)} \tag{102}
\end{align*}
$$

Squaring both sides of Equation 102, we have

$$
\begin{align*}
& \left(c^{2}-1\right)^{2}\left[x_{1}\left(x_{2}-k\right)-a x_{2}\left(x_{1}-h\right)\right]^{2}+x_{1}^{2}\left(x_{2}-k\right)^{2} \\
& +2\left(c^{2}-1\right)\left[x_{1}\left(x_{2}-k\right)-a x_{2}\left(x_{1}-h\right)\right] x_{1}\left(x_{2}-k\right)= \\
& \left(x_{2}-k\right)^{2}\left[x_{1}^{2}+\left(c^{2}-1\right)\left(x_{1}^{2}+a x_{2}^{2}\right)\right] \tag{103}
\end{align*}
$$

Dividing both sides of Equation 103 by $c^{2}-1$, we obtain

$$
\begin{gather*}
\left(x_{2}-k\right)^{2}\left(x_{1}^{2}+a x_{2}^{2}\right)=\left(c^{2}-1\right)\left[x_{1}\left(x_{2}-k\right)-a x_{2}\left(x_{1}-h\right)\right]^{2} \\
+2 x_{1}\left(x_{2}-k\right)\left[x_{1}\left(x_{2}-k\right)-a x_{2}\left(x_{1}-h\right)\right] \tag{104}
\end{gather*}
$$

Rewriting Equation 104, we have

$$
\left(x_{2}-k\right)^{2}\left(a x_{2}^{2}\right)=c^{2}\left[x_{1}\left(x_{2}-k\right)-a x_{2}\left(x_{1}-h\right)\right]^{2}-a^{2} x_{2}^{2}\left(x_{1}-h\right)^{2}(105)
$$

Writing Equation 105 in descending powers of $X_{2}$, we have

$$
\begin{align*}
& a X_{2}^{4}-2 a k x_{2}^{3}+\left[a^{2}\left(x_{1}-h\right)^{2}+a k^{2}-c^{2}\left(a^{2}\left\{x_{1}-h\right\}^{2}+x_{1}^{2}\right.\right. \\
& -2 a X_{1}\left\{x_{1}-h\right\} x_{2}^{2}+\left[c^{2}\left\{2 k x_{1}^{2}-2 a k x_{1}\left(x_{1}-h\right)\right\}\right] x_{2}-c^{2} k^{2} x_{1}=0 . \tag{106}
\end{align*}
$$

Now, if we know the values of $c, h, k$, and $a$, we should be able to determine the type of curve given by Equation 106 .

We may find it easier to determine what the set of tangent points looks like if we write Equation 105 in descending powers of $X_{1}$.

Writing Equation 105 in descending powers of $X_{1}$, we have

$$
\begin{gather*}
{\left[a^{2} x_{2}^{2}-c^{2}\left\{x_{2}-k\right\}^{2}+a^{2} x_{2}^{2}-2 a x_{2}\left\{x_{2}-k\right\}\right] x_{1}^{2}+} \\
{\left[-2 a^{2} x_{2}^{2} h-c^{2}\left\{2 a^{2} h x_{2}^{2}+2 a h x_{2}\left(x_{2}-k\right)\right\}\right] x_{1}+} \\
a x_{2}^{2}\left[a h^{2}+\left(x_{2}-k\right)^{2}-c^{2} a h^{2}\right]=0 \tag{107}
\end{gather*}
$$

Again, if we know $a, c, h$, and $k$, we will be able to determine the type of curve given by Equation 107. As an example, let $a=1, c=2$, $\mathrm{h}=\mathrm{k}=\mathrm{l}$ 。 Then the set of tangent points are illustrated in Figure 20.

From the preceding example one can readily see that problems of this type can become very difficult to treat. However, problems of this type are very important; hence, there should be further study in this area.


Figure 20. Tangent Paints for Contours with Movable Center

## SUMMARY

When considering a problem which has multiple responses of interest, one must realize that, in general, we are unable to maximize all responses simultaneously. This led us to define admissible points. The definition of an admissible point led to the definition of a complete set, and then to the definition of a minimal complete seto

In Chapter II some very useful tools, which allow us to determine the set of admissible points for given response functions, and in some cases the minimal complete set were introduced. We also showed that some of the theorems given in Chapter II could be very useful when one is searching a response surface for admissible points.

Chapter III dealt with cases where $N=2, P=2$, and the response functions of interest had contours which formed families of quadratic curves. Results for all different combinations of the quadratic curves were given. The results showed if the set of admissible points existed, then, if the set of admissible points did exist, described this set of admissible points.

Realizing that many times one is constrained to a certain region of the controlled variables, we considered, in Chapter IV, the effect on the set of admissible points of a linear constraint. Only a few problems were considered. All problems of Chapter III should be considered and their feasible admissible sets tabulated (if they exist). The idea
of feasibility naturally came about with the introduction of constraints. Some less familiar concepts were introduced, such as the idea of a feasible tangent point, feasible admissible points and minimal compleie set of feasible points. Besides the case of one linear constraint, one is also interested in the case where there is more than one linear constraint, Moreover, one is interested in all types of constraints; and this is an area where some future research should be done.

A procedure, for the cases when $N=2$, was introduced in Chapters III and IV, in which one first obtains the set of tangent points, and then from this set of tangent points determines the set of admissible points. In Chapter $V$ we determined the set of tangent points for some response functions which have special types of contours. The problem was considered for the cases $N=2$ and $P=3$. Only a limited number of cases was given in Chapter $V$ and much more work could be done here.

In Chapter VI a method of building a model for a response surface by using families of quadratic curves with movable centers to approximate the contours was introduced. In Chapter III we considered the center of all families of quadratic curves as being fixed. If one allows the center of the quadratic curves to move along different paths, a very good model can be built for many problems. However, as was seen by an exam ple, the set of admissible points are usually difficult to determine. Only the case with the centers of a family of ellipses moving along a line was considered; however, there are many other cases which should be considered, Thus, this is an area where much further study may be done.
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## APPENDIX A

The following problem will illustrate that if one has two families of elliptic contours, one family with center at the origin, then only those tangent points on $H_{c}$, the branch of the hyperbola through the origin, are possible admissible points. Without loss of generality we can let $a^{2}$ of Equation 108 be greater than $b^{2}$ of Equation 109. Therefore, to show this, we will show that all tangent points whose $X_{1}$ coordinates have values less than the value of the $X_{1}$ coordinate of the vertical asymptote are tangent points for contours which are tangent at one point and intersect at others.

Let the equation of the contours of one response be

$$
\begin{equation*}
a^{2} x_{1}^{2}+x_{2}^{2}=k_{1} \tag{108}
\end{equation*}
$$

and the equation of the contours of the other response be

$$
\begin{equation*}
b^{2}\left(x_{1}-h\right)^{2}+\left(x_{2}-k\right)^{2}=k_{2} \tag{109}
\end{equation*}
$$

Solving Equation 108 for $x_{2}^{2}$, we have

$$
\begin{equation*}
x_{2}^{2}=k_{1}-a^{2} x_{1}^{2} \tag{110}
\end{equation*}
$$

Expanding Equation 109 and eliminating $X_{2}^{2}$ by using Equation 110, we have

$$
\begin{equation*}
2 k x_{2}=k_{1}-a^{2} x_{1}^{2}+b^{2}\left(x_{1}-h\right)^{2}-k_{2}+k^{2} \tag{111}
\end{equation*}
$$

Squaring both sides of Equation 111 and using Equation 110 to
eliminate the $x_{2}^{2}$ term, we arrive at the following fourth degree equation:

$$
\begin{gather*}
\left(a^{2}-b^{2}\right)^{2} x_{1}^{4}+4 b^{2} h\left(a^{2}-b^{2}\right) x_{1}^{3}+\left[4 k^{2} a^{2}+4 b^{4} h^{2}-2 a^{2} b^{2} h^{2}+\right. \\
\left.2 b^{4} h^{2}-2 a^{2} k^{2}+2 b^{2} k^{2}-2 a^{2} k_{1}+2 b^{2} k_{1}+2 a^{2} k_{2}-2 b^{2} k_{2}\right] x_{1}^{2} \\
+\left[-4 b^{4} h^{3}-4 b^{2} h k^{2}-4 b^{2} h k_{1}+4 b^{2} h k_{2}\right] x_{1}+ \\
{\left[b^{4} h^{4}+k^{4}+k_{1}^{2}+k_{2}^{2}-2 k^{2} k_{1}+2 b^{2} k^{2} h^{2}+2 b^{2} h^{2} k_{1}-\right.} \\
\left.2 b^{2} h^{2} k_{2}-2 k^{2} k_{2}-2 k_{1} k_{2}\right]=0 \tag{112}
\end{gather*}
$$

If we let $a^{2}$ be greater than $b^{2}$ and solve for the tangent points of Equations 108 and 109, we find that the set of tangent points is a hyperbola ( $\mathrm{H}_{\mathrm{c}}$ ) corresponds to points with $\mathrm{X}_{1}$ coordinates greater than $-b^{2} h / a^{2}-b^{2}$. We wish to show that the contours which are tangent on $H_{N}$ also intersect at other points.

Let $c$ be the $X_{1}$ coordinate of any point where two elliptic contours are tangent, that is, any point in the set of tangent points. Therefore $\left(X_{1}-c\right)^{2}$ must divide the Equation 112 evenly.

Dividing the terms of Equation 112 by $\left(x_{1}-c\right)^{2}$ and using the fact that $\left(X_{1}-c\right)^{2}$ must divide the terms of Equation 112 evenly, we have the following:

$$
\begin{gather*}
\left(a^{2}-b^{2}\right)^{2} x_{1}^{2}+\left[4 b^{2} h+2 c\left(a^{2}-b^{2}\right)\right]\left[a^{2}-b^{2}\right] x_{1}+ \\
{\left[( a ^ { 2 } - b ^ { 2 } ) \left(-c^{2}\left\{a^{2}-b^{2}\right\}+2\left\{k_{2}-k_{1}-k^{2}-b^{2} h^{2}+4 b^{2} h c+\right.\right.\right.} \\
\left.\left.\left.2 c^{2}\left\{a^{2}-b^{2}\right\}\right\}\right)+4 b^{4} h^{2}+4 k^{2} a^{2}\right]=0 \tag{113}
\end{gather*}
$$

$$
\begin{gather*}
-2 c\left[( a ^ { 2 } - b ^ { 2 } ) \left(-c^{2}\left\{a^{2}-b^{2}\right\}+2\left\{k_{2}-k_{1}-k^{2}-b^{2} h^{2}+4 b^{2} h c+\right.\right.\right. \\
\left.\left.\left.2 c^{2}\left(a^{2}-b^{2}\right)\right\}\right)+4 b^{4} h^{2}+4 k^{2} a^{2}\right]= \\
\left(a^{2}-b^{2}\right)\left(-c^{2}\right)\left(4 b^{2} h+2 c\left\{a^{2}-b^{2}\right\}\right)+4 b^{2} h\left[k_{2}-k_{1}-k^{2}-b^{2} h^{2}\right](114) \\
c^{2}\left[( a ^ { 2 } - b ^ { 2 } ) \left(-c^{2}\left\{a^{2}-b^{2}\right\}+2\left\{k_{2}-k_{1}-k^{2}-b^{2} h^{2}+4 b^{2} h c+\right.\right.\right. \\
\left.\left.\left.2 c^{2}\left(a^{2}-b^{2}\right)\right\}\right)+4 b^{4} h^{2}+4 k^{2} a^{2}\right]= \\
b^{4} h^{4}+k^{4}+k_{1}^{2}+k_{2}^{2}-2 k^{2} k_{1}+2 b^{2} k^{2} h^{2}+2 b^{2} h^{2} k_{1}- \\
2 b^{2} h^{2} k_{2}-2 k^{2} k_{2}-2 k_{1} k_{2} \tag{115}
\end{gather*}
$$

Equation 113 is the quotient of Equation 112 and $\left(x_{1}-c\right)^{2}$. Equations 114 and 115 are from the $X_{1}$ coefficient and constant term respectively. (We use the fact that $\left(X_{1}-c\right)^{2}$ must divide Equation 112 evenly). One should note the right side of Equation 115 is also equal to

$$
\left[k_{2}-k_{1}-k^{2}-b^{2} h^{2}\right]^{2} .
$$

Solving Equation 114 for $k_{2}-k_{1}$ we have

$$
\begin{equation*}
k_{2}=k_{1} \frac{\left(a^{2}-b^{2}\right)^{2} c^{3}+\left(a^{2}-b^{2}\right)\left(3 b^{2} h\right) c^{2}+\left(a^{2} k^{2}+3 b^{4} h^{2}+b^{2} k^{2}-a^{2} b^{2} h^{2}\right) c-b^{2} h\left(k^{2}+b^{2} h^{2}\right)}{-\left[\left(a^{2}-b^{2}\right) c+b^{2} h\right]} \tag{116}
\end{equation*}
$$

The discriminant of Equation 113 is

$$
\begin{gather*}
{\left[\left(a^{2}-b^{2}\right)\left(4 b^{2} h+2 c\left\{a^{2}-b^{2}\right\}\right)\right]^{2}} \\
-4\left(a^{2}-b^{2}\right)^{2}\left[( a ^ { 2 } - b ^ { 2 } ) \left(\left\{a^{2}-b^{2}\right\}\left\{-c^{2}\right\}+2\left\{k_{2}-k_{1}-k^{2}-b^{2} h^{2}\right.\right.\right. \\
\left.\left.\left.+4 b^{2} h c+2 c^{2}\left(a^{2}-b^{2}\right)\right\}\right)+4 b^{4} h^{2}+4 k^{2} a^{2}\right] \tag{117}
\end{gather*}
$$

Since we are only interested in the sign of the discriminant and $4\left(a^{2}-b^{2}\right)^{2}$ is positive, we will not change our conclusions if we divide the discriminant by $4\left(a^{2}-b^{2}\right)^{2}$. Dividing the terms of 117 by $4\left(a^{2}-b^{2}\right)^{2}$, expanding, and simplifying, one has

$$
\begin{gather*}
-\left(a^{2}-b^{2}\right)^{2} 2 c^{2}-4 b^{2} h\left(a^{2}-b^{2}\right) c-4 k^{2} a^{2}+2 b^{2} h^{2}\left(a^{2}-b^{2}\right)+ \\
2 k^{2}\left(a^{2}-b^{2}\right)-2\left(a^{2}-b^{2}\right)\left(k_{2}-k_{1}\right) \tag{118}
\end{gather*}
$$

Substituting for $k_{2}-k_{1}$ from Equation 116 , factoring

$$
\frac{-2}{\left(a^{2}-b^{2}\right) c+b^{2} h} \text {, }
$$

and simplifying, one sees the sign of the discriminant will be given by the sign of the following expression:

$$
\begin{equation*}
\frac{-2}{\left(a^{2}-b^{2}\right) c+b^{2} h}\left(2 a^{2} b^{2} h k^{2}\right) \tag{119}
\end{equation*}
$$

But $2 a^{2} b^{2} h k^{2}$ is greater than zero, so the sign of the discriminant will be given by the sign of

$$
\begin{equation*}
\frac{-2}{\left(a^{2}-b^{2}\right) c+b^{2} h} \tag{120}
\end{equation*}
$$

We want to determine which values of $c$ give rise to only tangent points, that is, for what values of $c$ is the sign of the discriminant less than zero. Thus, we must determine for what values of $c$ Equation 121 is greater than zero.

$$
\begin{equation*}
\left(a^{2}-b^{2}\right) c+b^{2} h \tag{121}
\end{equation*}
$$

We note that Equation 121 is greater than zero if and only if Equation 122 is satisfied.

$$
\begin{equation*}
c>\frac{-b^{2} h}{a^{2}-b^{2}} \tag{122}
\end{equation*}
$$

But, $X_{1}=-b^{2} h / a^{2}-b^{2}$ is the vertical asymptote of the hyperbola which makes up the set of tangent points. Hence, tangent points with their $X_{1}$ coordinates greater than the $X_{1}$ coordinate of the vertical asymptote (of the hyperbola whioh is the set of tangent points) are only tangent points. Further, tangent point with theis $X_{1}$ coordinates less than the $X_{1}$ coordinate of the vertical agymptete are not only tangent points but also give rise to contours which are both tangent and intersect at other points. Therefore, they can not give rise to admissible points (Theorem VIII).

## APPENDIX B

Consider the response functions given by Equations 46 and 47. It is obvious from the geometry of the set of tangent points (Figures 16 , 17. etc.) that any admissible point with a large $Y_{1}$ value must occur on $\mathrm{H}_{2}$. Also we note that as we move on $\mathrm{H}_{2}$ so as to increase the $\mathrm{Y}_{2}$ response, then the $Y_{1}$ response is decreased. However, as we search for admissible points which have large $Y_{2}$ responses, it is not obvious that the admissible points are on $\mathrm{H}_{2}$. Thus, we need to show that all the admissible points are in fact on $\mathrm{H}_{2}$.

First, since there are admissible points on $\mathrm{H}_{2}$ corresponding to large $Y_{1}$ responses and since $Y_{1}$ and $Y_{2}$ are continuous functions, then in order for there to be an admissible point on $H_{1}$ there must first be points, one point on $H_{1}$ and one point on $H_{2}$, which have the same $Y_{1}$ response and the same $Y_{2}$ response. That is, there must exist a point $X^{1}$ on $H_{1}$ and $X^{2}$ on $H_{2}$ such that $Y\left(X^{l}\right)=Y\left(X^{2}\right)$.

In the following we will show that there exist no points $X^{1}$ on $H_{1}$ and $X^{2}$ on $H_{2}$ such that $Y\left(X^{1}\right)=Y\left(X^{2}\right)$. This shows that all admissible points are on $\mathrm{H}_{2}$. To show that $\mathrm{X}^{1}$ and $\mathrm{X}^{2}$ do not exist we will assume they do exist and show that we reach a condition that is true only in a special degenerate case.

Suppose there exist $X^{1}$ on $H_{1}$ and $X^{2}$ on $H_{2}$ such that $Y\left(X^{1}\right)=Y\left(X^{2}\right)$ 。 This implies that $Y_{1}\left(X^{1}\right)=Y_{1}\left(X^{2}\right)$, or that both $\left(X^{1}\right)$ and $\left(X^{2}\right)$ are points on the same $Y_{1}$ contour. Let

$$
\begin{equation*}
x_{2}=x_{1}^{2}+c \tag{123}
\end{equation*}
$$

be the equation of this $Y_{1}$ contour.
Now $Y\left(X^{1}\right)=Y\left(X^{2}\right)$ also implies that $Y_{2}\left(X^{1}\right)=Y_{2}\left(X^{2}\right)$, therefore that $X^{1}$ and $X^{2}$ are on the same $Y_{2}$ contour. Let

$$
\begin{equation*}
a\left(x_{1}-h\right)^{2}+b\left(x_{1}-h\right)\left(x_{2}-k\right)+\left(x_{2}-k\right)^{2}=k_{2} \tag{124}
\end{equation*}
$$

where $b^{2}-4 a>0$ be the equation of this $Y_{2}$ contour.
If we solve Equations 123 and 124 simultaneously, we will obtain two values for $X_{1}\left(\right.$ also $X_{2}$ ). One of these values will correspond to a point on $H_{1}$ and the other to a point on $H_{2}$. Since these points are in fact tangent points they will each give rise to double roots.

Let us use Equation 123 to eliminate $X_{2}$ in Equation 124. Then

$$
\begin{equation*}
a\left(x_{1}-h\right)^{2}+b\left(x_{1}-h\right)\left(x_{1}^{2}+c-k\right)+\left(x_{1}^{2}+c-k\right)^{2}=k_{2} \tag{125}
\end{equation*}
$$

Equation 125 is a fourth degree equation in $X_{1}$; but since $X^{1}$ and $x^{2}$ are tangent points which give rise to double roots, Equation 125 can be written as

$$
\begin{equation*}
\left(x_{1}-e\right)^{2}\left(x_{1}-f\right)^{2}=0 \tag{126}
\end{equation*}
$$

where $e$ and $f$ are $X_{1}^{1}$ and $X_{1}^{2}$ (the $X_{1}$ coordinate of point $X^{1}$ and the $X_{1}$ coordinate of point $X^{2}$ ) respectively.

Expanding Equation 125, one obtains the following:

$$
\begin{aligned}
x_{1}^{4} & +b x_{1}^{3}+(a-b h+2 c-2 k) x_{1}^{2}+(c b-k b-2 a h) x_{1} \\
& +a h^{2}+b h k-b h c+c^{2}-2 c k+k^{2}-k_{2}=0
\end{aligned}
$$

Expanding Equation 126, one obtains

$$
x_{1}^{4}-2(f+e) x_{1}^{3}+\left[(f+e)^{2}+2 e f\right] X_{1}^{2}-2 e f(f+e) X_{1}+e^{2} f^{2}=0 .(128)
$$

Considering the coefficients of like powers of $X_{1}$, we obtain the following equations.

From the coefficient of $X_{1}^{3}$, we have

$$
\begin{equation*}
b=-2(f+e) \tag{129}
\end{equation*}
$$

Erom the coefficient of $x_{1}^{2}$, we have

$$
\begin{equation*}
a-b h+2 c-2 k=(f+e)^{2}+2 e f \tag{130}
\end{equation*}
$$

From the coefficient of $X_{1}$, we have

$$
\begin{equation*}
c b=k b-2 a h=-2 e f(f+e) \tag{131}
\end{equation*}
$$

Eliminating $f+e$ in Equation 130 and 131 by using its value from Equation 129, we have

$$
\begin{equation*}
a-b h+2 c-2 k=\frac{b^{2}}{4}+2 e f \tag{132}
\end{equation*}
$$

and

$$
\begin{equation*}
c b-k b-2 a h=b e f \tag{133}
\end{equation*}
$$

Multiplying the terms of Equation 132 by $b$ and the terms of Equation 133 by 2, we have

$$
\begin{equation*}
a b-b^{2} h+2 b c-2 b k=\frac{b^{3}}{4}+2 b e f \tag{134}
\end{equation*}
$$

and

$$
\begin{equation*}
2 b c-2 b k-4 a h=2 b e f . \tag{135}
\end{equation*}
$$

Subtracting the terms of Equation 135 from the terms of Equation 134. we obtain

$$
\begin{equation*}
a b-b^{2} h+4 a h=\frac{b^{3}}{4} \tag{136}
\end{equation*}
$$

Now rewriting Equation 136 and multiplying each term by four, we have

$$
\begin{equation*}
b^{3}-4 a b+4 b^{2} h-16 a h=0 \tag{137}
\end{equation*}
$$

Factoring $b$ out of the first two terms and 4 h out of the last two terms, we obtain

$$
\begin{equation*}
b\left(b^{2}-4 a\right)+4 h\left(b^{2}-4 a\right)=0 \tag{138}
\end{equation*}
$$

or factoring $b^{2}-4 a$ from both terms, we have

$$
\begin{equation*}
(b+4 h)\left(b^{2}-4 a\right)=0 . \tag{139}
\end{equation*}
$$

Since $b^{2}-4 a$ is greater than zero, this implies that

$$
\begin{equation*}
b+4 h=0 \quad \text { or } \quad h=-\frac{b}{4} . \tag{140}
\end{equation*}
$$

But $-\mathrm{b} / 4$ is the vertical asymptote of the hyperbola which makes up the set of tangent points. If $h=-b / 4$, then the hyperbola, which is the set of tangent points, degenerates into two straight lines.

From the preceding, we see that the only time that points $\mathrm{X}^{1}$ and $\mathrm{X}^{2}$ exist is when $h=-b / 4$. In this case the set of admissible points is the union of sets $A$ and $B$ where

$$
A=\left\{\left(x_{1}, x_{2}\right) \mid x_{1}=h, \quad x_{2} \geq k\right\}
$$

$B=\left\{\left(x_{1}, x_{2}\right) \left\lvert\, x_{2}=-\frac{(-4 h) x_{1}\left(x_{1}-h\right)+a\left(x_{1}-h\right)+2 h k-2 k X_{1}}{2 x_{1}-2 h}\right., x_{1} \neq h\right\}$.

If $-b / 4 \neq h$, then the set of admissible points is the set of points on $\mathrm{H}_{2}$.
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