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CHAPTER I 

INTRODUCTION 

Even though most formal mathematics education through the under-

graduate years centers around the real number systems, there are many 

other number systems which are useful in mathematical investigations, 

The p-adic number fields are examples. These fields were introduced by 

Kurt Hensel in connection with the problem of determining when a poly-

nomial equation in several variables has a solution, Since Hensel~s 

original investigations, p-adic numbers have found extensive applica-

tions in algebraic number theory. In many areas of number theoretic 

investigations, their importance is comparable to the importance of the 

reals. Weil (19) states in his introduction to Basic Number Theory:· 

In the days of Dirichlet and HeT!Ilite, and even of Minkowski, 
the appeal to 11continuous variables" in arithmetical questions 
may well have seemed to come out of a magician's bag of tricks, 
In retrospect, we see now that the real numbers appear there as 
one of the infinitely many completions of the prime field, one 
which is neither more or less interesting to the arithmetician 
than its p-adic companions, arid there is at least one language 
and one technique, . , ., for bringing them all together under 
one roof and making them cooperate for a common purpose. 

Given a prime number p, the key to conceiving of the corresponding 

p-adic number field as a completion of the rational numbers is to 

replace the concept of,absolute.value with divisibility by powers of p. 

Distinct primes yield distinct number fields. Hence there are infi-

nitely many such number fields. The completion process is readily 

accessible to students at the advanced level and is the procedure fol-
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lowed in the mathematical literature when the p-adic number fields are 

considered, However the completion process does not reveal the nature 

of a p-adic number, 

The purpose of this study is 1) to provide a development of p-adic 

numbers that is accessible to senior mathematics majors, 2) to reveal 

the nature of p-adic numbers in relationship to the real numbers, and 

2 

3) to consider some algebraic and topological properties of these num

ber systems, The Hahn-Banach theorem for non-archimedean normed linear 

spaces, as developed in Chapter V, provides. an interesting application 

of several characteristic properties of the p-adic number fields. After 

such a development, the p-adic number systems are available as a source 

of examples to illustrate and, coupled with the real numbers where 

corresponding properties do not always hold, to accentuate specific 

mathematical concepts, 

Books by Borevich and Shafanevich (3) and Bachman (1) are the major 

references for Chapter II. Bachman is also a source for the material of 

Chapter III. However a paper on "Global Fields" by Cassels (4) is 

another reference for Chapter III. Cassel's material is more general 

than the results for p-adic numbers in particular but adapts well to the 

p-adic situation, A modification of some of his results appear in the 

first part of Chapter IV, The material on non-archimedean normed linear 

spaces derives from papers by Cohen (5) and Ingleton (7). The hint of 

the possibility of unifying all these sources into the present form 

comes from Manna's (13) paper, 

Before beginning the development of the p-adic numbers, a brief 

review of some important properties of the real numbers is given. Key 

concepts are defined, symbolism is explained, and some elementary rela-
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lationships between the basic concepts are stated. The reader who is 

already familiar with these results may proceed directly to Chapter II. 

Sets 

If Sand Tare arbitrary sets, then the set 

SxT = {(s,t): SES and tET} 

is the cartesian product of~ and I_. The elements of SxT are ordered 

pairs. A relation between Sand Tis any subset of SxT while a r~lation 

on S is any subset of SxS. Let ''u be a relation on S, If a pair (s, t) 

is an element of~, it is customary to writes~ tort= ~cs). 

Definition 1.1. A relation~ is an equivalence relation on S if 

(1.1) a~ a, 

(I. 2) a ~ b implies b "\., a, 

(I. 3) a~ band b ~ c implies a~ c 

for each a, b, and c in S. 

A partition of~ set~ is a representation of Sas the union of non~ 

empty mutually disjoint subsets of S. Given an equivalence relation~ 

on S, the set 

[s] ~ {t: s ~ t and tES} 

is an equivalence class. The collection of all equiva~ence classes, 

S/~, is a partition of Sand is called the quotient set of~ with 

respect to~. Conversely, let P = {PA: AEA} be a partition of a set S. 

Then~. defined by 

a~ b if and only if a and bare in PA for some A in A, 

is an equivalence relation. 

A relation f from S into Tis a function if t = f(s) and u = f(s) 



implies t = u. The image of Sunder f is the set 

f(S) = {t: SES and t = f(s)}. 

If f(S) = T, then f is said to be onto T. The function f is a 1-1 

function if f(s) = f(u) implies s = u. The set 

-1 { f = (t,s): (s,t)Ef} 

is the inverse of.f. If Xis a subset of T, then the set 

f-l (X) = {s: f(s) EX and SES} 

is the inverse image of~. A binary operation on Sis a function from 

SxS into S. 

A sequence is a functions from the non-negative integers into 

some set T. It is customary to writes instead of s(n) to indicate 
n 

the sequence value at n and to write {sn} to indic~te the sequence. If 

{t } is a sequence obtained from {s } by the deletion of certain ele-
n n 

ments, the remaining elements retained in their original order, then 

{t } is a subsequence of {s }. Two sequences {s } and {u} are equal, m n n n 

{s } = {u }, if and only ifs = u for each n > O. n n n n 

Algebraic Systems 

A set Sis closed under an operation if the image of the operation 

is in S. An algebraic system is a set S that is closed under one or 

two operations. Groups, rings, integral domains, and fields are alge-

braic systems. A commutative ring with unity and without divisors of 

zero is an integral domain. An integral domain where every non-;ero 

element has an inverse is a field. 

Let (G,+) denote a group. An equivalence relation 'v on G is com-

patible with+ on G if x 'v y and w 'v z implies that x + w 'v y + z for 

all w, x, y, and z in G. If 'vis compatible with+, then+ induces an 
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operation+ on G/~ defined by 

[x] +~ [y] = [x + y]. 

The algebraic system (G/~,+~) is a group. Let H be a subset of G such 

that (H,+) is a group. Then (H,+) is a subgroup of (G,+). If (G,+) is 

commutative, then for each x in G the set x + H = {x + h: hEH} is a 

coset of H. The collection of cosets of H, G/H, is a partition of G. 

5 

Theorem 1.2. Let (G,+) be a commutative group and let~ be an equiva

lence relation on G compatible with+. Then ([O],+) is a subgroup of 

(G, +). The equivalence relation determined by G/[O] is ~ and (G/ [O], + ~) 

is the quotient group (G/~,+~). 

It is usual to denote both addition in G and addition in G/~ by+. The 

context makes clear which addition is intended. Operations are sub

scripted only for emphasis. 

Let (M,+,·) denote a ring. Let N be a subset of M. Then (N,+,·) 

is a subring of (M,+,·) if (N,+,·) is a ring. If N is a subset of M, 

then (N,+,·) is a subring of (M,+,·) if and only if x - y and x·y are 1n 

N whenever x and y are in N. An ideal of (M,+, ·) is a subring (K,+, ·) 

of (M,+,·) such that for each x in Kandy in M, x·y is in K. If an 

ideal contains the unity of the ring, then the ideal is the ring. The 

ideal (K,+,·) is a principal ideal if there exists kin K such that for 

each h in K, h = k·x with x in M. The element k is said to generate 

(K,+,·). A principal ideal generated by k is denoted by ((k),+,·). 

The ideal (K,+,·) 15 maximal if K is not M and if whenever (P,+,·) is 

an ideal such that p properly contains K, then p = M. And (K,+,·) is 

prime if X·Y an element of K implies that Xis in Kor y is in K. 

If ~ is an equivalence relation on M compatible with both + and 
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then ([OJ,+,·) is an ideal of (M,+,·). As for+, so· induces an opera-

tion on M/~ defined by 

(x]·[y] = [x.y]. 

Furthermore if~ is defined on M by 

(1. 4) x ~ y if.and only if x - y is in K, 

then~ is an equivalence relation on M that is compatible with both+ 

and Hence M/K = M/~. 

Theorem 1.3. If (M,+,·) is a commutative ring with unity and~ is an 

equivalence relation on M compatible with both+ and '; then (M/~,+,·) 

is a .commutative ring with unity. 

Theorem 1.4. If (M,+,·) is a commutative ring with unity and if (K,+,·) 

is an ideal of (M,+,·), then (K,+,·) is maximal if and only if (M/K,+,·) 

is a field. 

Example 1.5. Let (Q,+,·) denote the rational number field and let S be 

the collection of all sequences of rational numbers. The operations+ 

and· induce c9rresponding operations on S defined by 

{s } + {u} = {s + u} n n n n 

and 

{s }·{u} = {s ·u }. n n n n 

The algebraic structure (S,+,·) is a commutative ring with unity. 

Let (H,+) and (K,@) be algebraic systems. An isomo!J?hism from 

_ (H,+) onto (K,@} is a 1-1 function from H onto K such that 

(1.5) f(x + y) = f(x)@f(y) 

for all x and yin H. Also if. (H,+,·) and (K,@,e) are algebraic sys-

terns, then an isomorphism from (H,+,·) onto (K,@,@) is a 1-1 function 



from H onto K such that (1.5) holds and 

(1.6) f(x·y) = f(x)0f(y) 

for all x and y in H. If there exists an isomorphism between two math

ematical systems, then the two systems.· are isomorphic. 

Number Theory 

Let (Z,+,·) denote the ring of integers. A relation on Z, 

=(mod m), defined by 

x = y(mod m) if and only if.m divides x - y 

is an equivalence relation on Z. Furthermore x = y(mod m) and 

w = z(mod m) implies that x + w - y +.z(mod m) and x,w = y•z(mod m). 

If x = y(mod m), then y is said to be a residue of x modulo m. The 

equivalence class [x] determined by =(mod m) contains all residues of x 

modulo m and is called a residue.class modulo m. If [x] is a residue 

class modulo m, then [x] contains a unique non-negative integer z less. 

than m. 

Let ¢Cm) denote the number of positive integers less than or equal 

tom and relatively prime tom. 

Theorem 1.6. (Euler's Theorem) If a and mare relatively prime, then 

a¢(~) = l(mod m). 

Theorem 1.7. The linear congruence ax - b(mod m) has a solution if and 

only if.the greatest common divisor of a and m divides b, 

Order 

A set Sis parti~lly ordered by a binary relation< on S if 

x ~ y and y ~ z implies that x ~ z, 
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X < X, 

and 

x ~ y and y ~ x implies that x = y 

whenever x, y, and z are in S. A subset X of a partially ordered set S 

is bounded above if there exists an element m of S such that x $ m for 

each x in X. The element mis an upper bound for X, An upper bound is 

a least upper bound for X if for every upper bound M for X, m ~ M. The 

concepts of pounded below, lower bound, and greatest lower bound are 

similarly defined. A set is bounded if it is bounded below and bounded 

above. The set Sis completely ordered if it is partially ordered and 

if for each x and yin S, either x $ y or y $ x. 

Metric Spaces 

Definition 1.8. A metric for a.set Sis a function d from SxS into R 

such that 

(1. 7) 

(1. 8) 

(1. 9) 

d(x,y) > 0 with equ~lity only if x 

d(x;y) = d(y,x), 

d(x,z) $ d(x,y) + d(y,z) 

y, 

for each x, y, and z in S. The set S with metric dis a metric space 

an.d is denoted by (S, d). Elements of a metric space are called points. 

Absolute value is a function from the set of real numbers onto the 

non-negative real numbers defined by 

!xi = X, if X ~ 0 

= -X, if X < 0, 

The absolute value function satisfies the following conditions: 

(1.10) Jxl ~ 0 with equality only if x = 0, 

(1. lJ.) l xy I = J x l · I Y I , 
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(1.12) Ix+ yj: Ix + YI 

for each x and yin R. Furthermore 

(1.13) I [x I - jy 11 5 Ix - YI 

whenever x and y are real numbers. If dis defined from RxR into R by 

d(x,y) = [x - YI, then dis a metric on Rand (R,d) is a metric space. 

In a metric space (S,d), the set 

s(x,r) = {y: d(x,y) < r} 

is called an open sphere with center~ and radius r. The set 

S[x,r] = {y: d(x,y) Sr} 

is a closed sphere with center~ and radius r. 

9 

Let (S,d) be a metric space. Then X, a subset of S, is open if for 

each x in X there exists an open sphere S(y,r) such that xis in S(y,r) 

and S(y,r) is a subset of X. Hence an open sphere is an open set, A 

point x of a metric space (S,d) is an accumulation point of the set S if 

every open set containing x also contains a point of S distinct from x, · 

A subset of a metric space is closed if its complement is open, Closed 

sets contain all their accumulation points, Closed spheres are closed 

sets. If Mis a subset of S, then (M,d) is a metric space, A subset 

Hof Mis open in (M,d) if for each x in H there is an open sphere 

S(x,r) such that the intersection of Mand S(x,r) is a subset of. H. In 

some metric spaces, sets are open as well as closed. A metric space 

(S,d) is connected if no proper subset of Sis both open and closed. 

Theorem 1.9. A subset M of a space (X,d) is connected if and only if 

no proper subset of Mis both open and closed in (M,d). 

Theorem 1.10. The intersection of any finite collection of open sets 

is open. The union of any collection of open sets is open. 
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The collection of all open sets of (S,d) determined by metric dis 

unique and is called the metric topology for S determined by the metric 

d; When the metric d for R is determined by absolute value, the metric 

is said to be induced by I I and this metric topology is referred to as 

the I I-topology for R'. The J I-topology is the usual topology for R. 

Suppose (S,d) and T,d) are two metric spaces. The spaces (S,d) 

" and (T,d) are isometric if there exists a 1-1 function f from S onto T 

such that d(x,y) = d(f(x), f(y)) for all x and y in S. A function f 

from S into Tis continuous at~ point~ if the inverse image of every 

" open set of (T,d) which contains f(x) is an open set of (S,d). The 

function f is continuous on S.if it is continuous at each point of S. 

"' Theorem 1.11. Let (S,d) and (T,d) be two metric spaces. Then a func-

tion from S into Tis continuous on S if and only if for each x in S 

and for each s > 0 there exists a o > 0 such that 

(1. 14) d(f(x),f(y)) < s whenever d(x,y) < o 
with yin S. 

A real valued function f. is C'ontinuous on a subset S of R if and only 

if for each x in Sand for each s > 0 there exists a 8 > 0 such that 

jf(x) - f(y) I < s whenever Ix - yj < 8 

with yin S. 

Let (S,d) be.a metric space. A sequence {s } of S converges with 
n 

respect to d to a point l if for each s > 0 there exists an N such that 

(1. 15) d(s ,l) < s whenever n ~ N. 
n 

A sequence which converges with respect to the metric d to a point of 

the space is called convergent with respect to d. The point l is unique 

in a metric space and is called the limit of {s }. It is customary to 
n 



writes ~ l or lim s = l whenever {s } converges to l. A sequence n n n 

{s } of real numbers converges to a real number l if and only if for 
n 

each E > 0 there exists an N such that 

Is - ll < E whenever n? N, 
n 
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A sequence {s } is Cauchy if for each E > 0 there exists an N such that 
n 

d(s ,s ) < E whenever m,n? N. n m 

A sequence {sn} of real numbers is Cauchy if for each E > 0 there exists 

an N such that 

lsn - sml < E whenever m,n? N. 

A metric space (S,d) is complete with respect to the metric d if 

every Cauchy sequence of S converges to a point of S. Let (S,d) be a 

metric space. A nest of closed (open) spheres is a collection of 

closed (open) spheres that is completely ordered by set inclusion. A 

metric space (S,d) is spherically complete if every nest of closed 

spheres has a common point. A set Xis dense in S if for each sin S 

there exists a sequence {x} in X such that x ~ s, 
n n 

Theorem 1.12. Let (S,d) be a metric space. There exists a complete 

" metric space (T,d) and a subset T0 dense in T such that T0 and Sare 

isometric. 

Definition 1.13. A metric space (T,d) is a completion of metric space 

(S,d) if (T,d) is complete and Sis a dense subset of T, 

Infinite Series 

Given the sequence {s } of a field (F,+,·), the expression 
n 

is an infinite series. Addition of infinite series is defined by 
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loo loo loo s + u = s + u . n=O n n=O n n=O( n n) 

Multiplication of an infinite series by an element a.in Fis defined by 

It is impossible by the usual definition of addition in.the field 

to assign a field element as the sum of l;=Osn. But it is possible to 

construct a sequence of partial sums, {l~=Osn}. If F has a metric 

structure and l~=Osn + l, then l is the sum of .the series and it is 

customary to write l;=Osn = l. If r;=Osn = l, thens 

of l;:;::Qsn is not affected by regrouping terms as long 

the terms remain unchanged. If l;=05n = f ,also, then 

al;=Osn + b l;=Osn = al + bf for each a and b in F .. 

Vector Spaces 

+ 0 and the n 

as the order 

A vector space ove:r a field (F,+,·) is an algebraic system 

sum 

of 

(V,F,+,·) such that (V,+) is a commutative group arid · is a function 

from FxV into V such that 

a· (x + y) = a·x + a·y, 

(a+ b)·x = a·x + b·x, 

(a·b)·x = a· (b·x), and 

1 ·X = X 

for all x and y in V and all a and b in F. The dual usage of "+" and 

"·" should be noted. Elements of V are called vectors, elements.of F 

are called scalars, and· is called scalar multiplication. Both scalar 

multiplication and multiplication of scalars are indicated by juxtaposi-

tion. 

Let W be a nonempty subset of V. Then (W,F:,+,·) is a subspace of 



(V,F,+,·) if x and yin Wand a in F implies x + y and ax are in W. 

Every vector space contains ( {o}, F, +, ·) as a trivial subspace, This 

subspace will not be considered in the remainder of this paper. Let S 

be a subset of V and let L (S) be the set of all elements of the form 

13 

where n is any positive integer, x1,x2 , ... ,xn are any elements of S, and 

a1,a2, ... ,an are any scalars. Then (L(S),F,+,·) is a subspace of 

(V,F,+,') and is called the subspace generated by~. The set Sis 

called the set of generators of L(S). 

A set of vectors h 1 ,x2, ... ,xn} is linearly independent if 

+ •.• = a = O. 
n 

If a set 

B = {x1,x2, ... xn} is a subset of V such that L(B) = V, then B spans V. 

If Bis linearly independent and spans V, then Bis a basis for V. Sup-

pose there exists some positive integer n such that V contains a set of 

n vectors which are linearly independent, while every set 0£ n+l vectors 

in Vis not linearly independent. Then (V,F,+,·) is finite dimensional 

and n is the dimension of (V,F,+,·). If (V,F,+,·) is of dimension n, 

then there exists a linearly independent subset S = {v1,v2, ... vn} of V 

such that for each x in V there exists scalars ak' 1 ~ k Sn, such that 

x = a1v1 + a2v2 + ... + anvn. 

Under these circumstances; it is often convenient to write 

V = Fv1 + Fv2 + ... + Fvn. 

A vector space which is not finite dimensional is infinite dimensional. 

A vector space ove+ the real.number field is called a real vector space; 

Vector spaces are also called linear spaces. 

Example 1.14. Let (F,+,·) be a field and let Fn = {(x1,x2, ... ,xn): xi, 

1 Si~ n, is in F}. If addition and scalar multiplication are defined 
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such that (x
1 

,x2, ... ,xn) + (y
1 

,y2, ... ,yn) = (x
1 

+ y1 ,x2 + Y2,,,,, 

n 
xn + yn) and a(x1,x2, ... ,xn) = (ax1,ax2 , ... ,axn)' then (F ,F,+,·) is an 

n-di~ensional linear space. 

Example 1.15. Let (F,+, ") be a field with a metric topology and let C 

denote the collection of convergent sequences of F. If addition and 

scal~r multiplication are defined by {s } + rn } = {s + §'.} and 
~ · n n n n 

a{s } = {as }, then (C,F,+,·) is an infinite dimensional linear space. 
n n 

Let (V, F, +, ·) and (W, F, +, 0

) be two vector spaces over the same 

field F. Then an isomorphism from (V,F,+,·) onto (W,F,+,·) is a 1-1 

function f from V onto W such that 

(1.16) 

(1. 17) 

f(x + y) = f(x) + f(y) 

f(a·x) = a•f(x) 

for each x and yin Vanda in F. The function f such that (1,16) and 

(1.17) hold is a linear function from (V,F,+,·) into (W,F,+,·). A 

linear.functional is a linear f~nction from a vector space into the 

associated scalar field. 



CHAPTER II 

THE P.,.ADIC NUMBER FIELDS 

There are rational numbers which cannot be expressed by any term-

inating decimal series expansion. For example, 

(2 .1) -1 -2 -3 2/3 = 6·10 + 6·10 + 6·10 + ••• 

where the expansion continues indefinitely with 6 as the coefficient for 

every power of 10. 

At the elementary level, (2,1) is easily justified. The usual pro-

cedure is to let m equal the right-hand side of (2.1) and observe that 

10m = 6 + 6·10-l + 6·10- 2 
+ 6·10-3 

+ ... , 

m = 6·10-l + 6·10- 2 
+ 6·10-~ + . ~ . ' 

and hence that 9m = 6. Therefore m = 2/3 and (2.1) is acceptable. 

To make the explanation of (2.1) exact, basic properties of con-

\oo -n vergent infinite series are required. Since the series ln=l6·10 is a 

convergent geometric series with r = 1/10 < 1, there exists an min R 

'\'oo -n 
such that ln=l6·10 = m. Therefore. 

converges to 9m. But 

1o{I~=16·10-k} - {I~=16·10-k} = {6 - 10-n} 

and {6 - 10-n} converges to 6. Hence 9m = 6, m = 2/3, and (2.1) holds. 

Even though 

(2. 2) 
2 3 4 2/3 = 4 + 1·5 + 3·5 + 1·5 + 3·5 + .•• 

with 3 and 1 alternating as coefficients in the se~ies expansion looks 

15 
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strange, an elementary motivation for the statement that 2/3 is in some 

sense equal to 

2 3 4 4 + l·S + 3·5 + l·S + 3·5 + ••• 

is even more immediate than the one given for (2.1). Let 

2 3 4 m = 4 + l·S + 3·5 + l·S + 3•5 + •••• 

Then 

3m = 12 + 3·5 + 9.52 
+ 3.53 

+ 9.54 
+ ... 

2 + 2·5 + 3·5 + 9·5 2 
+ 3.53 

+ 9·5 4 
+ 

= 2 + S·S + 9·52 
+ 3.53 

+ 9,5 4 
+ ' .. 

= 2 + 0 + 1o·s2 
+ 3·53 

+ 9·54 
+ ... 

;::: 2 + 0 + 2 · S 3 
+ 3.53 

+ 9·54 
+ ... 

= 2 + 0 + 0 + 5·5 3 
+ 9.54 

+ ... 
:::: 2 + 0 + 0 + 0 + 10 ·s 4 

+ 

where any desired number of zeros occur on the right, Thus at the 

intuitive stage, 3m = 2, m = 2/3, and (2.2) is acceptable. 

In this chapter, a metric topology is defined on the set of 

rational numbers such that the infinite series of (2.2) is convergent. 

Then an exact mathematical explanation of (2.2) is given. 

The p-adic Integers 

Let p be a prime number. If l:=Oanpn is an infinite series and 

sn = {I~=Oakpk} is the associated sequence of partial sums, then 

n 
sn - sn-l (mod p) 

for each n? 1. The sequence of partial sums of the infinite series of 

(2.2) is 

{s } = {4,9,84,209,2084, ... }. 
n 

It is clear that sn ~ sn-l (mod Sn) for each n ~ 1. 



Definition 2.1. The set S consists of all sequences of integers 
p 

such that 

(2. 4) 

for each n ::: 1. 

{xn} = {xo,x1,·· .,xn, ... } 

n 
xn - xn-l (mod p) 

In Example 1.5, it was observed that the algebraic system (S,+,·) 

17 

where Sis the set of all sequences of rational numbers is a commutative 

ring with unity. That (S ,+,·) is a subring of, (S,+,·) and hence is a 
p 

commutative ring with unity is shown in the followi~g theorem: 

Theorem 2.2. The system (S ,+,·) is a 
p 

commutative ring with unity. 

Proof: Since x ~ x 
1

(mod pn) and y n n- n 
n 

- yn-l (mod p) implies 

X 
n 

X -n-1 

that if {x } and 
n 

n 
yrt-l (mod p ) and xnyn -

{y} are elements of S, 
n p 

·n 
x. 1y 1 (mod p ), it follows 
n- n-

then {x } -
n 

{y} and {x }·{y} 
n n n 

are elements ofS. That is, (S ,+,·) is a subring of (S,+,·). Hence 
p p 

(S ,+,·) is a commutative ring with unity {l} = {1,1,1, ... ,1, ... }. 
p 

The same procedure followed in the elementary justification of 

(2.2) implies that 

(2. 5) 
2 3 4 2/3 = 9 + 0°5 + 8·5 + 0·5 + 8,5 + ... 

is also acceptable. The sequence of partial sums associated with (2.5) 

is 

{gn} = {9,209,209,2084,2084, ... }. 

Both {s } of (2.3) and {s} are elements of s
5

• An equality relation 
n n 

is now defined on Sp such that sn and snare equal in S5 . 

Definition 2.3. Let {xn} and {yn} be two sequences belonging to Sp. 

Then {x} = {y} if and only if 
n n 

_ ( d n+l) x = y mo p n n 
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for each n > 0. 

Note that it would be appropriate to subscript ''= 11 with Hp" since 

the definition of= depends upon p and differs from regular equality of 

sequences. However once aware of the distinction, the reader will not 

experience any difficulty in determining from context which equality is 

under consideration. 

_ n+l 
From the fact that =(mod p ) is an equivalence relation on Z for 

each n? 0, it follows that= is an equivalence relation on S , Hence 
p 

the quotient set S /= is a partition of S , 
p p 

Definition 2.4. A p-adic integer is an element of S /=. 
p 

The collection of all p-adic integers is denoted by O . It is common 
p 

to use Greek letters to represent p-adic integers. That is, if {:x;n} is 

an element of Sp' then a= [{xn}] is a p-adic integer, {xn} is a repre

sentative of a, a is determined by {x }, and it is convenient to write . n 

a+-+ {x }. To distinguish between p-adic integers and the conventional 
n 

integers of arithmetic, the latter are referred to as.rational integers. 

It is possible to specify a unique representation of each p-adic 

integer. Suppose a+-+ {x} is a p-adic integer. 
n 

Let {x} be the unique 
n 

sequence such that for each n? 0, x is the unique non-negative residue 
n 

n+l n+l modulo p. less than p 
! 

of Definition 2,3 and hence 

Sine::e x < n+l for p h n > 

It follows that {x} 
n 

that a +-+ {x }. 
n 

0, t1'ere exists set;s 

= {x} irt the sense 
n 

of integer~ 

{a.: 0 < a. < p whenever O < i < n-1} and {b.: 0 < b. < p whenever 
l - l l - l 

0 < i < n} such that 

a:p.d 

x n-1 
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+ b n-1 b n 
n-lp + nP · 

The fact that a. = b. for 0 < i < n-1 is proved now by mathematical 
l l -

induction. - n for each n and the definitions From x 
1 

- x (mod p) n- n 

and b0, it is clear that ao = bo. Assume that a. = b. for 
l l 

0 < i < m < n-1. Then 

n-m-1 
am+l + am+2P + · · · + an-lp 

is congruent modulo p to 

. . ·, + 
n-m-1 n-m 

b 1P , + b p . n- n 

of ao 

It follows that a m+l - bm+l (mod p) and hence that am+l = bm+l' There-

fore ai = bi for O ~ i $ m+l ~ n-1. Thus for every p-adiq integer 

there corresponds a sequence {a0,a1,a2, ... ,ak, ... } of integers such 

that O ~ ak < p and 

These observations are stated in the following theorem: 

Theorem 2.5. Every p-adic integer a has a unique representative 

Q'~=Oakpk} with O ~- ak < p. Furthermore every such sequence determines 

some p-adic integer. 

Definition 2.6. The unique sequence {I~=Oakpk} with O $ ak < p which 

d~termines a is the caponical.sequence of a. 

If {xn} and {yn} determine p-adic integers then both {xn + yn} and 

{x y} determine p-adic integers since =(mod pn) is compatible with 
n n 

both addition and multiplication. 

Definition 2. 7. Let a +-+ {xn} an<;! S +-+ {y n} be .p-adic integers. The 

sum of a and S, a+ S, is the p-adic number determined by {x + y} and 
n n 

the product of a and S, aS, is the p-adic integer determined by {xnyn}. 
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If it is also the case that a+-+ {x} and S +-+ {y~} then 
n n ' 

xn - xn(mod pn+l) and yn = yn(mod pn+l) for each n? O. Therefore 

6 ~ n+l - ~ ~ ( d n+l) d h x + y = x + y (mod p ), x y = x 1 mo p , an neit er sum nor n n n n n n n n 

product of p-adic integers depends upon the repr~sentative sequence 

selected. 

Theorem 2.8. The algebraic system (0 ,+,·) is a commutative ring with 
p 

unity. 

Proof: Let a+-+ {x} and S +-+ {y }. By Definition 2.7, 
n n 

[ {x } ] + [ {y } ] = a + S = [ {x + y } ] n n n n 

and 

[ {x } ] · [ {y } ] = aS = [ {x y } ] . n n n n 

Hence = is compatible with both + and ·. Since O = S /=, it follows 
p p 

from Theorems 1.3 and 2.2 that (0 ,+,·) is a commutative ring with 
p 

unity. 

The constant sequence {O} = {0,0, ... ,0, ... } is an element of Sp 

such that for each {x} in S, {x} + {O} = {x }. Hence the zero n p n. n 

element of (0 ,+,·) is the p-adic integer determined by {o,o, ... ,0, ... } 
p 

and is denoted by 0. Infinitely many other sequences also determine the 

p-adic zero. If k is any positive integer, then O +-+ {pkn}. In partic

ular, {pn} is a non-constant sequence that determines 0. 

For each rational integer z the constant sequence {z,z, ... ,z, ... } 

is a sequence of S that determines a p-adic integer. The relationship 
p 

between (Z,+,·) and (0 ,+,·) is stated in the following theoiem: 
p 

Theorem 2.9. The p-adic.integers contain an isomorphic copy of the 

rational integers. 

Proof: Let f be a function from Z into O such that for each z in Z, 
p 



f(z) is the p-adic integer determined by the constant sequence 

{z,z, .. . ,z, ... }. If z; z then f(z) i f(z) and f is a 1-1 correspond-

ence between Zand some subset of O . To verify (1.5) and (1.6), note 
p 

that 

f (z + z') = {z + 
I', I', z,z + z, ... ,z +z', ... }= f(z) + f{z') 

and that 

f(zz) = {zz',zz, ... ,zz, ... } = f(z)f(z'). 

Thus f is an isomorphism. 

As usual, the isomorphism wi 11 be de-emphasized and Z wi 11 be 
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considered as a.subset of O . That is, for each z in Z the p-adic inte
p 

ger z is the equivalence class containing the constant sequence 

{z,z, ... ,z, ... }. However this class will be identified as the p-adic 

integer z. Thus l +-+ {1,1, ... ,1, ... } is the unity of (0 ,+, •). 
. p 

Substraction and divisision of p-adic integers are defined in terms 

of addition and multiplication. That is, 

a - B = y if and only if a= B + y 

and 

a + B = y, B -:/ 0, if and only if a = By. 

If a ++ {x } B +-+ . n ' {yn}' and y +-+ {zn}' it is clear that 

a - B +-+ {x - y } . 
n n 

Hence a B = y if and only if x 
n 

for each n > O. Furthermore a/B 

equivalently, if and only if x 
n 

= y if and only 

n+l = y z (mod p ) n n 

if a+-+ {y z } or 
n n 

for each n? 0. 

In general, elements of a.commutative ring with unity need not 

have multiplicative inverses. For instance, the only rational integers 

which have multiplicative inverses are land -1. Many p-adic integers 

have multiplicative inverses. 
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Definition 2.10. A p-adic integer a is a unit if and only if there 

exists a p-adic integer B such that aB = 1, the multiplicative identity 

of (0 , +, ·) . 
p 

A sequence which represents a p-adic unit can be identified by its first 

entry as.the following theorem shows. 

Theorem 2 .11. (3) A p-adic integer a+-+ {x} is a unit if and only 
n 

if x0 f O(mod p). 

Proof: Suppose a is a p-adic unit. Then there exists p-adic integer 

B +-+ {y } such that aB "" I. Hence {x y } = {l, 1, ... , I, ... } and n n n 

xnyn = l(mod pn+l) for each n ~ 0. In particular, x0y0 = l(mod p) and 

x0 f O(mod p). Conversely, suppose x0 f O(mod p). Since 

xn - xn-l (mod pn) for each n ~ I, xn = x0 (mod p) and therefore 

x f O (mod p) for each n > 0. It follows. from Theorem 1. 7 that for 
n 

each n 

X y = n.n 

> O there is a.y 
- . n 

n 
xn-lYn-l (mod p ), 

p-adic integer. Let B +-+ 

n+l such that x y = l(mod p ). Consequently 
n n 

and y = y 1 (mod pn), and {y} determines a n n- n 

{y }. 
n 

Then for each n ~ 0, x y = l(mod pn), n n 

{x y} = {l}, and aB = I. Therefore a is a p-adic Unit. 
n n 

A p-adic integer a determined by a canonical sequence {l~=Oakpk} is 

a unit, if and only if a0 f 0. Since a rational integer z, considered 

as.a p-adic integer, is determined by {z,z, ... }, z is a p-adic unit if 

and only if z is not a multiple of p. Furthermore z a p-adic unit 

implies that z -I is a unit and hence that yz -I is a p-adic integer 

whenever y is a rational integer. In particular, 2/3 and 3/2 are in 

For each p 1 2, 2 is not a multiple of p and hence 2 is a p-adic 

unit. Therefore 1/2 is also a p-adic unit, Let 1/2 +-+ {I~=Oakpk} with 
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o < ak < p. 
n+l 

l(mod p ) for each 

n 2: 0. Since 

2a0 = l(mod p), 

2a0 - 1 = p and a0 = (p+l)/2. From 

2 - 1 (mod p ) , 

it follows that 2a1 + 1 - O(mod p) and hence that a1 = (p-1)/2. It is 

now shown by induction that a = (p-1) /2 for n > 1. Assume that n 

a = k (p-1) /2 for 1 s k Sn. 'Then since 

1 (p-1 )p (p-1 )p n 2a n+l) n+2 
p + + + ... + + n+lP - 1 (mod p ) , 

2an+lpn+l + pn+l =- O(mod pn+ 2) d 2 1 O( d ) an a 1 + = mo p . n+ That is, 

a = (p-1)/2. Therefore n+l 

(2.6) 1 { . \n p-1 k} 2~ (p+l)/2 + lk=l 2P . 

Example 2.12. The number 2/3 is a 5-adic integer, If 

2/3 ~ Q·~=Oak5k}, then l~=03ak5k = 2 (mod 5k+l). It is possible to 

evaluate ak for each k ~ 0. Since 

3a0 = 2 (mod 5) , 

a0 = 4. From 

3·4 + 3a15 = 2(mod 52), 

it follows that 3a15 = -lO(mod 52) and hence that 3a1 - -2(mod 5). 

Therefore a1 = 1 . Now 

3·4 + 3·1·5 + 3·a2·5 2 = 2(mod 53) 

implies that 3a252 = -25(mod 53) and hence that 3a2 = -l(mod 5). Con

sequently a2 = 3. Since 

3·4 + 3·1·5 + 3.3.52 + 3·a ·53 = 2(mod 54), 
3 

3a3 = -2(mod 5) and the procedure repeats. Therefore a0 = 4, a2n-l = 1, 

and a2n = 3. In o5 , 

• 



2/3 +-+ {4 + I~=l c2 + (-l)k)sk} 

= {4,9,84,209,2084, .. ,}. 

From (2.6), it follows that in o5 

1/2 +-+ b,13,63,313,1563, ... } 

and hence that 

3/2 +-+ fo,14,64,314,1564, ... }. 

Therefore 

3/2·2/3 +-+ {16,126,5376,65626,3259376, ,,,} 

= {1,1,1,1,1, ... } +-+ 1 

and 3/2·2/3 = 1 in (05 ,+,·). 

The next result is an interesting counter-part to the fundamental 

theorem of the arithmetic of non-negative integers and gives insight 

into the arithmetic of p-adic integers. 

Theorem 2.13. (3) Every p-adic integer, distinct from zero, has a 

unique representation in the form 

m 
CJ. = p £: 
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where mis a non-negative integer and£: is a unit of the ring (0 ,+,·). 
p 

Proof: If a is a unit, then the conclusion follows with m = 0, Let 

a+-+ {xn} be a non-unit. By Theorem 2.11, x0 = O(mod p). Since a i 0, 

n+l 
there exists an n such that x F O(mod p ). Let m be the smallest 

n 

integer for which 

For any s > 0, 

X m+s 

m+l x F O(mod p ). m 

( d m+s) _ x 
1 

mo p , 
m+s-

( d m+s-1) - x 2 mo p , m+s-



and 

X m+s-s 
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m+s-s 
- x ( 1) (mod p · ) • m+s- s+ 

Hence x m+s 
m 

- xm-l (mod p ) . Therefore the number 

m 
Y = x /p is an integer. s m+s Since x = x 1 (mod pm+s), it follows m+s m+s-

m _ m m+s 
that ysp = ys-lp (mod p ) 

s 
and hence that ys = ys-l (mod p) for s? 1. 

Thus E +-r {y0 ,y1 , .. ·Ys,· .. } is a p-adic integer. Furthermore y0 = xm/pm 

and xm F O(mod pm+l) implies that y
0 

F O(mod p) and hence that Eis a 

unit. 
m _ s+l m 

From p y = x = x (mod p ), it follows that p E = a and s m+s s 

that a has the desired representation. 

It remains to show that the representation is unique. Suppose 

a= pkn with k > 0 and n +-r {z} a unit. Then since {pmy} and {pmz} 
n s s 

each represent a, 

(2. 7) 
m k s+l 

p Ys - p z (mod p ) s 

for each s ~ 0. In particular for s = m, 

(2. 8) m k m+l 
p Ym - p z (mod p ) m 

and withs = k 

(2. 9) 

But Theorem 2.11 implies p does not divide either y or z for each s s 

s? 0. Hence (2.8) implies k? m and (2.9) implies m? k. Therefore 

m = k. If in (2.7) sis replaced by s+m, the result is 

or 

m m ( d m+s+l) 
p Ys+m - p zs+m mo p 

Ym+s 
s+l - z (mod p ) . m+s 

· ( d s+l) d ( d s+l) · f 11 h Since y = y mo p an z = z mo p , it o ows tat m+s s m+s s 
s+l y = z (mod p ) for alls? 0 and hence that E = n. s s 

Theorem 2.13 reveals the simplicity of the arithmetic of p-adic 
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·integers. There is a unique prime element in O . This prime element is 
p 

p. Every non-zero element of O is a product of a power of panda 
p 

unit. Another useful property of O is formalized in the following 
p 

corollary: 

Corollary 2.14. k The p-ad.ic integer a+-+ {x} is divisible by p if and 
n 

only if x 
n 

n+l 
- O(mod p ) whenever O::: n ~ k-1. 

Proof: If a= pmE is divisible by pk, then pk divides pm and k ~ m. 

m+l 
Since mis the smallest integer such that x 'f. O(mod p ), x = 0 m n 

(mod pn+l) whenever O < n <_ k-1. C 1 'f - 0( d n+l) onverse y, 1 xn = mo p 

whenever O < n ~ k-1, then from a= pmE it follows that m > k and pk 

d . 'd m k d 'd m 1v1 esp . Hence p iv1 es a= p E. 

Corollary 2 .15. The ring (0 ,+,·) is an integral domain. 
p 

Proof: It is sufficient to prove that (O ,+,·) has no zero divisors. 
p 

Assume that aS = 0. m n If a f O and Sf 0, then a= p E and B = p n where 

E +-+ {x} and n +-+ {y} are units. 
n n 

m+n k 
Hence p x0y0 = O(mod p) for each 

k O I · 1 m+n ( d m+n+l) d - 0( d ) ? . n part1cu ar, p x0y0 - Omo p an x0y0 = mo p 

while x0 'f. 0 and y0 'f. 0 modulo p. Since this is impossible, a= 0 or 

S = 0 and (0 ,+, ·) is an integral domain. 
p 

Thus (O ,+,·), like (Z,+,·) is an integral domain. It is in this sense 
p 

that the elements of (0 ,+,·) are called integers, 
' p 

Since (O ,+,·) is a ring, congruence modulo a p-adic integer is 
p 

defined as for rings in general. 

Definition 2.16. Let a and S be p-adic integers. Then a - S(mod Y) if 

and only if a - Sis divisible by y. 

But a - S is divisible by y if and only if a - S is divisible by pmE ~"'f'· 
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where Eis a unit. Therefore a= S(mod y) only if a= S(mod pm) for 

some m. Hence as far as congruence modulo a p-adic integer is con-

cerned, considerations involving congruences modulo powers of the prime 

pare sufficient. 

Since (Z,+,·) is a subring of (0 ,+,·), it is closed under sub-
p 

traction. Therefore if x and y are rational integers such that 

x - y = pmk, then the p-adic integer pmk must be a rational integer and 

hence k is a rational integer. It follows that x = y(mod pm) in (Z,+,·) 

if and only if x = y(mod pm) in (0 ,+,·). Thus 
p 

0 has at least pm resi
p 

m due classes modulo p , The fact that there are only pm such residue 

class completes the proof of the following result: 

Theorem 2.17. There are pm residue classes in O modulo pm, 
p 

Proof: To complete the proof, it is sufficient to show that every 

p-adic integer is congruent to a rational integer modulo pm. Let 

a+-+ {x} be a p-adic integer. The rational integer x 
1 

is the p-adic n m-

integer determined by the constant sequence {x 1 ,x 1 , ... }, Since m- m-
k 

x = xk(mod p) for O < k S m-1, m-1 

a - xm-1 +-+ {xo - xm-1' xl - xm-1' '''' 0 ~ xm ~ xm-1' ,,,} 

is a p-adic integer such that 

xk - xm-l = O(mod pk) 

for O ~ k :5 m-1. From Corollary 2.14, it follows that a - x is div-m-1 
m isible by p . Hence 

where x 1 is a rational integer. m-

Thus (0 ,+,·) is like (Z,+, ·) in that for each n ~ 1, congruence 
p 

n modulo p determines respective partitions on each set consisting of, 

exactly pn residue classes. The p-adic integers are unlike the rational 
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integers in that there is at least one residue class of p-adic integers 

that has cardinality of the continuum. This observation is a consequence 

of the fol lowing theorem: 

Theorem 2.18. The set of p-adic integers is uncountably infinite. 

Proof: From Theorem 2.5, it follows that there is a 1-1 correspondence 

between the p-adic integers and the canonical sequences. Therefore it 

is sufficient to show that the canonical sequences·are uncountable, 

Assume that the canon_ical sequences are countable and hence that there 

is a 1-1 correspondence between the non-negative integers and the can-

onical sequences. Thus there is an exhaustive sequence 

aoo + ao1P + ... + 

alO + allp + ... + 

a20 + a21p + ... + 

where O <a .. < p for each i? 0 and j > 
lJ 

(2.10) 

n 
aonP + . "'. 

n 
alnp + . .. 

n 
a2nP + . .. 

0. Consider 

k 
+ bkp + 

akk for each k ~ 0, Since 

of expansions: 

(2 .10) is not such that O ~bk< p and bk I 

one of the expansions listed, { yn k} lk=Obkp was not counted, This contra-

diction to the assumption that the canonical sequences are countable 

implies that the set of p-adic integers is uncountable. 

The p-adic Numbers 

In a manner analogbus to the development of the rational number 

field from the rational integers, it is possible to construct a quotient 



field containing an isomorphic copy of (0 ,+,·). 
p 

Theorem 2.19. There exists a field that contains a subset isomorphic 

to (0 ,+,·). 
p 

Proof: Let T = {(a,S): Sf O} be a subset of O xO and let+ and· be 
p p 

operations on T defined by 

(a,S) + (y6) = (a6 + Sy,S6) 

and 

(a,S)·(y,6) = (ay,S6). 
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Then (T,+, ·) is a commutative ring with (1,1) as unity. A relation'\; on 

1; defined by 

(a,S) '\; (y,6) if and only if a6 = Sy, 

is an equivalence relation on T. Therefore T/'\; partitions T. Since 

(a,S) + (y,6) '\; (1,.;µ) + (v,w) and (a,S)·(y,6) '\; (1,.,µ)·(v,w) whenever 

(a,S) '\; (A,µ) and (y,6) '\; (v,w), '\; is compatible with both+ and·. 

From Theorem 1.3, it follows that (T/'\;,+,.) is a commutative ring with 

unity. The unity is [ (1, 1)] . It is clear from the definition of '\; 

that for each non-zero a in O , (a,a) is an element of [(1,1)] and hence p . 

is a representative of the unity. 

Since [(a,S)] + [(0,6)] = [(a,S)] for each [(a,S)] in T/'\;, [(0,6)] 

is the zero element of (T/'\;,+,·). If [(a,S)]·[(A,µ)J = [(0,6)], then 

(aA,SA) is an element of [(0,6)] and a1>.6 = O. It follows that aA = 0 

and hence that [(a,S)J = [(0,6)] or [(1,.,µ)J = [(0,6)]. That is, 

(T/'\;,+,·) is an integral domain. 

To complete the proof, it is sufficient to show that every non-zero 

element of (T/'\;,+,·) has an inverse. If (a,S) is not an element of 

[(0,1)], then a is non-zero and (S,a) is an element of T. Since 

[(a,S)]·[(S,a)] = [(aS,aS)], the unity of (T/'\;,+,·), it follows that 



[(6,a)] is the inverse of [(a,6)]. Hence every non-zero element of 

(T/'v,+,·) has an inverse. 

Let D be the collection of [(a,l)] such that a is a non-zero ele-

ment of O and 1 is the p-adic unity. It is clear that Dis a subset 
p 

of T/'v and is closed under the operations of (T/'v,+,·). If f is the 

30 

function from O into T/'v such that f(a) = [(a,l)], then f.is an isomor
p 

phism from (O ,+,·) onto (D,+,·) and (T/'v,+,·) contain an isomorphic 
p 

copy of (0 ,+,·). 
p 

The isomorphism is de-emphasized and O is considered as a subset 
p 

of T/'v. The set T/'v is denoted by R and the field (T/'v,+,') is denoted 
p 

by (R , +, ·). 
p 

Definition 2.20. For a given prime p, the field (R ,+,·) = (T/'v,+,·) is 
p 

the p-adic number field. Elements of R are p-adic numbers. 
p 

If a and 6 f Oare p-adic integers, then a/6 denotes the equivalence 

class [ (a, 6)] of R . 
p 

Since (0 , +, ·) contains an isomorphic copy of (Z, +, ·), (R , +, ·) 
p p 

contains an isomorphic copy of (Z,+,·). Hence (R ,+,·) contains an 
p 

isomorphic copy of (Q,+,·). As is usual, (Q,+,·) is considered as a 

subfield of (R ,+,·). 
p 

Each non-zero p-adic number has an unusually simple representation, 

Theorem 2. 21. Any non-zero p-adic number ~ = a/6 is uniquely expressed 

in the form ~ 
m 

= p E where Eis a unit and mis an integer, 

Proof: Since a and 6 are p-adic integers, k 
6 = 

h where a = p Tl and p µ 

k and h are non-negative integers and where Tl andµ are units, Hence 

~ 
k-h E where n/µ is a unit and k-h = is integer, To verify = p E = m an 

uniqueness, observe that a and 6 have unique representation a k = p Tl and 
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h s = p µ. Hence the representation~ m 
= p E must be unique. 

The p-value Function 

There is an important function from R into R called p-value which 
p 

is analogous to the absolute value function from R into R. A first step 

towards understanding this function is the definition of order. 

Definition 2022. Let~ be a p-adic numbero If~ is non-zero, the order 

of~ is the unique rational integer v(~) such that~= p\J(~}E withs a 

unit. The order of O, v(O), is the number 00 where 00 is such that x < oo 

for each x in R, 00 + 00 = 00 , and 00 + n = 00 for each integer n, 

Three important properties of order of p-adic numbers are summarized in 

the following: 

Theorem 2.230 If~ ands are p-adic numbers, then 

(2 0 11) 

(2. 12) 

(2ol3) 

vc~s) = v(~) + v(s), 

\J(~ + s) > min (\J(~), \J(s)), 

\J(~ + s) = min (\J(~), \J(s)) if \J(~) # \J(s), 

Proof: If either~ ors is zero, all three properties follow immediate-

ly from the properties of 00 • Otherwise 

~s = pv(~)spv(s)n = pvC~) + v(s)JJ 

where E, n, and ]J are unitso It follows that \J(~s) = v(O + \J(s), To 

complete the proof, consider 

c2.14) ~ +, = Pvc~+s)s = Pvc~Jn + Pvc,J~ = pkO 

A 

wheres, n, \, and Oare unitso If k < min(v(~), V(s)), then 

v(~) - k~ v(s) - kf 0 P II+ P A= 

and p divides O. Since this.is not possible, it follows that 

k 2: min(v(~), V(s))o But (2.14) also implies that k :S \J(~ + s), There-
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fore VC~ + s) ~ k? minCVC~), VCs)). 

Condition C2.13) is proved by observing that vC~ + s) greater than 

minCvC~), vCs)) is not possible whenever vC~) I VCs), From C2.14), it 

follows that 

vc~ + s) - vC~)~ ~ vCs) - vC~)f P ~ = n + P A, 

If VC~) f VCs), then, without loss of generality, it can be assumed that 

V C~) < V CO and hence that v C~ + s) > v (0, Therefore V C~ + s) - v CO 

is greater than or equal to 1 and vCs) - vC~) is greater than or equal 

to 1 and it follows that p di vi des the unit A.. Since this is impos-

sible, vc~ + s) = minCvC~), VCs)) whenever vc~) I V(s), 

Division of one p-adic number by any non-zero p-adic number is 

always possible since CR,+,·) is a field. Division by any p-adic unit 
p 

is always possible. However divisibility in CO ,+,·) is limited, 
p 

limited divisibility can be expressed in terms of order, 

This 

Theorem 2.24. A p-adic integer a is divisible by the p-adic integer S 

if and only if v CS) $ v Ca). 

Proof: If there exists yin O such that a= Sy, then vCa) = vCS) + 
p 

vCy). Since v(y) > 0, it follows that vCS) < vCa), Conversely, if 

vCS) < vCa), then a= SpvCa) - v(S)s wheres is a unit, Hence S divides 

a. 

Order can also be used to classify p-adic numbers as p-adic inte-

gers and units, 

Theorem 2.25. A p-adic number~ is an integer if and only if vC~) ? 0. 

Proof: The p-adic number~= pvC~)s withs a unit is a p-adic integer 

if and only if v (~) 2: 0. 



33 

Theorem 2.26. A p-adic integer~ is a unit if and only if v(a) = 0, 

Proof: 
1 ~1 -1 

If a- exists, then aa = 1 and v(a) + v(a ) = O. From the 

-1 fact that v(a ) ~ 0, it follows that v(a) = 0, Conversely, v(a) = 0 

and a= pv(a)s with€ a unit implies that a is a unit, 

With the concept of order of a p-adic number as a convenient first 

step, it is easy to define the p-value function. 

Definition 2.27. The p-value function is the function I I from R into 
p p 

the non-negative reals such that 

1,Jp = p-v(,)' if'~ 0 

= 0, if~= o. 

The real number 1,1 is the p-value of the p-adic number,. 
p 

It follows immediately from Theorem 2.23 and Definition 2.27 that 

for each, ands in R 
p 

(2.15) 

(2.16) 

(2.17) 

!,Ip> .0 with equality only if,= 0, 

1,s!P = 1,1PlslP, 

1, +sips maxcJ,IP, ls IP). 

The inequality (2.17) is referred to as the non-archimedean property of 

J J . It follows from (2.17) that I I satisfies the standard triangle 
p p 

inequality of I I. That is 

(2.18) 

for each, ands in R. 
p 

Two additional properties of j I that follow immediately from 
p 

(2.16) are that III = j-lj = I and that l~nl = !,In , Also the last p p p p 

three theorems can be stated in terms of p-value. 

Theorem 2.28. A p-adic integer a is divisible by the p-adic integer S if 
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and on1y if lal s Isl . 
p p 

Theorem 2.29. A p-adic number~ is an integer if and only if l~lp s l. 

Theorem 2.30. A p-adic integer a is a unit if and only if lal = 1, 
p 

As I I determines a metric on R, so I I determines a metric on R. 
p p 

Theorem 2.31. The function d from R xR into R defined by p p p 

is a metric on R. 
p dPC~,s) = I~ - sip 

Proof: Since I~ - sip? 0 with equaiity only if~ - s = o, dpC~,s) ~ 0 

with equality only if;= s, The fact that d C~,s) = d Cs,~) follows 
p p 

from ,~ - sip= I-Cs - ~)Ip= Is - ~Ip' Condition Cl.9) follows from 

C2.19) 

and C2.18). Hence d is a metric on R. 
p p 

The p-adic numbers with metric d is a metric space and is denoted 
p 

by CR ,d ). Since I Ip satisfies C2.17) it follows from C2,18) that 
p p 

c2.20) dPCCi/J) s maxCdPC~,s), dPCs,1/J)) 

for each~' s, and 1/J in R . Metric spaces with a metric that satisfies 
p 

condition C2.20) are considered in Chapter IV. 

Sequences of p--adic Numbers 

Let{~} be a sequence of p-adic numbers. Since CR ,d) is a 
n p p 

metric space, it follows from Cl.15) that{~} converges to~ if and 
n 

only if for each E > 0 there exists an N such that 

C2.21) J~n - tfp < E whenever n ~ N. 

The sequence {~n} is Cauchy if and only if for each E > 0 there exists 

an N such that 

C2.22) I~ - t J < E whenever n,m > N. 
n mp 



-M 
From the fact that v(~n - ~) >Mis equivalent to J~n - ~Ip< p it 

follows that~~~ if and only if for each M > 0 there exists an N 

such that 

(2.23) v(~n - ~) > M whenever n ~ N, 
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Furthermore {~n} is Cauchy if and only if for each M > 0 there exists an 

N such that 

(2. 24) v(~ - ~) > M whenever m,n ~ N. n m 

There is another Cauchy criterion that depends upon the non-archimedean 

nature of I j • 
p 

Theorem 2.32. A sequence{~} of p-adic numbers is Cauchy if and only 
n 

if for each s > 0 there exists an N such that J~ 1 - ~ I < s whenever n+ n p 

n ::;: N. 

Proof: 

m = n+l. 

If{~} is Cauchy, then the conclusion follows from (2.22) with 
n 

If for each s > 0 there exists an N such that J~ 1 - ~ J < s n+ n p 

whenever n > N, then 

< E 

whenever m and n are gre~ter than N. Hence{~} is Cauchy. 
n 

The p-value function also provides a criterion for bounded sequen-

ces. A sequence {~n} of p-adic numbers is bounded above if the corres~ 

ponding set of p-values is bounded above or equivalently, if the set 

of real numbers, {v(~ )}, is bounded below. 
n 

Every Cauchy sequences~ of real numbers is bounded. The correspond-

ing property holds true for p-adic numbers. 
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Theorem 2.33. Every Cauchy sequence {~} of p-adic numbers is bounded. 
n 

Proof: Let E = 1. Then since {~} is Cauchy, there exists an N such n 

that n > N implies l~ -~NI <l. For each n ? 0, - n p 

I ~n IP '" l~n - E;N + ~N Ip S max( J~n - E;N JP, Jt:Njp) 

implies that I ~n Ip ~ max ( I ~N Ip~) whenever n ? N. Let 

M = max ( J~kl ,1). Then I~ J SM for each n? 0 and {~} is bounded. 
0$k$N p n p n 

As for the real numbers, so the following important property holds true 

for sequences of p-adic numbers. 

Theorem 2.34. (3) From any bounded sequence of p-adic integers, it 

is possible to select a convergent subsequence. 

Proof: The method of proof is to exhibit by mathematical induction a 

procedure for finding a convergent subsequence, If {a} is a sequence 
n 

of p-adic integers, then it follows from Theorem 2,17 that the number 

of residue classes modulo pin O is finite. Hence there are infinitely 
p 

many terms of {a} which are convergent modulo p to some rational 
n 

integer.x
0

. All such terms yield q subsequence {a (l)} of {a} such 
n n 

that 

for some rational integer x0. Now since the number of residue classes 

modulo p2 is also finite, there are infinitely many terms. of {an (l)}, 

d h b {'N (2)}, h h an ence a su sequence "' such tat for eac n 
n 

(2) 2 
an = x1 (mod p) 

for some rational integer x1 with x1 = x0 (mod p). Suppose there exists 

{
N (k-1)}, { } "' a subsequence of a such that 
n n 

(k-1) a n 

for some rational number xk-l' 

k 
- xk-l (mod p) 

Then since the number of residue classes 
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of O modulo pk+l is finite, there is a subsequence {a (k)} of {a (k-l)} 
p n n 

and hence of {a} such that 
n 

(k) - ( d k+l) an = xk mo p 

(k) 
for some rational number xk. Also an 

k+l 
- xk(mod p ) and 

a (k) = x (mod pk) implies that 
n k-1 

k 
xk - xk-l (mod p ). 

Hence by induction, for each k > 1 there is a subsequence {a (k)} of 
n 

fon} such that an (k) = xk-l (mod pk) where xk is a rational integer and 

k 
xk = xk-l (mod p ). Thus the sequence {x0 ,x1 ,x2 , ... ,xk'' .. } determines 

some p-adic integer a. Consider the diagonal sequence {a (n)}. Obvi
n 

ous ly fo (n) } 
n 

is a subsequence of {a}. 
n 

n 
Since a - xn-l (mod p) and 

since a (n) = 
n 

that a (n) -
n 

v(a (n) - a) 
n 

x 
1

(mod pn) it follows that a (n) - a(mod pn) and 
n- n 

a is a multiple of pn. Therefore v(a (n) - a)= n, 
n 

-+ 00 

' 
and {a (n)} converges to a. 

n -
Consequently every 

sequence of p-adic integers has a convergent subsequence. 

hence 

Corollary 2.35. From any bounded sequence of p-adic numbers, it is 

possible to select a convergent subsequence. 

Proof: Let {~n} be a bounded sequence. If v(~) ~ 0 for all n, then 
n 

{~ } is a sequence of p-adic integers and there exists a convergent sub
n 

sequence. In case there exists an n such that v(~) < 0, {~} bounded 
n n 

implies there exists a positive rational integer k such that v(~) > -k 
n 

for each n ~ 0. Let {a}={~ pk}. 
n n 

Since v(~ pk) = v(~) + k and 
n n 

v(~) + k ~ 0, it follows that {a} n n is a bounded sequence of p-adic 

integers. By Theorem 2.34, it is possible to select a convergent sub-

sequence {a } from {a}. 
ni n 

subsequence of {~n}. 

Then{~ } 
ni 

{ "' -k} = ~ p is a convergent 
Di 



Cauchy sequences of rational numbers do not always converge with 

respect to the I I-topology to a rational number. For instance, the 

standard algorithm for approximating the square root of 2 yields a 
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Cauchy sequence of rational numbers that converges to the irrational 

number If, However every Cauchy sequence of real numbers converges with 

respect to the I !-topology to a real number. The same is true for 

Cauchy sequences of (R ,d ). 
p p 

Theorem 2,36. Let {s} be a sequence of p-adic numbers. Then {s } con-
n n 

verges to a p-adic numbers if and only if {s} is Cauchy. 
n 

Proof: Assume that {s} converges to s. Then for each E: > 0 there 
n 

exist N1 and N2 such that Jsn - sip< E: whenever n? N1 and 

Ism - sip< E: whenever m 2 N2. If m,n > N = max(Nl,N2)' then 

Is - s + n 

< max (Is -n 

< E: 

s - smlp 

s Ip , I Sm - s Ip) 

and {s} is Cauchy. Conversely, if {s} is Cauchy, then {s} is bounded n n n 

and hence contains a subsequence {s } which converges to s, a p-adic 
ni 

number. But {s } a subsequence 
ni 

of {s } implies that n, > n and hence 
n 1 

that 

- lsn - sn, + sn. ~ sip 
l 1 

< max(Jsn - snilP, lsni - sip) 

< E: 

whenever n > N. Therefore {sn} converges to s, 

Corollary 2. 37. The field (R , +, ·) with the d metric is complete, 
p p 

Since the only Cauchy sequences of rational integers are the con-



39 

stant sequences, every Cauchy sequence of these integers converges to a 

rational integer with respect to the I I-topology. Hence (Z,d) is a 

complete metric space. There are non-constant Cauchy sequences of 

p-adic integers. For instance, let {e} be a sequence of p-adic units. 
n 

Then fr
0

,e
1
p,e

2
p2

, ... ,enpn, ... } is a non-constant Cauchy sequence that 

converges with respect to d to O. However (O ,d) is a complete metric p p p 

space. 

Theorem 2.38. The metric space (0 ,d) is complete, 
p p 

Proof: If {a} is a sequence of O such that a ~ ~ then for each n p n s, 

e > 0 there exists an N such that la - sl < e whenever n > N. Since 
n p 

Is+ a I < Isl + la I , it follows that n p - p n p 

I ls IP - lanlpl ~ Is - anlp 

for each n > 0. Therefore for each e there exists an N such that 

Isl < la I + e p n p 

whenever n > N. From Theorem 2.29, it follows that for each e > 0 

Isl < 1 + e. 
p 

That is, Isl :S 1 and i; is a p-adic integer. Thus (0 ,d) is a complete p p p 

metric space. 

Infinite Series Representation of p-adic Numbers 

Since (R ,+,·) has a metric structure, it is possible to consider 
p 

convergence of infinite series. Let {x} be a sequence of real numbers. 
n 

The infinite series l·:=Oxn converges to a real number only if {xn} con

verges to 0. More is true for infinite series of p-adic numbers. 

Theorem 2.39. If {sn} is a sequence of p-adic numbers, then l:=Oi;k 



converges to a p-adic number .t if and only if{~ } converges to O. 
n 
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Proof: If l~=O~k + l, then {I~=O~k} is Cauchy and for each E > 0 there 

exists an N such that n? N implies that 

Since 

for each n > 0, it follows that 

I~ oj· < E whenever n i N, n+l - p 

Hence, + 0. Conversely, if~ + 0, then for each E > 0 there exists 
n n 

an N such that n? N implies that 

I~ 0 I < E. n+l - p 

From 

for each n > 0, it follows that 

l~n+l tn I lk=O~k - lk=O~k p < E whenever n ~ N. 

Hence {I~=O'k} is Cauchy and every Cauchy sequence of p-adic numbers 

converges to a p-adic number. Thus 

A p-adic integer a is determined by a sequence {x} of rational 
n 

integers. Since each rational integer is a p-adic integer, a sequence 

of rational integers is also a sequence of p-adic integers and has the 

potential for converging to a p-adic integer. The following key result 

gives additional insight into the structure of the p-adic integers. 

Theorem 2 .40. If the p-adic integer a is determined by the sequence 

{I'~=Oakpk} of rational integers, then {I~=Oakpk} considered as a 



sequence of p-adic integers converges to a. 

Proof: Let xn = l~=Oakpk and consider a - X n 

\00 k 
That is, a= lk=Oakp . 

where x is the p-adic 
n 

integer determined by {x ,x , .. o,X , .. o}, Then n n n 

a - X +-,. {xo - X ,xl - X ,,oo,O,x l - X ,,o .}. n n n n+ n 

Since 

_ m+l 
X - X = O(mod p ) m n 

for O < m :S: n, it follows frnm Corollary 2 .14 that a - x is divisible 
n 
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b 
n+l 

y p Therefore v(a - x) > n+l and v(a - x) ~ 00 , From (2.23) and 
n - n 

the definition • 1 ,n k} is clear that Llk=Oakp con:verges to a and 

hence that a o: 

In Example 2 o 12, it was observed that 

Therefore 

(2o25) 

2/3 +·+ {4 + I~"' 1 c2+c-1/)sk}. 

{4 + \'~ (2+(-l)k)Sk} converges to 2/3 and 
lK~I 

2/3 = 4 + l·S + 3·5 2 + 1·53 + 3.54 + 

Every real number is the limit of a sequence of rational numbers. 

The same is true of every p-adic number. 

Theorem 2.410 Every p-adic number is the limit of a sequence of ration-

al numberso 

Proof: Let~~ a/S be a p-adic number. Since Sis a p-adic integer, 

there exists a rational integer k? 0 and a p-adic unit E such that 

Q k Th f ~ 'k h -l . d' . d µ = p E. ere ores~ YIP w ~re y = as is a p-a 1c integer eter-

mined by {x }, a sequence of rational integers. 
n 

Also 

k k v(x /p - ~) = v(x /p -
n n 

, k) ( ) k YIP = \) X - y - 0 n 

But v(x - y) + oo. 
n 

. k} Therefore v (x /p - i;) + 00 and {x /p is a sequence 
n n 

of rational numbers that converges to l;:. 
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Hence Q is a dense subset of R with respect to the J I -topology. 
p p 

From Corollary 2,37, it follows that (R ,+,·) is a completion of (Q,+,·) 
p 

relative to the I I -topology. 
p 

Every real number has an infinite series representation. Again the 

same is true for p-adic numbers. 

Theorem 2.42. Every p-adic number has an infinite series representation 

\ 00 m+k . 
of the form lk=Oakp where m 1s an integer, and O ::,: ak < p for k ? 0. 

Proof: Let r;, be a p-cj.dic number. If r;, = 0, then, from 

{ } "n k , \00 k 
0 +-+ 0,0, ... ~ {lk~OOp }, it follows that O = lk=Oakp IfF;,"/0, 

m then there exists an integer m and a unit E such that r;, ~ p E. Since 

:tn k} too k 
E +-+ 'Lk:c::Oakp . with a0 l O and O $ ak < p, E "' lk=Oakp and 

\"
00 m+k 

r;, - lb,Oakp . 

Every rational number is a p-adic number as well as a real number 

and consequently has both a p-adic series representation 

2 n 
ao + alp + a2p + ... + anp + ... 

with O < a, < p for each n > 0 and a decimal series representation 
l 

-n 
+ b 10 + 

n 

with O s b. < 10 for each n > 0, Before preceding to a detailed con-
1 

sideration of relationships between the real and p-adic number fields, 

some properties common to the respective representatives are explored. 

A rational number r/s with rands relatively prime has a finite 

decimal expansion if and only if 2 and 5 are the only prime factors of 

s. The analog for p-adic series representation is that a positive 

rational number r/s with rands relatively prime has a finite p-adic 

series expansion if and only if s is a power of p. If r/s has a finite 

p-adic expansion, then 
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with O < a0 < p, ma negative integer, and v(a0 + a1p + 
n 

+ a p) = 0. 
n 

Therefore r a rational integer implies that \! (r) = \! (s) + m = 0, that 

-m v(s) = -m, and hence thats= p µ. 

integer,µ= 1 ands is a power of p. 

Since sis a positive rational 

Conversely, ifs= pk, then 

m k+m from r/s = p E it follows that r = p E. Hence k + m = 0 since 

k -k v(r) = 0. If r < p, then r/s = r/p = p r. Otherwise r > p, 

1n i tn i-k 
r = li=Oaip , and r/s = li=Oaip . Either way, r/s has a finite p-adic 

expansion. 

A decimal series expansion is finite or periodic if and only if 

it represents a rational number. The corresponding property for p-adic 

series representation is the following theorem: 

Theorem 2.43. (9) A p-adic number has a finite or periodic series 

expansion if and only if the number is a rational number. 

Proof: It will be sufficiently general to consider 

(2.25) 

where 

A"" 
2 k-1 a + alp + a2p + ... + ak-lp 0 

with 0 :5 a. < p and 
1 

B = bo + blp + b2p 
2 b m-1 

+ .. ' + m-lp 

with 0 < b. < p. Then 
1 

Cl - A = pkB m ( kB k+mB + p p + p + ... ) 

Hence 

m k 
= A(l - p) + p B, 

a = A 
k m 

+ p B/ (1 - p ), 
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and a is a rational number. 

The converse is proved in several parts. Suppose first that 

a= r/s is a negative irreducible proper rational number withs > 0 and 

s and p relatively prime. From Euler's Theorem, it follows that there 

exists a.n integer and hence a smallest integer m such that 

pm= l(mod s), Let 1 - pm= zs with z an integer. It follows that 

o, o, and r/s zr/ (1 
m Since is proper, z < zr < a ::::: = - p ). a 

< p m 1 < p m and zr -

B = bo + blp b m-1 zr ::c + 0 0 0 + m-lp 

with 0 < b, < p whenever 0 < i 'S m-1, Then 
l 

(2. 26) a - B + Bpm + Bp 2m 

m 1 +pm+ p2m since 1/(l - p) = + .... Hence a has a periodic series 

expansion, 

In the second case, assume a is a positive irreducible rational 

number, then a"' N + q/s where N is a rational integer and q/s is a 

negative irreducible proper rational number withs> 0, Hence 

k-1 
anp with O ~ ai < p whenever O $ i $ k-1, 

Furthermore q/s has a periodic p-adic expansion of the form (2,26). 

Thus a has a periodic p-adic series representation of the form (2.25). 

To complete the proof, assume that a is a negative irreducible 

rational number. Then -a is a positive irreducible rational number 

and hence has a p-adic series representation of the form (2 ,25). Since 

n 0 = p + (p-l)p + ,,, + (p-l)p + ,,,, 

-a= o - a 

_ A' + pkB' + pk+mB, + pk+2mB 1 + •• ' 

where 

2 k-1 A' - a0 + (a1 - l)p + (a2 - p+l)p + ., . + (ak-l - p+l)p 



with OS ai < p whenever O ~ i ~ k~l and 

B' >= (b0 - p+l) + (b1 - p+l)p + •.• + m-1 
(bm-1 - p+l)p 

with O ~bi< p whenever O ~ i S m-1. Hence -a has a periodic p-adic 

representation. 

A Geometric Model for RP 

The p-adic numbers can be placed in a one-to-one correspondence 
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with a subset of the Euclidean plane in many ways. The objective of 

this section is to establish such a correspondence, and hence a geomet-

ric model for RP, that reflects several of the characteristic proper

ties of the p-adic numbers. From the fact that every p-adic number is 

uniquely expressed by pmE where e: .is a unit and mis a rational integer~ 

it follows that it is sufficient to establish a one-to-one correspond

ence between the p-adic units and a subset of the unit circle, There-

fore it is adequate to establish a pne~to-one correspondence between 

the p-adic units and a subset of the. half open interval [0,1) since 

the association of a real number e, 0 Se< 1, with the point on the 

unit circle whose polar coordinates are 1 and 2~8 is a one-to~one 

correspondence. 

Every real number in [O~l) .has a base p+l expansion 

ao al 
--+ ---·-. + 
p+l (p+l) 2 . 

a 
n 

' ' ' · + -(p-. -1--l-)_n_+-=-1 . + ,.:. ' 

where O < an 5 p for each n. Let G be the set of all such expansions 

with a0 'F O and an i, p for each n. The set of points, also denoted 

by G, corresponding to the set G has an interesting geometric deriva-

tion. · Divide the half open i:f).tetval [1,0) into p+l half open intervals 

bf length 1/(p+l) and order the ±esulting intervals by increasing 
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initial points. Let E1 denote the union of the first and last sub-
0 

intervals, That is 

El = [O _l_) u [_E_ 1) 
0 'p+l .. ·p+l' ' 

1 The set [1/(p+l),p/(p+l)), the points of [0,1) which are not in E0 , is 

the union of p-1 of the original p+l half open intervals, Divide each 

of these remaining intervals into p+l half open subintervals of equal 

k length and let E1 denote the half open (p+l)th subinterval of the 

(k+l)th original interval. That is, 

Ek_ [kp + k-1 --5__) 
1 2 ' (p+l) p+l 

with 1 ~ k < p-1. 1 2 p-1 The sets E1 ,E1, ... ,E1 , are indicated in Figure 1 

for p = 5. 

El 
1 

E2 
1 

E3 
1 

E4 
1 

0 1 2 3 4 5 
6 6 6 6 6 

Figure I. Ek with 1 < k < 4. 1 -

The set of points of [O,l) which are not in E~ or some E~ is the 

union of p(p-1) half open subintervals of equal length. Divide each of 

these remaining intervals into p+l subintervals of equal length and 

k let E2, 1 < k < p(p-1), denote the half open (p+l)th subinterval of the 

(k+l) th one of the remaining p (p-1) intervals. The set 

El 
p-1 

Ek - p_bl) Ek 
[0,1) - -V 0 1 k. . 2 k=l =l 

1 



is the union of p2 (p-1) half op.en intervals of equal length. It is 

clear that this procedure can be continued indefinitely. Furthermore 

n-1

1
. 1.) 

co p p-
G ~ [0,1) - E~-:- \) _ _\__ Ek. 

n::ol l<.:"'1 n 

Since for each p-adic unit there is a unique sequence {a } of 
n 

rational integers with a
0 

,j: 0 and O -::: an < p for each n, it is clear 

that there is a one-to-one correspondence between the p-adic units and 

the points of the plane with polar coordinates 1 and 2TI8 where 

(2. 27) a 
8 :; 1'00 k 

k:=sl (p+l/ 

is an element of G, If E = I;=Oakpk is a p-adic unit which is also a 

1;00 k rational integer, then lk,,,Oakp terminates, 8 can be calculated, and 

the point (l,2TI8) is easily determined. The location of each rational 

integer less than 25 which is a 5-adic unit is indicated in Figure 2. 

1 The images of the sets E0 , l 5 k $ 4, are also indicated. 
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Rational numbers of the form yz - l with y and z in Z, y ~ 0 (mod p) , 

and z r- 0 (mod p) are p-adic units which are not rational integers, 

The p-adic expansion of yz- 1 , I;=Oakpk, does not terminate since z is 

not a power of p, -1 Hence yz can not be located on the unit circle by a 

finite process. However its position can be approximated to any degree 

},n k s·n k ~l 
of accuracy since if en "" L.ke:oOakp , then 2TI8n + 2TI8 as lk,,,,Oakp + yz 

For instance, 4, 9, 84, and 209 are the first four terms of the canoni-

cal sequence that determines 2/3 as a 5-adic unit. Therefore 

6TI 38TI 234TI 1410TI 
5' 30' 180' 1080 ' 

are the first four terms of {2TI8 }. Furthermore 
n 

TI 
540' 



l2 

Jr!//' 

l 
,·? r' 

··········----. 

Figure 2, Rational Integers Less Than 
25 Which Are 5-adic Units, 

---

Once the units of (R ,+, 0
) are properly associated with a subset 

p 

of the unit circle, a one-to-one correspondence between the non-zero 

p-adic numbers and a subset of the plane can be determined. Let~ be 

, d" b Th C ITl h , , a non-zero p-a 1c num er, ens~ p s were sis a unit, Ifs cor-
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responds to the point (1, 2n6), then the association of i; with ( j i; I , 2n8) 
p 

is a one-to-one correspondence between the non-zero p-adic numbers and 

a subset of the plane that extends the association of the units with a 

subset of the unit circle, Thus the geometric model for the non-zero 

p-adlc numbers is a subset of the collection of concentric circles with 

radius p-m, min Z, Since Jo!p = 0 and pm+ 0 with respect to the 

metric induced by p-value, it is natural to associate the p-adic zero 



with the center of the concentric circles, 

/' 

-m p C 

Figure 3. m -m 
The Relationship ~etween p e:, p s, and 

E: for E: a Unit and m ~ 0. 

.. m r: 

If i; and I:; are on circles of radius pm and pn :respectively, then 
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Consequently a sequence {1;} converges to a n 

non-zero p-adic number i; only if {i;n} is eventually on the circle which 

contains i;. Since pn + 0 with respect to I I , the condition i; ~ 0 
p 

is necessary. From the fact that all points on any circle have the 

same p-value, it follows that the sequence of p-values of a non-null 

Cauchy sequence of p-adic numbers is eventually constant. This imper-

tant characteristic of the p-adic numbers is a consequence of the non-

archimedean nature of I J . 
p 

Theorem 2.44. Let {i;} be a non-null Cauchy Sequence of p-adic numbers. 
n 



The sequence {Is I } of real numbers is eventually constant, 
n p 

so 

Proof: Let {s} be a non-null Cauchy sequence of p-adic numbers. Since 
n 

CR ,d) is complete, there exists a p-adic numbers such thats + s, 
p p n 

Therefore there exists an N such that \!(s - s) > \!(s) whenever n ~ N. n 

Hence 

min (v Cs 
n 

and !snip= jc;jp whenever n > N. 

- c;L \!(s)) "' \! Cs) 

Theorem 2. 44 has an interesting corollary which states that the 

images of Q and R under J I are identical. 
p p 

Corollary 2. 45. Let IQ I = { I x.l : x is a rational number} and let p p 

IRpjp = {!sip: ~ is a p-adic number}. Then JQJP ~ JRPJP. 

Proof: Lets be a p-adic number. Ifs= 0, th~n Isip= 0 and Isip is 

an element of IQ I . If c; ii, 0, then there exists a non-null Cauchy 
p 

sequence {x } of rational numbers such that x -+ s with respect to J J . 
n n p 

Hence I xn Ip -J- I c; Ip with respect to I j, 

such that Jx I = n p Ix I whenever n ::: N. 
n p 

Furthermore there exists an N 

jRPJP is a subset of Jql . 
p 

Set inclusion the other way is obvious since 

every rational number is a p-adic number. 

Every concentric circle of the geometric model for R contains a 
. p 

rational number and every rational number is on some circle, Since a 

p-adic numbers is on a circle of radius pm if a~d only if Jc;jp = p-m, 

the geometric model is consistent with Corollary 2.45. Furthermore 

l I { -2 -1 2 } R = ... ,p ,p ,1,p,p , .... p p 



CHAPTER III 

COMPLETIONS OF THE RATIONAL NUMBER FIELD 

Although the real field and the p-adic number fields are not iso

morphic, they share many common properties. Some similarities are 

illustrated by the following pairs of statements: 

(3.1) COMPLETENESS 

Every Cauchy sequence of p-adic (real) numbers converges to a 

p-adic (real) number. 

(3.2) DENSENESS OF Q 

Each p-adic (real) number is the limit of some sequence of rational 

numbers. 

(3.3) SERIES REPRESENTATION 

A p-adic (real) number has a finite or periodic series expansion 

if and only if the number is rational. 

It is the purpose of this chapter to explore in detail the relationship 

between the real and p-adic number fields. The chapter concludes with 

the proof that the real and p-adic number fields are mathematically dis

tinct. 

Valuations 

To provide a setting in which to discuss the relationship between 

the real and p-adic number systems, it is helpful to consider a function 
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from a general field into the non-negative real numbers that corresponds 

to absolute value on Rand p-value on R. 
p 

Definition 3,1. A valuation is a function cp from (F,+,·) into the non-

negative real numbers such that 

(3A) 

(3. 5) . 

(3.6) 

¢(a) > 0 with equality only if a= 0, 

¢(ab)= ¢(a)·¢(b), 

¢(a+ b) ~ ¢(a) + ¢(b). 

It is clear that I I and I I are valuations on the real and p-adic 
p 

number fields respectively. 

the rational number field. 

Both I J and I J are also valuations on 
p 

As one further example of a valuation on the rational number field 

(Q, +, ·) consider 1/J from Q into R such that for each a in Q, 1/J (a) = 1 if 

a i O and 1/J(O) ~ 0. It is clear that 1/J is a valuation. 

Definition 3.2, The trivial valuation on a field (F,+,·) is the valua-

tion ¢ on (F,+,·) such that for each a in F, 

¢(a) - l, if a f 0 

- 0, if a - 0. 

Some important properties of valuations in general are summarized 

in the next theorem. These are familiar properties of the absolute 

value valuation and were established for p-value in Chapter II. 

Theorem 3,3. If¢ is a valuation on (F,+,·), then 

(3.7) ¢(1) = 1, 

(3.8) ¢(-a) = ¢(a), 

(3.9) ¢(a-- 1) "" (¢(a))-1, 

( 3 . 10 ) I ¢ Ca) - ¢ (b) I :: ¢ ( a - b ) 
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where a and bare in F and 1 represents the unity of (F,+;•) as well as 

the unity of (R,+,·). 

Proof: Since l·a = a for each a in F, it follows that 

</l(a) = </l(l•a) = </l(l)cp(a), 

Therefore </l(l) = 1. Since </l(-1) ~ 0, and since 

<p(-l)</l(-1) = <ti((-1)
2

) = </l(l) = 1, 

it follows that <p(-1) = 1. Hence 

¢(-a)= cp(-l·a) = cp(-1)</l(a) = cp(a). 

-1 Condition (3o9) follows from aa = 1 and property (3.5). To complete 

the proof, note that property (3.6) implies that 

(3o 11) </l(a) - </l(b) S cp(a - b) 

and 

(3.12) </l(b) - ¢(a) ~ cp(b - a). 

From (3.8), (3.11), and (3.12), it follows that 

-¢(a - b) < ¢(a) - cp(b) < ¢(a - b) 

and consequently that l<ti(a) - cp(b) I ~ ¢(a - b). 

Non-Archimedean Valuations 

It has been observed that I I is a valuation on (Q,+,·). From 
p 

(2.14) it is clear that J j satisfies the additional condition 
p 

(3.13) ¢(a+ b) ~ max(cp(a), cp(b)). 

Since max(cp(a), cp(b)) $ ¢(a) + cp(b), any valuation that satisfies (3.13) 

also satisfies (3.6). 

Definition 3.4. A valuation that satisfies condition (3.13) in addition 

to (3.6) is a non-archimedean valuation. If a valuation fails to satis-

fy (3.13), then it is Archimedean. 
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Formula (3.10) provides an important interplay between absolute 

value and a valuation. The refinement of (3.10) for non-archimedean 

valuations takes the following form: 

Theorem 3.5. If¢ is a non-archimedean valuation on F and if 

¢Ca) > ¢Cb), then ¢Ca+ b) = ¢Ca). 

Proof: Let¢ be non-archimedean and assume ¢(a) > ¢Cb). Then 

cp(a) = ¢(a + b - b) ~ max(¢(a + b), ¢Cb)). If ¢(a + b) < ¢Cb), then 

max(¢Ca + b), ¢Cb))= ¢Cb) and hence ¢(a) 5 ¢Cb). This contradicts 

the assumption that cp(a) > ¢Cb), Therefore cp(a + b) ? ¢(b) and 

max(¢(a + b), cp(b)) = ¢(a 0
, b). It follows that 

¢(a) <¢(a+ b) :S maxC¢(a), ¢(b)) = ¢(a) 

and hence that ¢(a+ b) = ¢Ca), 

One useful alternate characterization of a non-archimedean valua-

tion is given in the following theorem: 

Theorem 3.6, A valuation¢ on a field (F,+,·) is non-archimedean if and 

only if for each x in F 

(3.14) cp(x) :, l implies ¢ (I + x) :S 1. 

Proof: If¢ is non-archimedean, then ¢(1 + x) < max(¢(x),l), Since 

¢(1) = 1, ¢(x) < 1 implies that ¢(1 + x) -:: I. Conversely, assume that 

(3.14) is true and that¢ is a valuation on CF,+,·). It is necessary 

to prove that ¢(x + y) ~ max(¢(x), ¢(y)) for every x and yin F. This 

is trivially the case if either x or y is zero. Suppose that both x 

and y are non-zero elements of F. Without loss of generality, it is 

possible to assume that ¢ Cx) :: ¢ (y). Then ¢ Cx/y) ~ 1. It follows that 

¢Cl + x/y) < 1. That is, ¢(x + Y) < I. Therefore ¢(x + y) ~ ¢(y), y -

Since ¢(y) = max(¢(x), ¢(y)), ¢(x + y) :: max(¢(x), ¢(y)) for every x 
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and y in F. 

Corollary 3.7. A valuation¢ on the rational numbers is non-archimedean 

if and only if ¢(n) ~ 1 for each n in Z. 

Proof: If¢ is non-archimedean and n is a non-zero element of Z, then 

¢(n) = ¢(1 + l + • , • + 1) 5 max(cp(l), ¢(1), ... ,¢(1)) = ¢(1) = l, Since 

¢(-n) = ¢(n), ¢(n) < 1 for each n in Z. Conversely, assume cp(n) < l 

for each n in Z. To show that¢ is non-archimedean, it is sufficient 

to show that ¢(x) :: l implies cp(x + 1) :5 1 for each rational number x. 

From the Binomial Theorem, it follows that 

n n \'TI m) k (¢(1 + x)) = ¢((1 + x) ) = ¢(lk=Olk x) 

l"'TI . (n) k 
< lk=O¢( k ¢(x ). 

1 

for each n ? 0. If ¢(x) < 1, then ¢(1 + 
n 

x) S (n + 1) . Therefore 
l 

¢(1 + x) < lim(n + l)n =land¢ is a non-archimedean valuation. 

It is clear from a re-examination of the proof of Theorem 2.31 that 

if¢ is a valuation on a field (F,+,·), then a function d from FxF into 

R such that 

(3.15) d(x,y) = cp(x - y) 

for each x and yin Fis a metric on F. Thus (F,d) is a metric space. 

It follows that ¢ determines both a convergence and a Cauchy criteria 

for sequences of elements from F. If {x} is a sequence of F, then 
n 

{xn} converges to x if and only if for each E > 0 there exists an N 

such that 

(3.16) cp(x - x) < E whenever n ~ N 
n 

and {x} is Cauchy if and only if for each E > 0 there exists an N such 
n 

that 
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(3.17) ¢(x - x) < s whenever m,n? N. m n 

If tjJ is another valuation on (F,+,·), then tjJ also determines both 

a convergence and a Cauchy criteria. There is no reason to assume that 

the two valuations, ¢ and tµ, determine the same or even related cri-

teria. A sequence which satisfies (3.16) is said to converge with 

respect to ¢. The convergence of {x } to x with respect to¢ is denoted 
n 

by x -+ x (wrt¢). A sequence {x } satisfies (3 .16) if and only if there 
n n 

exists an x in F such that {¢(xn - x)} is a sequence of real numbers 

that converges to O. Therefore x -+ x (wrt¢) if and only if 
n 

¢ (xn - x) + 0 (wrt J J) , 

Definition 3.8. Two valuations¢ and 1)J determine the same convergence 

criteria if for each sequence {x} there exists an x such that 
n 

(3, 18) ¢(xn - x) -+ 0 (wrt J J) if and only if ijJ(xn - x) -+ 0 (wrt I j), 

For example, consider the sequence {pn} with pa prime number, It is 

clear that 

(wrt I I ) . 
p 

{pn} is not convergent (wrtl j). However {pn} is convergent 

Furthermore {pn} is convergent (wrt J I ~). Both I I and 
p p 

I I ~ determine the 
p 

same convergence cri te:ria while I J and I J do not, 
p 

Equivalent Valuations 

Every valuation generates a family of valuations since ¢c, 

0 < c $ l, defined by 

is a valuation if and only if¢ is, This is proved in the following 

theorem: 

Theorem 3.9. C If c is a real number such that O < c $ l~ then¢ is a 

valuation on (F,+,•) if and only if¢ is a valuation on (F,+,·). 
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Proof: It is evident that ¢c satisfies (3.4) and (3.5) if and only if 

¢ does, It remains to show that 

¢c(x + y) ~ ¢c(x) + ¢c(y) if and only if ¢ex+ y) ~ ¢(x) + ¢Cy) 

for each x and yin F. Let x and y be elements of .F such that 

¢Cy) : ¢(x). If X "'' 0, then y ::: 0 and the condition is satisfied, 

Assume x f 0 and that ¢(x + y) < ¢(x) + ¢Cy). Then -
C y) ¢c (x) ¢c ( 1 + l.) ¢ (x + ::: 

X 

< ¢c(x) (1 + ¢ (l.)) C 
X 

< ¢c (x) (1 + ¢el.)} 
X 

5 ¢c(x) (1 + ¢(l_)C) 
X 

C C 
= ¢c(x)(¢ (x) + ¢ (y)) 

¢c (x) 

C C 
::= ¢ ( X) + ¢ (y) , 

C C C It is clear that¢ (x + y) < ¢ (x) + ¢ (y) for O < c < 1 implies that 

¢(x + y) : ¢(x) + ¢(y). 

It is natural to ask whether valuations generated in this way have 

any common properties, In particular, do such valuations determine the 

same convergence criteria. Crucial to the results of this Chapter is 

the fact that the valuations of Theorem 3.9, generated by¢, do deter-

mine the same convergence criterion. However the same is true of a more 

general class of valuations, This exact relationship between valuations 

is investigated in the more general context. 

Definition 3,10, Let¢ and 1jJ be two non-trivial valuations on a field 

(F, +, •). Then ¢ and 1jJ are eqlii valent, ¢ 'v 1jJ, if for each x in F such. 

that ¢(x) < 1, it follows that i)!(x) < l, 



58 

It is clear that equivalence of valuations is both a reflexive and 

transitive relation, It follows from the following theorem that equiva-

lence of valuations is also a symmetric relation. 

Theorem 3.lL (1) If¢ and 1j; are equivalent valuations on (F,+,·), 

then for each x in F such that ¢(x) = 1, it follows that ~(x) ~ 1. 

Proof: Since¢ is non-trivial, there exists yin F such that y ~ 0 

and ¢(y) < l, For each x in F such that ¢(x) = 1, it follows that 

and hence that 1j; (xny) < l for each n > 0, 

each n > 0. Therefore 

1 
That is, 1/J(x) < (1/J(y))-n for 

Since ¢ (x) = 1 if and only if ¢ (1/x) = 1, it follows from the above 

argument that 1/J(x) > 1 also. Therefore 1/J(x) = 1 for each x in F such 

that ¢ (x) = l, 

Corollary 3,12, Equivalence of valuations is an equivalence relation. 

Proof: As noted previously, reflexivity and transitivity are immediate. 

Assume¢ '"v 1/J, 1/J(x) < 1, and consider the three cases for ¢(x). If 

cp(x) > 1, then ¢(1/x) < 1, 1/J(l/x) < 1, and 1/J(x) > 1. If ¢(x) = l, then 

1/J(x) = 1. It follows that 1/J(x) < 1 implies ¢(x) < 1. Therefore¢~ 1/J 

implies 1./J ~ <P and ·v is symmetric. 

Theorem 3, 13. Let 1/J and <P be valuations on (F,+,·). If 1/J 
C 

= ¢ where 

c > 0, then 1./J ~ ¢. 

Proof: For each x in F such that ¢ c (x) < 1, (¢(x)) c < 1 and hence 

¢ (x) < L 

The key result of this section is the following theorem: 
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Theorem 3.14, Two non-trivial valuations¢ and~ on (F,+,·) are equiva-

lent if and only if they determine the same convergence crite:rion. 

Proof: Two valuations¢ and~ are equivalent if it is the case that 

(3.19) ¢(x) < 1 if and only if ~(x) < 1 

for each x in F, The proof is completed by showing that (3.18) holds 

if and only if (3.19) is true, Assume (3,18) to be true. If ¢(x) < 1, 

then {(¢(x)n} = {¢(xn)} is a sequence of real numbers which converges 

to 0, Therefore {~(xn)} converges to O and ~(x) < 1, Since the argu-

ment is symmetrical with respect to¢ and~' (3.18) implies (3.19). 

Now suppose (3,19) to be true for {x }, a sequence of F. If 
n 

¢ (x - x) -+ 0 (wrt I I), then there exists x such that ¢ (x - x) < 1 n m m 

and hence such that ~(x - x) < 1. Therefore for each s > 0 there 
m 

k exists k such that~ (x0 - x) < E. But for each k there exists an N 
. k 

such that n > N implies ¢(x - x) < (¢(x - x)) since ¢(x - x)-+ 0 n m n 

(wrt J J) . Hence 

and 

X .,. X 

<P ( n -- - k) < 1, 
(x - x) 

m 

X - X 
~ ( n k) < 1, 

(x - x) 
m 

- k I k 
~ (x - x) < ~ ( (x - x) } = (~ (x ~ x) J , n m m 

It follows that for each E > 0 there exists an N such that ~(x - x) < E 
n 

whenever n:;:: N. 

(wrt I I) implies 

Hence ~ (x - x) -+ 0 (wrt I J). Likewise ~ (x - x) + 0 n n 

¢ (x - x) -+ 0 (wrt J I) wheneve:r (3, 19) holds. There
n 

fore (3.19) implies (3.18) and the proof is complete. 

Using the ideas utilized in the proof of Theorem 3.14, it is possible to 
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prove that two valuations are equivalent if and only if they determine 

the same Cauchy criterion. 

Let ¢1 and ¢2 be equivalent valuations on (Q,+,·) and assume that 

(F
1
,+,·) with valuation ~land (F 2,+,·) with valuation ~2 are comple~ 

tions of (Q,+,·) with respect to the metrics induced by ¢1 and ¢2 

respectively. For each x in F1 there exists a Cauchy (wrt¢1) sequence 

of rational numbers {x} such that x + x (wrt~1). Since {x} is also 
n n n 

Cauchy (wrtcp 2), there exists yin F2 such that xn + y (wrt~ 2). The 

mapping f on F 1 defined by f (x) = y is a well-defined one-to-one 

correspondence from F
1 

onto F2' Then from the fact that the limit of 

a sum (product) of two convergent sequences is the sum (product) of the 

limits, it follows that f is an isomorphism. Fllrthermore it can be 

shown that f is metric preserving. Let {x} and {w} be sequences of Q 
n n 

such that xn + x (wrt~1), xn + y (wrt~ 2), wn + w (wrt~1), and 

wn + z (wrtl)J2). From 

~l (x - w) = ~ (x - X + X - w + w - w) 
1 n n n n 

'.5 1µ 1 (x - X ) + cpl (xn - w ) + ~l (wn - w) 
n n 

for each n > 0, it follows that ~l (x - w) < lim ¢1 (xn - w ). n Also 

implies that lim cp 2 (xn - wn) :S ~ 2 (y - z). Since lim cp 2 (xn - wn) = 

lim cp 1 (xn - wn)' it follows that l)J 1 (x - w) S ~2 (f(x) - f(w)). In like 

manner, it can be proved that l/JL*'' (f (x) - f (w)) '$ ~l (x - w), Hence 

(F
1
,+,·) and (F 2,+,·) are isometric, 

For each prime p, the p-adic numbers is a completion of the 

rational numbers with respect to I I . 
p 
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Definition 3ol5. Two completions of a valuated field are distinct if 

they are not isometric. 

Theorem 3 .16. The valuated fields (RP,+, 0
), p a prime, and (R, +, ·) are 

distinct completions of the rational numbers. 

Proof: Let (R , d ) be a completion of Q with respect to I \ . Sup-
Po Po Po 

pose there exists a p such that (R ,d) is also a completion of Q with 
p p 

respect to I I . 
Po 

By the preceding discussion, (R ,d) and (R ,d ) 
P P Po Po 

are isometrico Let f be an isomorphism from (R ,+,·) onto (R ,+,·), 
p Po 

Then f(l) = 1 and f(p 0) ~ p0 . But \p0 1 = l/p0 while \p0 \ = 1. Hence 
Po p 

f is not metric preserving and (R ,d) and (R ,d ) are not isometric. 
P P Po Po 

These conflicting results imply that (R ,d) is not a completion of Q 
p p 

with respect to I I . Similarly from the fact that IPI = 1/p while 
Po p 

IP! = p, it follows that (R ,d) is not a completion of Q with respect 
p p 

to I 1. Thus all completions of Q with respect to I I or I \ are 
p 

distinct. 

Ostrowski's Theorem 

The theorem of this section states that any non-trivial valuation 

on Q is ~quivalent to either absolute value or p-value for some p and 

hence implies that there are no other distinct completions of Q with 

respect to a valuation. 

Theorem 3. 17. 

equivalent to 

The only non-trivial valuations on (Q,+,·) are those 

I I or I IO p 

Proof: Let n be a rational integer greater than 1. Every min Z can 

be expressed in the form 



where Os a
1 

< n-1 for i ~ 0,1,2,,, ,,k. It follows that nk s rn and 

hence that k < (log rn)/(log n). Since a. is an integer, 
1 

Thus 

¢(a.) = ¢(1 +I+ ., . + 1) 
1 

< ¢(1) + ... + ¢(1) 

~ n. 

If ¢(n) < 1, then 

n(l + ¢(n) + ... + ¢k(n)) < n(k + 1). 

If ¢(n) > 1, then ¢k(n) > ¢(n) and 

k k 
n(l + ¢(n) + ... + ¢ (n)) < n(k + 1)¢ (n). 

Therefore 

<P (rn) 
k 

< n(k + 1) rnax(l,¢ (n)), 

It follows that 

(3.20) 

for rn,n > 1. 

log rn 

¢(rn) S n(iog rn + 1) rnax(l,¢(n))log n 
og n 

Now replacing rn by rnT, (3.20) yields 

log rn 
l 

¢(rn) < (nTlog rn + n)T rnax(l,¢(n))log n. 
- log n 

1 
Letting T + 00 and using the fact that lirn(c 1 + c

2
)1' = 1 where c

1 
and 

c2 are constants, it follows that 

(3.21) 

log rn 

¢(rn) S rnax(l,¢(n)) 10g n. 

There are two distinct cases to consider. 

Case I: There exists an n > l such that ¢(n) S l. For each rn > 1, 

log rn > 0. Hence (log rn)/(log n) > 0 and it follows from (3.21) that 

¢(rn) S l, Therefore¢ is a non-archirnedean valuation, 
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It remains to determine the exact .nature of¢, Since¢ is not 

trivial, there exists an min Z such that ¢Cm)< 1, Let p be the 

smallest non-zero rational integer such that ¢(p) < 1. Since p = ab 

with a and b positive and less than p implies 

¢Cp) = ¢Ca) ¢Cb)= 1,1 = 1, 

p is prime. From ¢ Cm) < 1, it follows that m ::: p and hence that 

m = qp + r with OS r < p. If r ~ 0, then ¢Cr)= l since r is a ration-

al integer less than p and¢ is non-archimedean. Also 

¢Cqp) = ¢(p + p + + p) ~ ¢Cp) < l and cjl(m) = maxC¢Cpq),¢Cr)). It 

follows that ¢Cm) < 1 implies that r = 0 and hence that p divides m. 

Conversely, if p divides m, then m = qp and ¢Cm)< 1. Thus ¢Cm) < l if 

and only if p divides m. 

Now let x be a non-zero rational number. Then 

where p does not divide either a orb. Therefore 

~() _ ~c VCx)) ¢Ca) 
~ X - ~ p ¢Cb)' 

Since p does not divide either a orb, ¢Ca)= cjl(b) - 1 and 

¢(x) _ C¢Cp))vCx)_ 

However ¢Cp) < l implies there exists a real number c > 0 such that 

C 
Cl/p) = ¢Cp). Consequently 

¢Cx) = C¢(p))vCx) = (l/p)cvCx) = Jx! c. 
p 

From Theorem 3.13, it follows that¢ is equivalent to J J for some p. 
p 

Thus in Case I,¢ is a non-archimedean valuation equivalent to 

some p. 

I I for 
p 

Case II: For each n > 1 it is the case that ¢Cn) > 1. From (3.21) it 

follows that 
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l 1 
¢(m)log m < ¢(n)log n 

Since m > 1 whenever n > 1 and since ¢(m) ~ 1 with m > l is Case I, both 

m and ¢(m) are greater than one. Therefore the roles of m and n can be 

interchanged and 

l l 

= ¢(n)log n = h 

where his independent of m. Furthermore his greater than one since 

¢(n) is. Hence there exists a real .number c > 0 such that h = e c 

That is, ¢ (m) 
C 

- m . N l . l" C I IC ow m > imp 1es m = m . 

and ¢ (0) = 0, it follows that 

Since ¢(-m) = ¢(m) 

with c > 0 for each min Z. Thus for each rational number x = a/b 

where a and bare rational integers, 

Hence¢ is equivalent to I I, 

Ostrowski's Theorem and Theorem 3.17 express the relationship 

between the real, p-adic, and rational number fields, There are infin-

itely many distinct completions of the rational number field with 

respect to a valuation. These completions are the real and p-adic num-

ber fields with their respective valuations and there are no other such 

completions. 

Discrete Valuations 

A real-valued function is discrete if O is the only accumulation 

point of its range. A valuation is discrete if it is a discrete func-

tion. It is clear that absolute value is not a discrete valuation. 
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However it follows from 

I I { -2 -1 2 } RP p = , o o ,p ,p , l ,p ,p , . , . 

that p-value is a discrete valuation for each p. 

Definition 3.18. A valuated field is discrete if the valuation is 

discrete, 

For each p, (R ,+,·) is a discrete field while (R,+,·) is not a discrete 
p 

field, 

There is no connection between a set having an algebraic structure 

which is a discrete field and it having a discrete topological 

structure. The discrete topology for a set is the collection of all 

subsets of the set. Since {pn} converges (wrtj I ) to O while jpnJ f 0 p p 

for each n ~ 0, it is clear that{~: !~I > D} is not a closed subset 
p 

of (R ,d ) . Hence {O} is not open with respect to the I I -topology. p p p 

Consequently the metric space (R ,d) is not discrete. 
p p 

There is, however, an interesting relationship between the trivial 

valuation on a fie~d (F,+,·) and the discrete topology for the set F. 

Theorem 3ol9. Let (F,+,·) be a valuated field with valuation <p. Then 

<p is trivial if and only if the ¢-topology is .the discrete topology 

for F. 

Proof: If a topology for Fis discrete, then every subset of Fis open. 

In particular, {a} is open for each a in F. It is known that cp (O) = 0. 

Assume that there exists a.in F such that a f O and cp(a) ~ 1. Then 

cp(a) < l or cp(a) > 1. If cp(a) < l, then {an} is a sequence of F such 

that an+ 0 (wrtcp). Now {O} open implies that F - {O} is closed and 

hence that O is not a limit point of any sequence of distinct points of 
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F. Therefore there exists an N such that an= 0 whenever n > N. Since 

this can happen only if a = 0 and since by assumption a f O, it follows 

that ¢(a)~ 1. If ¢(a)> 1, then ¢(1/a) < 1 and it follows as before 

that ¢(1/a) ~ 1. That is, ¢(a)~ 1. Hence ¢(a)= 1 for each a in F 

such that a f O and¢ is trivial. Conversely, assume¢ is the tr~vial 

valuation. Then for each E: such that O < E: < 1 and for each a in F, 

{a} = {x: ¢ (x - a) < d is open. It follows that every subset of F is 

open and the topology for F induced by¢ is the discrete topology. 



CHAPTER IV 

SOME CONSEQUENCES OF THE NON-ARCHIMEDEAN PROPERTY 

The set of p-adic numbers has both an algebraic and a topological 

structure. Standard algebraic methods have been used to prove that 

(0 ,+,·) is an integral domain and that (R ,+,•) is a field, The metric 
p p 

induced by p-value has provided the essential topological properties 

prerequisite to the concept of convergence of sequences, In this chap-

ter, some additional algebraic and topological properties of (R ,+,•) 
p 

and · (0 , +, ·) which depend upon the non-archimedean property of p-value 
p 

are considered and compared with corresponding properties of (R,+,•) and 

(Z,+,·). General characteristics of a metric space with metric d that 

satisfies the inequality d(x~z) S max(d(x,y), d(y,z) are developed, 

Ideals of (0 ,+,·) p . 

The set of p-. .a-d.i-c .in:tegers consists -of those p-adic numbers whose 

p-value is less than or equal to 1. A p-adic integer a is a unit if 

and only if laJ "'l. Let P be.the subset of O consisting of the non-
p p 

units. That is, 

P = {a: a is in O and Jal < I}. 
p p 

The set P plays an important role in describing all the ideals of 

(O ,+,·). This role is now made clear. 
p 

Theorem 4.1. If Pis the set of non-units of O, then (P,+,·) is the 
p 

67 
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unique maximal ideal of (O ,+,·). 
p 

Furthermore (P,+,•) is a prime ideal. 

Proof: For each a and Sin Op' if a is also in P, then 

and aS is an element of P. If both a and Sare elements of P, then 

and a - Sis an element of P. Hence CP,+,·) is an ideal of CO ,+,·). 
p 

Furthermore if CM,+,·) is an ideal of CO ,+,·) such that M properly 
p 

contains P, then a in M but not in P implies that a is a unit of O . 
p 

Since the inverse of a unit is a unit, a-l is in O and 1 is an element 
p 

of M. Thus M = 0 and (P' +' . ) is a maximal ideal of (0 ,+,,). 
p p 

Assume CS,+,,) is also a maximal ideal of co,+,•), If a is an p 

element of S such that Jal 1, then -1 is in 0 1 is in S, and = a p' p 

S = 0. Since this is impossible, CS,+,·) maximal implies that jaJ < 1 
p p 

for each a in S. Hence Sis a subset of P. But this is impossible 

unless S = P. Therefore (P,+,·) is the unique maximal ideal of 

(O '+' . ) . p 

To complete the proof, assume that aS is an element of P. Then 

from C4~1) it follows that lal < 1 or JsJ < 1. Hence (P,+,·) is a 
p p 

prime ideal. 

It is possible to characterize all ideals of CO ,+,•) in terms of 
p . 

Pin a rather elementary manner. An important step in this direction 

is the fact that (P, +, ·) is the principal ideal generated by p. 

Theorem 4. 2. The principal ideal of CO , +, ·) generated by p, C Cp), +, •), 
p 

is the ideal CP,+,·). 

Proof: Assume a is in Cp). Then there exists Sin O such that a= pS, 
p 

From Jal a:: JpJ Jsl = Cl/p)JSJ s (1/p), it follows that a is in P and 
p p 
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m hence that (p) is a subset of P. If Cl is in P, then Cl= p s with m ~ 1. 

Th f m-1 d m-1 . . 0 H p . b f ( ) ere ore Cl= p·p s an p s 1s 1n . ence 1s a su set o p . 
p 

Corollary 4.3. The ideal ((p),+,·).is prime and is the unique maximal 

ideal of (O ,+,·), 
p 

The importance of Theorem 4.2 lies in the fact that every ideal of 

(0 ,+,·) is related to P = (p). 
p 

Theorem 4.4. k Every non-zero ideal of (0 ,+,·) is of the form (P ,+,·) 
p 

Proof: Let (M,+,·) be a non-zero ideal of (0 ,+,·) and let 
p 

K = {v(a): 0 f asM}. Then K is a non-empty set of positive integers. 

Hence by the well-ordering principle, there exists a smallest integer k 

in K. Since the inverse of a unit is a p-adic integer, pks in M implies 

k p is also an element of M. Thus from the fact that (M,+, ·) is an ideal 

of (O ,+,·), it follows that (pk) is a subset of M. Since each element 
p 

k of M has order greater than or equal to k, Mis also a subset of (p ). 

k 
Hence M = (p ) . 

The fact that (p)k = (pk) for each k is established by induction 

on k. k It is clear that (p) 

Th . ( n+l) . 1 . en Cl 1n p imp 1es a. "" 

= (pk) for k = l. 

Pn+IS = pn(pS). 

n n Assume (p) ~ (p ). 

Since pn(pS) is an element 

0 f (pn) (p ) "" (p· .) n (p ) ( , n + l ( n + 1 ) . . d . ( .) n + 1 = PJ , p is conta1ne in p . If a is 

in (p)n+l, then a is an element of (p)n(p). It follows that a is in 

n n n+l n+l n+l (p )(p) and Cl= p Spy~ p Sy. Hence (p) is a subset of (p ). 

Thus (p)n+l = (pn+l) whenever (p)n = (pn) and the proof of the theorem 

is complete. 

Corollary 4. 5. Every non-zero ideal of (0 ,+,·) is a principal ideal. 
p 
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Thus (0 , +, ·) is a principal ideal domain and the following theorem 
p 

from general ideal theory (2) holds true for (Op,+, ·) . 

Theorem 406, A non-zero ideal of (O ,+, 0) is prime if and only if it is 
p 

maximal. 

Corollary 4. 7 o 

of (O ,+,·). 
p 

The ideal (P,+, 0
) of (0 ,+, ·) is the unique prime ideal 

p 

Thus the ideals of (O ,+,') have a simple relationship to each 
p 

other. As in (Z,+, 0
), every ideal of (0 ,+,·) is principal, In both 

p 

(Z,+,·) and (0 ,+,·), only prime ideals are maximal and conversely. 
p 

There are infinitely many prime (maximal) ideals of (Z,+, ·). However 

(0 ,+,·) has a unique prime (maximal) ideal which in a sense generates 
p 

all other ideals. This difference is certainly anticipated since 

(Z,+,·) has infinitely many primes while (0 ,+,·) has a unique prime. 
p 

Since (0 ,+,·) is a commutative ring with unity and since (P,+,·) 
p 

is maximal, (0 /P,+,·) is a field. The elements of O /Pare the resi-
p p 

due classes of Op modulo p. By Theorem 2.17, there are exactly p such 

classes. Hence (0 /P,+,·) is a finite field. 
p 

Definition 4.8. The field (O /P,+,') is the residue class field. 
p 

From the fact that (Z/(p),+,·) and (0 /P,+,·) each have p elements, 
p 

it is clear that there is a one-to-one correspondence between these two 

finite fields. That these two fields are isomorphic is a special case 

of the following theorem: 

Theorem 4.9. 

isomorphic. 

k k The residue class fields (O /P ,+,·) and (Z/(p) ,+, •) are 
p 
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Proof: For each [x] in Z/(p)k there e~ists [a] in 

in [a]. Define¢ from Z/(p)k into O /P by ¢([x]) 

o I k p p such that xis 

p 
= [a]. Since two 

rational integers are congruent modulo pk only if they are congruent 

k modulo p as p-adic integers, ¢ is well-defined, It is clear that¢ is 

k onto since each p-adic integer is congruent modulo p to a rational 

integer. Let a and S be p-adic integers and let x and y be rational 

integers such that x is in [ a] and y is in [ SJ . Then x = a(mod pk) and 

y = S(mod pk). If [a] = [SJ, then a = S(mod pk) and x = y(mod pk). 

Thus [x] = [y] and~ is 1-1. Also x + y =a+ S(mod pk), xy = aS 

(mod pk), and it follows that ¢ is an isomorphism. 

In terms of the geometric model for R, the p-adic integers are on 
p 

the circles having radius less than or equal to one. The unique prime 

maximal ideal P consists of all p-adic integers on the circles having 

radius less than one. Since a in Pm implies !alp~ p-m, it follows 

that all points of Pm are on circles having radius less than or equal 

-m top . It is evident from the geometric model, as well as from the 

definition of a principal ideal, that Pm is a subset of Pn whenever 

m:::: n ?:'. L 

n m 
The residue class modulo p determined by a= p E has a simple rep-

0 If 1 h pn pn O O pm b f resentation. m ~ n > , ten a+ = since a in , a su set o 

\00 k 
In case O $ m < n, let E = lk=Oakp . Hence 

A p-adic integer 

+ " ... + 
b m+k 

m+kP + 

is an element of a+ Pn if and only if a= S(mod pn) and consequently 

if and only if b0 = b1 = ,,, = bm-l = O while 
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for OS k S n-m-1. Thus a+ Pn is contained in the arc consisting of 

-m the points with polar coordinates p and 2n8 where 

a 
z:n=m-1 k 
k-0 (p+l/+l 

a 
~ e < t=m . k • 

k-0 (p+ll+l 

This half open arc that contains a+ Pn has the rational integer 

,n-m-1 k . . n-m+l 
lk=O akp as its initial point. Its central angle 1s 2°rran-m/(p+l) 

n+l and its length is 2na /(p+l) . The residue classes of o5 modulo n-m 

(5) 2 determined by pmE with O < m < 2 are subsets of the half open arcs 

indicated in Figure 4. The initial points are given for arcs on the 

circle of radius 1/5. Initial points of the arcs on the circle of 

radius 1 can be determined from Figure 2, The zero residue class con

sists of all p-adic integers on circles of radius I/Sn with n ~ 2, 

Figure 4. 

7.---- 1 

\ 5 
\ 

\ 

Arcs Containing the Non-Zero Residue 
Classes of o5 Modulo (5)2. 
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The distance between two p-adic numbers is determined by the metric 

induced by p-value. If two p-adic numbers are located on distinct 

circles, then the distance between them is the radius of the larger 

circle. Furthermore two points on the same circle can not be farther 

apart than the radius of the circle containiµg them. On each circle 

there are p-adic numbers with the distance between them equal to the 

radius of the circle. For instance 2pm and pm are p-adic numbers on 

-m I m ml -m the circle of radius p and 2p - p p = p . No closed sphere with 

center on a circle of radius p-m can include a point on a circle of 

radius p-n, m ~ n, unless it contains all points on all circles of 

-n 
radius less than or equal top 

The closed spheres that have a unit as center are easily character-

ized in terms of their radius. Lets be a unit and let r be a non-

negative real number. If r > I, then there exists an n > 0 such that 

n n+l p < r < p and 

n 
S[s,r] = {~: I~! $ p }, 

p 

In particular, the p-adic integers is the closed sphere with any unit 

as center and with radius greater than or equal to I and less than p. 

If r < I, then S[s,r] is a subset of the p-adic units, Each closed 

sphere which is a subset of the units can be expressed in terms of the 

elements of the residue classes. That is, 

m S[s,r] = s + P 

-m -m+l whenever p Sr< p < I. For example, the closed spheres that have 

a unit as center and radius greater than or equal to 1/25 and less than 

1/5 constst of the p-adic numbers on the half open arcs of the circle 

of radius one in Figure 40 

Much of the above analysis holds in general for closed spheres with 
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center at a p-adic number. Let~= pmE with min Z, If r > p-m then 

-m -n -n+l there exists an n such that p < p s r < p and 

S[~,r] = {i;; : Ir;; IP < -n} p . 

Now consider the case where r < p -m If (; is in S[~,r], then(; and~ . 
are on the same circle and(;= pmn. Since (; is in S[~,r] if and only if 

-m -m m+n -m-n -m n is in S[s,rp ] and since S[s,rp ] = E + p whenever p ~ rp < 

-m-n+l m+n p it follows that(; is in S[~,r] if and only if n is in E + p 

-n -n+l -m whenever p $ r < p ~ p 

Thus the closed spheres of R can be characterized in terms of 
p 

circles of radius less than or equal to a given radius and residue 

classes. Since 

-n -n-1 
S(~,p ) = S[~,p ], 

the open sphere can be expressed in the same manner. This relationship 

between the algebraic structure (0 ,+,·) and the topological structure 
p 

(R ,d) is a key to some surprising results related to compactness. 
p p 

Theorem 4.10. Let (P,+,·) be the unique maximal ideal of (O ,+,·), let 
p 

a be an element of O , and let S(a,r) be an open sphere with center a 
p 

and radius r > 0. Then there exists an n such that a+ Pn is a subset 

of S(a,r). 

Proof: -n Let n be the smallest integer such that p < r. 

n a + P , then 

and y is in S(a,r). n Therefore S(a,r) cont1;1.ins a+ P , 

Compactness 

If y is in 

Let (X,d) be a metric space; let S be a subset of X, and let C 

be a family of subsets of S such that each point of Sis an element of 
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some member of C. Then C is a covering of Sand C is said to cover S, 

If each subset of C is an open set of the metric topology, then C is an 

open covering. 

Definition 4.11, A subset of a metric space is compact if every open 

covering has a finite subcovering, 

A consequence of Theorem 4.10 is the following result which reveals 

a remarkable difference between (R ,d) and (R,d). 
p p 

Theorem 4.12. The set 0 is a compact subset of (R , d ) . p p p 

Proof: . 

not have 

(4. 2) 

Assume that {GA: A is in J\} is an open 

a finite subcovering and let z:: = 0 /P. p 

0 = l.)_ (o: + P) 
[o:]E:Z:: p 

covering 

Since 

and Z:: is finite, there exists o:0 in Op such that 

is not finitely covered. 

0:0 + p 

But P = pO and 
p 

o:O + p =\j)_ (o:O + p (o: + P)) . 
[o:]E:Z:: 

Therefore there must be o:1 in Op such that 

P
2 

0:0 + o:lp + 

of 0 which does p 

is not finitely covered. It follows by mathematical induction that 

there exists {o:} such that for each m ~ 1, 
m 

2 
o:O + o:l p + o:2p 

is not finitely covered. Let 

+ ••• + 

+ 

Since o: is in Op' there exists a GA such that o: is in GA, Hence there 
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exists an m0 
mo-1 

such that a+ Pmo is a subset of GA. But a0 + a1p + ••• + 

a 1P + mo-
a subset of pmo is a subset of a+ pmo and consequently is 

Th f mo-1 pmo . f" . 1 ere ore a0 + a1p + .•• + am
0

_1p + is 1n1te y covered. 

Since the assumption that there exists an open covering of O with no 
p 

finite subcovering leads to contradictory conclusions, every open cov-

ering of O contains a finite subcovering and O is compact. 
p p 

Thus (R ,d) contains a compact set which in turn contains the 
p p 

rational integers as a subset. No compact set of real numbers has this 

property. This interesting observation relative to Z as a subset of the 

metric space (R ,d) can be stated more precisely. 
p p 

Definition 4. 13. Let (X, d) be a metric space and let S be a subset of 

X. The closure of Sis the union of Sand the set of all accumulation 

points of S. 

Definition 4.14. Let (X,d) be a metric space and let S be a subset of 

X such that the closure of S is a compact subset of (X,d). Then S is 

conditionally compact. 

Theorem 4.15. The set Z of rational integers is a conditionally com-

pact subset of (R ,d ). 
p p 

Proof: Since every p-adic integer a is the limit of the sequence of 

rational integers which determines it, the closure of Z contains O . 
p 

Conversely, let a be a p-adic integer. For each n > 0 there exists a 

rational integer yn such that a n 
- yn (mod p ) . The sequence {y} con

n 

verges to a with respect to I j • Hence O contains the closure of Z. 
p p 

In a metric space, a set Sis bounded if there exists an open 

sphere that contains Sas a subset. Compact sets of a metric space are 



closed and bounded. Hence the following Corollary to Theorem 4.12. 

Corollary 4.16. The set of p-adic integers is a closed and bounded 

subset of R with respect to the I I -topology. 
p p 

In general metric spaces, it is not the case that closed and 
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bounded sets are compact. However closed and bounded sets of real num

bers are compact relative to the I I-topology. The same is true for 

the p-adic numbers with the I I -topology. 
p 

Theorem 4.17. Any closed and bounded subset of R is compact with res
p 

pect to the I I -topology. 
p 

Proof: Let H be a closed and bounded subset of R. Then there exists 
p 

min Z such that for each I; in H, v(i;) ? m. Let 

The set K is a set of p-adic integers. If a is an accumulation point of 

K then there exists a sequence {i;n/pm} of K such that {i;n/pm} converges 

to a. That is, for each s > 0 there exists N such that 

li;n/pm - alp< s/pm whenever n ~ N. 

It follows that for each s > 0 there exists an N such that 

Consequently {I;} converges to pma. 
n 

m Now H closed implies that pa is 

an element of Hand hence that a is an element of K. Therefore K is 

closed. As a closed subset of O , K is compact since a closed subset 
p 

of a compact space is compact. Thus every open covering of K has a 

finite subcovering. Let {GA: ASA} be an open covering of H. For each 

A in A, let MA = {/;/pm: I; is in GA}. Since GA is open, for each I; in 

GA there exists ans> 0 such that S(i;,s) is a subset of GA. Hence 



S(~/pm,Epm) is an open sphere containing ~/pm and contained in MA. It 

follows that MA is an open set and {MA: A is in A} is an open covering 

of K. Therefore there exists a finite subcovering, say 
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{MA ,MA ,.,,,MA}, which covers K. 
1 2 n 

Hence {GA ,GA , ... ,GA} covers Hand 
1 2 n 

His compact. 

Connectedness 

It has been observed that if a is a unit, then 

op= S[a,l] = S(a,p). 

Hence O is both an open and a closed subset of (R ,d ). This property p p p 

of O implies that (R ,d) is not a connected space. A stronger state-p p p 

ment can be made, No subset of R consisting of .two or more points is 
p 

connected, 

Theorem 4.18. The only connected subsets of (R ,d) are those sets 
p p 

consisting of a single point. 

Proof: Let H be a subset of (Rp,dp) and let ~land ~2 be two distinct 

points of H. There exists an n such that 1~1 - ~2 jp = p-n Let S 

Since 

Sis an open set of (R ,d ). 
p p 

closed sphere .of RP is open in (R ,d) and 
p p 

However the relationship between S[~,p-n] 

and the residue classes implies there are only finitely many closed 

-n spheres of radius p . Therefore Sis also a closed subset of (R ,d ). 
p p 

It follows that H LJ S is both an open and a closed subset of (H,d ) . 
p 

From Theorem 1.9, it is clear that His not a connected subset of 

(R ,d ). The theorem follows since every singleton set is connected. 
p p 

A metric space that has only singleton sets as connected sets is said to 



be totally disconnected. The p-adic numbers with the I I -topology is 
p 

totally disconnected. 

Non-Archimedean Metric Spaces 

n Since for each n there are at most p closed spheres of p-adic 

numbers with radius p-n but infinitely many potential centers, some 

closed sphere must have infinitely many centers. The truth is that 

every point of any sphere, open or closed, is a center for the sphere, 

In O, this is an immediate consequence of the fact that 
p 

S[a,p-n] = a+ Pn. That is, Sin S[a,p-n] implies that Sis in a+ Pn 

and hence that 

-n n n -n 
S[a,p ] = a + P = S + P = S[S,p ] . 

79 

More generally, this unusual result is a consequence of the non-archime-

dean property of the metric d for R and is considered in the more 
p p 

general context of a non-archimedean metric space. 

Let¢ be a valuation on a field (F,+,·) such that 

¢(a+ b) ~ max(¢(a), ¢(b)) 

for each a and bin Fo If dis the metric on the set F defined by 

d(a,b) = ¢(a - b) for each a and bin F, then 

(4.3) d(x,z) ~ max(d(x,y), d(y,z)) 

for each x, y, and z in F. 

Definition 4019. Let (X,d) be a metric space such that d satisfies 

(4.3)o Then (X,d) is a non-archimedean metric space, 

Theorem 4o20o Every point of a closed (open) sphere of .a non-archime-

dean metric space is a center of the sphere. 

Proof: The proof is given for closed spheres. The modification 
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required for open spheres is clear. Let y be an element of the closed 

sphere S[x,r], and consider S[y,r]. From d(x,z) ~ max(d(x,y), d(y,z)) 

and d(y,z) ~ max(d(x,y), d(x,z)), it follows that d(x,z) < r if and only 

if d(y,z) Sr, Hence z is in S[x,r] if and only if z is in S[y,r], 

That is, S[x,r] = S[y,r] and each point of a closed sphere is a center 

of the sphere. 

If two spheres of p-adic numbers intersect, then one contains the other. 

The same is true of spheres of a general non-archimedean metric space. 

Theorem 4.21, If two spheres of a non-archimedean metric space have a 

non-empty intersection, then one of the spheres contains the other. 

Proof: From z in both S[x,r1] and S[y,r2], it follows that 

S[x,r1] = S[z,r1] and S[y,r2] = S[z,r2]. Hence S[x,r1] contains 

S[y,r2] or S[y,r2] contains S[x,r1] as r 2 ~ r 1 or r 1 ~ r 2 . The proof 

for open spheres is similar. 

Corollary 4. 22. If a set of spheres in a non-archimedean metric space 

is such that any two intersect, then the set is a nest. 

Since non-archimedean metric spaces are metric spaces, open spheres 

are open sets and closed spheres are closed sets. Each open sphere of 

p-adic numbers is a closed sphere. Consequently each open sphere is a 

closed set. Similarly each closed sphere of p-adic numbers is open. 

The next two theorems generalizes these observations for non-archimedean 

metric spaces. 

Theorem 4.23. Every open sphere of a non-archimedean metric space (X,d) 

is a closed set in X. 

Proof: Let y be an accumulation point of S(x,r). Then there exists a 
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sequence {x} in X such that x ~ y. It follows that there exists an N 
n n 

such that n ~ N implies 1/n <rand d(x ,y) < 1/n. Hence 
n 

d(x,y) S max(d(xn,x), d(xn,y)) < r 

and y is an element of S(x,r). 

Theorem 4,24. Every closed sphere of a non-archimedean metric space 

(X,d) is an open set in X. 

Proof: Let S[x,r] be a closed sphere and let y be an element of S[x,r]. 

Then S[y,r] = S[x,r]. Therefore z an element of S(y,r) implies z is 

also in S[x,r]. That is, for each yin S[x,r] there exists an open set 

S(y,r) such that y is in S(y,r) and S(y,r) is a subset of S[x,r]. Hence 

S[x,r] is open in X. 

Since (R ,d) is a metric space, the concept of a continuous func
p p 

tion from R. into any metric space is available. By Theorem 1.11, a 
p 

function f from R into R is continuous on R if and only if for each p p p 

E > 0 there exists a o such that 

lf(s) - f(s) I < E whenever Is - sl < o 
p p 

withs in R . Similarly a function f from R into R is continuous on p p 

R if and only if for each E > 0 there exists a o such that p 

(4 .4) !£Cs) - fCO I < E whenever Is - sl < o p 

withs in R . p 

Theorem 4.25. The p-value function I I is a continuous function from 
p 

R into R, 
p 

Proof: From !Isip - lslpl ~ Is - sip' it follows that (4.4) is satis-

fied by I I whenever o = E. 
p 

Additipn and multiplication of p-adic numbers are p-adic valued 



functions on R xR. To investigate the continuity of addition and 
p p 

multiplication, a topology for R xR is required, 
p p 

Theorem 4.26. Let (X1,d1) and (X2,d2) be two non-archimedean metric 

spaces. The. function D from (X1xx2) x (X1xX2) into R such that 

D((w,x), (y,z)) = max(d1 (w,y), d2 (x,z)) 

is a metric on x1xx2. 

Proof: It is clear that D satisfies (1.7) and (1.8). Since 
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max ( d 1 ( u , y) , d 2 ( v , z ) ) ~ max ( max ( d 1 (u , w) , d 2 ( w , y) ) 1 _ max ( d 1 ( u , x), d 2 ( x , z ) ) ) 

= max(max(d1 (u,w),d2(v,x)), max(d(w,y),d(x,z))) 

for each (u,v), (w,x), and (y,z) in x1xx2, it follows that 

D((u,v), (y,z)) :::- max(D((u,v), (w,x)L D((w,xL (y,z))) 

and hence that D satisfies (4.3), But condition (4,3) implies condition 

(1.9). Therefore Dis a non-archimedean metric on x1xx2 . 

Thus (RpxRP,DP) where Dp((~,~),(A,µ)) = max(dp(~,A), dp(~,µ)) 

for each (~,~) and (A,µ) in R xR is a metric space, The metric topo
p p 

logy for R xR determined by D provides a criterion for continuity of p p p 

any function defined on R xR. 
p p 

Theorem 4.27, Addition and multiplication of p-adic numbers are con-

tinuous functions from R xR into R. 

Proof: For each 

p p p 

(~,~) and (A,µ) in RpxRP, 

I~+~ - CA+µ) Ip= Is - A 

< maxc Is 

< D p ((~ ' ~), (L µ) ) . 

- µ I J p 

It follows that for each (~,~) in R xR and for each£> 0 there exists 
p p 

a o =£such that 

I~ + ~ - (A +µ)I <£whenever D C(s,n, (A,µ)) < o 
p p 



with (\,µ) in R xR. Hence addition is continuous, Also 
p p 

l~s - Aµj = IF,;s - ~µ + ~µ - \µj 
p p 

- l~cs - µ) + c~ - \)µ I p 

< max ( I ~ I I s - µ I , Iµ I I ~ - A I ) - p p p p 

:S max ( l ~ J p , I µ J p) max ( I s - µ J p , I ~ - A Ip) 

::: max(lt,;JP, Jµjp) DP((Cs),(\,µ)) 
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and J s - µ I < 1 implies that jµ l < l + J s I , It follows that for each p p p 

(~,s) in RpxRP and for each c: > O there exists 8 = min(l, Jt,;lpc/!+ Isip)) 

such that 

l~s - \µj <€whenever D CCCsL (A,µ))< cS 
p p 

with (A,µ) in R xR. Therefore multiplication is a continuous function. 
p p 

on R xR. p p 

Definition 4.28. A field with a metric such that the field operations 

are continuous with respect to the metric topology is a topological 

field. 

From Theorem 4.27, it is clear that (R ,+,·) is a topological field, 
p 



CHAPTER V 

NON-ARCHIMEDEAN NORMED LINEAR SPACES 

In many of the common examples of linear spaces the associated 

scalar field is either the rational, the real, or the complex number 

field. Since the knowledge of a beginning student is limited to these 

fields, this is underst.andable. However after the preceding intro~ 

duction to p-adic number fields, it is natural to consider linear 

spaces over the p-adic number fields. In this chapter, normed linear 

spaces over (R ,+,') are considered. Although not all normed linear 
p 

spaces over (R ,+,·) have a non-archimedean norm, attention is 
p 

restricted in this chapter to the case where the norm does satisfy the 

non-archimedean property. 

Normed Linear Spaces 

A norm for a linear space is a real-valued function that is, in 

many respects, comparable to a valuation for a field. 

Definition 5, l, Let (F, +, ·) be a field with valuation ¢ and let 

(V, F, +, ·) be a linear space over (F, +, ·) • A real-valued function \\ I\ 

defined on V, is a norm on V if 

(5 .1) 

(5. 2) 

(5.3) 

\\ vl\ ~ 0 and equals__ 0 only if v = 0, 

l\v + wl\ ~ Jlvll + l!wl\, 

J\avlJ = ¢(a) \\v\J 

for each v and win Vanda in F. If 
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(5. 4) llv + wll '.S max(Jlvll ,Jlwll) 

for each v and w in V, then IJ II is a non-archimedean norm on V. 

Definition 5.2. Let (F,+,·) be a field with valuation¢ and let 

(V,F,+, ·) be a linear space over F with norm II II on V. Then (V,F,+, ·) 

is a normed linear space over (F,+,·). Such a normed linear space is 
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denoted by (V,F,+,·,ll JJ). If II II is non-archimedean, then (V,F,+,·,11 II) 

is a non-archimedean normed linear space over.!:_. 

In the study of real vector spaces, the student learns that an 

n-dimensional vector space can be constructed by taking all n-tuples of 

real numbers as vectors. This linear space is denoted by (Rn,R,+,·). 

n 
If JI II is defined on R such that 

II (xl,x2,.,. ,xn)II = 

then II II is a norm and (Rn,R,+, · ,JJ II) is a normed linear space. In a 

similar way, an n-dimensional linear space over the p-adic numbers can 

be constructed with n-tuples of p-adic numbers as vectors. 

Example 5.3. n Let R denote the collection of all n-tuples of p-adic 
p 

numbers. 

(R '+' . ) . p 

(5, 6) 

Then (R n,R ,+,·) is an n-dimensional linear space over 
p p 

If JJ IJ is defined on R n such that 
p 

11 ( ~ 1 , ~ 2 , · , , ~ ) II = max j ~ , J , 

n l$i$n 1 P 

then II (~ 1.~2, ... '~n)ll ~ 0 with equality only if max \~
1
. Ip - 0 and 

l'.Si'.Sn 
condition (5.1) follows. From 

= max I cc J "'"'i p l~i::;:n 



it follows that property (5, 3) is true. The non-archimedean property 

for II IJ can be established as follows: 

IICs1,···,Sn) + (1',;1''"'1',;n)ll = l!Cs1 + s1,· .. ,Sn + 1',;n)ll 

= max 
l:Si:Sn 

< max 
l:S:i:Sn 

I~. + r,;. I 
l l p 

(max C I ~ · I , J r,; • I ) "; 
l p l p 

= max ( max C I s . I , \ r,; • I ) ) 
l~i~n l P l P 

Since the non-archimedean property implies (5. 2), it follows that 

(R n, R , +,·,II II) is a non-archimedean normed linear space of dimension 
p p 

n. 

A field can be considered as a linear space over itself. That is 
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(F,F,+,·) is a linear space whenever (F,+,·) is a field. Also (R,Q,+,·) 

and (R ,Q,+,·) are linear spaces. If (F,+,·) is a field with valuation 
p 

¢, then (F, F, +, ·, ¢) is a normed linear space. Furthermore (R, Q, +, • , I I) 
and (R ,Q, +, ·, J I ) are normed linear 

p p 
spaces whenever I I and j J are 

p 

taken as the respective valuations on (Q,+,·). If J j is the valua-
p 

tion on (Q,+,·), then (R ,Q,+,·, j I ) is a non-archimedean normed linear 
p p 

space. However (R ,Q,+, ·, I I ) is not a normed linear space when J I is 
p p 

the valuation on (Q,+, ·). To see this, note that property (5.3) fails 

in this case since 

while 

j2j jpjp = 2(1/p) = 2/p. 

Let (V, F, +, · , JI II) be a non-archimedean normed linear space and let 

¢ be the valuation on (F,+,·). The following argument shows that¢ 



must be non-archimedean. There exists a non-zero v in V such that 

<j)(x + y) llvll = II (x + y)vll 

= llxv + yvll 

:,; max ell xvii + II yvll) 

= max(¢ (x) II vii , ¢ (y) II vi\) 

= II vii max(¢ (x) , ¢ (y) ) 

whenever x and y are in F. It follows that 

<j)(x + y) ~ max(<j)(x), <j)(y)) 

and hence that¢ is a non-archimedean valuation on (F,+,·). Thus¢ 

non-archimedean on (F,+,·) is necessary for (V,F,+,',1111) to be non-

archimedean. To see that this condition is not sufficient for the 

normed linear space to be non-archimedean, consider the following 
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example which describes a normed linear space over R which fails to be 
p 

non-archimedean. 

Example 5.4, Let S denote the set of all sequences {s} of p-adic 
n 

numbers such that \
00 

Is I is bounded. Then (S,R ,+, ·) is a linear lk=O n p p 

space. Define II II on S by 

cs. 7) 

Then !l{sn}II > 0 with equality only if {sn} = {o}, Since 

I~= 0 lslplsnlp = lslPI:=0 lsnlp, 

it follows from (5.7) that lls{sn}JJ = lslpll{sn}II. Also 

II {s } + {~ }ii = II {s + ~ }II n n n n 

whenever {s} and{~} are in S. But 
n n 



for each n ~ 0 implies that 

Therefore 

Hence \\ \\ is a norm and (S, R , +, ·, \\ \\) is a normed linear space. How
p 
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ever the non-archimedean property does not hold. To see this, consider 

and 

Then 

{~}"' {1,0,o, ... ,o,.,.} 
n 

{r:;;} = {o,1,0,o, ... ,o, ... }. 
n 

{~} + {r:;;} = {1,1,0,0, ... ,o, ... } 
n n 

and JI {~n} + {r:;;n }ii = 2 while the max Cl\ {~n }JJ, II {r:;;n }\I) = 1. Therefore it 

is not the case that JI {~n} + {r:;;n }\\ ~ max ell {~n }JI , II {c;;n }II) . 

Let (V, F, +, · , JI I\) be a normed I inear space. In a manner analogous 

to the verification of (3.10) in the proof of Theorem 3.3, it follows 

that 

(5.8) lllv - wll I S l!v - wll 

for each v and w in V, If \I JJ is non-archimedean, then it fol lows as 

in Theorem 3,5 that 

(5. 9) )Iv + wl\ = \lvJJ whenever \\vlJ > llwl\. 

The II Ii-Topology 

If I\ II is a norm on V, then a function d from V x V into R defined 

by 



dCv,w) = Jlv - wJJ 

for each v and win Vis a metric on V, Therefore CV,d) is a metric 

space. If II JI is non-archimedean, then (V,d) is a non-archimedean 

metric space. Hence the discussion relative to non-archimedean metric 

spaces in Chapter IV, as well as the discussion of metric spaces in 

Chapter I, apply to the non-arc:himedean space CV, RP,+, • , JJ II) with the 
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II II-topology. Of particular importance are the ideas of open and closed 

sets, continuous functions, convergent sequences, Cauchy sequences, and 

the relationship between open spheres, closed spheres, open sets, and 

closed sets. 

Let CV,F,+,·,II JJ 1) and CW,F,+,·,1111 2) be two non-archimedean normed 

linear spaces, and let f be a function from V into W. In accordance 

with Theorem 1.11, f is continuous on V if and only if for each v in V 

and for each E > 0 there exists a o such that 

JJfCv) - f(w)JJ 2 < E whenever l[v - wll 1 

with win V. Let {vn} be a sequence from V. Then· {vn} converges to v 

with respect to JI JJ 1 if and only if for each E > 0 there exists an N 

such that 

cs, 10) Jlvn - vii 1 < E whenever n ~ N, 

The sequence {vn} is Cauchy (wrtJJ JJ 1 ) if and only if for each s > O 

there exists an N such that 

(5, 11) IJvm - vn!J 1 < E whenever m,n ~ N. 

Furthermore {v} is Cauchy if and only if for each E > 0 there exists n 

an N such that 

cs. 12) ll v - v II < E whenever n ~ N. n n+l 1 

As for a series of p-adic numbers, so it follows from (S.12) that an 
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infinite series r;=O vk has a sum if and only if vn -+ 0 (wrtjj jj 1). 
The following useful alternate characterization of continuity is 

an immediate consequence of the fact that non-archimedean normed linear 

spaces are metric spaces. 

Theorem 5. 5. If (V, F, +, · , II 11 1) and (W, F, +, • , II IJ 2) are non-archimedean 

normed linear spaces and {v} is a sequence from V, then a function f 
n 

from V into Wis continuous if and only if 

(5.13) 

Let { v } be a non-nul 1 Cauchy sequence of (V, F, +, · , JI II), a non
n 

archimedean space. Since llv + wjj = llvJJ whenever llvll > IJwJj, it follows 

as in Theorem 3.18 for (RP,+,·) that {JlvnJj} is eventually constant. 

This important consequence of the non-archimedean nature of II Jj is 

stated for future reference. 

Theorem 5.6. If {v} is a non-null Cauchy sequence of a non-archimedean 
n 

normed linear space, then {JI v II} is eventually constant. 
n 

Any property of normed linear spaces over the real number field 

which depends only on properties (1.10), (1.11), and (1.12) of I I and 

is independent of any special property of the real numbers, such as 

order, holds true for non-archimedean normed linear spaces. For 

example, the following theorem states a property of normed linear spaces 

that is dependent on properties common to any valuated field. 

Theorem 5.7. Let (V,F,+,·,1111
1

) and (W,F,+,·,1111 2) be two normed linear 

spaces and let T be a linear function from V into W. Then Tis contin-

uous at every point of V or Tis continuous at no point of V. In 

particular, Tis continuous on V if and only if Tis continuous at O. 
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Proof: Let v and w be any two points of V and assume Tis continuous at 

v. Then for each E > 0 there exists a o > 0 such that 

I\T(v) - T(w)l\ 2 < E whenever !Iv - w\1 1 < o 

with w in V. If y is an element of V such that II y wlj 1 < o then 

II (w + v - y) - vii 1 < o • 

Since w + v - y is in V and T(w + v - y) = T(w) + T(v) - T(y), it 

follows that 

JIT(y) - T(w)j] 2 ·- I\T(w + v - y) - T(v)Jl 2 

and 

IIT(y) - T(w)ll 2 < E whenever jJy - wJJ 1 < o .. , 

Hence Tis continuous at y. 

A lin·ear function T from (V,F,+,· ,II 11
1

) into (W,G,+,· ,II 11 2) is 

bounded if there is a real number M such that 

for each v in V. The norm of Tis defined as 

!lrli = inf {M: J!T(v)j] 2 ::: M llvJJ 1 }. 

Just as a linear function on a real normed linear space is continuous 

if and only if it is bounded, so a linear function on any non-archime-

dean normed linear space over a p-adic number field is continuous if 

and only if it is boundedo However the proof is more complicated in 

the p-adic caseo 

Theorem 5 o 8. Let (V, RP,+,' , II 11
1

) be a non-archimedean ni.ormed linear 

space, A linear function defined on Vis continuous if and only if it 

is bounded, 

· Proof: . Let T be defined from V into W where (W, RP,+, · , JI 11 2) is a normed 
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linear.space. Suppose Tis a continuous linear function which is not 

bounded. That is, for each M > 0 there exists v in V such that 

In particular, there exists a sequence {v} in V and {M} in R such that 
n n 

M + 00 and 
n 

(5. 14) IIT(v )11 2 > M JJv 11 1 . n n n 

From p > 0, it follows that there exists a smallest integer k such that 

p -k < 1/ (MnJI vnJl 1 ), Hence for each n :? 1 there exists k such that 

Since 

1 -k 1 
---- :; p < ---
pMnll v nll 1 Mnll v nll 1 

IR I = {p-n: n is in Z}, 
p p 

there exists a sequence {l;} in R such that 
n p 

From (5.14) and the fact that T(O) = 0, it follows that llvnl1 1 ,I. 0 for 

each n. Thus if y = l; v for each n > 0, then {y} is a sequence in V n n n n 

such that 

IJynjJl = l~nJpJJvnll1: 1/Mn. 

But 1/Mn + 0 (wrt I I)" Therefore y n + 0 (wrtll 11 1). Moreover 

and {T (y n)} does not converge to O with respect to II 11
2

• This is 

impossible since T is continuous and y n + 0 (wrtlJ 11 1 ) implies 
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T (y n) -+ 0 (wrtlJ JI 2). Hence there exists an M such that 

(5.15) IIT(v)ll 2 ~ M JlvJl 1 

for each v in V and Tis bounded. 

Conversely, assume (5.15) holds. Then for each E > 0 there exists 

6 = E/M such that 

IJT(v) - T(O)JJ 2 < E whenever llv - oJj 1 < 6 

and Tis continuous at 0. Hence Tis continuous on V. 

Discrete Non-Archimedean Normed Linear Spaces 

A normed linear space is discrete if the norm is discrete. That 

is, a normed space is discrete if zero is the only accumulation point 

of the image of the set of vectors under the norm function. The next 

example indicates that there are discrete normed linear spaces. 

Example 5.8. Let (R n,R ,+, · ,JJ !!) be as in Example 5.3 and let 
p p 

{ (i;
1 

(m), i;
2 

(m), , . , , i;n (m))} be a Cauchy (wrtjJ JJ) sequence in Rpn. For 

each E > 0 there exists an M such that 

JJ (i;l (m+l) - i;l (m)' ... ,i;n (m+l) - i;l (m))Jj < E 

whenever m > M. It follows that 

and hence that 

max 
l:S'iSn 

Ji;. (m+l) _ i;. (m) J < E 
l l p 

I?:" .. (m+ 1) _ (m) J s- i;. < E whenever m > M 
l l p 

for each i, 1 < i ~ n. Now (R ,+,·) discrete and {i;. (m)} Cauchy 
p l 

(wrt J j ) for each i, l ~ i '.:: n, implies that for any given i, 
p 

Ji;, (m) I -+ 0 (wrt J I) or { Ii;. (m) J } is eventually constant. There are 
l p l p 

two cases. If for each i, 1 ~ i ~ n, 



1,. (m) J + 0 (wrt I J), 
1 p 

then JI c,
1 

(m), s
2 

(m), ... , sn (m)) II + 0 (wrt I J). If there exists some i 

such that Is. (m) J is eventually constant and non-zero, then 
1 p 

II c,. (m), s
2 

(m), ... , s (m)) II = max Is. (m) I is eventually constant. 
1 n l~i5n 1 p 

Thus no non-zero element of IIR nil 
p 

is an accumulation point. However 0 
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is an accumulation point of JIR nil 
p 

since {JI (pn, 0, .. ,, 0) JI} converges to 0 

(wrt J I). Hence (R n, R , +,·,II JI) is a discrete normed linear space. 
p p 

The scalar field in Example 5.8 is discrete as the next theorem 

shows that it must be. However there are non-archimedean normed linear 

spaces over discrete fields which are not discrete. 

Theorem 5.9. A necessary but not sufficient condition for a non-

archimedean normed linear space (V, F, +, · , II II) to be discrete is that 

(F,+,·) is discrete. 

Proof: If (F,+,·) is not discrete, then there exists a sequence 

{¢(sn)} of distinct values in (R,+,·) such that ¢(sn) + r r O (wrtl J). 

Since V 'f {O}, there exists v in V such that IJvJJ 'f O. Therefore {,; v} 
n 

is a sequence in V such that 

II Sn vii = ¢ Csn)II vii 

for each n ~ 0. Hence lls vii + rJJv!I # 0 (wrt I J) and (V ,F, +,·,II II) is n 

not discrete. It follows that if (V,F,+,·,IJ JI) is discrete, then 

(F,+,·) is a discrete field. 1be following example shows that the 

condition is not sufficient. 

Example 5.10. {- } {In r+i} Let V consist of the sequences x = . 0a.p with 
n 1= 1 

0 ~a< p and r a rational number. Define addition and multiplication 

on V such that 
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{x} + {y} = {x + y} 
n n n n 

and 

{x } {y } = {x y } 
n n n n 

for each {x } and {y} in V. It is clear from the definition of addi-
n n 

tion and multiplication of p-adic numbers and Theorem 2 .42 that (V, +, ·) 

contains a subfield (K,+,·) isomorphic to (R ,+,·). Furthermore 
p 

(V, K, +, ·) is a linear space. Let II II from V into R be defined by 

II { \'ni--Oaipr+i }ii -- p-r-k .i l _ if k is the least integer such that ak r 0 

~ 0 if ak = 0 for each k ~ 0, 

As for I I in Chapter I I, so IJ II can be shown to be a non-archimedean 
p 

norm on (V,+,·) and hence a valuation on (K,+, '). 'fhe valuated. field 

(K, +, ·) is discrete. It remains to show that 

discrete. -r-k Let p be a non-zero element of 

{~r + k} 
n+l 

(V' K' + ' • 'II II ) 
Jlvl\, Then 

is not 

is a sequence of distinct rational numbers which converges to r+k. 

X Since the function f defined by f(x) = p is continuous, 

2-r + k 
{p n+l } 

-r-k is a sequence of distinct terms that coriverges to p -r-k . Hence p is 

a non-zero accumulation point of Jlvll and (V,K,+, · ,jj JI) is not discrete. 

It has been observed that (R n,R ,+,· ,II II) with IJ !J as in (5.6) is 
p p 

a discrete normed linear space and that the II II-topology is not the 

discrete topology. Therefore the metric topology for a linear space 

induced by a discrete non-archimedean norm does not need to be the 

discrete topology for the space. 
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Topological Linear Spaces 

A normed linear space has both a topological and an algebraic 

structure. There is an interesting relation between the metric topology 

for a linear space determined by a norm and the algebraic operations 

defined on the set of vectors. Some consequences of this relation are 

explored in this section. 

Let (V, R , +, ·, II II) be non-archimedean. Since II II determines a non
p 

archimedean metric for V, it follows from Theorem 4, 26 that II II deter-

mines a topology for V x V. Furthermore II II and I I together determine 
p 

a topology for R x V. 
p 

Definition 5.11. A linear space (V,R ,+,·) is a topological linear 
p 

space if vector addition is a continuous function on V x V and scalar 

multiplication is a continuous function on R x V. 
p 

For each x, y, z, and win V, 

l!x + y - (w + z)IJ = ]Iv - w + y - zjj 

~ maxCJJv - wlJ, Jjy - zjJ. 

Hence vector addition is a continuous function on V x V, Let D be the 

metric on R x V induced by J J and II II, That is, p p 

D((~,x), (i';,y)) = max(!~ - sip' !Ix - YI!), 

Then for each (,,x) and (l,;,y) in R x V, 
p 

II ~x - sYll ,: II ~x - ~y + ~y - r,;yJJ 

= II Ux - y) + (~ - C:)yJJ 

~ max Cl! E,; (x - y) 11,11 (~ - C:)yJJ) 

:c maxc1,1pllx - yJj, Is - c:IPIIYI!) 

~ max(Jslp,l!yJj) max(Js - slp,llx - YII) 

= max(!sl ,IIY!I) D((Cx), (i;;,y)) p 
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Also JJx - yJJ < 1 implies that· JJyJJ < 1 + llxH. lt follows that for each 

E > 0 there exists 

such that ll~x - r;;y!I < E whenever D((Cx), (7;;,y)) < o, Therefore scalar 

multiplication is also continuous. Hence non-archimedean normed linear 

spaces over (R ,+,·) are topological linear spaces. 
p 

Definition 5.140 Two topological linear spaces over the same scalar 

field are topologically isomorphic if there exists a vector space __________ ., 

. -1 
isomorphism f between the two spaces such that both f and f are 

continuous. 

Any n-dimensional normed linear space over the real field is topolog~ 

ical ly isomorphic to (Rn, R, +, • , JI II) where 

for each (x1,x2, ... ,xn) in Rn. A similar result holds true for n-dimen

sional non-archimedean normed linear spaces over R . The following 
p 

sequence of theorems, due to Cohen (5), culminates with this interest-

ing result and provides additional insight into the nature of non-

archimedean normed linear spaces over (R ,+,·). 
p 

Theorem 5.15. Let (V,R ,+,·,JI II) be non-archimedean, let (W,R ,+,·,II JI) 
p p 

be a closed subspace, and let v be a vector in V which is not in W, If 

the sequence {w + ~ v} converges (wrtJJ II) to a vector in V, where w 
n n n 

is in Wand~ is in R, then both {w} and{~ } have limits. n p n n 

Proof: Assume that {w + ~ v} converges (wrtJJ JI) to O and that {~n} 
n n 

does not converge (wrtl I ) to 0. Then there exists a subsequence 
p 
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{~ } and an€> 0 such that for each k, I~ J > €. Hence 
nk nk p 

II ~-l (w + ~ v)I! = I ~n-l lpllwn + ~n vii 
nk nk nk k k k 

But for each E > 0 there exists an N such that 

llw + ~ vii < s 2 whenever k > N. 
nk nk 

Consequently 

111 ~~
1

wn II - 11-vll J $ II ~~
1

wn + vi[ < E whenever k ::: N 
k k k k 

and {~-lw } converges to -v. But this is impossible since Wis closed 
nk nk . 

and-vis not in W. Therefore it follows that if {w + ~ v} converges 
n n 

to 0, then{~ } is a null sequence of p-adic numbers. 
n 

To complete the proof, suppose that the sequence {w + ~ v} con
n n 

verges (wrtll II) but not necessarily to O. Then {w + ~ v} is Cauchy n n ·. 

and for each E > 0 there exists an N such that 

!lw + ~ v - wn - (nvll < E whenever n > N. n+l n+l 

Therefore 

Jlw w + (E,; 
1 

- ~ )vii < E whenever n ~ N n+l n n+ n 

and it follows from the first part of the proof that{~ 
1 

- ~} con-n+ n 

verges to 0. Hence{~} is Cauchy. 
n 

Since (R ,+,·) is complete, there 
p 

exists a~ in RP such that for each E > 0 there exists an N
1 

such that 

II ~n v - ~vii < E whenever n :::- N
1

• 

By hypothesis, {w + ~ v} converges to some vector, say z, in V. Hence 
n n 

there exists an N
2 

such that 

II w + ~ v - zll < E whenever n > N
2

• 
n n 
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Since 

llw - (z - ~v) II = IJw + ~ v - z - ~ v + ~vii n n n n 

< max ell w + ~ V - zll ' II~ V - ~vii) ' n n n 

it follows that w + z - ~v (wrtll II). Therefore both {w } and {~ } n n n 

have limits. 

Theorem 5.16. Let (V,R ,+,.,IJ Ii) be non-archimedean. If Wis a closed 
p 

subset of V and v1,v2, ... ,vm are elements of V, then 

W + Rpvl + ... + Rpvm is closed. In particular, any finite dimensional 

subspace of (V,R ,+,·,II II) is closed. 
p 

Proof: The proof is by induction on m. Suppose m = 1. If v1 is in W, 

then W + R v =Wand hence is closed. Assume v1 is not in W but is in p 1 

V and that z is an accumulation point of W + Rpv1 . Thus there exists 

a sequence of {wn + ~nv1} in W + Rpvl 

has limit wand {~n} has limit~ in RP 

that converges to z. Hence {w} 
n 

Since Wis closed, w is in W. 

Therefore {w 
n 

+ ~nv} converges tow+ ~v
1 

in W + Rpv1 . But in a metric 

space limits are unique and therefore z = w + ~v
1

. It follows that 

W + Rpvl contains z and is hence closed. 

To complete the induction, assume G = W + R v1 + ... + R v is 
p p m 

closed and v is in V but not in G. Let y be ,an accumulation point of 

G + R v. Then there exists a sequence {g + ~ v} in G + R v converging 
p n n p 

toy. By the same reasoning as before, G + Rpv = W + Rpvl + + 

R v + R v contains y and therefore is closed. Hence for each m > 0, 
p m p 

W + Rpvl + 

it follows 

... + RV pm 

that RP v 1 

dimensional subspace 

is closed. Since {O} is a closed subset of V, 

+ ... + R v is closed. That is, any finite 
pm 

of (V,R ,+,·,II II) is closed. 
p 

Theorem 5.17. Any n-dimensional non-archimedean normed linear space 



over (RP,+, 0
) is topologically isomorphic to (RP n, RP,+, • , II II) and is 

complete. 

Proof: Let (V,Rp,+' 0 ,II 11 1) be non-archimedean and recall that 

Since 

II c s1, s2, ... , s ) II = max Is O I 
n I<'< 1p _1_n 

Define a function T from Rn into V such that 
p 

implies s. ~ s. for i, 1 Si Sn, it follows that Tis well-defined. 
l l 

It is clear that Tis linear and ontoo Since'~ 1<;.Vo r- \~ 1s.V. l1= l l l1= l l 
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implies l~ 1 (F,;. - s. )v. r- 0 and t
1
. __ 1 (F,;

1
0 - s. )v. r- 0 implies there exists 

1= l l l l l 

i such that sir si' it follows that T(s1,s2, ... ,sn) r T(s1,s2, ... ,sn) 

implies that Cs1,s2,•o .,F,;n) r- C~1,s2····,Sn) and hence that Tis 1-1. 

-1 Therefore Tis an isomorphism and T exists. 

Let {T(s
1 

(m) ,s2 (m) , ... ,sn (m))} = {I~=lsi (m)vi} be a sequence in V 

that converges to O with respect to II 11 1-topology. With W = RP v 1 + 

, .. + R v 1 and v = v, it follows as in the proof of Theorem 5,15 
p n- n 

that {s (m)} converges to 0 
n 

{\,n-1 (m) } in R and l· 1s. v. converges to O in V. 
p l= l l 

By repeating the argument n-1 times, it is clear that {s. (m)} converges 
l 

(m) (m) (m) II II . to O for i, 1 '.S i ~ n. Hence T(l;1 ,s2 , ... ,Sn ) + 0 (wrt 1) 

implies that T- 1 (T(s
1 

(m) ,s2 (m), ... ,F,;n (m))) + 0 (wrtll II) and therefore 

-1 that T is continuouso 

To see that (R n ,R , +,·,!I II) is complete, let 
p p 

{xn} "' { Csl (m) ,s2 (m)' .. ·Sn (m))} 

be a Cauchy (wrtJ! JI) sequence of R n. Then for each E: > 0 there exists 
p 



an N such that 

!Ix - x II = m+l m max 
l:Si:Sn 

11;. (m+l) - I;. (m) I < E whenever m > N. 
l l p 

Hence for each i, l $. i Sn, 

and {I;. (m)} is 
l 

Is. (m+l) - I;. (m) I < E whenever m > N 
1 1 p 

! ). Since (R ,+,·) is complete, there 
p p 
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" exists I;. such 
l 

Cauchy (wrtl 

that I;. (m) + 
l 

€i (wrt j Ip). Now x = c€1'€2' ... ,€n) is in 

Rn. Furthermore 
p 

!Ix - xii = m max 
lSiSn 

11;. (m) - €. I < E 
1 l 

whenever m ~ N, x + r (wrt!J 11), and (R n,R ,+,·,II I!) is complete. 
n p p 

Corollary 5.18. Two non-archimedean normed linear spaces of the same 

finite dimension are topologically isomorphic. 

Extension of Linear Functions 

Let (W,F,+, · ,II 11 2) and (V,F,+, · ,II jj 1) be two normed linear spaces. 

Assume that (W0,F,+, · ,II 11 2) is a subspace of (W,F,+, · ,II 11 2) and that T0 

is a linear function from w0 into V. Then T from W into Vis an 

extension of Io if Tis linear, llTJI = i!T0!1, and T(w) = T0 (w) for each 

win w0 , Every continuous linear functional defined on a subspace of a 

normed linear space can be extended to the whole space so that it 

remains linear and continuous and has the same norm. This result is 

known as the Hahn-Banach theorem. The extension of continuous linear 

functions between two real normed linear spaces has been studied by 

Nachbin (13). In his paper, Nachbin gives a necessary and sufficient 

condition for such an extension to be possible. Cohen (5) and Ingleton 

(7) have studied extension problems for non-archimedean normed linear 
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spaces. Their results are summarized in the remainder·of this.chapter, 

Definition 5 .19. A normed linear space (V, F, +, ·, JI IJ 1) is said to have 

the extension property if, for any space (W, F ., +, · , JI 11 2), every con

tinuous linear function from a subspace of (W,F,+,•,1111 2) into 

(V, F, +, ·, II 11
1

) possesses an extension of the same norm whose domain 

is the whole of W. 

Definition 5.20. A valuated field (F,+,·) is said to have the Hahn

Banach property if, for any space (V, F, +,·,II !\ 1), every continuous lin

ear functional defined on a subspace of (V, F, +, ·, II JI 1) possesses an 

extension of the same norm defined on the whole of V. 

The first step in the consideration of the extension properties of 

continuous linear functions into non-archimedean normed linear spaces 

is a genetal result that is dependent upon Zorn's Lemma. 

Zorn's Lemma. Let P be a non-empty partially ordered set with the 

property that every completely ordered subset of P has an upper bound 

in P. Then P contains at least one maximal element. 

Theorem 5,21. Let (V,F,+,·,\111 1) and (W,F,+,·,!I JJ 2) be non-archimedean, 

let (M,F,+,·,1111
2

) be a proper subspace of (W,F,+,·,JJ Jl
2
), and let v be 

in W but not in M. Then if f is a continuous linear function from M 

into V that can be extended to a continuous linear function with norm 

JI fll and defined on M + Fv, f can be extended to a continuous linear 

function that is defined on all of W and has norm II fj:J , 

Proof: Let D denote the domain of a function g into V. Define P to 
g 

be the set of all continuous linear functions g such that 

(Dg,F,+, · ,JI 11 2) is a subspace of (M + Fv,F,+, · ,II 11 2), g(x) = .f(x) for 
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for each x in M and l!g!I = l!f11, Since f is in P, P is not empty. Define 

a partial ordering> on Pas follows: For g
1 

and g2 in P, g
1 

> g2 if 

and only if D contains D and g1 (x) = g2 (x) for each x in D 
gl g2 g2 

Let Q be a completely ordered subset of P. An upper bound for Q 

can.be constructed as follows: Suppose G is a function into V such 

that DG is the union of the domain of all functions in Q and for each 

x in D, G(x) = g(x) where g is some function of Q such that xis in 
g 

D . Since for each x and yin DG there exists g1 and g2 with x in D 
g gl 

and yin D and since g
1 

> g2 or g2 > g
1

, it follows that x = y implies 
g2 

G(x) = G(y) and hence that G is well-defined. It is clear that G is an 

upper bound for Q. 

To apply Zorn's Lemma, it remains to prove that Gisin P. If x 

and y are elements of DG' then there is a gin P such that x and y are 

in D. Hence for each a in F, ax and x - y are.in D . This implies g g 

that ax and x - y are in DG and consequently that (DG, F, +, ·, II 11 2) is a 

subspace of (M + Fx,F,+,· ,II 11 2). Also for a and Sin F, 

G(ax +Sy)= g(ax + Sy) 

= ag(x) + Sg(y) 

= aG (x) + SG (y) 

implies that G is linear. Since G extends f, it follows from Defini-

tion 5. 9 that !!GIi : II fjJ . But for each x in DG the fact that there 

exists a gin P such that G(x) = g(x) implies 

(5.19) l!G(x)!l 1 = j]g(x)!J 1 : Jjg!i jlxl! 2 = JJfj\ llxl! 2 . 

Therefore l!G!I ~ !lfjj and hence !IGJJ = 1!£J!, It follows from (5.19) and 

Theorem 5,12 that G is also a continuous linear function .. Thus Gisin 

P and from Zorn's Lemma it is known that P has at least one maximal 

element. Let¢ be a maximal element of P. If D¢ is not all of W, then 
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there is aw in W which is not in D¢. Hence¢ can be extended to all of 

D¢ + Fw and¢ is not maximal. Since this is a contradiction, D¢ = W, 

¢ extends f, II ¢II = II fll , and ¢ is a continuous linear function. 

The Hahn-Banach theorem for a non-archimedean normed linear space 

over any p-adic number field is a corollary to the following theorem: 

Theorem 5.22. (5) Let (F,+,·) be a discrete field with non-trivial 

valuation~- Then (F,+,·) has the H~hn-Banach property. 

Proof: Let (W,F,+,·,1111) be non-archimedean, let (M,F,+,•,1111) be a 

subspace of (W,F,+, 0 ,JI I!) and let f be a linear functional on M. It 

follows from Theorem 5.21 that it is sufficient to prove the theorem 

when V = W + R v. Let x be an element of the closure of W. Then p 

there exists a sequence {x } such that X -+ X (wrtll II) . Define g by n n 

g (x) = lim f (x ) . n 

It is clear that g is linear and extends f to the closure of W. 

Furthermore f(x)-+ g(x) (wrt~) and since Fis discrete either ~(f(x )) 
n n 

is eventually constant or g(x) = 0, Either way, for each x in the 

closure of W there exists xN in W such that ~(g(x)) = ~(f(xN)). It 

follows that !lgjJ :=: IJ£1J. But g an extension of f implies !1£JJ ~ JJgll, 

Hence II fl] = IJ g!l and g is continuous. Therefore it is sufficient to 

prove the theorem when V = W + Fv and Wis closed, 

If Wis closed, then there exists E > 0 such that 

{x in V: Jlx - vii '.::,'. d does not intersect W. If d is defined by 

(5.20) d = inf {IJx - vii: x in W}, 

then d > E > O. Let k be the unique integer such that 

with p some,prime number. From (5.20) and (5,21), it follows that 



105 

there is x in W such that II x - vii < II fll-lPk. Othe:twise 

II x - vii ~ II f!l-lPk for each x in W and d is not the greatest lower 

bound. Let v = v - x. Then 

(5.22) 

and since x +xis in W whenever xis, 

(5.23) 11 v - xii = II V - (x + x) II ~ d 

for all x in W. 

If z is in V, then z = x + ~v with x in Wand~ in F. Therefore 

Z = X + ~V = X + ~X + ~V = W + ~V 

with w = x + ~x in Wand~ in F. Define¢ from V into F such that 

¢(z) = ¢(w + ~v) = f(w) 

for each z in V. It is clear that¢ extends f. Since 

¢ is linear and therefore is a linear functional. 

It remains to show that JI ¢II = JI fjj . Since ¢ extends f, 11 ¢II ~ II fl! . 

If l!wJI > II ~vii, then it follows from (5. 9) that !lw + ~\YJj ::e llwl!. Also if 

!lwll < 11 ~vii, then llw + ~vii = II ~vii > llw!l. Therefore llwll ~ l)w + ~"" 

whenever l!wll # II t;vjj. It follows that for each z in V, 

~(¢(z)) = ~(¢(w + ~0)) 

= ~(f(w)) 

~ JifJl!JwlJ 

~ II fl! II w + ~vii 



:s II £\Ill ill. 
That is, 1j) (qi (z)) ~ I\ fJJ jj zjj for each z in V whenever Jlwll "f II E;{:ljJ. If 

l!w!! = jjE;v\!, then !IC
1

w!I = H~l! < 1!£1)-lpk by (5,22), Hence ij)(f(E;-
1

w) < 
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II £11 II E;- 1wjj <pk, It follows from the discrete nature of (F, +, ·) and lin

earity off that ij)(f(w)) :;: 1/J(E;}pk"'"l and that for each z in V, 

ij)(qi(z)) = ij)(f(w) S iµ(E;)pk-l 

~ 1j) (E;)i! fjj d 

by (5. 21). But c1w in W implies d :S II Q + C 1wll and consequently that 

ij)(¢(z)) '.S ij)(E;)llfllllv + E;-
1

wll 

= 11£1Jllw + 1;v!I 

= II £1111 zll 

for each z in V whenever !lwJI = II E;vJJ. Therefore for each z in V 

1/J (qi (z)) :: II fJ!!I zll 

and 11¢11 S II fl!. 

Corollary 5. 23. (Hahn-Banach Theorem) Every continuous linear func-

tional defined on a linear subspace of a p-adic normed linear space 

can be extended to the whole space so that it remains linear and con-

tinuous and has the same norm. 

Corollary 5.24. Let (V,Rp,+' · ,II J1 1) be a non-archimedean normed linear 

space over R. Then for each non-zero v in V there is a linear func-
p 

tional f on V such that f (v) = l and ii fjj "" II vJl 1 -l. 

Proof: Define g from R v into R such that for each E;v in R v p p p 

Since 

g (E;v) = E;. 

g(A(E;v) + µ(,v)) - g((AE;)v + (µ,)v) 

= g((Ai; + µr;;)v1 



g is linearo 

= Ag(sv) + µg(~v), 

Also for each sv in R v 
p 

llsvll 1 

!lv!J 1 

and Jlgll $ JlvJJ 1-l o But 

Jg(v)jp = J1\p = 1 = !lvll 1-
1

l!vJJ 1 

implies jjgjJ 2: llvl! 1- 1 . Hence l!gJj = jjvjj 1-lo By Theorem 5,22, there 

exists f extending g such that II fjJ = II v!l 1-l. It is clear that 

f(v) = 1. 

The following theorem provides a converse to Theorem 5,22, 
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Theorem 5.250 (7) If the Hahn-Banach Theorem holds in a normed linear 

space (V, R , +, · , II II) then II II is a non-archimedean norm. 
p 

Proof: From Corollary 5.24, it follows that if the Hahn-Banach Property 

holds for (V,R ,+, 0,!I I!), then there is a linear functional f from V 
p 

into R such that for each x and yin V with x + y ~ 0 
p 

But 

If (x + y) J = J 1 J = 1 = II £11 II x + yjJ . p p 

lf(x + yJ = Jf(x) + f(y) J :S max(jf(x) I , jf(y) I ) p p p p 

: max ell £1111 xii , II £1111 yJJ) 

= II £II max ell xii, 11 Yil) . 
Therefore !Ix + Yll ~ maxCIJxjj ,JjyJj) and 11 II is non-archimedean, 

Cohen published Theorem 5,22 in 1948, In 1950, Nachbin showed 

that a real linear space has the extension property if and only if it, 

considered as a metric space, is spherically complete. Two years later 
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Ingleton proved the following analog to Nachbin 1's result for non-

archimedean normed linear spaces. 

Theorem 5. 25, (7) A non-archimedean normed linear space (V, F, +,·,II 11 1) 

has the extension property if and only if the non-archimedean metric 

space (V,d) with d(v,w) = !Iv - w!J 1 is spherically complete. 

Proof: Since (V,F,+,·,1111 1) is non-archimedean, the valuation¢ on F 

is non-archimedean. Assume that (W,F,+, · ,II 11
2

) is non-archimedean and 

that (M,F ,+,·,II 11 2) is a proper subspace. Suppose the metric space 

(V,d) is spherically complete. Let T be a continuous linear function 

from Minto V and let x0 be a vector in W but not in M. 

To prove that T can be extend~d to M + Fx0 , consider the collection 

of closed spheres indexed by M such that for each yin M 

S[y] = S[T(y),p(y)] = {z: zsV and l!T(y) - zl1 1 :5 p(y)} 

where P (y) = II Ti! II Y - x01! 2, Since 

IIT (y l) T(y 2)jJ l = IJT(yl - Y2)ll1 

< IITII IIY1 - Y2il 2 -

= l!TII IIY1 - XO+ XO - Y2il 2 

< 11 TjJ max (jJ Y l - x0i12, 11 Y 2 - xo\12) -

T(y1) is in S[y2J or T(y2) is in S[y1]. Hence any two of the spheres 

intersect. Since (V,d) is a non-archimedean metric space, it follows 

from Theorem 4.21 that the set of spheres is a nest, Since (V,d) is· 

spherically complete there exists a point z0 in S[y] for each yin M. 

For any x = y + vz 0 in M + Fz 0, define L from M + Fz 0 into V such 

that 
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1(x) = 1(y + vz
0

) = T(y) + vz
0

, 

Clearly 1 is well-defined. Since 

1 is linear. For each yin M, y = y + Q,z
0

, 1(y) = T(y) and 1 extends 

T. Also if v f 0, then 

ll1(x)ll 1 = IIT(y) + vz 0ll 1 

= cp(v)Jlv-1 T(y) + zoll1 

= cp(v) IIT(-v-\) - z
0

11 1 , 

But yin M implies -v-
1

y is an element of M. Hence z0 is an element of 

-i II -i II -i S[(-V y)]o Therefore T(-V y) - z
0 

I~ p(-V y) and 

ll1(x)ll1 $ cp(v) p(-v-ly). 

Since P(-v-
1
y) = IITII 11-v-

1
y - z

0
J1

2 
= IITJJ 11 (v-

1
) y + z01J, it follows that 

ll1(x)ll 1 ~ cp(v)l!TII llv-1y + z0Jl 2 = llTIJ JJxlJ 2 . 

So II 1JI $ II T\I. Also 1 an extension of T implies II 1IJ ~ II Tl!, It follows 

from Theorem 5. 21 that (V, F, +, · , JI Ji 1) has the extension property. 

To prove the converse, suppose (V,F,+, · ,JI 1\ 1 ) contains a nest of 

spheres S[p] of radius p, where p runs through some set P of positive 

real numbers, such that there is no point common to all spheres. De-

fine a real-valued function f on V as follows: For any p such that x 

is not in S[p] and any yin S[p] let f(x) = !Ix - Yl!
1

. If S[p
1
J and 

S[p2 ] are any two spheres of the nest, then S[p
1
J is a subset of S[p

2
] 

or S[p
1

] contains S[p
2
]. Assume that S[p

1
J contains S[p

2
]. For each x 



such that xis in neither S[p1] or S[p2J, if y1 is in S[p1] and y2 is 

in S[p2J then y2 is also in S[p1J and 

From (5,9), it follows that 

II x - Y 2111 - II (x - YI) + (y I - Y 2) 111 

- II X - y 1 II 1. 
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That is, f is independent of the closed spheres involved in the defini

tion of f. Furthermore x 'I y implies f(x) = !Ix - y!j 1 > 0, Since no 

point x of Vis contained in all spheres S[p], p E P, f is defined and 

positive for all x in V. 

If xis in S[p] but not in S[p1], then S[p] contains S[p1] since 

the collection of spheres is a nest. It follows that if y is in S[p1] 

then y is in s [P] and II X - YI! I :; p' Therefore 

(5.24) f(x) ~ p whenever xis in S[p]. 

Consider 

H = {z = (x,A): xEV, AEF}. 

Define addition and scalar multiplication as follows: 

µz = µ(x,A) = (µx,µA). 

With these operations, His a linear space. The additive identity is 

(O, 0). A real-valued function II \1 3 on H defined by 

ilzll 3 = cp(A) f(A- 1x), Ai o 

= II xJl 1, A = 0 

is a non-archimedean norm. To see this, note that if z = (x,A) ~ (0,0) 

then x f O or A f O and !Jzj\ 3 > 0. Since f is strictly positive, 
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II zll 3 = 0 requires A to be zero and hence that II xll 1 = 0, But this is 

possible only if x = 0. Therefore II z!l 3 ~ 0 and equals O only if z "' 0. 

Since forµ in F and z = (x,11.) in H, 

if 11. i 0, and 

IJµzlJ
3 

= ¢(µ11.) f(11.-lµ- 1x) 

= ¢(µ) ¢(11.) ¢(11.- 1) f(11.- 1x) 

= ¢(µ) IJzJJ 3 

JJµzJJ3 = JJµxJJ1 = ¢(µ)1!xl11 = ¢(µ)jJzl13 

if A= 0, llµz!l 3 = ¢(µ)1JzJJ 3 . It remains to prove the non-archimedean 

property. 

Let z = (x,11.) be an element of H. If 11. i 0, there is a pin P such 

that 

for any yin S(p]. Since the same is trivially the case whenever 11. = 0, 

there exists a pin P such that JlzJJ 3 = JJx - 11.yjJ 1 for any yin S(p]. Let 

z 1 = (x1 ,11. 1) and z2 = (x2 ,11. 2) be any two points of H. Suppose x1 is not 

in S(p1] and x2 is not in S[p2]. If x2 is in S[p1], then S[p1] contains 

S[p2] and x1 is not in S[p2]. Thus there exists pin P such that not 

both x1 and x2 are in S [p]. Furthermore the same reasoning implies 

there exists pin P such that none of x1 , x2 , and x1 + x2 are in S[p]. 

Therefore for any yin S[p], !Jz 11J 3 = Jlx1 - 11. 1yJJ 1 , 1Jz 2JJ 3 "' JJx 2 11. 2yJJ 1 , 

and JJz 1 + z2!1 3 = !lx1 + x2 - (11. 1 + 11. 2)yJj 1 simultaneously. Since 

Jjxl + x2 - (11.l + 11.2)yll1 S max(Jjxl - AY1lll'JJx2 - AY2ll1L 

it follows that 

and hence that JJ JI 3 is a non-archimedean norm defined on H. Therefore 
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(H, F, +, · , II JI 3) is non-archimedean. 

If V' = {(x,O): xsV}, then (V',F,+,·,1111 3) is a subspace of 

(H,F,+,·,II IJ 3 ) which is topologically isomorphic to (V,F,+,·,111\). Now 

if (V, F, +,·,II 11
1

) has the extension property, then so does 

(V' , F, +, · , II 11 3) . Thus the identity mapping I from V ~ into Vt can be 

extended to a linear mapping L from H into Vt such that JILIJ = II I JI = 1. 

Suppose 

L((0,-1) = (x
0

,o)), 

Then for any x in V, 

L ( (x, l)) = (x - XO, 0) 

since L((0,-1) + (x,l)) = L((x,O)) = I((x,0)) = (x,O). Hence 

IIL((x,1))113 = llcx - xo,O)ll3 = !Ix - xoll1 

and 

JIL((x,1))11 3 < IILJIII (x,l)IJ 3 = II (x,1))1 3 

for each x in V. But 

II (x,1)11 3 = ¢(1) f(l-
1
x) = f(x). 

Therefore for each x in V, 

In particular, for any Pin P and any y in S[p] it follows from (5.22) 

that 

That is, x0 is common to all S[p], in P. This contradiction to the 

original assumption implies that V does not have the extension property. 

Thus if V has the extension property then Vis spherically complete. 

Since F may be regarded as a one-dimensional non-archimedean space 

over itself, F has the Hahn-Banach property if and only if Fis spher-
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ically complete. The following property of the p-adic number field is 

an immediate consequence of Theorem 5,22 and 5,25: 

Theorem 5.26. The metric space (R ,d) is spherically complete, 
p 

The next development in the literature relating to non-archimedean 

normed linear spaces pertains to completeness. A non-archimedean 

Banach space is a complete non-archimedean normed linear space. It is 

known, Theorem 5.17, that every finite dimensional non-archimedean 

normed linear space is a non-archimedean Banach space, In particular, 

(R n, R , +, · , II II) where II II is defined in (5. 6) is such a space. Furth-
p p 

ermore Rangachari and Srinivasan (15) show that if Xis the set of all 

convergent sequences of R n, then (X ,R , +,·,II jj 1) with 
p p 

II { }II II { Ck) Ck) Ck) }II xk 1 = Cs1 ,s2 ,. · .,sn ) 1 

= Sup II (sl (k) ,S2 (k), ... ,Sn (k))II 
k 

is an infinite dimensional non-archimedean Banach space, Also if Mis 

the set of bounded sequences, then (M,Rp,+' • ,II 11 1) is a non-archimedean 

Banach space. 

Let (V,R ,+,·)bean algebra and let II II be defined on V such that 
p 

for each x and yin V, 

II xyjj a: II xii II YI! 
and 

11 ell = 1 

where e is the multiplicative identity of (V,R ,+,•), Then 
p 

(V, R , +, ·, II II) is a non-archimedean Banach algebra whenever V is com
p 

plete with respect to the metric induced by II II, Non-archimedean 

Banach algebras have been investigated by Monna (12) as well as 



Rangachari and Srinivasan. Rangachari and Srinivasan were concerned 

with matrix transformations on non-archimedean fields. They showed 

that if r is the set of all convergence preserving matrices and IJ II 

is defined by 

II AIJ = Sup J ~ \ , mn p m,n 

then (f, R , +, 0
, JI JI) is a non-archimedean Banach algebra. In his sub

p 

sequent article, Srinivasan (16) further develops summation processes 

in the p-adic number fields. 

In the past four years, a theory of locally convex spaces over 
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non-archimedean valued fields in general, and p-adic fields in particu-

lar, has been developed and appears to be an excellent area for con-

tinued investigationo However the objective of this paper has been 

realized. The p-adic number fields have been developed in such a manner 

as to be accessible to senior mathematics majors. In the process of 

leading the reader to areas of current mathematical investigations, 

several similarities and differences between the real and p-adic numbers 

have been noted, This study of the p-adic number fields suggests some 

interesting questions, For example, (Q,d) is neither complete or 

spherically complete while (R ,d) is both complete and spherically 
p p 

complete, The metric space (R,d) is complete but not spherically 

complete. Thus every complete space is not spherically complete. Is 

every spherically complete space complete? Also since Q is a subse..t 

of R and since (R ,d) is a unique completion of (Q,d) in accordance p p p p 

with Theorem 1.12, it seems reasonable to ask if every metric space 

can be embedded in a spherically complete metric space. And if so, 

is there a standard process by which a non-spherically complete metric 

space can be completed? 
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