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CHAPTER I 

INTRODUCTlON 

The continually advancing technology of modern control 

theory has created a wealth of possibilities for methods to 

analyze and design dynamic~l systemso A primary result of 

these advanced methods has been to permit complex and effi-

cient dynamical systems to be analytically developed. Con-

sequently, in recent years the performance and, thus, .the 

requirements for performance .. of dynamical systems has ex-

panded" An area which has been greatly affected by this 

expansion has been man-machine systems. As the machine per-

formance has expanded, man, who st~ll remains essential as 

the over-all controller, has become more and more a weak 

link in the dynamics of the man-machine system (1). The 

consequence of tQis weakened position created by man, the 

controller, has resulted in a considerable effort by system 

engineers to determine more quantitative descriptiQns of 

the behqvior of humans in control tasks - descriptiQns 

which are compatible with conventional control system de-

sign techniques so that the effect of "man in the loop" 

might readily be evaluated and potential problem areas 
/', 

avoided (2). 

The application of control theory to man-machine 

1 
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systems was begun during World War II in working with man as 

a gun operator in fast acting fire control systems and as a 

radar operator in systems which required a target to be 

tracked on a radar screen. At the conclusions of the War, 

much of this work was terminated and research was not begun 

again until the 1950 1 s. Even then the work was somewhat 

limited, and it was not until the 1960 1 s that a large scale 

effort was made in the man-machine field. Presently, the 

"state of the art" has evolved by virtue of the joint ef

forts by engineers and psychologists into the combined dis

cipline of man-machine systems called manual control. The 

major by-product of these efforts in manual control h~s been 

the conceptut;:tlization of' man and the machine which he con

trols as one over~all man-machine system. Figure 1 shows a 

model of this concept (J). 

The model illustrated in Figure 1 has been used exten

sively in man-machine system research as the basis for iden

tifying dynamical models that will produce a response 

identical to that of man (Note: Man will be used through

out this thesis to designate the human ,;:ts~ dynamical ele~ 

ment which effects control upon dynamical controlled 

elements.) for a given stimulus and controlled element. 

Although these attempts to identify the dynamical model of 

man represent the major effort with man-machine systems, 

other equally significant research has been conducted and 

generally concerned with the following: display design, the 

effects of controlled element and environmental variation 
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upon the man's dynamical model, hu,man decision processes, 

and physiological modeling of the human (4)o 

4 

Since man definitely poses a threat as the weak link in 

the man-machine system, it is obvious that his operating 

characteristics must be integrated by design into the total 

system before any type of optimum system performance can be 

realized. However, even with such an integration, the over

all man-machine system performance can only approach the so

called optimum by constraining the machine dynamics and the 

system inputs to remain within the limited range imposed by 

man's ability to control. To have a truly effective man

machine system over a wide range of machine dynamics and 

system inputs, a substantial compensation must be made for 

man's inherent control limitations. If a system could be 

developed which extends the capability of man-machine sys

stems through machine cha~ges so as to compensate for the 

inherent human limitations, it would represent a definite 

contribution to the manual control field. 

The purpose of this thesis is to propose and develop a 

design philosophy for a general system which can be used to 

augment man's ability as the controller of dynamical ma

chines. The function of the augmentation is to supplement 

the perceptual capabilities of man the controller by pro

viding him with sufficient, perceivable information ~uch 

that he can generate an optimal control which causes the 

machine output to respond according to some predesignated 

criteria. The uniqueness of the proposed augmentation lies 



in its capability to: 

1. assure that t~e total man-machine system will 

always have optimum performance according to 

some predesignated cFiteria, 

2. permit man to control any machine no matter 

how dynamically complex it may be, 

J. allow the system to be designed for any 

dynamical model of man, 

4. recognize and compensate for the perceptual 

and dynamical limitations of man the 

controller. 

5 

Chapter II discusses how man functions as a controller 

and why he is a weak li~ in the man-machine system. The 

findings of Chapter II are used in Chapter III primarily to 

establish why it would be desirable to provide man the con

troller with further information through augmentation. Once 

this desirability is established, the past attempts to aug

ment are reviewed and then the proposed concept for design

ing the augmenting system is presented. The next chapter, 

Chapter IV, is concerned with establishing a sound theoreti

cal basis for the proposed design philosophy. The net re

sult sought from this theoretical basis is to provide 

mathematical conditions which can be applied to the design 

of augmenting systems. Chapter Vis an application of the 

design philosophy to a series of example tracking problems 

as found in the literature. The purpose of this chapter is 

to allow the reader to make an appraisal of the design 



philosophy. Finally, in Chapter VI, the author's conclu

sions regarding the design philosophy are presented and 

recommendation~ for future st~dies are made. 

6 



CHAPTER I;[ 

MAN THE CONTROLLER 

In spite of man's inadequacy as a controller, he is a 

very co~plex and remarkable dynamical system. His powers of 

reason and adaptivity make him very versatile and, thus, a 

highly satisfactory candidate for augmentation. However, 

before any serious co;nsiderations can be made for au,gipenting 

him, it is first nece~sary to ~ecognize how he functions as 

a controller and his limitations in doing such. By making 

this recognitiqn, it is possible to determine more clearly 

why and then how he should be augmented 1 and, perhaps most 

important of all,to orient the readers' thinking towards man 

as something more than just a mathematically described con-

trol system. 

How Man Functions as a Controller 

For the purpose of illustration, man is viewed as a 

single channel, li~ited transmission capacity, information 

processing system. Although the single channel restriction 

is not entirely valid, it is used only to allow a perspec-

tive to be gained of how man functions as a controller. 

I 
Man as a control system can be broken intq the three 

subsystems shown in Figure 2: input, central proce~sor, and 

7 
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output. Unfortunately, it is virtually impossible to iso-

late any one of these subsystems for individual scrutiny or 

even perform experiments which lead to valid inferences 

about their independence. However, this breakdown into sub

systems does allow the important functional characteristics 

of the human as a controller to be examined& Each of these 

subsystems is examined and then an integration of them into 

man as a whole is considered. 

Input System 

The dynamic information used by man the controller is 

detected and measured by his senses. Although all of his 

senses could be directly or indirectly concerned with meas

uring this information~ only four of them are sufficiently 

involved in the perception of it to warrant consideration. 

Specifically, these senses are: visual, auditory, cutan-

eous, and others which detect body position and movement. 

Visual ( 5) , ( 6) , ( 7) • The visual sense in the human 

body is naturally enough the eyes. The eyes function by 

taking a visual stimulus, such as a spot of light and pass 

it through the cornea and crystalline lens which serve to 

focus the light upon the retina. In turn, the retina is 

made up of photo receptors which through the absorbtion of 

light by pigment substances initiate a photochemical reac

tion which starts a chain of' events which terminates in 

seeingo 

The nature of man's eyes make them the most important 



10 

sensual mod,ali ty in aiding him to perceive information as a 

controller. This sense allows a much higher degree of dy-

namical information to be perceived than can be by the other 

senses. This higher perceptive ability is due primarily to 

the capability of vision to qirectly and accurately appre

hend geometrical space as it extends outward from the con

fines of the bodyo Althou$h man is unable to make an 

absolute measure of length, he can make a direct comparison 

with a reference or recall a reference from past experience. 

In making such references, he can often resolve gaps in 

angular distance on the order of two seconds of arc length 

(2)o Additionally, at the visual level he can perceive the 

displacement and velocity of a transversely moving object. 

Auditory ( 5) , ( 7) , ( 8) • The sense receptors for the 

auditory modality are the ears. They function by virtue of 

the ear drum whioh transforms the stimulus energy of sound 

waves into mechani~al motion which, in turn, is converted 

into fluid movement by mechanoreceptors within the ear. The 

pressure wave of this fluid movement then creates a travel

ing wave of displacement which causes receptor potentials to 

be generated which, in turn, trigger nerve impulses to the 

braino 

Since the ear functions upon sound waves, it is only 

logical that it is a remarkable high fidelity encoder of 

frequency-intensity-time patternso However, these patterns 

represent a rather limited method of transmitting informa

tion when compared with the amount of information that can 
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be transmitted visually. Still, for speech communication, 

frequency-intensity-time discrimination, read-in for non

directional warning signals, and as an input channel under 

conditions of limited visibility, the auditory modality is a 

definite aid in the perception of dynamical information. 

Cutaneous (5), (7). The cutaneous sensual. modality is 

the most extensive in the hµman body. However, it is also 

the most primitive. In general, the cutaneous mo~alities 

are temperature, touch, pain, and pressurei and while these 

modalities, or at least the receptors responsible for them, 

seem to be at the skin level, they are also widely dis

tributed throughout the ligamentous structures of joints and 

the deep tissue planes. Thus, they not only account for 

sensing of external stimuli, but also for kinesthesis, 

i.e., body movement. In this latter role they are termed 

general proprioceptors and will be discussed in the next 

sectiono 

The ability to sense temperature varies in diff~rent 

regions of the human body; however, in all parts cold is 

sensed more quickly than warmth. The factors affecting the 

stimulation are the absolute temperature beneath the skin, 

the rate of change of this temperature, and the total area 

of the surface stimulated. 

The touch sensitivity of the skin varies in different 

parts of the body, as with temperature, and within any 

region there are specially sensitive areas known as touch 

spots. The regions of maximum touch sensitivity in man are 
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his finger tips, lips, palm of hands, and tongue. The touch 

receptors, in general, are fast ad.apters to the stimulus, 

Pain as a cutaneous sensation is somewhat different 

from the others in that it elicits a response by which man, 

or any other animal for that matter, deals with a harmful 

influence. The sensitivity to pain varies from individual-

to-individual and, thus, is not a completely reliable 

stimulus. 

The sensatio~ of pressure is transmitted through the 

skin and, thus, affects a wide area of receptors. A valu

able example of pressure sensation, although it is discon-

tinuous, is vibration. Its value lies in its feasibility as 

a means of communication. For instance, man can look and 

hear? yet be unaware of noise, but he is almost always at-

tentive to the stimulation of the skin. Of all the cutane-

ous sense modalities,vibration has the greatest number of 

dimensions suitable for use as items of a code delivering 

messages to the skin that are capable of some kind of 

interpretation. 

Modalities for Bodi Position. and Movement (5), (7), 

(9L There are two principal sets of sensual modalities 

which perceive body position and movement. Spe<;:ifically, 

these modalities define functions which are described as 

kinesthesis and vestibular activity. 

The proprioceptors of the body are responsible for the 

kinesthetic sensations. Tpey are distributed widely 

throughout the ligame.ntou$ structures of joints and deep 



tissue planes. The receptors for sensing are of the same 

nature as those for the cutaneous sense, but the distribu

tion is such that different groups of receptors are stimu-

lated during various phases of movement. The immediate 

exciting stimulus is a compression of the receptors caused 

13 

by tissue deformity during movement of a joint. During this 

movement, different populations of receptors will be stimu

lated, in turn, according to their position relative to the 

axis of movement. When a joint moves the rate of discharge 

of a group of proprioceptors increases according to the 

speed and degree of movement, and thereafter decreases to a 

steady state determined by final position. Some receptors 

have their maximum response at full flexion, others at full 

extension, or in some intermediary position. 

The vestibular organs are the labyrinths which are made 

up of the semicircular canals and the cochleas of the inner 

ear. They record movements of the body as a whole relative 

to the environment, e.g., rotation or linear acceleration 

and movement of the head relative to the re~t of the body. 

The semicircular canals are responsible for this perception 

while the spiral shape of the cochleas are thought to pre

vent movement of their fluids during angular and linear 

accelerations of the head. 

There are three canals in the semicircular group, hori~ 

zontal, superior, and posterior. Each is situated with ref-

erence to the three planes of the body; horizontal, 

vertical, and anteroposterior. Each has an expanded end, 
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the ampulla, which opens into a common chamber, the utricle, 

which is connected indirectly with the sacculeo The recep-

tive structures are sensory cells which project into the 

ampulla of each canal. Each sensory cell has about JO 

sensory hairs which project into narrow canals of gelatinous 

substance which is hinged within the ampui1a. This gelati-

nous substance has mechanical properties that are equivalent 

to those of a spring loaqed pendulum. The utricle and sac-

cule also have sensory cells whose hair processes are in 

contact with a free floating gelatinous substance. 

The stimulµs for the semicircular canals is angular 

acceleration from the rotation of the head in the trans

verse, vertical, or anterposterior axis, i~e·~ tilting the 

head backwards, forwards, turning the head around, or tilt

ing it from side-to-side. At the onset of acceleration, the 

fluid which fills the canals lags behind because of its 

inertias and so exerts a backward pressure on the hingeq 

gelatinous substance in th~ ampulla causing it to swing in 

the opposite direction. This, in turn, causes tension and 

deformity in the hair pro9esse1S 'of the sensory cells within 

the ampulla and, thus, creates the necessary signals to the 

brain. The hinged gelatinous substance has a natural period 

of about thirty seconds when it functions as a pendulum. 

Thus, when a rotation o:f the head is stopped, a backlog of 

the fluid within the canals will cause the hinged gelati~ 

nous substance to swing in the opposite direction and it 

will be up to thirty seconds before it returns to rest 
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position. This is the reason for the commonly experienced 

sensation of rotating in the opposite direction after one 

turns his body round and round while standing. The persist

ence of a sensation with a constant velocity of rotation is 

due to the signals from visual and other senses. 

The utricle and saccule, also a part of the vestibular 

organs in the ear, account for the awareness of head posi-

tion when there is no movement. In this case 7 the free 

floating gelatinous substance mentioned earlier stimulates 

sensory cells as it obeys the laws of gravity. A tilting 

of the head in any direction alters the gravity pressure of 

this substance on both sides of the head. In addition, this 

substance responds to movements in linear acceleration, cen

trifugal and coriolis for~es. 

Central Processing 

The central processor in man is obviously the brain. 

The brain is a very complex entity which has capabilities 

that man does not even utilize when he functions as a control-

ler. However, assuming that man can isolate and utilize 

only the portion of his brain necessary for him to be a 

controller, his central processor can be compared quite 

favorably to the central processing and memory units in a 

modern digital computer. He has the ability to place input 

information in either shot"t or long term memory and to use 

it as a basis for recalling past information and possibly 

comparing the present information with the past. 
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Additionally 7 he has the ability to logically and a~gebrai

cally manipulate this information 7 present and past, to 

formulate decisions that reflect his control strategy. 

Although it has not been possible to break the human brain 

down into subcomponents for individual scrutiny and classi

fication7 the control capabilities of man as evidenced by 

his central processor have caused a great deal of effort to 

be expended in trying to mathematically model man the con-

troll er. In ~hart, practically every type of controller 

available in control theory has been utilized to try to 

mathematically describe man. These efforts should be suffi

cient evidence to indicate that the human brain has a very 

formidable capability. 

Output System 

The output system is probably the most difficult to 

discuss in isolation. Any human output depends upon the 

operation of some part of man's musculature. The muscle 

system involves feedback at several levels 7 and all but the 

lowest interact with the central processing system. Thus, 

any response 7 whether it involves the speech musculature or 

an arm or foot output, is intimately tied to the operation 

of the system as a whole. 

At the muscular level in man 7 the operation c""n be com-

pared to a servo mechanism. A command, from the brain, is 

sent to the muscle of interest and an appropriate response 

is made. The response may be in the f'orm of muscle position 
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or time derivatives thereof, or it may be in the form of 

muscle force. Whatever the case may be, information regard

ing the response is fed back to the brain where the error 

between the desired output and the muscle response is com

puted and used as the basis for sending a new signal to the 

muscle. This process is continued until the muscle com-

pletes the desired output. 

Integrated System Output 

The discussions of the preceding sections have d~

scribed some of the functional aspects of man the control-

ler. Figure 3 is a diagram which has combined these 

functional characteristics. As an example of· how these 

functions are integrated and allow man to control, consider, 

the following discussion which depicts man as pilot who is 

presented with a disturbance only in the pitch axis and is 

required to make the necessary corrective maneuvers (10). 

Once a pitch deviation is detected, the perceived informa

tion is transmitted to the brain, which decides what kind of 

corrective maneuver should be applied to the controls to 

offset the disturbance. The brain sends the appropriate 

command to the motor elements of the body (muscle and sup

porting skeletal parts). ~he signal flow from sensor~ 

through the central nervo1,1s system to the motor inputs re

quire a measurable time, the average length of which is 

found to be approximately constant in all normal persons. 

This is called the reaction ti.me. Following perception of 



Sti mulu§. 
-

~ 

Input System 
(Receptors) 

Visual 
1 
I 
I 

. 
- I 

I 

Output System 
(Effectors) 

l I Arm and Ha 
Central I .=--,.--

~ Auditory - l Motor 
I Nervous I I System 
I System l -1, -

1 

~ I 
r 

I 
Cutaneous I I 

- -

I 
I --
l I 

Modalities 
I I ~ for Position ~ Feedback and Movement I -

f I I \ 1ft Paths 

I 
I 
I 

I 1 

Figure J. Integrated Block Diagram of How Man Functions 
as a Controller 

> 
Movement 

Leg 
-~ 

Movement 

Other 
Motor;_ 

-
Element 
Movement 

nd 



19 

the stimulus, the human controller apparently·performs two 

essentially linear operations: (i) a mental computation of 

the stimulus, or the weighing and summing of position, rate, 

and acceleration to achieve a basis for the decision to act 

and (2) an involuntary placing of definite physic~l limita

tions on corrective hand motions, which is caused by a 

neuromuscular, or motor, feedback loop. Although seldom, if 

ever observed without a reaction time delay, mental computa

tions do not require any conscious calculation by the pilot. 

The weighing, summing, and decision functions are similar to 

those used by the rope walker in balancing. The type of 

data used in mental computation can be identified with the 

stimulus receptors involved. The movement of the airplane 

with respect to the horizon is transmitted by the eyes as a 

signal proportional to the amplitude of the airplane dis

placement. Rate-of-movement information is sensed by the 

ear canals (viscous flow of the en.dolymph fluid) and the 

eyes (through peripheral vision). Finally, linear and angu-

lar acceleration. stimulates the vestibular organs of the 

inner ear and the proprioceptors of body muscles, tendons, 

and joints. 

The discussions of this section have been rather brief 

and, thus, somewhat limited in their segmented and inte-

grated descriptions of man. However 1 as was indicated 

earlier, the purpose of these discussions has been only to 

provide some insight into how man functions as a controller 

and, thus, allow an understanding of the arguments to be 



made in the next sections regarding his inadequacy and 

resultant need for augmentation. 

Man's Limitations as a Controller 
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As was stressed in the introduction, man is limited as 

a controllera The developments of this section begin by 

listing the limitations of man the controller and then close 

by comparing him to man as he might appear if he were an 

ideal optimal controller. By making such a comparison, it 

is possible to show why man's limitations suggest the need 

for augmentationa 

Perceptual Limitations 

Any dynamical information that man may perceive is 

uniquely related to a specific sensual modality. Consider-

ing only the direct perception of this information, the 

sensual modalities and their associated dynamical variables 

can be summarized as follows. At the visual level, man is 

limited to the perception of displacement and velocity of an 

external and referenced object relative to the displacement 

and velocity of his eyes. Acceleration and higher deriva-

tives for such objects are not t'ormed at the visual level. 

At the auditory level, man is limited to perceiving dynami

cal information through sound intensity, frequency, and time 

patterns a However 7 the total amount o:f usable dynaQtical 

information per unit time that can be perceived through 

this modality is very small, especially when compared to the 
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capabilities of the visual sense. At the cutaneous level, 

it is difficult to assess what dynamical information is 

available a Certainly temperature could be perceived dynam-

ically; however 9 the speed of response of' the temperature 

senses is relatively slow. Probably the most significant 

method of perceiving information with the cutaneous modality 

is through force feedback into the pressure modalities. 

However, the information perceivable per unit time with the 

pressure modalities is much less than with hearing. At the 

proprioceptive and vestibular levels, the dynamical informa

tion perceived is the position and movement of the differ

ent parts of the body for the former 9 and the rotation or 

linear acceleration and movement of the head relative to the 

rest of the body for the latter. Unfortunately, the infor-

mation perceived by the proprioceptive and vestibular 

senses when man is in an unnatural environment (e.g., an 

airplane) is often invalid and, thus, very misleading. 

Central Processing Limitations 

Although man certainly has limitations upon his central 

processing system, it is very di:fficul t to assess them. The 

reason for this difficqlty lies in the nature of man which 

makes it impossible to isolate his brain and accurately 

determine its capabilities" Presently, the most valid in

ferences about manvs computational and memory capabilities 

have been made with regard to his total information capac

ity. This capacity is determined empirically by use of 
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conununications theory and is, thus, beyond the scope of this 

thesis. How~ver, it will suffice to say that the reliabil-

ity of man's central processing capabilities is directly 

related to the amount of information that must be processed. 

Output Limitations 

The output system of man is probably the easiest to 

analyze from the standpoint of limitations. The outer ex-

tremities are generally used to effect any prescribed con-

trol. These extremities can be modeled by the common lumped 

parameter approach and, thus, lend themselves to analysis. 

Unfortunately, the nature of this extremities is such that 

they are mechanical systems which are primarily mass with 

very li ttl.e damping or spring resistance available ( 6). 

This mechanical nature causes the output to be limited to 

relatively slow response when compared to the high speed 

nature of' the brain and central nervous system. Although 

the slow response of these extremities poses a definite 

limitation to man's ability to control, it is assumed of 

secondary importance in the exposition of an optimal con-

troll er. However, it is important to point out that these 

output limitations are accounted for in the later propo~ed 

augmentation technique. 

Man as an Optimal Controller 

Since man func·tions as a dynamical controller, the most 

logical measure for his dynamical capability to control is 
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optimalityu I.f he can generate a control which can be 

termed optimal according to some performance criteria, then 

it follows that he is sufficient as a controller. On the 

other hand, if his control deviates significantly from the 

optimal, then his sufficiency as a controller must obviously 

be questioned. In support of the premise that man can be 

judged according to his optimality, several investigators 

have presented evidence which indicates that man the con

troller strives toward a self-optimization which leads his 

control to be near optimal subject to inherent limitations 

(11), (12L However, these limitations impose sufficient 

restrictions upon man to cause his optimal and sub-optimal 

abil.ities to control to diverge to "not-so-optimal" to un

stable for dynamical devices whose complexities exceed the 

relatively simple. 

As a f'u.rther illustration of the comparison between man 

and man the optimal controller, consider man ·1.n-v-'olved: in a 

simple tracking task. Figure 4 shows a scalar block diagram 

of man as the controller of a dynamical system for which the 

output, z(t), is required to track a reference input, R(t). 

The difference between the input and output is presented 

visually to man as an error, E(t), which is to be minimized. 

Man takes visually perceived information such as E(t) and 

E(t) and then utilizes these two pieces of information as 

the basis for formulating his control strategy. 

In comparison, Figure 5 illustrates the same dynamical 

controlled element as was shown in Figure 4. However, the 
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operator has now been excluded from the diagram and the con-

figuration for the system error has been rearranged. This 

diagram is used in reference (17) to describe the tracking 

problem for which an optimal CQntrol can be found which min-

imizes the system error, E(t), ioeo, just as man the con-

troller strives to do. The optimal control for this 

tracking problem is found through use of· existing optimal 

control methods, e.g., Pontryagin 1 s Minimum Principle. But, 

in determining the control one finds that knowledge of all 

the dynamical controlled element states is necessary to the 

determination of optimal control. Figure 5 illustrates how 

an optimal controller might function; note that all of the 

dynamical controlled element states are f'ed into the 

controller. 

In contrast to the optimal controller, man the optimal 

controller as shown in Figure 6 is limited in his formula-

tion of optimal control. This limitation is due primarily 

to his lack of knowledge concerning the states of the 

dynamical element to be controlled" In effect, he only has 

indirect knowledge of two system states which he gains 

through his perception of E(t) and E(t) (i.e., E = R - z and 
o O 0 

E = R - z, where z and z are two state variables of the 

dynamical element to be controlled)" Additionally, if he is 

physically p~rticipating in the system output, z(t), or the 

error, E(t), then he might be al;lle to percei.ve one more 

variable, f(t), by virtue of his vestibular sense. If it 

can be assumed that existing optimal anal.ysis methods are 
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indicative of what information is required to specify opti

mal control, then it can be concluded that man is only able 

at best to formulate sub-optimal control because of his per-

ceptual limitations. Thus, he is limited to the formulation 

of a control based upon the knowledge of only the three 

error states just mentioned. If the dynamical state of the 

system being controlled cannot be described by these vari

ables, then he does not have total information. 



CHAPTER III 

FUNDAMENTAL DEVELOPMENT 

The important conclusion reached in the preceding chap

ter was that man is l~mited as a controller. The logical 

deduction to be made from this conclusion is that man's 

ability to control must be augmented before he can become 

optimal. The pursuit of a design philosophy for a system 

which augments man is the purpose of this thesi.sa In keep

ing with this purpose, the objectives of this chapter are 

to: first, establish what characteristics are desirable in 

a system which augments man and can be specified as require

ments for a design philosqphy; next, review and discuss past 

attempts to design augmenting systems; and finally, present 

the concept to be pursued in the development of a design 

philosophy for a system which augments man's ability to 

control. 

Statement of the Problem 

The prime motivation behind arriving at the need for a 

system to augment man has been the failure of his control 

capabilities to compare to those of an optimal controller. 

It is logical to expect that a system which has the capabil

ity to augment man's control should necessarily be able to 

29 
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make the "augmented man" perform as an optimal controller 

(i.e., given a dynamical n,.achine to control). Thus, the 

prin1ary characteristic required for the augmenting system 

will be that it be able to assure that the total man-machine 

system will always have optimum performance according to 

some predesignated criteria. 

In the earlier discussion upon the sufficiency of man 

the controller, it was implied that even if man had the per

ceptual capab;ility to detect the necessary informat:i,on to 

formulate an optimal control, he would lack the ability to 

formulate it. He quite probably would be either unable to 

adequately handle the required amount of information flow 

from his sensors, or upon receiving the information at the 

higher centers of his brain be unable to process all of the 

information which would be required to compute an optimal 

control strategy, or both. Since the quantity of state in

formation required for form~lation of optimal control is 

dependent upon the dynamical order of the machine to be con

trolled, it is apparent that an augmenting system should 

make man somewhat independent of the machine to be con-

trolled. In other words, man should be able to control any 

dynamical machine without any unrealizable demands being 

made upon his computational ability. Stating this as a re-

quired characteristic, the augmenting system should be such 

that it will permit man to co;ntrol any dynamical machine no 

matter how dynamically simple or complex it may be. 

Another equally important point not mentioned earlier 
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is that man is subject to various degrees of mental and phy

sical taxation depending upon the dynamical complexity of 

the machine which he is controlling. For example, if he is 

controlling a machine which requires either a considerable 

mental or physical effort or both, then he tires very 

easily. The duration of his ability to produce "good" con

trol is limited; and if it is over-extended, he then begins 

to perform quite poorly. Conversely, if the machine to be 

controlled is very simple, then man might easily be bored 

and become dissatisfied with his task. Thus, another re-

quired characteristic for the augmenting system is that it 

freely allow the designer to permit man to be as dynamically 

simple or complex as the situation requiring augmentation 

might warrant. 

The next characteristic to be required is that the 

augmenting system be subject to analytical design. A;t.though 

this requirement is not a direct benefit to man the control

ler, it does greatly influence the ease with which an aug

menting system can be devisedo Additionally, an analytical 

design technique is more likely to be a direct design route 

to the "best" augmenting sy~tem than the obvious alterna

tive, the trial and error approach. 

The final characteristic to be required of the aug

menting system is that it increases man's ability to control 

by recognizing and compensating for his perceptual and 

dy:namicc;tl limitations. This requirement is somewhat apart 

from the others in that it could easily be interpreted as 
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the definition of the purpose for a system which augments 

man. However, its need is mandatory. If the perceptual and 

dynamical limitations of man are not compensated, then the 

initial purpose for augmenting man is defeatedo Addition

ally, this compensation must be had without affecting the 

assumed limitations on his behavioro 

In summary, the characteristics are such that they will 

require the augmenting system to: 

1. Assure that the total man-machine system will 

always have optimum performance according to 

some predesignated criteria. 

2. Permit man to control any machine no matter 

how dynamically complex it may be. 

J. Allow the system to be designed for any 

dynamical model of man. 

4. Be subject to analytical design. 

5. Extend the control capabilities of man by 

recognizing and compensating for his per

ceptual and dynamical limitations. 

These requi~ements will be used as design goals for the aug-

How-menting syste~ to be proposed later in this chapter. 

ever, before this proposal can be made, it is first 

beneficial to consider and disc~ss the attempts that have 

been m~de in the past to develop systems which extend man's 

capabilities to control. 



Past Attempts to Extend the Capabilities 

of Man the Controller 

Aided Control 
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Aided control is a method whereby man the controller 

can control complex machine outputs through simple re

sponses. The main application of aided control is in 

tracking systems (Figure 7) where the system input (desired 

output) is a constant rate (ramp), constant acceleration, or 

some constant higher derivative term. For more simple or 

more comp~e~ inputs than these, aided control in contrast 

to unaided control generally results in poorer system per

formance and/or requires an increased number of control re

sponses from the operator (3, 19, 20). 

Figure 8 illustrates how an aided system functions. In 

the ~calar block diagram of Figure 8, acceleration aided 

control is obtained by feeding all controlled element dynam

ical variabl~s forward and algebraically summing them with 

the controlled element output. Aided control for dy;namical 

machines of a lesser or higher order is obtained by feeding 

the machine variables forward in a similar manner. Ille 

"rule of thumb" for aiding is to feed forward variables un

til the numb~r of terms fed forward exceeds by one the 

derivative of the input which is constant. Thus, for a step 

input, the number of terms fed forward should be two. The 

key to successful aided control lies in the proper selection 

of the aiding constants, i.e., K1, Ka, and K3 of Figure 8. 
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Unfortunately, these constants must be confirmed experimen

tally for each specific situation. 

Aided control has met with some success with gun fire 

control devices under the name of "rate aiding". A similar 

applicable area is radar tracking systems wherein man is re

quired to track airplanes which are moving at a more or less 

constant velocity. However, with the exception of the very 

specific areas of application mentioned in the above discus

sion, aided control is not a desirable means for extending 

man's capability to control. If the "constant" input re-

quirements for the aided system are not met, then aided con

trol becomes a hindrance rather than a help. 

Quickening 

Quickening, unlike aidin$, does not affect the system 

output but only changes the ;information displayed to man the 

controller. A quickened display is an attempt to ~implify 

the man's task by providing him with a single display re

quiring a minimum of mental computation on his part to 

achieve a desired output (J, 8, 19, 20). In effect, the 

quickened display is supposed to tell man where to position 

his control. A scalar block diagram of a system which il-

lustrates quickening is shown in Figure 9. Note that 

quickening is provided by algebraically summing the con

trolled element state variables together, once they have 

been acted upon by an appropriate gain, and then subtracting 

the sum from the system input. Once again, man is required 
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to minimize the resulting error, but this time the error 

represents the difference between the system input and the 

quickened information rather than the difference between the 

system input and the controlled element output. 

Ideally, quickening should be a very useful method for 

extending man's ability to control since it does in effect 

tell him where to position his control. If man the control-

ler (without quickening) were to formulate the same informa

tion provided him by quickening, he would first have to have 

all the system state variables displayed to him and then he 

would have to mentally sum and weigh them according to what 

he feels is the best control. Consequently, the net result 

without quickening would be a poorer system perf'ormance pri

marily because of the allocation of attention that man would 

be required to give to perceive the unquickened information 

and secondly, because of the dynamical complexity with which 

he must operate to make use of the unquickened information. 

In the laboratory situation, i.e., using analog simula

tors for the machine to be controlled, man has been found to 

give better system tracking performance with the quickened 

display than without ito However, the practical a~pects of 

the quickened display are somewhat dubious. The success of 

the quickened display is completely dependent upon the 

proper selection of the weighing constants (ioe., K1, Ka, 

and K3 as shown in Figure9). If these constants are not 

properly selected, then the man-machine system can easily 

be uncontrollable. Unfortunately, there is no simple, 
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analytical method for selecting these constantso They must 

be determined empirically. In a realistic situation, e.g., 

piloting an airplane, there is no time for adjusting con

stants until tbe best system performance is obtained. If 

quickening is to be of any practical use, the display con

stants must be known a prior~. 

Optimum Filtering and Prediction 

Wierwille (21) propo~es a method for applying optimum 

filtering to man-machine tracking control systems so as to 

improve their performance in tracking random waveforms. The 

fundamental idea contained in his presentation is that of 

using optimum prediction and filtering to overcome time 

lags, rise times, and. non-minimum phase characteristics in 

man-machine systems. Two approaches are taken.o The first 

speculates upon a system that incorporates optimum predic

tion in a way which utilizes t;h.e higher-order f'unctioning 

of man the controller by making available to him as much 

information as possible about tbe input waveform. This is 

to be accomplished by displaying the predicted input wave

forms and then allowing the man to decide how he sho~ld use 

this information for enhancing his own tracking abilities. 

A block of a sy~tem suggested for this approach is shown in 

Figure 10. The secpnd approach considers a technique which 

would maximize man's tracking ability by augmenting the dis-

play system. The fundamental proposition of this approach 

is to apply empirical optimization techniques to the design 
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of a human augmenting display without entering the man

machine control loop and, thus, affecting man 9 s variability. 

A series compensator which is proposed to accomplish the 

above propositi9n is illustrated in the block diagram of 

Figure 11. The compensator is in effect a filter which is 

to be experimentally adjusted for a test input until optimum 

performance is obtained; then, it is assumed that man the 

controller will no longer be subject to the taxing problerps 

of variability when the actual system input is encountered. 

Although both of the approaches to improving the man's 

tracking performance presented by Wierwille were not evalu

ated by him in any manner, they both appear to have definite 

possibilities for application. However, the application 

would only be helpful to man-machine systems wherein random 

appearing forcing function variations could be established 

as the main source of the man's control problems" An 

equally, if not more, important problem area is with the 

machine itsel:(. Too many machi:p.es require control which 

exceeds the capabilities of man, regardless o:f the system 

inputo Also~ even with the aid that might be gained from 

optimum :filtering and prediction, there are i;;till machines 

for which man can provide acceptable control" However, in 

providing this control, he is greatly overt_axed both mental

ly and physically beca~se o:f the amount of information which 

he is required to process and for which he is required to 

effect control. 
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Elkind (22) presents an optimal control method for pre

dicting information display requirements, man's control 

characteristics, and man's instrument monitoring behavior in 

realistically complex a;ircraft systems. Primarily, the 

method evolves from the use of optimal control analysis to 

mathematically develop the general theory for an optimal 

feedback controller which is to parallel the operative func

tions of man the controller a~ he controls linear dynamical 

machines. The development is based upon: (1) the use of 

existing linear models of man as a controller and as an in

strument monitor, (2) the assumption that man behaves in a 

manner which to him appears optimal~ and (J) presuming that 

(2) is valid, the use of a quadratic cost functional which 

is subjectively theorized to be indicative of what man 

would minimize. Their purpose of developing the general 

theory for an optimal feedback controller, considering only 

the prediction of information display requirements, is to 

permit a sensitivity analysis of the cost functional to 

determine what effect a variation of the feedback gains de-

termined from the optimal analysis will have. Since each 

optimal feedback gain is associated with a state variable, 

the importance of displaying a state variable to man can be 

determined from the gain sensitivity. Thus, if the cost 

functional is not very sensitive to changes in certain gains, 
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then it is po.!;!tulated that it is not very important to dis

play the associated .!;ltate variable'to man. 

Elkind applies his metpqd to the relatively simple 

example of a linearized dynamical model of an XV~5A VSTOL 

vehicle in the hover mode witp longitudinal motion only. 

The application indicated, with acceptable accuracy, what 

state variables should be exhibited to man the controller. 

By displaying this needed state informatioµ to man, Elkind 

provided him with the totfil amo4nt of information that man 

appeared to need to formulate optimal control. The example 

resulted in s.howing that man was able to formulate a more 

optimal control with more ~tate i~formation than he was able 

to without it. 

Elkind's work (22) ma~e~ t~e most optimum use of man by 

providing him with whatever state information he is found to 

needo However, man still has to perceive and process this 

information and then for~ul~te whatever control he deems to 

be optimal. ~hus, the total system is still limited to be 

no more optimal than man himself is. No augmentation is 

included to compensate for man's inability to be anything 

but suboptimal for many differ~~t controlled elements. 

Additionally, the optimization of man that is evident in 

Elkind's work may ass~re that the most effective use is made 

of man's control formulating capability, but there is no 

allowance made for the fact that he cannot physically main

tain high degre~s of effectivenes.!;l over lqng periods of 

time. The more complex the ~ontrolled element~ the shorter 
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is the length of time for which he can maintain this effec

tiveness. The method presented in this thesis not only 

assures that the total man-machine system will be optimal, 

but also makes a provisiqn to allqw ~an to operate at vari

ous degrees of effectiveness. 

Discussion 

In view of the original problem statement, the above 

works can now be summarize~. The metho~ of aided control is 

highly empirical ip. natu,:re and ~s limited to a very narrow 

range of system inputs and does not have any provisions for 

an optimal syste111 output (3, 19, 20). Quickening is some

what similar to the proposed work in the sµmmin.g and feed

back of the system variables, but in actuality it is an 

empirically basec;l 111ethod that requ:i,res gains to be adjusted 

until the ma11.-mach;ine system output is "better" (not 

optimal) than it was wi~hout quickening (J, 8, 19, 20). The 

optimum filtering and prediction of Wierwille (21) incorpo

rates prediction into the display using the reasoning that 

man needs a predictiq:r;;i. of what the $ystem input is. Addi

tionally, he proposes putting a filter on the system input 

and adjusting the filter until ma:Q.'s performance is opti

mized. However, both of these approaches require empirical 

adjustment and give no assur~nce of optimalityo The work of 

Elkind (22) is a successful attempt to determine what indi

vidual state information man must have displayed to him. 

However, even w;i. th this more complete display of information, 



the man-mach:i,ne system is :sti.1,1 limited to being no more 

optimal than man himself ~s, 

Proposed C::onoept 
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Ideally, an a~~mentin~ ~ys~em should formulate man's 

control strategy ~or him ~pd then tell him what to do. Such 

an augmenting system is propos~d for this study. First, it 

is necessary to esta~lish a majqr, yet {undamental assump-

tion. This assumptiQn is that a sta~:i,onary, linear dynami

cal model exists for both ma~ and the macqine. The primary 

reasonin$ behind ma~ing the m9de~ linear is to facilitate 

the development of' tn.(;! propQse4 concept. The specification 

for stationarity may seem sqm~what qvest:i,op.able in view of 

the fact that man is known to have a variable dynamical 

model which ~e can adjust to iet htm control many different 

dynamical elements. However, ~an is known to achieve model 

stationar:i, ty as he becomes experienced with a specific con

trol task. ln the event that ~~n does begin to vary his 

dynamical model in a control task, the variation will appear 

in the syst~m error which, ~n turn, is displayed to him. 

Since he is an pptimizing cQntroller, h~ will attempt to 

minimize the error and, thu~, return to his origianl dynami

cal model (i.e., tqe model for which the stationarity was 

implied). It is conceivable that man could introduce suffi

cient variation iµto h:i,s dynamipal model to cause the aug

mented system to fu~ctio~ non~~ptimally or perhaps go 

unstable. If this were to happen, it woµld be necessary to 
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include an updating pevice ~n tne au~menting system. Such a 

device would continuously monitor the co~troller's dynamical 

model and account fpr any mqdel variation by adjustments 

within tpe augmenting sySit~~· 

A configuration which illustrates the proposed concept 

in the form of an augmented system is shown in Figure 12. 

This illustration shows the aug~enting system as a device 

which formulat~s th~ cont~oi necess~ry for man to make the 

machine perform optimally. ~ce {ormulated, the control is 

compare~ to the man's output ~nd the resulting error is pre

sented as his :i,nputr Thus, he :o.eed only minimize the error 

by duplicating the control output of the augmenting system. 

He is no lon~er burqened with the tasks pf perceiving con

trolled element state infor~ation and formulating the con

trol strategy. 

The uniqueness and ad~antages of this augmenting system 

lie in its capability to be a~alytically designed by means 

of optimal control analysis te~hniques. Furthermore, the 

augmented man-maqnine sy~tem is assured of optimal output 

for any specific set of ma~hine dynamics. An existing or 

even hypothetical mpdel of man can be used in the design of 

the augmenting syste(ll. With this ca:pabil:i,ty, man can be 

very simple dynamicaliy, yet c9µtrol a very complex machine. 

Also, by specifying man's dyntjlm;ical model, the augmenting 

system is aut9matically designed to compensate for whatever 

perceptual and gynami~al li~~t~t:i,ons that the model de

scribes the m~m as hav.tng, HQ,wever, even with all of the 
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advantag~s qutlined abQve for the oper~tor, it is important 

to point out that he a~d his judgment are still required in 

the system. 

The propos~ct aµgme~ti~g system can readily satisfy the 

required characteristic~ spe~if~ed eari~er in this chapter. 

The remaining chapters are cqncerned with generalizing the 

proposeq system to the exte~~ th~t it will encompass the 

majority of man-machi~e srs~ems, d~veLoping a general design 

philosophy for this system, and t'inally analytically evalu

ating the philospphy b~ a~pli~ation to a series of example 

problems. 



CHAJ;>TER IV 

DESIGN fHIL,OS0Pli¥ FOR THE AUGMENTING SYSTEM 

The c<;mtril:rution fr~~ iany new design technique must lie 

in the develqpment of 4 gen~ral design philosophy to accom

pany it. This r~s~arch i~ no exceptioµ. A highly satisfac

tory concept for a system which augments man was presented 

in the previous chapter. The purpose of this chapter is to 

take th,is concept anq d~velop a general design. philosophy 

for it. 

The development must b~gin by fi~st defining a general 

state model which des«rr;ibes an "augmental:;>le" system as it 

would appear fpr th~ maj9rity of man-machine systems. In 

conjunction with this desc~iptiqn, a specific criteria about 

which the 11 augmentable 11 system pe;rformance can be extremized 

is investigated and then adqpted into a general criteria 

which cap be used for des;i.gn. With these two fundamentals 

thus specifted tpe problem £or the augmenting system becomes 

one of producing the necessa~y input to the man-machine sys

tem su.ch that the per:form~p.c~ criteria is extremized. The 

obvious metno~ of solution to this problem is optimal con

trol apalysis. Consequently, a general optimal control 

analysis scheme is adavt~d frpm existing methods and ex

pressed in a form whi~Q pe;rmits identification of 

50 
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augmenting ~ystem ri~q,uir,,..,,nts. Finally, by utilizing the 

ana;l.ysis scheme, ~n al$or;f,thnt for the desig:p, of augmenting 

systems is fprmulatect. 

in the liter~ture, anq, t~u~, Gonsidered in this study, are 

define~ as qompensatory ~~fcking systems, Figure 1J is a 

simple scalar block di~s~~ of such a system. An example of 

this system would Qe an autqmobile driv~r trying to make his 

velocity covrespcu::i.4 tp ,et Y2',lue on his speedometer.. The 

definition o:f compe11!!atpry t::t1,acldn,g a.rises from the fact 

that ma~ t~e cpntroiler ~~ req~~red, through a display of 

error, t9 ma~e the centr~ll,d 9µtput track~ referenced 

input. Sin~~ the trac~ln$ ~r~tem is tp be seriously consid

ered for augm~~tatie~ tn tQi~ ~tudy, several, more complex 

illustratiQns of thes~ syste~s are ~;resented belowo An ex

tended version of figure 13 is sbowp. in Figure 140 In this 

figur~ man has a singl~ i~put but is able to effect multi-· 

ple controlled element o~~p~~s, An example of this system 

would be an aircraft pilAt trying to comneusate his velocity 
. I ~ 

but at the same ti~e ch$~gi~~ bis altitude. Figure 15 

depicts man as betn~ ~ m~ltiple axis controller which has 

mu1.tiple inputs and mul.tip;l~ outputs. Here, an example 

would be a pilot ~imply flying an airplane and receiving 

inputs or errors :from ~ts l-'1struments. Note, however, that 

in Figur~ 15 ~ singl~ hµ,n~n qontroller is regarded ~shaving 
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a specific dynamical model for each of the inputs to the 

system. In Figure 16 the system is multiple input-multiple 

output, but as opposed to Figure 15, the controlled elements 

for each axis are regarded as being dynamically coupled. 

Again, the example could be an airplane . Finally, Figure 17 

is the most realistic and the most general illustration for 

the multiple input-multiple output controlled system because 

it depicts man as having internal information crossfed be

tween the axes for which he must provide control. Also, in 

this latter figure, the controlled elements are shown to be 

dynamically coupled. 

As opposed to the tracking problem, another man-machine 

system that is candidate for augmentation is classified as 

an output regulator. With this system, man the controller 

is required to make the magnitude of the machine output 

remain near zero as time increases. Fortunately for illus

tration purposes, this system is quite similar to the 

tracking system. The difference between the two arises from 

the fact that the output regulator system does not have a 

referenced input. Thus, if the tracking system has refer

enced input of magnitude zero, it is in effect an output 

regulator . 

The man-machine systems discussed in t he preceding 

paragraphs are the types which are considered for augmenta

tion. However, in their present form these systems ~re not 

acceptable for augmentation. The purpose of the proposed 

augmenting system is to generate an output which is desired 
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fr OD). man as tbe c 01+ t;ro l, l e:r ~nd then compa,re it with his 

actual output. To achieve this purpose, it is necessary to 

make sqme rear:n:1.n~ement s. 'f4e first step is to isolate both 

the mc;>del f'o:r man ~nd th~ ~ontrolled element as shown in 

Figure 18. Op.ce isolat~d, the man's output for each axis is 

fed bac~ and alg~Qraic~ily subtracted from its respective 

input. The resultant errop is then displayed to him as his 

input ~9r tpat axis. fig~re 19 illustr~tes this method of 

feeding ~ack for tbe general case of a man-machine system 

which, bas c:rossfee(j an,q n-aKes to be controlled. This re

arranged, qr more ~pe<;;j.fic~LLy, this 11 augmentable" form for 

the man~~acqine system is tbe foun~ation about which the 

augment;i,ng .system is destg:q.ed. 

~efevripg a~ain to Fi~~re 19 the system which is dia

grammecl is ve;ry general pe~~use of its capability for de

scribin~ the ~eali~tic, bµt complex, cros~feed and dynamic 

coupling that coµld occur in~ man-machine system. Con

versely, b~cause of this Je~erality, this diagram can easily 

describe tbe other, l~~s CQJJU,:>lex systems that are of inter

est to this repArt; thus, t:t,,e diagram .of Figure 19 is used as 

the basis for defining the gene:ral state model. 

In defining the state model~ it is convenient to con

sider t4e bloc~ diagra~ qf Figure 19 in the equivalent, but 

more me~ningful, for~ of the ~t~te qiagram shown in Figure 

20. By utilizing this d:i,~gnfl,m, the state 111odel is defined 

as: 

(4-1) 
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z(t) 
A 

~ C z (t) (4-2) --, . -~ 
where 

z(t) is a yector of dim~nsion (m1 +ma+ o o" + mr) = m1 

describing the system output. 

r is an inte$er number describing the number of 

axes to be co~trolled. 

m1 (i = 1, 2, •• ~, r) is an integer number 

defining the qimen~ion of the output vector 

for each axis. 
I 

is a vector of qimension (n1 + na + • o. + nr) = n 1 

descri~ing t~e system state. 

n 1 (i = 1, 2, ••• , r) is an integer number 

defini~g the dimension of the state vector 

for e~ch ~xis. 

C is a (m1 X ~T~ coefficient matrix relating the 

system state to the system output. 

~ ( t) is a vectqr of d.imei,sion r describing the 

desired i~~ut~ to the operator. 

A is a (n1 X n 1 ) cc;:,eff'icient matrix. 

B is a (n1 X r) coeff;i<;;ient matrix. 

At tbis point, it can 1;:>e assumed that, given a tracking 

or output regulator type ma~-machine system 1 it is possible 

to define a specific state model that defines either one of 

these systems as they would appear in "augmentable" form. 

The next logical step in the development of the general de-

sign philosophy must be to determine what performance 
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aspects of the unaugmented man-machine system need improve

ment and how they can be e~pressed in terms of existing 

performance criteria. 

Perfp~mance Criteria 

Generally s~eaking, there are three main performance 

criteria which are ~ommonly used in classical optimal con

trol theory. They are: (1) quadratic, (2) minimum time, 

and (J) minimum fuel. Of t~ese three, the quadratic cri

teria will be the primary consideration of this study. The 

other two criteria are equally important, but a worthwhile 

consideratio~ of them is beyond the scope of this thesis. 

The purpose of this ~ection is to consider the perform

ance requirements of the unaugmented man-machine systems and 

adapt to these requirements a suitable quadratic criteria 

which can be used later in the chapter to design the aug

menting system. As mentionep earlier, there are two partic

ular types of ;ma,n~machine §;ystems to be augmented; the 

tracking and output ;regulator systems. The improvement of 

the particular perfqrmanc~ requirements of these unaugmented 

systems is the main concern of the augmenting system. 

Specifically, the performances required from the track-

ing and output regulator systems are as follows: tracking 

the output of the system is to follow, as closely as 

possible, a referenced in~ut; 9µtput regulator - the output 

of the strstem is to ~emain as near zero as possible. 

these requirements are going to be enforced upon the 

Since 
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11 augmentable" system by the augmenting system, it is neces-

sary to consider the system diagrammed in Figure 20 as the 

basis for specifying the performance criteria. (NOTE: The 

performance criteria w~ll be developed concurrently for the 

tracking and output regulator systems.) However~ a more 

meaningful illustration can be had if the "augme:ntable" sys-

tern of Figure 20 is expressed as a vector block diagram and 

if a block d~agram of the proposed augmenting system infor-

mation flow is included. This augmented system is shown in 

Figure 21. 

The augmented sy5:1tem of Figure 21 is basically an out-

put regulator of the type found in reference (17). Thus, 

presuming the augme;nting syi;;tem will provide optimal con-

trol, it is quite simple to spec;ify a quadratic criteria 

which when extremized will assure that the output vector of 

this syste~ will remain near zero. Specifically, this cri-

teria can be expressed as 

It.t 
JO = i [ <~ ( t ) , Q ~ ( t ) ) ] d t 

to 
(4-J) 

where(,) denotes the scalar product of the vectors~ and 

Q ~, (to, tr) is the time interval of extremization and Q is an 

(mr X mr) positive definite constant coefficient weighting 

matrix. 

The output requirements of the tracking system make it 

somewhat more difficult to specify ~uc;:h a criteria for the 

system of Figure 21. It is necessary to incorporate an 
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additional feature into the augmented system of Figure 21. 

The diagram of Figure 2.2 illustrates this added i~eature. 

This diagram illustrates the output of the augmented system 

as being algebraically subtracted from the referenced input 

( designated R). The result is the error vector E (t). 

Obviously, if this error is extremized, it will remain near 

zero in magnitude. Thus, the desired output for the track-

ing system can be achieved. A criteria similar to Equation 

(4-J) can be defined as 

r 
tf' 

J T :;:; i, [ (E ( t) , Q E ( t))] d t. 
·to 

(4-4) 

It would seem that the parallel criteria of Equations 

(4-J) and (4-4) are sufficient to produce (using the yet to 

be presented results of the next section) the desired re-

sults for the two types of augmented systems. However, some 

further refinements are necessary, First of all, there is 

the practical consideration of control energy expenditure. 

The implications of Equations (4~3) and (4-4) are (again 

relying upon the yet to be presented results of the next 

section) that the desired control vector 2Si ( t) will be made 

to go to any extreme to guarantee that the performance 

desired of the au,gmented systems will be achie--ved. This is 

not very realistic. These extremes will often require an 

excessive amount of control energy expenditure. In terms of 

the capabilities of the physical hardware for the augmenting 

system, this expenditure is prohi,b:itive. Also 1 a more 
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important consideration is that the human operator must 

duplicate the required control and would 1 thus, be subject 

to excessive physical and mental fatigue iS this control 

energy is able to go uncheckedo 

To incorporate some control over the control energy 

expenditure, ·,tl, t is necessary to include another quadratic 

term into both of the performance ,criteriao To be specific, 

Equations (4-J) and (4-4) can be rewritten as 

and 

Jo 1 rtt' 
·- 2 [ ( z ( t) , Q z ( t)) + (~ ( t) , W xii ( t)) J d t 

'to. - -..-

J
t, 

Jr ::: i [ (E ( t ) 7 Q E ( t ) ) + (~ ( t ) , W xd ( t ) ) ] d t, 
to 

(4-5) 

(4-6) 

respectively. Where 2Si ( t) is the control vector and W is an 

(r X r) positive definite constant coefficient weighting 

matrixo The inclusion of this term, as shown in Equations 

(4=5) and (lt-6), causes the control energy to be minimized 

along with the output criteria, i.e., the criteria origi-

nally shown in Equations (4-3) and (4-4)~ when the extremi-

zation procedures to be presented in the next section are 

enf'orced. 

The second refinement to be considered deals with the 

terminal value of the augmented system output. In particu-

lar, there may be instances that arise where the output of 

the augmented system is required to be "near" a specific 

value at the terminal time t 1 • This feature is easily 



adapted into the augmented system by the inclusion of an-

other term into both of the performance criteria. 

Specifically, Equations (4~5) and (4-6) can be rewritten as 

. rt, 
Jo = i (~ ( t t ) , F ~ ( t f' ) ) + i__ [ (~ ( t) , Q ~ ( t) ) + (,?Ea ( t) , W ~ ( t) ) ] d t 

to 
(4-7) 

and 

. rt, 
JT ==i(E(t,), __ FE (t,)) +!Jto [(E(t),QE(t)) + (~(t),Wx11 (t))]dt, 

(4-8) 
' 

respectively. Where ~(tr) and E(t,) are the desired final 

values ot' z(t) and E(t), and F is an (mT X mr) positive semi-

definite constant coefficient matrix. If the terminal value 

of' z(t) or ~(t) is not of particular importance, then the 

value of F can be set equal to zero, and the remainder of 

the pert'ormance criteria can be relied upon to guarantee 

that z(t) and E(t) at time tr are not too far from their 

"not so important" terpdnal valueso 

Equations (4-7) and (4-8) are the final forms of the 

quadratic criteria as they are utilized in this report. The 

next step in the development is to specify a method that can 

be used to produce a control which will extremize these cri-

teria and at the same time produce sufficient information to 

design the augmenting system. 

Derivation of Mathematical Conditions 

for Design of Augmenting .Systems 

With the state model for the 11 augmentable" system and 
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the performanee criteria of the last section available, it 

is possible to move on to the next step in the development. 

Specifically, this step is concerned with determining how to 

generate the control xd. (t) necessary to extremize the per

formance criteria and at the same time precipitate suffi

cient information to desig:-r1 the augmenting system" 

The generation of the desired control 1S,_ ( t) and the 

consequent design o:f the augmenting system are the major 

sources o:f dif:ficul·ty encountered in the augmentation. This 

dif'f:icul.ty arises because the nature of the augmenting sys

tem makes the use of optimal control theory and the solution 

of the complex two point boundary value prob1.em associated 

with it an unavoidable necessity. Fortunately, the diffi-

culties involved with solving the two point boundary problem 

are eased greatly when the systems being analyzed are 

linear. Additionally, the use of linear systems permits an 

analytical determination of the components required in the 

augmenting system. As might be expected, the nonlinear sys

tem provides the major source of trouble. The two point 

boundary value problem is difficult to solve and the compo

nents of the augmenting system must be determined mainly by 

non-analytical means. 

Since the purpose of this research is to develop a 

general philosophy t·or the design of' augmenting systems and 

not to become involved in the problems that evolve from 

optimal control analysis, the developments of this chapter 

are made for linear models of man and the controlled element. 
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The purpose o.f this section is to :first present a 

method, Po:n.tryagin's Minimum Principle, by which the per-

formance criteria can be extremized and then specify how 

this method can be used to augment the output regulator and 

tracking systems (17). Once these specif'ications are made, 

various techniques f'or effecting their mathematical solution 

will be presented. 

The Minimum Principle of Pontryagin (17) 

In this study, the Minimum Principle will be used to 

specify in the parallel conditions necessary to determine 

the optimal outpµt from the augmenting system for both the 

output regulator and tracking systems. 

Before stating the Minimum Principle, a precise state-

ment of the control problem is necessary. The linear dynam-

ical system described previously by 

A A 
z(t) - Az (t) + B~ (t) 

II 
z(i::) - C z (t) (IJ:-2) 

on the closed .interval [to, i::;], tt' > to wil 1 be considered. 

At to, the initial time, 

II A 
~(to) -· zo 

II , 
is the initial state, and the final state z(t,) is not 

fixed. The functions 

L(~(t) ,~ (t)) and K(z;(t)) 



72 

for t.he output :regulator system a:nd the fu:nctio:r:u3 

L ( E ( t) , ~ ( t) ) and K ( E ( t) ) 

for the tracking system, defined in this study as 

L(~(t) ,.~ (t)) :.:: !(~(t) ,Q~ (t)) + !(xd (t) ,.~~,1 (t)) (4-9) 

K(z(t)) ::: !<~<tr) ,F~(t.f)) (4-10) 

a:nd 

L(.~(t) ,~ (t)) = t(E(t) ,Q.!£,(t.) + }(xd (t) ,~.Xi! (t)) (4-11) 

(4-12) 

are differentiable in z(t) and t, and E(t) and t, respec-

tivelyo F'urthermore, these functions describe the perform-

ance criteria given by 

and 

t 
Jo -- K(z(ti')) + J i'l{~(t),~ (t)]dt 

tc1 

( 4--13) 

(4-14) 

The problem :is to determine two d:ifTeren;t controls described 

by.~ (t) which minimize Jo and JT (NOTE: ,Jo and Jr repre-

sent two individual problems, thus a control ~ ( t) must be 

found to satisfy each.). 

Several assumptions must also be made before a state-

ment of' the Minimum Principle can be presented. These 
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assumptions are taken from reference (-17) which is also the 

source f'or the statement of the Minimum Principle of 

Pontryagi:n. First, let the state model of Equation (4-1) be 

defined in the equivalent, but more general form of 

,., 
f(~(t),~ (t))o (4-15) 

,. ' I\. ' . I\. ' 
Now, if f1(~(t),~(t)), fz(~(t),,2Si(t)), .•• , fttr(~(t),~(t)) 

,., . 

denote the components of f(~(t),2Si (t)), then it is as~umed 

that the ±~unctions 

i :::: 1, 2, ••• , nr 

and the functions 

L (~ ( t) , xd ( t) ) , oL (~(t),~(t)), oL (z(t) ,;xd (t)) :,; ot - -oz 

and 

L(E(t) ,~ (t)), oL (E(t),31(t)), oL (E(t),~(t)) oE ot 

are continuous in the vector space containing the vectors 
,., 

~ ( t), K(z(t)) ~( t), and scalar t. The terminal costs and 

K(E(t)) must be independent of t, and the functions 

K(~(t)), oK (~(t)), o8 K (z(t)) ,., "' ,. .., 
oz oz"' 

and 

K(E(t)), oK (E(t)), o2 K (E(t)) -· 
0~ 0~2 



must be continuous. 

The Minimum Principle of Pontryagin can now be stated 

from reference Ct?) for the assumptions above and for the 

special case of terminai cost. More specifically, the 

Minimum Principle is ~tated for the two problems to be con-

sidered in this study (i.e., the output regulator and 

tracking systems). The outp'-:1-t regulator problem can be 

formed as 

~ " ~( t) ·- f(~(t),~ (t)) 

" " ~(to) - ~ 

~(to) = Zo (4-16) 

!.c t1 ) ,- unspecified 

~( tf) :: unspecified 

t 
Jo 

_, 
K(~(t 1 )) + J fL(z(t) ,~ (t) )dt. 

to 
(4-17) 

The problem is to determine the control 3! ( t) which mini-

mizes the performance c:i:·i teria Jc: the control thai;: does so 

is designated~* (t). A i;;et of "adjoint" variables, .E,.(t), 

are introduced to play a role similar to Lagrange mµlti-

pliers in differential calc~\us. Also, a scalar function 

called the Hamiltonian is defined by 

" " Ho ( ~ ( t ) , ~ ( t ) , E. ( t ) , ~ ( t ) ) ::: L ( ~ ( t ) , X11 ( t ) ) + (E. ( t ) , f ( ~ ( t ) , 

~(t)))). 

The Minimum Principle of Pontryagin can now be stated for 



the output regulator problem as follows (17): 

Let xd*(t) be an admissible control which drives 
the system of Equation ( 4-16) from the initial 
point (!(to),to) during the time interval (t0 ,t~). 

A - ' Let ~*(t) b~ the state trajectory and ~*(t) be t~e 
output trajectory corresponding to ~*(t) origi
nating at (lo-,to) and (zo ,to) respectively. In 
order that ~*(t) be optimal for the performance 
criteria (4-17), it is necessary that there 
exist a function .:e..*(t) such that: 

ao .E..""(t) corrisponds to ~*(t) and !'~(t) so that 
.:e..*(t) and ~*(t) are a solution of the 
canonical system 

oH(z*(t) ~*(t) n*(t) ,.~*(t)) - OE.. - '- ,._. ,.:.:c. 

oH A · 
:;: -( Z * ( t) Z * ( t) n * ( t) X * ( t)) 

A - '- ,.:. '~ 
.:e.*(t) 
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0~ (4-18) 

b. 

c. 

A fl 
~(to) = ~o 

A 
The function H(~*(t) ,~*(t) ,.:e..*(t) ,.?E,d*(t)) has 
an absolute minimum as a funct:i,,on of ~* ( t) 
at ~ ( t) o:: ~* ( t) for t in [ to , tr J. -

A 
The function H(z*(t) z'~(t) n*(t) x *(t)) . - '- '= '~ 
satisfies the relations 

A Jti' ,H ( z * ( t) z ,:, ( t) n * ( t) xd~' ( t) ) == -- ,_ 1.:,. ,_ 

· to 
A 
z':'(T) n*(T) x""(T))d'l'. - '.c.. ,_d ' 

oH( ··() - Z"' T ot - , 

Similarly, the tracking problem can be formed as 

£ct> 
A 

- !. (~ ( t) ,2Si ( t) ) 

A A 
~(to) ::= ~o 

!(to) = Eo 

A 
~(tr) -- unspecified 
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E(tr) = unspecified 

(4-20) 

The problem is to determine the control~ (t) which mini-

mizes the performance criteria JT: the control that does so 

is designated ~1 (t). Again, a set of adjoint variables, 

.E_(t), are introduced. The Hamiltonian is defined as 

· A A · 
Hr (!(t) ,~(t) ,.E_(t) ,~ (t)) = L(E(t) ,~ (t)) + (12.(t) ,£(~(t)~~{t))). 

The Minimum Principle of Pontryagin can now be stated for 

the tracking problem as follows (17): 

Let xl ( t) be an t;idmissible control which drives 
the system of Equation (4-19) from the initial 
point (!(to),to) during t~e time interval 
(t~t1).- Let i*(t) be the state trajectory and 
E*(,.;) be the error trajectory corresponding to 
3-~ ( t) originating at (_!o, to) and ( Eo, to) 
respectively. In order that x~ (tT be optimal 
for the performance criteria T4-20), it is nee~ 
essary that there exist a functio~ .E.*(~) such 
that: 

a • .E.*(t) corresponds to ~~(t) and ~~(t) so that 
.E.*(t) and i*(t) are a solution ~f cannonical 
system 

~*(t) = ~~(!*(t) ,~*(t) ,.E.*(t) ,x~ (t)) 

f*(t) 
oB (E*(t) ,,i*(t) ,.:e.*(t) ~~*d (t)) :: - -:;:-"11"' oz 

!(to) A = zo 

.:e.<tr) 
oK' · 

= o~: (E*(tr)) 

b. The functipn H(E*(t) ,_!*(t) ,.:e.*(t) ,~~ (t)) has 

(4-21) 



an absolute minimum as a functio~ qf :x:* (t) 
at ~ ( t) =:x:1 ( t) for t in [ to , tt]. - d 

cD The function H(_~*(t) ,~*(t) ,E.*(t) ,.2£*d (t)) 
satisfies the relations 

H(E*(t) ,!*(t) ,E.*(t) ,3S~ (t)) = 

rtr oH ' 
- .lt0 ot (E*('f),,i*(.,-),E_*('1"):x;~('T'))d'f 

' ' ' 

H(E*(tr),!*(tr),E_*(tr),2£1(tt)) = 0. 

77 

With these two statements of the Minimum Principle, it 

is possible to continue on to the augmentation methods of 

the next two sections. However, before ~ontinuing, it 

should be pointed out that the a~ove statements are intended 

only to present a usable knowledge of the Minimum Principle. 

More rigorous developments and proofs are available in 

reference (17) and other texts on modern Gontrol theory. 

The Minimum ~rinciple ~nd the Output 

Regulator System 

In this section, the conditions of the Minimum Princi-

ple are applied to determine the canoni9al equations, i.e., 

Equation (4-18), for the 11 a1.1gmenti:tble" output regulator sys-

tern of Figure 20. Once thei:;e equations a,re obtai.t~ed, their 

solution is effected in a later section ~nto the form of an 

optimal feedback system that can be used to design the out-

put regulator augmenting system. 

The state model for the 11 augrµenta~le 11 output regulator 

system is given by 
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~ " ~(t) =A~(t) +~~(t) ( 4-i) 

" ~(t) :C~(t). ( 4-2) 

More generally, Equation (4-1) can be written as 

~ " ~(t):::, f(~(t),~(t)). (4-15) 

The performance criteria ts given by 

<~ ( t) 'w ~ ( t) ) J dt (4-7) 

or, more generally, 

rtf 
Jo== K(z(tf)) + .Ito L[~(t),~(t)]q.t. (4-13) 

Now, by as$uming that an optimal ~ontrol exi$ts for any 

initial stat~, the Minimum ~rinciple can be used to obtain 

the necessary conditions for optimal control. The 

Hamiltonian fo:r the output regul;=ltor system is given, by 

(B 2$d ( t) ~.E. ( t)) . ( 4-22) 

The adjoint vector .E.(t) is the solution of the differential 

equation 

:e_(t) = oH -". oz 
(4-23) 

If Equation (4-2) is substituted into Equation (4-?2) to 

yield 
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Ho "' i- ( C i ( t) , Q C ~ ( t. ) ) + i (~ ( t ) , W ~ ( t ) ) + (A ~ ( t ) , E. ( t ) ) + 

(B~ (t),E_(t)), 

then the differential equation of Equation (4 ... 23) can be 

reduced to 

where the superscript T in4iAates the transpose. Addi-

tionally, from the statement of the Minimum Principle it is 

apparent that the following condition must hold 

oH 
0~ = o. (4-26) 

This condition leads to 

( 4-27) 

which, in turn, can be rearra~~ed to give 

(4 .... 28) 

Note that the earlier specified requirement that W be posi-

tive definite insures that W- 1 exists. 

The reduced canonical equations can now be obtained by 

first substituting Equation (4-28) into Eq~ation (4-1) to 

obtain 

(4-29) 

A combination of Equation (4-29) with Equation (4-25), i.e., 



80 

E. ( t) :: -CT QC ~( t) (4-25) 
- --T"' 

produces the canoni·cal equations as a set of linear hornoge-

neous differential equations which have the boundary condi-

tions of 

,.. ,.. 
~(to) - JlO (4-JO) 

and 

(4-Jt) 

Equations (4-25), (4-29), (4-JO), and (4-Ji) represent 

the set of canonical equations which must be solved to ob-

tain the optimal control~ (t) for the output regulator 

problem. The solution of' this pi;-obl.e~ as. presented by these 

equations will simultaneously produce the state trajectory 
,.. 
~(t) and the adjoint trajectory £(t). Once the adjoint 

trajectory is obtained, it can be used in conjunction with 

Equation (4-27) to obtain the desired control~ (t). 

The function of the augmenting system should now be 

more apparent. Given the optimal control 351 (t) from the 

solution of the canonical equations, the purpose of the 

augmenting system is to generate this cc;mtrol by making use 

of' the state information from the "augm~ntable" system. 

Unfortunately, the solution of the cannonical ~quations for 

the optimal control 351 (t) is more difficult than it appears. 

The solution ent~ils solving t}J.e difficult two point 

boundary problem. The solution of this problem and the 

determination of the augmenting system requirements will be 
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the subject of' a later section. Meanwhil-e, the Minimum 

Principle and the tracking system will be covered. 

The Minimwn Principlfa and the Tra~king System 

In this section, the conditions of the Minimum Princi-

ple are applied to determine the canonical equations, i.e., 

Equation (4,..21), for the 11 augmentable 11 tracking system of 

Figure 220 Once these equations are obtained, their solu-

tion is effected in the next section into the t'orm of an 

optimal feedback system that can be useq to design the 

tracking augmenting system. 

The state model for the "augmentable" tracking system 

is given by 

(4-1) 

A 
~(t) =C~(t) (4-2) 

or, more generally, Equation (4.-1) can be written as 

!(t) 
A 

-- f(~(t) '~ (t)). (4-15) 

The performance criteria is giv~n by 

(4-8) 

or, more generally, 

(4-20) 



Again, by assuming that an optimal control exi.sts for 

any initial state, the Minimum Principle can be used to 

obtain the necessary conditions for optimal control. The 

Hamiltonian f'or the tr;icking system is given by 

Hr== !(E(t),QE(t)) +!(3$! (t),}!.2.d (t)) + (A.,i(t),.E_(t)) + 

(B2Si (t),.E.(t)). (4-32) 

" If the relationship~ E(t) == R(t) - ~(t) and ~(t) = f...!(t) are 

substituted into Equation (4-32), the result is 

" " Hr ::.-:!((R(t) -f_~(t)),Q(R(t) -.£~(t))) +!(~ (t),:!!~ (t)) + 

" (A~(t),.E_(t)) + (B~ (t),,E.(t)). (4-JJ) 

Thus, the adjoint differential equation 

.E_(t) :: (4-23) 

can be evaluated as 

' 
(4-J4) 

Additionally, from the statement of the Minimwn Principle, 

it is apparent that the following condition must hold: 

'c)H a~ -- o. (4-26) 

This condition again leads to 

(4-27) 
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which can be rearranged to give 

(4-28) 

The reduced canonical equations can now be obtained by 

first substituting Equ~tion (4-~8) into Equation (4-1) to 

obtain 

(4-29) 

A combination of Equation (4-29) with EquAtion (4-J4), i.e., 

(4-J4) 

produces the canonical equations for the tracking system as 

a set of linear homogeneous differ~ntial equations which 

have the boundary conditions of 

" ~(to) - ~o (4-39) 

and 

(4-J6) 

Equations (4-29), (4-J4), (4-J5), anq (4-J6) represent 

the set of' canonical equations which must be solved to ob-

tain the optimal control~ (t) for the tracking problem. 

The next step in the development is to e:xamine the meth,ods 

of solution for the two ~oint boundary value proble~s pre-

sented by the canonical equations of the output regulator 

and tracking systems. Once effective methods of solution 
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are obtained, then the augmenting system can be designed to 

produce the desired control. 

Solution of Two Point Boundary Value Problems and 

Determination of Augmentin$ System Requirements 

It is at this point in the study that the earlier 

specified requirement for linearity in the models of man and 

the controlled element comes into importance. The $Olution 

of the two point boundary value problem is greatly simpli

fied when the canonical equations are descriptive of linear 

systems. Additionally, the generation of the optimal con

trol by a feedback type system, such as i~ implied by the 

augmenting systems of Figures 2t and 22, is greatly tacili

tated and easily implemented when the canonical system is 

linear. 

The difficulties involved in solving the two point 

boundary value problem presented by the canonical equations 

stated earlier arise from the fact that there ~re no known 

values of the initial conditions given for the adjoint sys

tem. Thus, if classical methods of splving differential 

equations are to be employed to solve the canonical equa

tions, either an analytical solution must be obtained which 

is independent of the numerical valu~ of the initial condi

tions, or a trial and error approach must be used to solve 

the canonical equations for the proper trajectorie$ by 

guessing at the adjoint variable initial conditions (a more 

systematic approach to this trial and error solution is 
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given in reference (23)). However, a third alternative as a 

method of solution e;x:ists if the linear system being opti-

mized can be provided the optimal control by a feedback sys-

tern which processes and feeds back state information. 

Obviously, this alternative approach is' of interest here. 

With this alternative method, it is possible to obtain a 

closed form solution for the canonical equations, i.e., 

Equations (4.-29) and (4-J4). The net result of such a 

closed form solution is to allow the augmenting system for 

both the output regulator and tracking systems to be e;x:-

plicitly designed. 

Output Regulator System 

Returning to the canonical equations for the output 

regulator system (Equations (4-29) and (4-25)) f'or illustra-

tion, it can be assumed that the solution trajectories, 

" ~(t) and ;e,(t), for these equations are related by the 

expression 

" .E_(t) = K(t)~(t) (4..,.37) 

where tis an element of [to,tr] and K(t) is a symmetric 

Cny X nr) matrix ( 13). The implications of Equation ( 4-37) 

can be seen more clearly if it is substituted into Equation 

(4-28) to yield 

~ Ct) (4-38) 

For further clarity, Equation (4-J8) can be implemented into 

Figure 21 to produce the augmented system diagram of Figure 
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23. The importance of the relation given br ~quation (4-37) 

as a means to de~ign the augmenting system should now be 

apparent. If a matrix K(t) ~an be found whi~h satisfies 

Equation (4-37), then the augmenting system can be readily 

designed. The solution for K(t) is the subje~t of the pro-.,_ 

ceeding paragraphs. 

If Equat~on (4-37) is differeptiated with respe~t to 

time, the following relation results: 

. ,. . ~ 

;.e_(t) :;:: K(t)~(t) + !_(t)~(t), (4-39) 

Again, Equations (4-29) and (4-25) c~~ be w.ritten as 

(4-29) 

and 

(4-25) 

Now, if Equation (4-.:n) is substituted i:nto Equation (4-29), 

the following +elatio~ is obtained: 

1< t) :;: (4-40) 

Similarly, the substitution of Equat~o~ (4-40) into Equation 

(4-39) yield13 

(4-41) 

and the substitution of ~quation (4~37) into Equation (4-25) 

yie;Lds 

(4-42) 



Combined " 
"Augment~ble" l!_(t) 

Man th~ Cop.troller._._,.,__,,,...-...J 
a:p.d Controlled 
Element Modeli;; 

Augmenting 
System 

Figure 23. Ve,ctor Diagram o{ Augmented Output 
Regulator System Showing 
Compo~~nte for Augm~nting 
System 

87 
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Finally, if Equations (4-41) and (4-42) ar~ equated, the 

result is 
T 

o A 
(K(t) + K(t)A- K(t)BW'"" 1 B1 K(t)+ A1 K(t) + cTQC)z(t) = O ( 4.,.43) - - - - _ __,, - ~ ~ - - ............ - -
fort, an element of [to,trJ. Now, if the system trajectory 
A 
~(t) can be assumed to be non-tr~vial, then the following 

relation must hold: 

0 

K(t) + !(t)A - K(t)~!" 1 B1 ,!(t) + AT!(t) + CTQ_£:;: Q• 

(4-44) 

Furthermore, if Equation (4-J7) is su.bstituted into Equation 

(4-J1), the following boundary condition can be had 

( 4--r45) 

The differential equation given by Equat;ion (4-44) is 

in the familiar form of the matrix Riccati equation. If 

this equation is solved, the result is to produce the de-

sired gain matrix K(t). Unfortu,nately, th~ computation of 

K(t) is not as easy as it may seem. First of all, the 

matrix Riccati equation is nonlinear and will, thu$, for all 

practical purposes, require a digital computer to effect its 

solution (However, if the orger of K(t) ie small, i.e., 

n 1 < 3, it is possible to obtc1,in an analytical solut;ion; see 

reference (24)). Secondly, the matrix Riccati equation, 

when solved will produce unstable solution trajectories 

unless it ;is integrated backwards in time. However, if the 

digital computer is used, it is possib~~ to overcome these 



difficulties and obtain K(t). 

Solution for K(t). To obtain a set qf trajectory 

values for K(t), ~quation (4-44) must, in general, be solved 

by utilizing a digital computer integration subroutine 

(Note: This type of subroutine is readi\y ~vailable with 

any science oriented digital computer.). The method of 

solution differs from that of an ordiA~ry linear or non-

linear equation in that the matrix Ricatti equation must be 

integrated from the final value at time tt given by Equation 

(4-45) to the initial value of time to. To accomplish this 

feat, it is necessary to uti+ize a ne$ative integration time 

step. However, the use of such a time $tep presents no 

computational difficulties. Once the trajectories for !_(t) 

are obtained, then they can be utilized in conjunction with 

the augmenting system as shown in Figure 23 to produce the 

desired control~ (t). 

The solution for !Ct) is a simple m~tter of substi-

tuting the appropriate values for the coefficient matrices 

into Equation (4-44) an~ then integrating the resulting set 

of first order differential equation~ utilizing the boundary 

conditions of Equation (4-45). To illustrate how this solu-

tion is obtained, a simple e~ample is worked b~low. However, 

before considering this example, a special case for the 

Ricatti equation which can greatly simplify the design of 

the augmenting system is investigated. 

Special Case for the Ricatti Equation. A special case 
I f I t 

exists (see reference (17) for further details) for which 



the value of !_(t) in Equation (4-44) c~n be assµmed to be 

constant. Specifically, when the value of the final time 

t, can be assumed tp be very large and the value of 

K( t,) = 0, then K( t) can be asS,umed to be ~quc;tl to tpe con

" 
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stant coefficient matrix K. Consequently, the time deriva-

tive, K(t), from Equation (4-44) beco~e~ zero and Equation 

(4-44) can be written as the set of nonlinear simu~taneous 

equc;ttions 

With this special case in effect, the Vc;tlue of K(t) as 

needed in the augmenting system of Fi~ure 23 becomes con-

stant and the augmenting system gain is np longer subject to 

time variation. 

Although additional discussion is needed regarding the 

conditions which underlie tne validity qf assuming a con

stant !(t), this discussion is postponed until the example 

problem is worked. The e~ample problem will be solved for 

" " both K(t) and! and is used to help exe~plify when .,!Scan be 

used with validity. 

Example. As an exaµiple, conisider tbe non-augmented 

system as illustrated by the sc~lar block diagram of 

Figure 1.3, where the input R = 0. The operator transfer 

function is assumed to h~ve the form (23), (4) 

and the controlled eleme~t transfer function the form (25) 
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Ge ( s) = 1. (4-48) 

Now, by utilizing the transfer function information just 

given and the configuration sha'VTt by the block diagram of 

figure 19, the "augmen,tflble" system blqck diagram can be 

drawn as shown in Fi,gure 2.4. By making use of block d:i.agram 

algebra and then solving for the over-all transfer function, 

the "augmentable" system equation can be written as 

b " " z = -z + '.X;(! ; z (to) ,:: 0. (4-49) 

Utilizing this equation, the state model as described by 

Equations (4-1) and (4-2) can be writt~n as 

where 

" ~ = z 

A, = [-1] 

B :;, [ 1] 
-,,. 

C :;: [1]. 

The performance criteria c~n be ~efined by 

(4-50) 

(4-51) 

(4-52) 

. tt 
Jo = i <~ ( t t ) , !:.. ~ ( t f ) ) + t I

O 

·· c <~ ( t ) , Q ~ ( t ) > + <~ ( t ) , w .!d ( t ) ) J d t 

where 

F = [OJ 

s :;: [ 1] 

(4-7) 

(4-53) 
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W = [.01]. 

The above value for the matrices can be substituted 

into Equation (4-44) to yield 

0 

K + K[-1] + [-i]K - _![1][.01J- 1 [1]K + [1][1][1] ~ 0 

(4-54) 

or 

K - 2K - 100Ka + 1 = 0. (4-55) 

with the boundary condition of 

!_(tr)= f_TF.£= O. (4-56) 

If a value of tr = 2 is selected, the equation defined 

by Equation (4-54) can be solved by backwards integration 

using a digital computer integration .routine as mentioned 

earlier. The solution for K(t) obtained by using such an 

integration routine is shown in Figure 24. 

The solution trajectory shown in Figure 24 represents 

the time variant gain K(t) which must be utilized in the 

augmenting system of Figu~e 23. With this gain and the 

appropriate values for the matrices Wand Bin use, the 

augmenting system can be made functional. 

It is important to note at this point that the "steady 

state" portion of the trajectory shown in Figure 24. This 

"steady state" region is a characteristic which is generally 

exemplified by solutions of the matrix ~icatti equation. 

The implications of this characteristic are that the solu-

tions K(t) to the matrix Ricatti equation approach a 



constant value after an initial (remember that the Ri~atti 

equation is integrated backwards) transient interval. Thus, 

except in the transient region, the value of K(t) can be 

assumed constant. 

The discussiqn of the preceding paragraph supports the 

earlier made simplification which allowed K(t) to be assumed 

" equal to the constant K for large value of tt. The simpli-

fication stated that, if tt is large and the final time 

weighting matrix, F, is zero, then the variaQle, K(t), can 

be set equal to zero. for the example unqer consideration 

this simplification allows Equation (4-55) to be reduced to 

"a " 100K + 2K - 1 = 0. (4-57) 

The solution to this equation is 

t :,.0905. (4-58) 

Note that the value indicated by Equqtion (4-58) corresponds 

to the steady state value pf K(t) as indicated in Figure 24. 

It should now be evident that the desired final value 

of the state variable ~(t) plays~ significant part in 

determining whether or not the matr=i--x K(t) can be considered 
' ....,. 

constant. If the weighti11-g matrix, F, in the performance 
' ,.... 

criteria of Equation (4-7) can be set equal to zero thus 

free ~(t) from achieving any specifi~ final value, then for 

most systems K(t) can be taken to be a constant coefficient 

matrix. Thus, it is possible to determi;ne the con.!;ltant 

" matrix value of K( t) ,, i.e. , K, f9r a specific system frpm 



Equation (4-46) and then utilize this co11-sti:'tnt coefficient 

matrix, as opposed to the time variant ~atrix K(t), in the 

augmenting system. Obviously, the use Qf this constant 
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coefficient matrix significantly simpi!fi~~ the implementa

tion of the augmenting system. 

Summary. The purpose of the above discussion has been 

to provide a simple and direct method for deriving the aug

menting system requirements for lineaT man~machine output 

regulator systems. By usi;ng the matr~x Ricatti equation and 

its supportin$ mathematical conditions, the above purpose 

was accomplished and then illustrated through the solution 

of simple example problem. With this method for deriving 

the augmenting system requirements at pand, it is possible 

to progress on to the de:i;-ivation qf the augme;nting system 

requirements for the man-machine tracking system, and 

finally, to the statement of a general algorithm which is 

applicable to the design of augmenting systems for both the 

output regulator and tracking systems. 

Tracking System 

The method of augmentation for the tracking system 

closely follows that of the output regulator system. How

ever, an exception does arise in that the tracking system 

requires a referenced i;nput to be followed. This exception 

is discussed in the proceeding development. Returning to 

the canonical equations as described by Equations (4-29) and 

(4-34) for illustration, it can be assumed (17) that the 



solution trajectories are related by the expression 

,. 
.12.(t) :::; !(t)~(t) - _g,(t) (4-59) 

where tis an element of [to,tt], K(t) is a symmetric 

(nr X nr), and _g,( t) is a co],umn vector of dimension nr. The 

implications of Equation (4-59) can be seen more clearly if 

it is substituted into Equation (4-J8) to yield 

(4-60) 

For further clarity, Equation (4-60) can be co~bined with 

Figure 22 to produce the augmented system diagram of Figure 

25. The relationship give~ by Equatiqn (4-59) is equivalent 

to that given by Equation (4-37) with the exception of the 

additional term $(t). This additional term appears in 

Equation (4-59) because it is needed to force the a~gmenting 

system to compensate for the referenced input which the aug-

mented system is r,eq1,1ired to track. On~e the variables 

,!f_(t) and $(t) are determined, then the augme~ting system can 

readily be designed. 

As was the case with the output regulator system of the 

previous section, the trac~ing system can be augme~ted if a 

matrix K(t) and additionally if a vector K(t) can be found 

to satisfy Equation (4-59). Tpe sol~tion for !(t) and K(t) 

will be the subject of the subsequent paragraphs. 

If Equation (4-59) is differentiated with respect to 

time, the following relation results: 

. . ,. ~ 

.12.(t) = K(t)~(t) + !(t)~(t) .. _&(t). (4-61) 
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Again, Equations (4-29) and (4-34) can be written as 

(4-29) 

and 

(4-34) 

If Equation (4-59) is substituted into Equation (4-29), the 

following relation is obtained: 

i(t) (4-62) 

Similarily, the substitut~on of Equation (4-62) into 

Equation (4-61) yields 

• A 
;e_(t) = (K(t) + K(t)A(t) - K(t)!!,!° 1 ~T~(t) ),!.(t) 

+ !_(t)BW"" 1 ~\i(t) -,&(t) (4-63) 

and the substitution of Equation (4-59) into Equation (4-34) 

yields 

E. ( t) (4-64) 

Finally, if Equations (4-6J) and (4~6~) are equated, the 

result is 

' A 
(K(t) + K(t)A- K(t)BW"" 1 B~K(t) + ATK(t) + crQf)~(t) = 

i<t)- (K(t)BW"" 1 BT -AT)_a(t) +CTQR(t) ( 4-65) 

fort, an element of [to,tf]. ~ow, as long AS an optimal 

A 
solution exists, Equation (4-65) PllJ.f?t hold for all ~(t), 

R(t), and to Thus, it is possible to conolud~ that 



·9_9_ 

and 

Furthermore, the boundary conditions may be derived from 

Equation (4-59) and Equation (4-J6) as 

(4-68) 

and 

( 4.., 36) 

However, since Equations (4-68) and (4-J6) must hold for all 

f,. I 

~(t 1 ) and g(t,) it is possible to concl~de that 
! 

and 

(4-70) 

The differential equation given by ~quation (4-66) is 

identical to that given in the previous section by Equation 

(4-44). The method of solution is the same also, so the 

solution for !(t) is not covered again in this section. 

The major emphasis of the proceeding paragraphs is upon ob-

taining a solution, ~(t), for Equation (4-67). 

A point that should be made befqre proceeding is in 

regard to the a priori knowledge required of the tracking 

input R(t) in the backwards integration solution fo:r;, ,g,(t). 

Obviously, the need for tli,is ~nowledge and the req\lirement 
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for backwards integration pose a severe li~itation upon the 

development of a tracking type augme~ting system when suffi-

cient information cannot be obtained to describe or predict 

the nature of R(t). When R(t) is deterministic, i.e., step, 

ramp, etc., and thus kno'Wll. a priori, it is possible to re-

define the state variables of Equation (q-1) such that they 

include R(t). This inclusion reduGes th~ tr&cking problem 

to an output regulator problem and, thus, ~limipates the 

need to solve for .&(t). However, wh~n ~(t) is non-.,... 

deterministic, it is very difficult to obtain knowledge of 

the f~uture values of R( t) so t];;lat they can, be incorporated 

into the backwards integrat:j.on solution f'or ,&(t). The 

approach that must be taken when de~ling with non-

deterministic inputs is to examine th~ statistical nature 

of R( t). If the statistical parameters of R(t,) (An example ...... 

of an R(t) possessing good statistical parameters is the 

wind; e.g., an airplane being perturbed £roman equilibrium 

state by the wind.) are kno'Wll, then it would be possible to 

predict the future values of R(t) and, thus, incorporate 

them into a forward integration sol~tion for .&(t). The 

investigation of the statistical nature of R(t) and the for-

ward integration solution for .,g,(t) is an area which defi~ 

nitely warrants further study. 

Solution for g(t). As was the case in solving for 

K(t), the solution for _g_(t) must l::)e obtained by utilizing 

backwards integration via a digit~l computer integration 

routine. However, as can be seen in Equation, (q-67), the, 
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solution for K(t) is depenµent upon the value of !(t). 

Thus, it is necessary to compute K(~) ppiqr to or at least 

simultaneously with the solution fo~ ~(tl- Tpe solution for 

.s.(t) can be greatly simpl:ified if' the value of K(t) can be 

assumed to be tqe earlier 
,, 

mentioned con~tant K. Once the -. 

solution trajectories for K(t), or! if possible, and K(t) 

are obtained, then they qan be used in conjunction with the 

augmenting system of Figure 25 to p~oduce the desired con-

trol ~ ( t). 

The solution for _g(t) is~ simple m~tter of substitut-

ing the appropriate values for the co,fficient matrices into 

Equation (4-67) and then integratip.~ 1:he resulting set of 

first order differential equations utili~ing the boundary 

conditions of Equation (4;..-70). To illustrate how this solu-

tion is obtained, the example of the ppevioqs section is 

adapted into the form of a t,:riacking system an¢l then solved. 

Example~ The example of the previous section is 

easily adapted into a trac~in~ system (~ee Fi~ure 1J) if the 

value of the referenced input is assumed to have s9me value 

other than zero. Specifieal~y, ~his e~ample ts assumed to 

have a referenced input of a unit step, i.e. , R :i:: 1. The 

state model for the "augmenta1;,le 11 system remains the same 

as before as defined by Equations (4..,.50), (4-51), and 

(4-52). 

The performance criteria is define4 by 
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where 

r = [oJ 
T" 

Q = [ 1 J (4-71) 

w = [. o:i.]. 

The above values for the m~trices can be subst.;i.tuted into 

Equation (4-66) to yield the same e~p~e~sion as given by 

Equation (4-55) in the previous exc\Dlple, If these values 

for the matrices are substituted into Equation (4-67), the 

result is 

g(t) - (K(t)[1][.01J-l.[1]..., [-1]g(t) + [1][1][1] =0 (4-72) 

or 

g ( t) - ( 100K ( t) + 1) g ( t) + 1 :;: 0 (4-73) 

with the boundary condition of 

g(t, > + .s.r!.s<t, > = o. (4-74) 

If the example of th~ previous sec.ti.on is considered 

and the same final time, t, = 2, is used, th.en Equation 

(4-73) can be ~olved concurrently with Eq~ation (4-55) by 

utilizing backwards integration. Ali:;ho'1gh this integration 

is easil:y carried out by utiliz.;i.ng a qigital computer, its 

solution is not pursued here, Instead, Equ~tion (4-73) is 

solved under the assumption that the value pf K(t) has the 

constant value as defined in the pr~vio-µs exaJnple. The sim-

plification allowed by makin~ this ~ssum~tton permits g(t) 

to be easily determined an~lyt.;i.cally, yet it still. 
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illustrates the role that g(t) has with the augmented 

tracking system. 

By taking the value of K(t) to be the constant 

" K = -0905, (4-58) 

~quation (4-7J) can be written as 

g(t) - 10.05g(t) + 1 = 0~ (4-74) 

with the boundary condition of 

g(t,)::;Q. 

The solution to Equ,ation (4-74) is obtil:linec;l t,hrough back-

wards integration and is shown illustr~ted by the trajectory 

shown in Figure 26. 

By making use of t~e con~tant value assumed for K(t) 

and the solution trajectory obtained for g(t), it is possi~ 

ble to implement the augmeDrtat;ion of' th~ e:xa~ple tracking 

system. This system, when au,g~ented, appears as shown in 

Figure 25. 

S~ary 

As was ;indicated in the prece~ing dev~iopments on the 

output regulator and tr~cking system~, the purpose Qf this 

section has been to provide a method whereby the two point 

boundary value problem could be solved and ~imultaneously 

provide sufficient mathematica~ information tp desi$n the 

augmenting systems. This purpose was accqmpiished by the 
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use of the matrix Ricatti equation for the output regulator 

system and by the use of the •atrix Ricatti and another 

associated matrix equation for the tracking aystem. With 

these methods for solution of two point boundary value prob

lem and for design of augmenting system• available, it i• 

now possible to move on to the final development of thia 

chapter. This development is the formulation and stat .. ent 

of the general algorithm for the derivation of augmenting 

aystem requirements for linear man-machine ayatema. · 

An Algorithm for the De,isn 

of Au1111entin1 Syat ... • 

Th• proc1dur1a outlined in thia aection awnmariae in 

alaorithm form the detailed diacuaaion• re1ardin1 the appli

cation ot the method tor au11111ntin1 9Yatem deai1n preaented 

in the prec1din1 aectiona. Th• type ot aan .. achine ayatN1a 

to which the tollowina procedure• are appJicable are tho•• 

which are adequately modeled by linear, ti•• invariant, 

ordinary ditterential equation•• In 1•~eral, th••• proce- · 

dur11 are oriented to th• analytical deaian ot an au .. entin1 

ayatem. 

Select the Model tor Man 

Th• initial atep in the deailfl ot the aupsentina •Y•

tem, i.e., aaauming a device to be controlled is available, 

muat be for the deaigner to apecify the dynamic model which 

he desire• man to have in hia augmented r.ole. Specifically, 
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the selection of the model for man is dependent upon what

ever dynamic simplicity is desired of him~ If it is 

desired for man to be able to control a complex dynamical 

system with dynamic ease, then a dynamical model which 

depicts him as a simple controller (e.g., a dynamic model 

of man as he provides the control for a pure gain element in 

a simple tracking task) shoutd be used qs his model in the 

design of the augmenting system. 

As was indicated, the selection of th~ desired model 

for man is the primary step in the design of the augmenting 

system. However, unless the desired model is known a priori 

it may :first be necessary to gain a basic knowledge of what 

does and does not represent a simple model fpr man. 

Although a review which would provide such a basic knowledge 

is beyond the scope of th~s thesis, the reader can become 

sufficiently familiar with dynamical models ot man by re

viewing reference (5) ~~d its contribu~ing references. 

Obtain the State Model for the 

"Augrnentable" System 

The next step in obtaining the augmenting system re~ 

quirements is to arrange the selected model for man and the 

assumed existent device to be controlled into the form of 

thf;l ''augmenta'ble" sy1:,1tem as progressively shown ill, Figures 

18, 19, 20, and 21. As the figures indipate, the arrange

ment into this form is a simple matter of inserting the 

models for man and into their respeytive block diagrams and 
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then feeding back his output as shown. 0:n,ce this 

"augmentable" form is obtained, then the resultant system 

can be defined by the following state model: 

£Ct) = A_i(t) +!!_~ ("tr) (4-1) 

A 
z(t) =£~(t). (4-2) 

(The vectors and matrices appearing in these equations are 

defined as to their function earlier iµ this chapter.) 

Define the Augmented System 

Performance Criteria 

The next step in augmenting is to d~fin~ the quadratic 

criteria by which the augmented system performance is to be 

extremized. Two general performance criteria are available 

for this ~xtremization. One is for the pµ~put regulator 

man-machine system a;nd is given by 

t 
JO = ; <~ ( t t ) , F ~ ( t t ) ) + i I f [ <~ ( t ) , Q ~ ( t ) ) + <.!,d ( t ) , W ~ ( t ) ) ] d t • 

· to 

( 4-7) 

The other is for the tracking man-machine system and is 

given by 

ih 
Jr= !(E(tr) ,f_E(tr)) + i J t [ (E(t) ,,9.E(t)) + (~ (t) ,w 2S:t (t)) ]dt. 

to 
( 4-8) 

Again, the definitions for the vectors aµd matrices in these 

equations are presented earli~r ~n this chapter. 

It is apparent from Equatipn (4-7) and (4-8) that some 
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discretion must be used in selecting the co~fficient values 

for the respective weighting matrices. There are an infi

nite number of possibilities for selecting these coeffi

cients for any given man-machine system to be augmented, and 

the magnitude of the coefficients sele9ted often has a pro

nounced affect on the optimal response of the man-machine 

system. 

Although the selectio~ of the proper coefficients for 

the weighting matrices can become quite involved, there are 

some simplifications which can be made whi~h are valid for 

the majority of optimal systems. First qf all, the weight

ing matrices of Equations (4-6) ~nd (4-7) ~an be as~umed to 

be either diagonal matrices which individually have equal 

coefficients on the major diagonal, or t~ey can be assumed 

to be zero matrices. Seeon~ly, a general +µle of thumb can 

be used which states that the regulator oqtput or tracking 

error should be weighted 50 to 100 times ~ore than the 

control (17). If these simplificatious do not produce 

desirable outputs when used, then it may be ~ecessary to 

experiment with different values for the m~trix coefficients 

until desirability is obt~ined. 

Determine the Resvective Ricatti Equation 

Depending upon whether the system to be augmented is 

either an output regulator system or a trac~in~ system, the 

next step is to either determine the coefficients for the 

matrix Ricatti equation or for the matrtx Ricatti aµd its 
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associated matrix equation. If 1\1.e system is an output 

regulator, then the matrix values from Equation (4-1), 

(4-2), and (4-7) are used to define the coefficients in the 

matrix Ricatti equation as gtven by 

with the boundary conditions of 

(4-45) 

Similarly, if the system to be augmented is~ tracking sys-

tern, then the matrix values obtained from Equations (4-1), 

(4-2), and (4-8) are used to define the coefficients in the 

matrix Ricatti equation given by 

(4-66) 

and the associated matrix equation given py 

(4-67) 

with the boundary conditions given by 

and 

(4-70) 

Solve the Ricatti Equations 

If the system being augmented is of the oµtput regula-

tor type, then the next step is to utilize the method of 



110 

backwards integration as mentioned earlier- ta solve the 

matrix Ricatti equation as given by Equatio;n (4-44) to ob-

tain its solution trajectory, K(t). 

If the system being augmented is qf the tracking type, 

then it is necessary to µtilize the methoq of backwards 

integration to simultaneously solve the matTix Ricatti equa-

tion as given by Equation (~-66) and its associated matrix 

equation as given by Equation (4-67) to o~tain the solution 

trajectories K(t) and K(t). 

If the final value of the system trajectory, i.e., 

" ~(tf) for the output regulator system and E(tr) for the 

tracking system, is not significant and if the final time 

tr is large, then it is possible to obtain the constant 

" value for !(t), i.e., K, from the simultaneous nonlinear 

equations given by 

--k B W- 1 BT -k + i A + AT! + CT Q C = 0 --.,...... - - -- - - ...,.. -..,.-

for both the output regulator and tracking systems. 

" 

(4-46) 

Once the value of K is obtqined, it can be used in 

place of K(t) for both the output regqlator and tracking 

" systems. In the latter case, K can b~ used in conjunction 

with Equation (4-67) to aid in the solution for K(t)~ 

Use the Ricatti Solutions to Specify 

the Augmenting System Gain 

K(t) 

By making use of the solutions obtaineq for either 

" or K(t) and ~(t) or!, it is pos~ible to specify the 
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gain required of the augmenting system to be able to gener-

ate the optimal and desire~ output~ (t). lf the system 

being augmented is qf the outpu~ regµlator type then, as is 

illustrated in Figure 23, the gain for the augmenting system 

is obtained by combining the time variqnt matrix K(t) with 

the constant coefficient matrices -W- 1 a~d Br. The result 

of this combination is to pro~uce th~ augmeµting system gain 

as the time variant matrix -W- 1 BTK(t)~ When the state ...,.. --
variable !(t) is interjected into the augmenting system, the 

optimal output~ (t) is generated. If the Ricatti solution 

K(t) can be assumed to be the constant!, t4en the augment-

ing system gain can be ta~~n to be the time invariant matrix 
II 

-W"" 1 BTK. This latter assumption makes the augmenting system 

much simplier because of the time invariance of K(t). 

If the system being augmented is of the tracking type, 

then the augmenting system output is obt~ineq by first, 

combining (see Figure 25 for illustration) ~he time variant 
II 

matri:x; K(t) with the $ystern state variabl~ z(t) to produce -
" the vector !(t)~(t); then, subtracting the vector ,&(t) from 

the vector 

difference 

" K(t)~(t); 

" (!(t)~(t) 

and finally, combi~ing the resultant 

- .s_(t)) with, the matrice$ -W- 1 and Br 

' " to produce -W-1,!f(K(t)~(t) - _g_(t)) as the def;d,red augmenting 

system output~ (t). Again, the augmenting $ystem can be 

greatly simplified if K(t) can be taken to qe the constant 

In summary, the developments of this chapter have been 

concerned with providing the basic mathematical and optimal 
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control theories that are necessary as tools in establishing 

the method for designing h'lllllan augmenting systems. The use 

of these theories has permitted an analytical approach to be 

taken to specifying the requirements for $ystems which per

mit man to be capable of providing coµtrql to dynamical sys

tems which will cause their qutput to behave in an optimal 

manner. This method goef;I far beyond thqse discussed in 

Chapter III by permitting the system designer to not only 

design the augmenting system analytically b'y having control 

over the dynamical requirements that will b~ made upon man, 

but also by being able to assure that the system being con

trolled by man will have an optimal ~~tpµ~. Additionally, 

the control over man's dynamical requirement~ allows his 

perceptual and dynamical abilities tote compensated to 

whatever degree the designer may desire. 



CHAPTER V 

APPLICATION OF THE METHOD 

Several example problems which illµstr~te the applica

tion of the method for augmentation deveiope~ in the previ

ous chapter are presented and di~cus~ed in this chapter. 

The purpo~e of working these examples is to: show how the 

algorithm for designing augmenting systems is utilized; 

verify the importance of the optimal control theory as a 

basis for designing the augmenting sy~tem and at the same 

time verify the importance of being able to augment; and 

finally, illustrate the utility of the method developed for 

augmentation. 

The examples presented were chosen primarily to illus~ 

trate that the requirements imposed upon the proposed method 

for augmentation were achieved. The p~oblems include: 

1. A simple single axis system which is intended 

to show how the algorithm of the previous 

chapter is applied. 

2. A dynamical controlled element ¥hich man is 

unable to control without augmentationo 

Thus, a dynamical model must be cbps~n fo~ 

man and then he must be augmented to be 
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able to o~timally control this normally 

unstable system. 

J. A multi~axis system in which man is ~equired 

to control mpre than one axis. The purpose 

here is to show how man can be augmented in 

the more diffic"\t to control mµlti~axis 

situation. 

4. A VTOL aircraft which is depicteq as a multi

axis system with crossfeed is ~equired to 

hover when it is disturbed by a gust of wind. 

A model must b~ selected for man, and he must 

be augmented to b~ able to cqntrol the simu

lated aiTcraft with optimality. 

5. A Ford Motor Company, series 755 Backhoe is 

discussed as a ~ossible candidate for augmenta

tion. This discu~sion is present~d as a conse

quence of resecl,rch don~ by~- (;i 1 E. Maroney 

and this author (see reference (26)). 

Ex~mple One - Single Axis, 

Simple Controlled 

Element 
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The first example is intended only to show how the 

algorithm of the preceding chapter is utilized. The con

trolled element and model for man were chosen from reference 

(27) on the basis of the ~ynamical simplicity of the con-

trolled element. It was experimentall,y shown that,man was 
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quite capable of exerting the control necessary to make the 

output of a dynamical system defined as the transfer 

function 

(5-1) 

track a referenced input (27). Figur~ 27 illustrates the 

system confi~uration. Tb~ transfer fun~t~on obtained for 

man in exerting this control was 

.93 
= ( 1 + • 14s )2 • (5-2) 

The nature of the re:ferenqed input was tP Ju:~ve been "random 

appearing'' to eliµiinate the precogni tj.ve al?;i.li ties of man. 

To achieve this 1'ra:n.dom appearing" natµ,re, the input was 

selected (27) to be 

10. 

R(t) = l K~ sin wit (5-3) 
f =l 

where 

K3 = • 314 2 , j = 1 , 2 , ••• , 5 

WI = -157, .262, ,39,3, .602, .969, 1,.49, 2.54, 4.0J, 

7.57, 1J.8 for i = 1, 2, ••• , 10, resp~ctively. 

The valu~s of these coefficients were sel~cted to allow the 

input to have a root-mean-squared amplitude of 0.5 ~ta 

roll-off freq1,lency of 1,5 rad/sec (f'or further deta;i,ls see 
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reference (28)). A time trajectory of this input is shown 

in Figure 28. 

The first step in the algorithm is to obtain the model 

for man. «owever, for this example, the model is ~lready 

known and is given by Equation (5-2). The next step is to 

obtain the state model for the 11 augmentable 11 Siystem. To 

obtain this system, it is necessary to first eliminate the 

feedback path shown in Figure 27 to produce the diagram 

illustrated in Figure 29a. Next, man'~ output is fedback to 

obtain the "augmentable" Siystem a~ shown in Figure 29b. 

Now, the state ~pdel fo~ this system can be qbtained ~y 

first defining the traµsfer relationship obtained from 

(5-4) 

as 

(5-5) 

and then utilizing block diagram algeb~a to produce the 

relationship 

100 (5-6) 
s 2 

+ 14. Js + 98. 47 

which can be e~ressed in the time dom~in as 

z = -14, Jz - 98. 47z + 100~ . (5-7) 

The state model for the 11 augmentable" system can be written 

from Equation (5-7) as 
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where 

A A 
= A z ( t) + B 3Si ( t) ; ~ ( to ) = 0 

A 

B 

A 
z(t) =.£.z(t) 

- ~9:.4J 
= c:J 

C ~ [i O]. 

[:.J 

I 
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(4-1) 

(4-2) 

With the state model thus defined, it is possible to view 

the "augmentable"syi;;tem as shown in Figure 29c. 

The next step is to <;1.efine the performance criteria for 

augmentation. Since tne system under consideration ~s of 

the tracking type, the performance criteria can be defined 

from Equation (4~3) as 
I 

I 

Jr =ff(E(t,);f_E(tr)) +i Jtr[(E(t),QE(t)) + (,?fd (t),W.!4 (t))]dt 
to 

(4-8) 

where 

F _ [O] 

Q = [ 1] (5-9) 

(Note that the weighting matrix for the error, Q, is tOO 

times greater than the weighting matrix for the control, W.) 
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Given the performance index and its weighting func-

tions, it ts possible to define the Ricatti and its associ-

ated matrix equation as 

(4-66) 

and 

(4-67) 

with the boundary conditions of 

(4-69) 

and 

(4-70) 

where the weighting matrices are as defined by Equations 

(5-8) and (5-9). The substitution of the$e matrices into 

the above eq~ations yields the set of first order differen-

tial equations 

(5-10) 

• s a Kaa -10 K~a + 2(K1a - 14oJKaa) = 0 

with the boundary conditions of 

K1 :i. ( t t ) = 0 

K1 a ( tf ) == 0 (5 .... 11) 

Kaa (tt) == 0 

for the matrix Ricatti equation. 
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The associated matrix equation can be written as the 

set of first order differential equations 

(5-12) 

with the boundary conditions of 

g1 (tr) = 0 

(5-1J) 

ga ( t f) = 0. 

The next step in the procedure is to solve th~ Ricatti 

and associated matrix equations. To effect this solution, 

it was first necessary to choose a final time. A considera-

tion that must be made in selecting this time is the nature 

of the tracking task. The nature of the referenced input is 

such tha"j: it could be r~presentative of indefinite periods 

of tracking. As a consequence, the fin~l time was assumed 

to be sufficiently large to allow K(t) to be assumed to be 

constant. Thus, in keeping with Equation (4-46), Equation 

(5~10) can be rewritten as the set of simultaneous nonlinear 

equations 

(5-14) 

s "a " " ) 10 Ka a - 2 ( K1 a - 14. JKa a = 0 

whose ~olution is 



123 

(5-15) 

A 
Kaa = J.OJ02 X 10- 6

• 

These values for i make it possible to solve for _g_(t) with-

out the simultaneous solution of K(t); however, some defi~ 

nite, finite value is needed for the final time if an exact 

solution is to be obta~ned. It is possible to assume a 

different value for the t, associated with £(t) than for the 

tr associated with K(t) in the situation where the latter tr 

can be taken to be very large (17). Obviously, the advan-

tage of this assumption is that it allows ~(t) to be con-

stant, yet permits a time trajectory to be found for _g_(t). 

The value oft, was chosen such that 

(5-16) 

ga ( 15) = 0. 

This value was chosen only because it allowed a finite range 

of tracking to be observed. In an actually implemented ap-

plication, the value oft, for £(t) should be chosen to 

correspond to the desired time interval of tracking. By 

utilizing these final boundary conditions and backward inte-

gration upon the digital computer, the solution trajectories 

for £(t) were found to be as shown ~n Figure JO. 

The next step is to use the Ricatti constants and the 

A 
associated matrtx equation trajectories, i.e., Kand _g_(t), 

to implement the augmenting system gain. This implementa-· 

tion is accomplished by using the equation 
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~ (t) 
fl 

_ -W- 1 BT (K(t)3:_(t) - _g(t)) (4-60) 

which,with the proper values substituted in for the weight-

ing matrices, becomes 

2Sd ( t) = -100 ( !1 a z1 ( t) + !a a za ( t) - g2 ( t) ) • (5-17) 

This equation can be incorporated with the 11 augmentable 11 

system to produce the diagram illustrated in Figure 31, 

This diagram depicts how the augmentation could be accom-

" plished through algebraic operations once the constant Kand 

the variable _g(t) are determined. The result of using this 

augmentation is shown in Figure J2n Also shown is the re-

sult obtained without augmentation. Note that both the aµg-

mented and non-augmented system outputs closely track the 

reference input even though the augmented system registers a 

lesser performance index. It is marginal as to whether or 

not augmentation is needed with a system which tracks this 

well on its own. However, as was pointed out at the first 

of this section, the ~ystem was chosen for augmentation only 

on the basis of its dynamical simplicity 1;tnd concurrent ease 

of application for the augmentation proceduren The next 

example will deal with a system in obvious need of 

augmentation. 

Example Two - Single Axis, Unstable 

Controlled Element 

Example two is a clear illustration of a dynamical sys-

tern which requires augmentation. In reference (27), tt was 
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shown experimentally that man could not provide st~ble con-

trol for the controlled element defined in transfer function 

form as 

1 
=~ (5-18) 

while tracking the referenced input defined by Equation 

(5-J) in Example One (This tracking situation is shown in 

Figure 27.). However, if it is assumed that Equation (5-18) 

defines a dynamical system which requires human control 

while tracking this input (The pitch control of a helicopter 

is an example of such a third order integrator, and it is 

known (8) to be extremely difficult to control when the 

pilot has only pitch information fed back to him.), then it 

is necessary to augment man by utilizing the method described 

in this research. Again, referring to the algorithm of the 

previous chapter, it is first necessay to select a model for 

man. Here, the decision must be made as to how dynamically 

simple or complex man should be in this application. It 

would seem that a relatively simple dynamical comple~ity 

would be desirable. Referring again to reference (27), a 

transfer function which describes man in a seemingly pain-

less, yet comfortably challenging situation (i.e., when he 

is causing the output of a simple integrator to accurately 

track the input defined by Equation (5-J)) is defined by 

48(s + .0625) 
s ( s + 25) (5-19) 

The "augmentable" system is again obtained by going through 



129 

the steps illustrated in Figures 29a and 29b to produce the 

relationship 

(5-6) 

which is evaluated for this example as 

z 48 ( s + • 0625) 
xd = s 3 ( s 2 + 73s + 3) • (5-20) 

The corresponding state model as diagrammed in Figure 29c is 

!(t) " " (4-1) = A z( t) + B ~ ( t ) ; ~ ( to ) :;:: 0 

z(t) " (4-2) = C ~(t) 

where 

0 1 0 0 0 

0 0 1 0 0 

A = 0 0 0 1 0 

0 0 0 0 1 

0 0 0 -3 -73 

0 

0 

B = 0 (5-21) 

48 

-3501 

C = [1 0 0 0 oJ. 

The performance criteria can again be defined by 

JT =i(E(tr),FE(tr» +lf.tr[(E(t),QE(t}) + (:,i: .. (t),W"L (t})]dt 
, - - 'to - -- .......,. - ~ ( 4-8) 
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where 

F = (oJ ....,. 

Q = -r 
[ 1] (5-22) 

w ? 
~ 

[. oi J. 

The Rieatti a~ct it~ as~oci~ted matrix ~quatiqn are defined 

by 

and 

(4-67) 

(4-69) 

and· 

(4-70) 

where the weightin~ matri~es are as de(in,ed by Equati~ns 

(5-21) ~:,;id (5~22). The substitut:lou Qft these matrices ;into 

Equations (~,,,..66) ,al:J.QW~ tq~ mat;r-i:;,c:: Ricatti equation to be 

writtep a~ a ~et of 15 fi~st order nP~}inear differential 
' I 

equat~ons (too ~~erou~ to be lis~ed), ~ith the boundary 

cond;it:i,.ons o:f 

The ~orpe~pop.ding anai;rii:,c; differ~~tia;I. aqµation can be 

w:r:-itten as a ~et of ftve first order np~linear differential 
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s_(t,)=0. (5-24) 

The solution ~raj~ctories to the matrix Ricatti equa-

tion as d!=i:f4,ned l;>y Equation ( 4n66) a:nd the c.oefficient 

matri~es of Equati~n~ (5-~1) a.pd (5-?~) ~re shown in Figures 

33-35. Nqte the "~teady state" valu~ :r,~~ched by each of 

these traj~ctqrieij after an initial transient interval. As 

wai;; the cas~ ,in Ji;xample pne, it is lQgical to 1:tssume that 

the re(erepced input of Equatio~ (5~J) would be representa-

tive of in~efinite periods of trae~i;ng. Thus, the final 
,. 

time in~(~,) can be a~sumed iarge (The value of tr used in 

Figures J,~35 ~~~ chqsen simply to ill~s~rat~ the constancy 

of K(t).), apd the values of K(t) taken to be the constants 
.,... !'IT 

defined in Figµves JJ-J5. If these cqn~tants a~e substi

tuted for tqe Kls g~ven Equation (4~67), along with the 

coe;fficient rtJ,atric~s of Equations (5~?t) and (5-22), it is 

pos~;i'ble to sqlve t}lie equat:l.(,~ for $.( t) w;i. thout the simul

taneou.s sQJ,ution o:f Equation (4..-66) and the result~nt time 

variant gain, K(t), in tbe augme:q.ting system. By ta,ki;ng the 
"I"" 

final time for ,l(t,) ~ 0 to ,ag~in p~ 15, it is ~ossible to 

solve Equatio~ (4~Q7) by back~ards ,i.nte$r~tion. The solu

tion obtained f'o;r .$.(t) is gh()Wll, in Figures 36 anc;l 37. 

" The Ricatti gain, K, and associated matrix equation 

trajectory, J5.(t), can n9~ b~ used to i~p~e~ent the augment

ing $y$te~~ The impl~me:q.tation can Qe a~~omplished through 

us~ of the ~q~atipn 
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( 4-60) 

A A A A A A A 
~ ( t ) = - ( 4800 [ K1 i4, z1 ( t ) + Ke 4 z2 ( t) + Ka 4 z;3 ( t ) + K4 4 z4 ( t ) 

II A A II II II 
+ K.4,szs (t),... g4 (t) J..., 350, 1oo[K1s;z1 (t) + Kasza (t) (5-25) 

II A A A A ~ 
+ Ka 13 za ( t ) + K4 s ( t ) Z4 ( t ) t Ks s ( t ~ zs ( t ) '"" gs ( t ) J } • 

Thii;; ~quatton can be incorpo;r&ted with the "augmentable" 

system of Figure 29q to prqduce the syste~ diagrammed in 

Figure 38. This diagram depi~ts how the aµgmentation could 

" be accomplished through al~ebraic operations onGe Kand K(t) 

are determined. 

The result .of a~g~entin~ E~amvle Two as diagrammed in 

Figure)~ is illustrateq in Ftgure 39. lt should be nQted 

that tl:le;r,e is an una'l.lgmep;ted output fop 1J1aµ. shown for com-

parison in Figure J9 becaqse man alpne was u~able to provide 

stable co~trol. However, note how well man is able to con-

trol, with dynamic~l simplicity, the tnacking when augmenta-

tion is utilized, Tpis e~ample serves a~ a practical 

illustration 0£ the need for and u~efuilness of 

augme11-tat:i,Qn. 

E~am~le TQree - Two Axes 

Wi~hout ~rosi;;feed 

requires man ~o attenq to and control two a~e~ at o~e time. 

A multi-axis system sufh as this is a p:r:i,me i;andidate for 
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aug~entation becau~e the ma~'s c~~ability to ~ontrol de-

creases as tbe numper of axes bein~ contrplled increases. A 

system which could be described by two sucp a~es would be 

the pit~h a~d roll control iu an aircraft. 

The system t.a be augqiented is d;i.agra.ed in Figure 40. 

The contrqlleq elements ar~ µef't~ed in transfer function 

form as (~9) 

2 (5-26) =r s(~+1) 

and 

Ge ra ( s) (5-27) 

The models for man (man i~ described by a model for each 

axis he co~trols) are cho~en to pe the sa~e as those 

exhibited by him when he was controlling the same system 

wit~out augmentatiqn. The reason that these models are 

chosen is tq provide a comparison between the augmented and 

unaugql.ented ~ystems. Al thou~h ;;;uch a ~hoic~ leads to a less 

dramatic exl':lmple tha:p. was encountered in ~;,t::l;lmple Two, it 

illustrates tpat au~mentation allow$ m~n to ~rovide better 

control with augmentation than he could without it. The 

models of man are def';i..1"-ed :i.p. transf·er :funat;ion form as 

45.5(s + .714) 
: i I • ( s·+ 5 ) 9 (5,..28) 

and 
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50(s+1) 
= <'~+5)$ • (,5-29) 

Wtth the mo~e~s for ~an a~d the controlled element 

defined, the ~e~t step i~ tq obtain tne state m9del for the 

"augmel}table" system. As was tpe case with the single axis 

systems of the two previous examples, tt is first necessary 

to elim!nate tne fee~back paths ~hoWJJ. ~n Figure 40 to pro-

duce tbe d:i,agram sh.own in Fi~u:r~ 41a, Next, Jllan's output is 

f'ed pack to qbtain the "augmentE;tbl,.e" ~yst~m as shown in 

Figure 41b. 'l'he state model for this ,rt~m is obtained by 

utilizing the earlte~ deftn~d relat:i,onsh~p 

z G G. ......,..._ \:I, C., 
~ ... 1 + G11 

(,5-6) 

to prodµce 

. 91(s+.714) (5-30) 

and 

100($+1) (5.,...31) 

The porr~sponding ~tate modei a~ di~Jranun~d in Figure 29c is 

wher~ 

A A 
= 4.l.(t) + ~~ (t); ~(to) = 0. 

A 
z(t) ;c C z(t) 

.,.,.. =r 

(4-1) 

(4-2) 
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o 1 o o i I 

A = 

o o 1 O Ii 0 o o o 1 1 I 
O ~-i7..: ... 4~7- ~1~2~9&7,,... ;.5i-2. .....t~ - ~ __ ~ __ _ 

I o 1 ,o o 
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I o o o 1 0 

I O ...,75 .-1J5 -61 

0 

B = ,-

0 0 
91 ; I 

,..,5076. 53' , - - ~ - -:- ~ g -
o I 1QO 

(5-32) 

I .,...6000 

C = 

The verfovm~nca criteri~ is again d~ftned by 

where 

E [: :J 
Q ;:: G :J (5-33) 

[

.01 

W= 
0 

The Ricattt ~nd its as~o~~ated matvix equation are 

defined by 
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K(t) + K(t)A-K(t)BW-1-BTK(t) + ATK(t) + crQc::;: o 
~ - - - -- ~ ....... ~ .,.. ---no _ __,, ..... 

(4-66) 

and 

( 4-67) 

with the boundary conditions of 

(4-69) 

and 

( 4-70) 

where the weighting matrices are as defined QY Equations 

At thi~ point, it i~ ~QµYen+ept ta ma~e some simplifi-

catioµs before pre.!jfetitin,g th~ set c;>f' fir"st order nonlinear 

differenti~l equations whicp m~qe qp ~h~ Rieatti equation. 

Since the two axis system ~eing investigated has no cross-

feed present, it is possible to break the Ricatti equation 

into two lesser ordered Rica~t~ equation~ (The Ricatti 

equati9n as it now stand$ reJ:l:re~e~ts ~n 8 X 8 ~atri:x:, or" in 

short, 64 ftrst qrder differ1nttal eqµatioµs which can be 

redµced to 36 becau~e of symrpetry. Howev~r, since there is 

no c:rossfeed, it is possil;>lre to brea:Jt the 8 X 6 rnatrix 

Rica.tti equatipn i:p.to two 4 X 4 mat:,;-i:xi: equat;i.ons. This sim-

plification presents only a tpt~l 0£ l2 fi~st order differ-

eµtial equations whose num.ber qan pe req~ced to 20 because 

of symmetry of the Ric~tti mat~ix.)~ T,hese two equations 

and their associated mat~ix ,quatioµs are still defined by 
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Equ.ati,ons (4..,.66), (4-67), (4 .... 69), a:q.d (4-70); however, the\ 

<;oef{icient matrice~ are ;redefi:n.ed JH:i 

0 1 0 0 

A1 0 0 1 0 
= i 

0 0 0 1 

0 -57. 487 ... 11,2.987 ..,.56.5 

0 

B1, 
0 ( 5 ... 34) = 

91 
""15076 T 5 3 

C1 = ~1 ~ 0 o] 

for axis one, and as 

Q 1 0 0 

Aa 
0 0 ~ 0 (5 ... 35) = 
0 0 0 1 

0 -75 ,..,,.135 ..-61, 

0 

Ba 
0 

= ,- ioo 
,-600QO 

Ca "'i (1 0 0 oJ 

and a)f:i s two, and as 

Fi a = [o] ...... . , 

Q1 2 -- , ;: [1] (5-36) 

W1 ,.a = [ .01] 



for both axes. 

By ma~ing use of the ~atrices qf Eq~ations (5-J4), 

(5~J5), and (5-36), it is pq~sible to write Equation (4.66) 

as two set~ ( one set fo:r eacb axis) of ten first order non-

line~r differential equation~ witq th~ boundary condition 

for both axes given by 

K(tr). = 0 • .,... ,-- (5-37) 

The corresponding matrix differential equation can be 

written, us:i,ng Equation (4,..67) and Eqµations (5-,34)-(5-36), 

as two sets (one set for each axis) of four first order non-

linear dtfferential equations with the boundary conditions 

for both axes defined by 

_g(t,):O. (5-J8) 

The so~ution trajectories for ~oth sets of the Ricatti 

equations are shown in F~guves 42~45 for axes one and two, 

respectively. Again, note th~ "steady state" value reached 

by each of these trajectories after an initial traµsient 

interval. As was the case in ~;,cample Two, the tracking will 

be as$umed to exist over e~tended t~me intervals and the 

value of K(t) thus taken to b~ cqnsta~t. T~e substitution 
"""" 

" of the constant values of K(t), i.e., K, into Equation 
"\"""'"' rr-

(4-67) along with coefficient matripes of Equations (5-34)

(5~36) allows the solution trajecto~i~s for ,g_(t) to be 

solved for by backwards integ~a~ion ~nd plotted as shown in 

Figures 46 and 47 for axes one and two, re~pectively. 
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The $aiµs for the Ricat;ti eqqations, !i and !2, and 

the associated matri~ equation trajectories, ,&1 (t) and _g_2(t), 

can now be used to impleme~t the augmenting ~stem. Again, 

the implementation is ~ccomplished by using the equation 

" ~ (t) ~ ,,.:w-i~r (_!(t;)~(t) - ,a_(t)) (4-60) 

which with the proper values su~stituted in for the 

weighting matrices becomes 

A A A A A A } 
+ K1 2 4 z1 a ( t ) + K1 s 4 z1 s ( t ) + K 1 4 4 z1 4 ( t ) - gi 4 ( t ) J 

( 5 .... 39) 

for axis one and 

A A A A A A 
~ 2 ( t) ~ -100 [ 100 [ Ka 1 3 za 1 ( t) + Ka 2 s za ;;! ( t) + Kass Za s ( t) 

" " " " + Ka s4 za 4 ( t) - g;;i s ( t) ] - 6QOO r Ka 14 za 1 ( t) 

( 5 .... 40) 

for axis two. 

These equations can be iµcorporated with the 

"augmentable" system of Figure 29c ito produce the system 

diagrammed in Figure 48. This diagra~ dep:i,cts how augmenta-

tion could be accomplished through al~ebr~ic operations once 

" Kang _g_(t) are determined. 

The result of' augmenting the ~ystem of Exl;llllple Tilree is 
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shown in Fi&ures 49 and 50. Note the marked improvement in 

the augmented over the unaugmented system as eviden~ed by 

the performance indices. A point th~t should be made in 

regard to Example Three i~ that although man's unaugmented 

control appeared ta e~hibit what migpt ~e coµsidered in a 

cursory examination to be acceptable trac~i:ng (Figure 49 and 

50), and perhaps not require augmentat~on if this were a 

real system, the example has shoWA that a multi-axis system 

can be augmented a:nd provide optimal tracking. The reason 

that a more illustrative m~lti-axis system (i.e., a system 

for wbi~h man could only prqvide ver~ poor control) was not 

chosen is that there has been very little research conducted 

in the past to obtain una~~mented multi-a~is operator and 

controlled element models. Tqus, on~y a v~ry finite popula

tion of these system~ were available for application of the 

augmentation proced~Fe, Although several controlled element 

models c~uld have been generated and mated with a model of 

man for an extreme illustratioµ of the capability of the 

augmenting procedure, it was felt to be in the best inter

ests of this research to utilize for examp'!re application 

only models which have been +ealisticalJ_y obtained. 

Exa~ple Four - Mul~i-Axis 

Witp C.;rass;feed 

The fourth example is a vertical take off and la~ding 

aircraft, designated XV-5A, which is required to hover at a 

finite altitude wne:n suddenJ_y disturbed by a gust of wind. 
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The simplified equations of motion :('qr this aircraft are 

given by (22): 

. 
u Xu 0 0 -q u 0 1 

. 
X 1 0 0 0 X 0 0 

= ,I- S9 + R (5-41) 
q Mu 0 Mq 0 q MN I' 0 

• 8 0 0 1 0 e. 0 0 

where 

u ::: t:i;-anslational velqcity alqng :x;,-l;\Xi S 
I 

X = displacement along x..-a:»is 

q = angular velocity about x-axis 

9 = pi tel) angle at operating point 9o = 0 

R = disturbance (taken to b!;l ~ step input of wind) 

09 = control input fl"9m pi\ot. 

Since the aircr~{t is to hover, the problem becomes one 

of ~inimizing tne Qeviation of tbe v~ri~bles u, x, q, and 9 

from their initial conditions of zero; i.e., assuming the 

aircraft i~ hovering initially. Thus, the augmentation must 

be perfor~ed for the output regulator system. However, in 

order to utilize Equation (5-41) ill the "augmentable" system 

and consider the ~a~ter an output regu~ator, it is 11-ecessary 

to redefine the variables. Since R ~s a step input, the 

following state~ents can be made: 

Wa = :X 

.. / 
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The substitqtion Qf these new va:riapl~s back into Equation 

(5.,.41) resi\llts in 

. ,,.. 
W1 Xu 0 0 -g W1 0 

w2 1 0 0 0 W2 0 
:;; + o e. ( 5 .... 42) . 

W3 Ml/ 0 Mq 0 W3 MNF 

w" 0 0 1 0 w., 0 

Again, it is necessary to select a model to represent 

man in the augmented system. Let it Qe as~qmed that ~tis 

desirable :for man to be ab.le to control the aircrc;tft with 

the same ease by whic~ he would control a simple gain ele-

ment that requires only dynamical information that is per-

ceived through the visual mode, The moqel of man utilized 

in Example One depicts such a control situ~tion and will be 

used again here. This m9del is giveµ by 

G ( ) 4z. 4 
MS :;; (s+7~15) 2 " (5-2) 

To incorporate this tran,fer function !l..:ntq the "augmentable" 

system, it is necessary t9 feed bac~ man's output as indi-

cated in the t~ansfer relationship of Equati~n (5 .... 5). The 

6e 47.4 
5 d "" ~2 + t 4 . JO s + 51 • i 2

1 (5-4.3) 

where 



6~ = the actual outp~t from man 

6d ~ the desired output from man. 

161 

'lb.is transfer function can be written i~ state model form as 

. 
6 

81 
0 1 6 8:i, 0 

= + 6d ~ (5-44) 

6 0a 
.,...b .-a 6 9a K 

where 

a = 14~.)Q 

b = 51.12 

ancl 

K = 47~4-

If the variables, 6~ and 6~
2

, are redefined as Ws and 

Ws, respectively, and th~ i;;tate Jllodels of Equations (5..-42) 

and (5-44) iµcorpo~ated, then th~ state model for the 

"augmentable" syste,m, as illustrat~d in Figure 29c, can be 

defined as 

. 
W1 zu 0 0 .... g 0 0 W1 0 

• 
Wa 1 0 0 0 0 0 Wa 0 

w3 = Mu 0 Mq 0 ~F' 0 Ws + 0 64 (5-45) 

• 
W4 0 0 1 0 0 0 W4 0 

. 
_j W5 Q 0 0 0 0 Ws 0 

. 
Ws 0 0 0 0 -b Ws K 
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W1 

u 1 0 0 0 0 0 Wa 

X 0 1 0 0 0 0 W3 (5-46) ~ = ~ 

~ 0 0 1 Q 0 0 
W4 

e 0 0 0 1 0 0 
W5 

Ws 

where the coefficient matrices of Equation (5-45) correspond 

to! and B 9f Equatiqn (4-1) and the coe£ficient matrix of 

Equation (5~46) corresponds to C of Equati9n (4-2). 

The pe:r;fprmance c;rite:r:i.a. f<;>r the ou,tput regulator sys,-, 

tern ;is giyen by 

whe;re 

0 0 0 0 

F 
0 0 0 0 

= 
0 0 0 0 

0 0 0 0 

1 0 q 0 

g 0 1 0 0 (5-47) .,.. 

0. 0 ;I. 0 

0 0 0 1 

w ::, [.0;1.J. 

The Ricatti equ.ation is defined 'by 

K(t) + K(t)A- K(t)BW-;l.BTK(t) + A'l((t) + CTQ c :t: o (4-44) - - .,....,. ,... ,....._.. -~ -- -,-
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with the boundary condition of 

(4-45) 

The substitution of A, B, and£, from Equations (5-45) and 

(5-46) and!,, g, and~ from Equation (5-47) into Equation 

(4-44) yields a set pf i1 nonlinear first order differential 

equations with the boundary conditions of Equation (4-45). 

The solution traj~ctories for this $et of equations are 

shown in F;i.~ures 51-53~ Again, the val,u~ of tr was chosen 

to indi9ate the '' steady state" nature of K( t) o 

The output regulator nature of Example Four makes the 

reasonin~ for the assumption that K(t) is cqnstant somewhat 

different than it was for the indefinite tracking periods 

en~ountered ~n the previqus examples. However, the fact 

remains that the optim~l control is dependent upon the value 

of K(t) in the constant region. Thus, it will suffice to .... ,. 
assume that !_(t) is the constant K. The augmentation is 

implemented by using the equation 

(4-58) 

which, with the proper values substituted in for~' B, and 

K(t) becom~s 

(5-48) 

This eqµatiQn can b~ iJlco;rporated with the "augmentable" 

system descr:i.bEjd by Equation (5-45) tc;> produce the augmented 
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system shown in Figure 54. 

The result of this augmentation is shown as the air

craft state variables as plotted in Figures 55 through 58. 

Since there is no experimental, unaugmented data for man the 

controller to compare with these trajectories, it is impos

sible to make any specific co1111Uents about how well the aug

mented system enabled man to perform. However, the fact 

remains that the augmentation did allow man to be depicted 

as the simple system defined by Equat~on (5-2) and enable 

him to contrpl the example aircraft through the apparently 

optimal and, thus, correct responses illustrated in Figures 

55 thrqugh 58, 

Example Five - Ford Series 

755 Backhoe 

The research done upon the backho~ was performed under 

contract to the Tractor Division of Ford ~otor Company (26). 

The purpose of this research was to obtain dynamical models 

of the ma~ while he controlled the backhoe. The intended 

use of these models is to evolve the backhoe towards a 

better interface with man and more opttmal operation, The 

research reported in this the$is is also sponsored by Ford, 

and is intended to be a means by which man can be made to 

make the bac~hoe operate more optimally. Although the oper

ator modeling wo~~ on the baqkboe was too involved to allow 

sufficient progress to be made in the first contract year to 

permit any serious consideration to be given to augmentation, 
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there was sufficient ex.-peri.e:nce gained to allow some valid 

inferences to be made. These inferences are concerned with 

why the backhoe needs augmentation and how this augmentation 

could be physically implemented" 

The basic hydraulic circuit by which the operator con

trols the backhoe output is shown by the circuit diagram of 

Figure 59. The physical configuration :for the backhoe is 

shown in Figure 60. As is indicated in this figure, the 

backhoe operator has four variables which he must control. 

To better understand how he must control them, consider the 

following description of the dig cycle operational procedure 

in which the backhoe is involvetj_ when it is used to dig a 

trench (JO): 

1. The operator places the bucket in the proper 

digging attitude. 

2. He actuates the lever which causes the crowd 

cylinder to extend. This extension continues 

until the bucket encou.:nters suf·ficient load to 

create a pressure overload and a consequent 

relief valve opening. At this point~ the 

extension of the crowd cylinder stops because 

of the power loss through the relief valve. 

J. With the above overload on the crowd circuit, 

the next step is for the operator to actuate 

the lever which causes the curl cylinder to 

extend. The result of this curl cylinder 

extension produces one of two possible states: 
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a. E~tension of the curl may relieve the 

overload condition on the crowd. If so, 

the operator should stop the curl motion 

and return to procedure 2. 

b. The curl cylinder may also encounter an 

overload condition without relieving the 

crowd overload. 

4. When he encounters an overload on both the 

crowd and curl cylinders, he should actuate 

the lever which extends the li1't cylinder. 

The result of this lift cylinder extension 

produces one of two possible states: 

a. Extension of the lift may relieve the 

overload condition on either the crowd 

or curl. If the overload condition is 

relieved, and the bucket is not full, he 

should revert back to statement 2 or J. 

b. Extension of the lift may reveal a full 

bucket. If so, the operator should con

tinue lifting until the bucket is out of 

the hole and then terminate the digging 

operation. 
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After completion of the dig cycle 9 the operator must contend 

with swinging the bucket to the dump pile and then dumping 

it, and with returning the bucket to the proper position to 

begin the next dig cycle once it has been dumped. Although 

these procedures are not as involved as the dig cycle, they 
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do require the operator to manipulate all i'our system vari

ables. This manipulation results from the need to have the 

bucket in the dumping position in the ti.me it takes to swing 

it from the hole to the dump pile. Similarly, the need 

exists to have the bucket in the proper digging attitude in 

the time it takes to swing it f'rom the dump pile back to the 

hole. 

The conclusions reached from the above discussion of 

backhoe operation and from experience are that the operator 

is unable to control the four channels of' the backhoe suffi

ciently enough to make it perform in an optimal man;ner. He 

can make the backhoe perform in what might be an optimal 

manner for short time intervals; however 1 when controlling 

in this manner he must closely monitor all the system vari

ables that he can possibly perceive to the point that he is 

very heavily taxed both physically and mentally. 

Tl;l.e indications are, given some design improvements in 

the backhoe control valves and in the means of actuating 

these valves, that the backhoe could be easily an4 reason

ably augmented by the procedure or thi,s report" 'l'he augmen

tation could be applied to any one (partial augmentatio;n) or 

all of the cycles discussed above. An example of how it 

might be applied can be seen in the dig cycle. 

The backhoe !system for the dig cycle can be intercon

nected with an operator as shown in the block diagram of 

Figure 61. Note that each actuation system has several out-

put states. These states not only represent the posit;i.on, 
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velocity, etc., of' the cylinder rod, but also the hydraulic 

pressure and flow variables inside the cylinder. To augment 

this sytem, assuming that the system of' Figure 61 is con

verted to 11 augmentable 11 form and the state model is defined, 

it is necessary to define the criteria of performance. 

Referring back to the earlier discussion on the dig cycle, 

a probable criteria could be based upon the requirement that 

the movement of the bucket and the pressure in the cylinders 

would have some relationship for which the bucket could ob

tain a full load with a minimum expenditure of energy from 

the backhoe. If such a criteria was defined, it would be 

possible to augment the backhoe by designing a system which 

would provide the operator with sufficient :in.formation to 

control the dig cycle in an optimum manner. Although.a 

vi~ual display as utilized in the previous augmented exam

ples might not be too practical upon the backhoe, the nec

essary information for optimal control could be provided to 

the operator through force feedback into his pressure 

modalities at the control levers. 

As was mentioned earlier, there is i.nsuff'icient. backhoe 

operator-model data to allow any considerations for augmen

tation more serious than the example above to be made. How-

ever 1 a few more general comments can be advanced. First of 

all, the backhoe system would in reality require a nonlinear 

mod~l to describe it. With such a model, it would be neces-

sary to abort the matrix Ricatti approach utilized in the 

proposed method and revert to another method for solving the 
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two point boundary value problem (23)" Once the problem was 

solved, then the information required by the operator could 

be provided to him by an empirically designed augmenting 

system which also functions upon the augmented system output 

states. Secondly, another approach to augmenting the exam-

ple system could be to use a time optimal performance cri-

teria. This criteria could be word stated as obtaining a 

full bucket of dirt in minimum timeo Finally, there are 

still many facets of the backhoe which would lend themselves 

to the proposed augmentation procedure. These facets could 

be considered individually as isolated backhoe improvements 

or taken as a whole to comprise an improved total backhoe 

system. 

Summary 

The illustrative problems used in this chapter were not 

chosen to illustrate the breadth of problems f'or which the 
) 

proposed method of augmentation i.s applicable. Rather, they 

were chosen to show that the earlier specified requirements 

upon the method of augmentation have been satisfied. These 

requirements were that the augmenting system be able to: 

1. Assure that the total man-machine system will 

always have optimum performance according to 

some predesignated criteria. 

2. Permit man to control any machine no matter 

how dynamically complex it may beo 

J. Allow the designer to depict man with any 



dynamical model. 

4. Be subject to analytical designo 

5. Extend the control capabilities of man by 

recognizing and compensating for his per

ceptual and dynamical limitations. 

The $~tisfaction of these requirements are evidence of the 

significiance of having a method which enables man to be 

augmented such that his somewhat limited capabilities as a 

controller can be greatly extended. 



CHAPTER VI 

CONCLUSIONS AND RECOMMENDATIONS 

The general method presented in this thesis permits the 

analytical design of optimum man,-machine systems which com

pen~ate for man's limitations as a controller of complex 

dynamical processes. The contribution of this method lies 

in the capability it has to permit man to control systems 

which he heretofore has been able to control only with great 

difficulty or not control at alla 

It has been shown that the method is a significant 

improvement over the past attempts to augment man as a con

troller of complex dynamical devices. The improvement is 

due p~ima~ily to the fact that the man-machine system is 

assured of optimal performance with the method of this 

the~is, whereas with the past attempts it was not. In addi-

tion, the method presented allows an analytical approach to 

be taken in designing an augmenting system which makes full 

compen~ation for the perceptual and dynamical. limitations of 

man. The advantage of' having such a method is evidenced by 

the fact that a valuable tool which can be put to practical 

us~ i;n the design of human augmenting systems is now 

availiable. 

There are a number of limitations to the method which 
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18.3 

sugge$t natural extensions for future study. 

tions are as follows: 

These 1.i,mita-

1. The method as presented is limited to linear 

systems even though~ as was indicated earlier, 

the optimal control theory that has been pre

sented is applicable to :nonlinear systems. 

However~ to extend the method to include 

these systems will require that the augmenting 

system be implemented by using some means other 

than the direct analytical approach of the 

matrix Ricatti equation. The natural course to 

pursue here would be to solve the two point 

boundary value problem and then empirically 

design an augmenting system which will generate 

the desired operator control as a function of 

the augmented system state variables. 

i. The need to determine the optimal control in

formation, i.e., K(t) and K(t) 1 prior to aug

mentation implies the need to have knowledge 

of the future states of' the augmented system. 

This futuristic need could be eased and possi

bly overcome through use o:f an adjoint system 

;in conjunction with a high-speed digital ~om

puter to provide the augmenting system output 

information on an instantaneous basis. A more 

realistic approach might be to statistically 

examine the tracking and. perturbation 



requirements of the systems to be augmented 

and ,then statistically predict the data that 

is needed a priori. 

)• The need to directly obtain state variable 

information f'rom the system being augmented 

to feed into the augm~nting system may present 

itself as a limitation. This state variable 

information is often not available for direct 

measurement and, thus, may have to be approxi

mated by mathematical operations upon the 

system output. 

4. It is conceivable that the operator may intro

duce variation into his dynamical model aSj 

prescribed by augmentation procedureo In the 

event that this variation becomes evident and 

does present itself as a limitation upon the 

proposed augmentation procedure, it will be 

necessary to include an "updater" upon the 

actual operator model such that the augmenti-llg 

system can be made to account for the 

variation. 

Additionally, there are several areas which do not 

arise as limitations, yet are desirable for future study. 

These areas are: 

ir Time optimal problem~ The area of 11 bang-bang11 

control is of interest in the field of' man

machine systems when the operator must con,trol 
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the on-off nature of a system (A specific 

example would be a space module which 

depends upon rocket thrust for control o). 

A specific consideration within this area 

could be to provide the operator with 

switching curves that had been determined 

with his dynamics in mindo 

2. Ford Backhoe - Another area of' application is 

in the design of sequential circuitry i~or the 

automatic backhoe (JO). The need for an aug-

mented display of information to the operator 

(Example Five) parallels a similar need for 

optimum switching signals ::Ln the sequential 

circuitry o:f the automatic backhoeo The 

method of this thesis could possibly be 

extended to determining how the switching 

signals could be optimally augmented. 

J. Human interest levels - An investigation of 

how the human 1 s interest varies with his con

trol task could be undertaken to provide ?!Ug

mented systems that not only guarantee optimal 

control, but also keep the human operator's 

interest level high" 

4. Task difficulty adjustments~ It would be in 

the interest of the human operator to provide 

him with a means by which he could ad.just his 

dynamical requirement in an augmented system 
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which requires him to provide repetitious 

controlo Thus 9 he could overt boredom by 

making the system a challenge to control. 

5. Multi-input models - A logical extension 

of the method would be to obtain operator 

models based upon inputs 1~rom sensual 

modalities other than just vision. This 

would allow the more realistic~ multi-

input operator to be augmented. 

186 

Although the developments of this thesis certainly rep

resent an advancement in the f'ield of man-machine systems, a 

furthe;r indication of its significance is the impetus that 

it provide1,1 for t·urther investigation" The areas recommend

ed above for future study lend themselves to further inves

tigation, and the method developed within this thesi~ is a 

means by which their exploration can be ef'fected. 
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