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## CHAPTER I

INTRODUCTION

The stochastic process $\left(X_{t} ; t=0,1,2,3, \ldots\right)$ is a Markov chain if it has the following properties:

1. A finite set of possibie outcomes.
2. The probabilicy of the next outcome is dependent upon its immediately preceding outcome(s).
3. These probabilities are constant over time.

A stochastic process having the above Markov properties is said to be a first order Markov chain if its next outcome depends only upon the present outcome, a second order Markov chain if its next outcome depends upon its present outcome, and the outcome immediately preceding the present outcome, and so on.

First order Markov chains have been studies and reviewed in detail by Kemeny and Snell (8): Karlin (7), Breiman (2), Parzen (9), Hillier and Leiberman (5), Chung (3), and others. A short discussion of first order Markov chains, their solutions and properties will follow. Markov chains can be analyzed using the fundamentais of classical probability theory. Markov chains can be analyzed by means of their transition probability matrices. Each element in the transition matrix represents the
probability of going from one state to another. For notation purposes, an element in a transition probability matrix will be called $p_{i j}$. This is the conditional probebility that if the process is now in state i, it will be in state j on the next step. To be a transition matrix, the following conditions must be met:

1. Each element must be a probability, i.e., $0 \leqslant p_{i j} \leqslant 1$.
2. Each row must sum to exactly one, i.e.,

$$
\begin{aligned}
& \sum_{j=1}^{m} p_{i j}=1 \text {, where } i \text {, and } j \text { are for identifying } \\
& \text { the process's present and past outcomes respect- } \\
& \text { ively. }
\end{aligned}
$$

For the state space $S=\left(S_{i} ; i=1,2, \ldots, m\right)$ the transition probability matrix $P$ of the first order Markov chain ( $X_{t} ; t=0,1,2, \ldots$ ) would appear as follows:

$$
\begin{aligned}
& \begin{array}{lllllllll} 
& s_{1} & s_{2} & s_{3} & - & - & - & - & s_{m} \\
s_{1} & p_{11} & p_{12} & p_{13} & - & - & - & - & p_{1 m} \\
s_{2} & p_{21} & p_{22} & p_{23} & - & - & - & - & p_{2 m} \\
s_{3} & p_{31} & p_{32} & p_{33} & - & - & - & - & p_{3 m} \\
1 & 1 & 1 & 1 & - & - & - & - & 1 \\
1 & 1 & 1 & 1 & - & - & - & - & 1 \\
1 & i & 1 & 1 & - & - & - & - & 1 \\
& & & & & & & & \\
s_{m} & p_{m 1} & p_{m 2} & p_{m 3} & - & - & - & - & p_{m m}
\end{array} \\
& \begin{array}{lllllllll} 
& s_{1} & s_{2} & s_{3} & - & - & - & - & s_{m} \\
s_{1} & p_{11} & p_{12} & p_{13} & - & - & - & - & p_{1 m} \\
s_{2} & p_{21} & p_{22} & p_{23} & - & - & - & - & p_{2 m} \\
s_{3} & p_{31} & p_{32} & p_{33} & - & - & - & - & p_{3 m} \\
1 & 1 & 1 & 1 & - & - & - & - & 1 \\
1 & 1 & 1 & 1 & - & - & - & - & 1 \\
1 & i & 1 & 1 & - & - & - & - & 1 \\
& & & & & & & & \\
s_{m} & p_{m 1} & p_{m 2} & p_{m 3} & - & - & - & - & p_{m m}
\end{array} \\
& \begin{array}{lllllllll} 
& s_{1} & s_{2} & s_{3} & - & - & - & - & s_{m} \\
s_{1} & p_{11} & p_{12} & p_{13} & - & - & - & - & p_{1 m} \\
s_{2} & p_{21} & p_{22} & p_{23} & - & - & - & - & p_{2 m} \\
s_{3} & p_{31} & p_{32} & p_{33} & - & - & - & - & p_{3 m} \\
1 & 1 & 1 & 1 & - & - & - & - & 1 \\
1 & 1 & 1 & 1 & - & - & - & - & 1 \\
1 & i & 1 & 1 & - & - & - & - & 1 \\
& & & & & & & & \\
s_{m} & p_{m 1} & p_{m 2} & p_{m 3} & - & - & - & - & p_{m m}
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& P=
\end{aligned}
$$

In the matrix $P$ for a given state at the $k^{\text {th }}$ period, a row exhaustively enumerates all possible states that the process can take. Thus a row is a probability vector. This is to be expected since a vector is simply a $1 \times \mathrm{m}$ matrix. Thus a transition matrix $P$ is a matrix composed of rows of probability vectors. For purposes of notation, a row vector (probability vector) will be represented as $V_{i}$ to represent the $i^{\text {th }}$ row. The distribution of the process for the $k^{\text {th }}$ stage can be analyzed by obtaining $P^{k}$. $p^{k}$ is obtained by multiplying $P$ successively̆y $\quad$ If $V_{i}{ }^{k}$ is the probability vector describing the probabilities of possible outcomes in $k$ steps for the presentsstateis; thenthls could be obtained if $\mathrm{V}_{\mathrm{i}}{ }^{2}$ can be obtained. $\mathrm{V}_{\mathrm{i}}{ }^{2}$ is obtained either by the classical probability method or by the matrix method. If the present, the next, and the time after next steps are represented by 0,1 and 2 , then the possible states in every step are as follows:

$$
\begin{array}{lll}
0 & 1 & 2
\end{array}
$$

$S_{k j} \quad\left(S_{1}, S_{2}, \ldots, S_{m}\right) S_{k} \quad k=1,2, \ldots, m$.
For the above possible states in the respective stages

$$
\begin{aligned}
p_{i k}{ }^{2}=\sum_{j=1}^{m} p_{i j} p_{j k} \text { where } p_{i k}{ }^{2}= & \text { the conditional } \\
& \text { robability of } \\
& \text { the process } \\
& \text { efter in } k \text {, time } \\
& \text { after next given } \\
& \text { now. }
\end{aligned}
$$

Therefore,

$$
v_{i}^{2}=\left(p_{i 1}{ }^{2}, p_{i 2}{ }^{2}, \ldots, p_{i m}^{2}\right)
$$

In the matrix method $V_{i}{ }^{2}$ is obtained from the product of $V_{i}{ }^{1}$ and $P$, ie.,

$$
v_{i}^{2}=v_{i}^{1} p
$$

$$
=\left(p_{i 1}, p_{i 2}, \ldots, p_{i m}\right) \times\left[\begin{array}{lllll}
p_{11} & p_{12} & - & - & p_{1 m} \\
1 & 1 & - & - & - \\
1 & 1 & - & - & - \\
1 & 1 & - & - & - \\
p_{m 1} & p_{m 2} & - & - & p_{m m}
\end{array}\right]
$$

$$
\begin{aligned}
& =\left(\sum_{j=1}^{m} p_{i j} p_{j 1}, \sum_{j=1}^{m} p_{i j} p_{j 2}, \ldots ., \sum_{j=1}^{m} p_{i j} p_{j m}\right) \\
& =\left(p_{i 1}{ }^{2}, p_{i 2}{ }^{2}, \ldots, p_{i m}{ }^{2}\right)
\end{aligned}
$$

therefore,

$$
\begin{aligned}
v_{i}^{k} & =v_{i}^{k-1} p \\
& =v_{i}^{1} p^{k-1} \\
& =\left(p_{i} 1^{k}, \ldots, p_{i m}^{k}\right)
\end{aligned}
$$

where $p_{i j}{ }^{k}$ is the probability of the process being in the state $j$ at $t=k$ given that it is in the state $t=0=0$ (now). Thus the probability vector $v_{i}{ }^{k}$ describes the probability distribution of the process for the $k^{\text {th }}$ step from now. Actually, if the results after $k$ steps are desired, $p^{k}$ gives even more complete information since it is composed of all the individual vectors $V_{i}{ }^{k}$. Thus $p^{k}$ gives the probabilities of being in any given state for all possible starting conditions or states.

If the system or process being modeled as a Markovy chain has certain properties, it is possible to determine the probabilities of outcomes after steady state conditions have been reached. After the process has been in operation for a long period of time, a given outcome will result $\times$ percent of the time. At times, it is desirable to be able to determine these percentages. Perhaps the most detrimental assumed condition in this case is the requirement that the transition matrix contain probabilities which are constant over time. This requirement should always be kept in mind when this analysis is being made to insure that the results obtained are properly interpreted,

To insure that steady state conditions may be reached, the chain must be ergodic. An ergodic chain mathematically describes a process in which it is possible to eventually go from any one state to any other state. It is not necessary that this be accomplished in just one step but it is required that it is possible for any outcome to be
possible regardless of the present state.
A more restricted case of an ergodic chain is a
regular chain. A regular chain may be defined as a Markov chain having a transition matrix $P$, which for some power of $P$, has only positive probability elements. Note that all regular chains will be ergodic but the reverse is not necessarily true。

The existence of steady state conditions in an ergodic Markov chain can be most easily demonstrated by computing $p^{k}$ for various values of $k$. As $k$ becomes larger, the values $p_{i j}{ }^{k}$ tend to a fixed limit and each probability vector $v_{i}{ }^{k}$ tends to become equal for all values of $i$. This suggests the following statements:

1. For a sufficiently large value of $k$, the probability vector $V_{i}{ }^{k}$ becomes equal for all $i$ and does not change significantly for larger values of $k$.
2. Since $v_{i}^{k+1}=v_{i}^{k} p$, and $v_{i}^{k+1}=v_{i}^{k}$, then there exists a vector $V$ * such that

$$
\mathrm{V} *=\mathrm{V} * \mathrm{P} .
$$

The vector $V$ * contains the probabilities which exist at steady state conditions. Let $v_{j}$ be the $j^{\text {th }}$ element in the probability vector $V *$. Since $V *$ is a probability vector the following condition must still exist:

$$
\sum_{j=1}^{m} v_{j}=1 .
$$

And from statement 2,
$\left(v_{1}, v_{2}, \ldots, v_{m}\right) P=\left(v_{1}, v_{2}, \ldots, \ldots v_{n}\right) \cdot$ If this
matrix product is expanded, there will be m equations. When added to the requirement that the sum of the probabilities equal 1 , there are ( $m+1$ ) equations and $m$ unknowns. These may be solved for the $m$ unknowns by discarding any 1 of the last $m$ equations.

A special case of Markov chains that is used to describe those processes which cease upon reaching certain given conditions is called absorbing Markov chains. Several kinds of pertinent information may be obtained from the analysis of this type of chains. It is possible to determine the following data:

1. The expected number of steps before the process is absorbed.
2. The expected number of times the process is in any given non-absorbing state.
3. The probability of absorption by any given absorbing state.

The first step in the analysis is to rearrange the transition matrix so that four sub-matrices exist as indicated below:

$$
P=\begin{array}{l|l}
1 & 0 \\
\hline A & N
\end{array}
$$

These smaller matrices contain probability elements but taken individually do not constitute a transition matrix. If taken individually, they contain the following information concerning probabilities. Assume there are a absorbing states, $\underline{n}$ non-absorbing states and $a+n=m$ total states.

1 - an axa identity matrix, representing the probabilities of staying within any absorbing state.

0 - an axn zero matrix, representing the probabilities of going from any absorbing state to any other non-absorbing state.

A - an $n \times$ a matrix, containing the probabilities of going from any non-absorbing state to any other absorbing state.
$N$ - an $n \times n$ matrix, containing the probabilities of going from any non-absorbing state to any other non-absorbing state.

One way of finding the expected number of steps before the process is absorbed would be to find the expected number of times the process would be in each non-absorbing state and sum these.

The expected number of times the process is in a non-absorbing state $j$ is the sum of the following terms.

Expected number of times in $j=(1)$ (probability of being in $j$ at start) $+(1)$ (probability of being in $j$ after 1 step) + (1) (probability of being in ${ }^{j}$ after 2 steps)+...

$$
=1+N+N^{2}+\ldots
$$

For the larger power of $N$, the above geometric series converges to $(1-N)^{-1}$ (Kemeny and Snell, 8). Thus, for a given starting state, the matrix ( $1-N)^{-1}$ gives the expected number of times a process is in each non-absorbing state before absorption.

To find the probability of absorption by any given absorbing state, a similar logic is used in the analysis. Let j signify some given absorbing state; let i signify some specified non-absorbing state,

Probability of ending in $j=$ (probability of going from $\mathbf{i}$ to j in 1 step) + (probability of going from $\mathbf{i}$ to $j$ in 2 steps) + (probability of going from $i$ to $j$ in 3 steps) +...

$$
\begin{aligned}
& =A+N A+N^{2} A+\ldots \\
& =\left(1+N+N^{2}+\ldots\right) A \ldots
\end{aligned}
$$

For higher powers of $N$ the quantity $\left(1+N+N^{2}+\ldots\right)$ converges to $(I-N)^{-1}$ Therefore, $\left(1+N+N^{2}+\ldots\right) A=(1-N)^{-1} A$.

Higher order Markov chains are those Markov chains whose future outcomes depend upon one or more immediately preceding states. For example, in the case of the first. order Markov chain the next outcome depends only upon the present state, in the second order Markov chain the future outcome depends upon the present state and the state
immediately preceding the present state, in the n order chains the future outcome will depend upon the present state and the ( $n-1$ ) states immediately preceding the present state.

The objective of this research is to develop appropri= ate methods of analysis for higher order Markov chains, thus allowing them to be applied to O.R. problems. Second order chains are studied in detail. In the second chapter, a model is developed after discussing the notations used. n-dimensional matrix algebra is considered as a substitute to the classical probability theory. In the third chapter the $n$-dimensional matrix algebra developed in the second chapter is used to analyze the distribution of second order chains at various stages (steps or periods). Steady state probabilities, expected number of times the process is in a non-absorbing state and the probability of the process being absorbed are discussed in detail with examples.

## CHAPTER II

## CONCEPT OF n-ORDER MARKOV CHAINS

The stochastic process ( $X_{t} ; t=0,1,2 \ldots$ ) defined in the state space $S=\left(S_{1}, S_{2}, \ldots, S_{m}\right)$ is an $n$-order Markov chain if it has the transition probability matrix $P$ having the following properties:

1. The element of $P$ which is the probability of the next outcome is dependent upon the present state and ( $n-1$ ) states immediately preceding the present state.
2. The elements of $P$ are constant over time.

As in the case of first order Markov chains, the elements of the transition probability matrix of higher order Markov chains are also called one step transition probabilities since they describe the conditional probability of being in a particular state $\mathrm{in}^{\text {the }} \mathrm{n}^{\text {th }}$ step, given the states at $\mathrm{t}=0,1,2, \cdots, \mathrm{n}-1$.

Notations

It is worthwhile to describe the notations before the detailed study of the Markov chains is undertaken.

$$
\begin{aligned}
& \text { P - transition probability matrix, or the matrix of } \\
& \text { one-step probabilities. }
\end{aligned}
$$

```
Pa,b,\ldots,i,j- element of the matrix of one-step
    transition probabilities. It is the conditional
    probability of the process being in the state \mathcal{J}
    at the n th step given that it was in the states
    a,b,\ldots., i at t=0, 1, 2, .., n-1 respectively.
pa,b,\ldots,.,i,j- probability of the process being in the
    state. j at the ( }n-1+k\mp@subsup{)}{}{\mathrm{ th}}\mathrm{ step given that it was in
    the states a, b, ...,il at t=0, 1, 2,..., n*1
    respectively.
1 - Identity matrix.
```

Model

It may be convenient to think of a Markov chain as a modeling and analysis technique suitable for a special case of probability problems. These probability problems may be analyzed theoretically using the fundamentals of classical probability theory. If a process is to be analyzed by an nmorder Markov chain model, the process must have one step probabilities. These onestep probabilities constituting the transition probability matrix characterize the process during its transition from a given condition to any other state in one step. The elements of a transition matrix must satisfy the Markovian properties mentioned in the beginning of this chapter. Since the transition matrices of third or higher order Markov chains have more than three dimensions, it is advisable to consider the
transition matrix of a second order Markov chain for dis= cussion.

Let $\left(X_{t} ; t=0,1,2, \ldots\right.$ ) be a second order Markov chain with the state space $S$ having only two discrete points (a, b), then its three dimensional transition probability matrix $P$ in two dimensions will be as given below:

$$
t=0 \quad t=1 \quad t=2
$$

a b
a $\quad \mathrm{P}_{\text {aaa }} \quad \mathrm{p}_{\text {aab }}$
a

$P=$| $b$ | $P_{a b a}$ | $P_{a b b}$. |
| :--- | :--- | :--- |
| $a$ | $P_{b a a}$ | $p_{b a b}$ |

b
b $\quad p_{b b a} \quad p_{b b b}$

Each row in $P$ is a probability vector describing the process exhaustively for the given present state and the state immediately preceding the present state. Since each row is a probability vector the sum of the probabi= lities in each row must be equal to one. The dependency of the process upon the state immediately preceding the present state (state at $t=0$ ) is shown in Figure i, in three dimensions. In Figure 1 , there are two $2 \times 2$ matrices, one for every possible state at $t=0$. If the process does not depend upon the outcome at time $t=0$, then these two $2 \times 2$


Figure 1. The Transition Probability Matrix $P$ of $A$ Second Order Markov Chain with the State Space $S=(a, b)$
matrices reduce to a single $2 \times 2$ matrix independent of the outcome at $t=0$ and it is a first order Markov chain.

The one-step probabilities can be used to analyze the distribution of the process at different steps using the classical probability theory. An n-dimensional matrix method is developed as a substitute to the classical probability theory. Since the discussion about the steady state and the absorption characteristics of the process requires the knowledge of $n$-dimensional matrix algebra, it is deferred to the next chapter.

> Solution of Higher Order Markov Chains and
> n-Dimensional Matrix Algebra

Let ( $X_{t} ; t=0,1,2, \ldots$ ) be a second order Markov chain with the state space $S=(a, b)$ and the transition probability matrix $P$ having the following numerical values:

$$
P=\left[\begin{array}{ll}
\frac{p_{a a a}}{p_{a b a}} & p_{a \mathrm{ab}} \\
\frac{p_{a b b}}{p_{b a a}} \\
\frac{p_{b a b}}{p_{b b a}} & \underline{p_{b b b}}
\end{array}\right]=\left[\begin{array}{ll}
\frac{0.8}{0.2} & \frac{0.6}{0.6} \\
\frac{0.4}{0.5} & \frac{0.5}{0.7} \\
\frac{0.3}{0.7}
\end{array}\right]
$$

$P$ consists of four probability vectors, $V_{1}=(0.8,0.2)$, $v_{2}=(0.6,0.4), v_{3}=(0.5,0.5)$, and $v_{4}=(0.3,0.7)$. The second stage distribution of the process can be analyzed either by the classical method or by the matrix method. The classical and matrix methods are both discussed to
show that they give the same result. However, the matrix method is computationally superior to the classical method.

## Classical Method

Suppose $\mathrm{paba}^{2}$ is the probability of the process being in the state $a$ time after next (i.e., at time t=3) given that it was in the state a in the step immediately preceding the present stage (i.e., at $t=0$ ) and is in $\underline{b}$ now (i.e., at $t=1$ ). This probability can be calculated by analyzing the possible states that the process may take during the intermediate stages between the present and the final stages by letting the first (the stage immediately preceding the present stage), the second (the present), and the third (the stage immediately following the present stage) stages to be 0,1, and 2

$$
\begin{array}{lll}
\text { stage } t=0 & 1 & 3 \\
\text { state } m=a & b \text { or } b
\end{array} .
$$

For the above possible states in the corresponding periods,

$$
\mathrm{P}_{\mathrm{aba}}{ }^{2}=\mathrm{p}_{\mathrm{ab}} \mathrm{P}_{\mathrm{baa}}+\mathrm{p}_{\mathrm{abb}} \mathrm{P}_{\mathrm{bba}} .
$$

The rest of the second-stage probabilities can be calculated in the same way.

For $\mathrm{Paba}^{3}$ the possible states in the corresponding periods will be:

| stage $t=0$ | 1 | 2 | 4 |
| :--- | :--- | :--- | :--- |
| stage $m=a$ | $b$ | $a$ or $b$ | $a$ or $b$ |
| $a$. |  |  |  |

For the above possible states

$$
\begin{align*}
\mathrm{p}_{\mathrm{ab}}{ }^{3} & =\mathrm{p}_{\mathrm{ab}} \mathrm{p}_{\mathrm{baa}} \mathrm{p}_{\mathrm{aaa}}+\mathrm{p}_{\mathrm{aba}} \mathrm{p}_{\mathrm{bab}} \mathrm{p}_{\mathrm{aba}} \\
& +\mathrm{p}_{\mathrm{abb}} \mathrm{p}_{\mathrm{bba}} \mathrm{p}_{\mathrm{baa}}+\mathrm{p}_{\mathrm{abb}} \mathrm{p}_{\mathrm{bbb}} \mathrm{p}_{\mathrm{bba}} . \tag{1}
\end{align*}
$$

The rest of the third-stage probabilities can be calculated in the same way.

## Matrix Method

The distribution of higher order Markov chains at various stages will be analyzed by the matrix method after the discussion of the process of higher order matrix multiplication.

The process of multiplication with matrices of 3 or more dimensions proceeds in a similar manner to the multiplication of two-dimensional matrices. An element in the product matrix is the result of the product of two uniquely defined vectors.

Even in a matrix of more than two dimensions, a vector is still identified by a fixed position in every dimension but one and it contains all elements in that dimension which are common to the fixed positions of the other dimension. For example, in a 2-dimensional matrix, a row vector is that vector in the $i$, th row which contains all $i_{2}=1,2, \ldots e l e m e n t s$ in the $i_{2}$ th row. Note that an element is uniquely defined by an $i_{1}{ }^{i} 2$ subscript.

In a three dimensional matrix, an element is uniquely identified by three subscripts, perhaps labeled $i_{1} i_{2} l_{3}$ with each letter denoting a position in that given dimension. A vector may be defined by fixing two of these dimensional variables and while containing all elements in the third dimension having the fixed subscripts in common. Referring to Figure 2, element $(3,2,2)$ is the third element in the $i_{1}$ dimension, the second element in the $i_{2}$ dimension and the second element in the $i_{3}$ dimension. A vector might be labeled as $\left(i_{1}=4, i_{2}=3, i_{3}=1,2, \ldots\right)$ which says that it contains all elements having $i_{1}=4, i_{2}=3$ in common.

To obtain an element in the product matrix, the dot product of two vectors must be obtained. For example, in a three-dimensional matrix, element ( $i_{1}=2, i_{2}=3, i_{3}=5$ ) is the dot product of the vectors ( $i_{1}=2, i_{2}=3, i_{3}=1,2,3 \ldots$ ) and $\left(i_{1}=3, i_{2}=1,2,3 \ldots, i_{3}=5\right)$. In terms of notation, the product element $(2,3,5)=\sum_{k=1}\left(a_{23 k}\right)\left(b_{3 k 5}\right)$ for a cubic matrix of $m$ elements on a side. in 5 dimensions, the product element $(2,3,5,4,6)=\sum_{k=1}^{m}\left(a_{2354 k}\right)\left(b_{354 k 6}\right)$. in the case of $n$-dimensional matrices of $m$ elements on a side, the product element ( $1,2,4, \ldots, m-1,5$ ) is the dot product of the row vector $\left(i_{1}=1, i_{2}=2, i_{3}=4, \ldots, i_{n-1}=m-i_{n} i_{n}=\right.$ $1,2, \ldots, m$ ) and the column vector ( $i_{1}=2, i_{2}=4, \ldots, i_{n-2}=$ $m-1, i_{n-1}=1,2, \ldots, m, i_{n}=5$ ).

As an example of matrix multiplication, consider the product of two four-dimensional matrices $A$ and $B$

Let each matrix contaln two elements along each dimension. Since it is not possible to display a matrix in the full 4 dimensions, a two-dimensional array identified by subscripts will be used.

$$
A=\left[\begin{array}{ll}
a_{111}=2 & a_{1112}=3 \\
a_{1121}=1 & a_{1122}=4 \\
a_{1211}=3 & a_{1212}=2 \\
a_{1221}=5 & a_{1222}=4 \\
a_{2111}=2 & a_{2112}=3 \\
a_{2121}=1 & a_{2122}=1 \\
a_{2211}=7 & a_{2212}=5 \\
a_{2221}=6 & a_{2222}=6
\end{array}\right] .
$$

$$
B=\left[\begin{array}{ll}
b_{111}=6 & b_{1112^{=1}} \\
b_{1121}=6 & b_{1122}=2 \\
b_{1211}=2 & b_{1212}=4 \\
b_{1221}=4 & b_{1222}=1 \\
b_{2111}=6 & b_{2112}=6 \\
b_{2121}=6 & b_{2122}=3 \\
b_{2211}=1 & b_{2212}=4 \\
b_{2221}=3 & b_{2222}=6
\end{array} .\right.
$$



Figure 2. A Representation of a ThreeDimensional Matrix Subscripted by $\left(i_{1}, i_{2}, i_{3}\right)$

# Determination of the Distribution of Higher Order Markov Chains at Various Stages by the Process of Matrix Multiplication 

Let the first, the second, and the third stage transition probability matrices be represented by $P, P^{2}$, and $P^{3}$ respectively. The transition matrix $P^{2}$ is obtained by multiplying $P$ by itself.

To find the value of $p_{a b a}{ }^{2}$ by the matrix method the following procedure is followed. Take the probability vector such that each of its elements has the first $n$ of the given states as its first $n$ subscripts in the proper order. The next step will be to find the column in $p^{k-1}$ such that its first element's first $n$ subscripts are the same as the last $n$ subscripts of the first element of the row vector, these $n$ subscripts in both the elements must be in the same order. The same relationship must exist for the rest of the elements of the row and column vectors. The $n+1$ st subscript of all the elements of the column vector is the state where the process is going to be in the $n-1+k$ th step, where $k=1,2,3 \ldots$ After selecting the row and column vectors they are dotted with each other to get the conditional probability. For $\mathrm{Paba}^{2}$, the row
and column vectors are $\left(p_{a b a}, P_{a b b}\right)$ and $\binom{p_{b a a}}{P_{b b a}}$ respective1y. Therefore,

$$
p_{a b a}^{2}=\left(p_{a b a}, p_{a b b}\right) \cdot\binom{p_{b a a}}{p_{b b a}}
$$

$$
=p_{a b a} p_{b a a}+p_{a b b} p_{b b a}
$$

$$
p_{a a a}^{2}=\left(p_{a a a}, p_{a a b}\right) \cdot\binom{p_{a a a}}{p_{a b a}}
$$

$$
=\left(p_{a a a} p_{a a a}+p_{a a b} p_{a b a}\right)
$$

The same way as above the values of $\mathrm{p}_{\mathrm{bba}}{ }^{2}, \mathrm{P}_{\mathrm{bbb}}{ }^{2}, \mathrm{P}_{\mathrm{a} a \mathrm{~b}}{ }^{2}$, $\mathrm{P}_{\mathrm{baa}}{ }^{2}$, and $\mathrm{p}_{\mathrm{bab}}{ }^{2}$ are calculated. These values constitute the second stage transition probability matrix $\mathrm{P}^{2}$, ie.

For the numerical example, $\mathrm{P}^{2}$ will be:

$$
P^{2}=\left[\begin{array}{ll}
\underline{0.76} & \underline{0.24} \\
\frac{0.42}{0.70} & \underline{0.58} \\
\underline{0.36} & \underline{0.30}
\end{array}\right]
$$

The elements of $\mathrm{P}^{2}$ completely describe the process at the second stage. Each vector gives the probability of the process for all possible states in the second step for the present and past states.

To obtain the third stage probability transition matrix $P^{3}, P$ is multiplied by $P^{2}, i, e ., P^{3}=P \times P^{2}$.

$$
p_{a b a}^{3}=\left(p_{a b a}, p_{a b b}\right) \cdot\binom{p_{b a a}}{p_{b b a}}
$$

$$
=\quad\left(p_{a b a} p_{b a a}^{2}+p_{a b b} p_{b b a}^{2}\right)
$$

$$
\mathrm{p}_{\mathrm{abb}}{ }^{3}=\left(\mathrm{p}_{\mathrm{ab}}, \mathrm{p}_{\mathrm{abb}}\right) \cdot\binom{\mathrm{p}_{\mathrm{b} a b}{ }^{2}}{\mathrm{p}_{\mathrm{bbb}} 2^{2}}
$$

$$
=\left(p_{a b a} p_{b a b}^{2}+p_{a b b} p_{b b b}^{2}\right)
$$

$$
\begin{aligned}
p_{a a a}^{3} & =\left(p_{a a a}, p_{a a b}\right) \cdot\binom{p_{a a a}}{p_{a b a}} \\
& =\left(p_{a a a} p_{a a a}{ }^{2}+p_{a a b} p_{a b a}{ }^{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& p_{a a b}{ }^{3}=\left(p_{a a a}, p_{a a b}\right) \cdot\binom{p_{a a b}{ }^{2}}{p_{a b b}{ }^{2}} \\
& =\left(p_{a a a} p_{a a b}{ }^{2}+p_{a a b} p_{a b b}{ }^{2}\right) . \\
& p_{b b a}^{3:}=\left(p_{b b a}, p_{b b b}\right) \cdot\binom{p_{b a a}{ }^{2}}{p_{b b a}} \\
& =\left(P_{b b a} P_{b a a}{ }^{2}+P_{b b b} P_{b b a}{ }^{2}\right) . \\
& \mathrm{P}_{\mathrm{bbb}}{ }^{3}=\left(\mathrm{p}_{\mathrm{bba}}, \mathrm{p}_{\mathrm{bbb}}\right) \cdot\binom{\mathrm{p}_{b a b}{ }^{2}}{\mathrm{p}_{\mathrm{bbb}}{ }^{2}} \\
& =\left(p_{b b a} p_{b a b}{ }^{2}+p_{b b b} p_{b b b}{ }^{2}\right) . \\
& p_{\text {baa }}{ }^{3}=\left(p_{b a a}, p_{b a b}\right) \cdot\binom{p_{\text {aaa }}{ }^{2}}{p_{a b a}} \\
& =\left(p_{b a a} p_{a a a}{ }^{2}+p_{b a b} p_{a b a}{ }^{2}\right) . \\
& p_{b a b}^{3}=\left(p_{b a a}, p_{b a b}\right) \cdot\binom{p_{a a b}{ }^{2}}{p_{a b b}} \\
& =\left(p_{b a a} p_{a a b}{ }^{2}+p_{b a b} p_{a b b}{ }^{2}\right) .
\end{aligned}
$$

If $p^{3}$ is rewritten in terms of its elements it would appear as given below:

The elements of $p^{3}$ obtained by the matrix method are the same as those of $\mathrm{P}^{3}$ obtained by classical method. This can be verified for the value of $\mathrm{p}_{\mathrm{ab}}{ }^{3}$.

$$
\begin{equation*}
\mathrm{p}_{\mathrm{aba}}{ }^{3}=\mathrm{p}_{\mathrm{aba}} \mathrm{p}_{\mathrm{baa}}{ }^{2}+\mathrm{p}_{\mathrm{abb}} \mathrm{p}_{\mathrm{bba}}{ }^{2} . \tag{2}
\end{equation*}
$$

From $\mathrm{P}^{2}$,

$$
\begin{equation*}
p_{b a a}^{2}=p_{b a a} p_{a a a}+p_{b a b} p_{a b a} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{p}_{\mathrm{bba}}{ }^{2}=\quad \mathrm{p}_{\mathrm{bba}} \mathrm{p}_{\mathrm{baa}}+\mathrm{p}_{\mathrm{bbb}} \mathrm{P}_{\mathrm{bba}} . \tag{4}
\end{equation*}
$$

Substituting the values of $\mathrm{p}_{\mathrm{baa}}{ }^{2}$, and $\mathrm{p}_{\mathrm{bba}}{ }^{2}$ in (2),

$$
\begin{align*}
p_{a b a}^{3}= & p_{a b a}\left(p_{b a a} p_{a a a}+p_{b a b} p_{a b a}\right)+ \\
& p_{a b b}\left(p_{b b a} p_{b a a}+p_{b b b} p_{b b a}\right) \\
= & p_{a b a} p_{b a a} p_{a a a}+p_{a b a} p_{b a b} p_{a b a}+ \\
& p_{a b b} p_{b b a} p_{b a a}+p_{a b b} p_{b b b} p_{b b a} . \tag{5}
\end{align*}
$$

The same value for $\mathrm{P}_{\mathrm{aba}}{ }^{3}$ was obtained in the classical method (Equation 1).

For the numerical example, $p^{3}$ would be

$$
p^{3}=\left[\begin{array}{ll}
\underline{0.692} & \underline{0.308} \\
\underline{0.564} & \underline{0.436} \\
\underline{0.590} & \underline{0.410} \\
\underline{0.462} & \underline{0.538}
\end{array}\right] .
$$

In multiplying higher order matrices, care must be taken to see that $P^{k}=P \times P^{k-1} \neq P^{k-1} \times P$. This can be proved by considering the above-mentioned second order Markov chain having the transition probability matrix $P$ and the state space $S=(a, b$,$) . If the method of P^{2} \times P$ is used to determine the third stage transition probabilities, the element $\mathrm{p}_{\mathrm{aba}} 3$ would be as given below:

$$
P_{a b a}{ }^{3}=P_{a b a}{ }^{2} p_{b a a}+P_{a b b^{2}} p_{b b a} .
$$

Representing $\mathrm{P}_{\mathrm{aba}}{ }^{2}$ and $\mathrm{P}_{\mathrm{abb}}{ }^{2}$ in terms of one step probabilities

$$
\begin{align*}
p_{a b a}^{3}= & \left(p_{a b a} p_{b a a}+p_{a b b} p_{b b a}\right) p_{b a a}+\left(p_{a b a} p_{b a b}\right. \\
& \left.+p_{a b b} p_{b b b}\right) p_{b b a} \\
= & p_{a b a} p_{b a a} p_{b a a}+p_{a b b} p_{b b a} p_{b a a}+p_{a b a} p_{b a b} p_{b b a} \\
& +p_{a b b} p_{b b b} p_{b b a} \tag{6}
\end{align*}
$$

Equation (6) is not equal to (5). The first and the third factor in (6) do not follow the logic. The first factor must give the conditional probability of process being in a at $(t=4)$ given that it was in at $t=0$, is in $\underline{b}$, a, and a at $t=1, t=2$, and $t=3$ respectively. The subscripts of the one step probabilities of the first factor are not
according to the required states at various steps. The third factor, in the same way, does not follow the required distribution of the states at various steps.
Therefore, $P^{k}=P \times P^{k-1} \neq P^{k-1} \times P$.
From the matrix method it is observed that $P^{k}$ can be determined from $P^{k-1}$ and $P$. In the classical method all the states in between the stages are analyzed exhaustively to determine $P^{k}$. For higher values of $k$, the classical method, therefore, does not have computational superiority over the matrix method.

> Generalization of Matrix Method for n-Order Markov chains

Let ( $X_{t} ; t=0,1,2, \ldots$ ) be an $n$-order Markov chain with state space $S=(a, b, c, \ldots, m)$ and the transition probability matrix $P$. The $k$ step transition probability matrix $P^{k}$ is the product of $P$ and $P^{k-1}$. In determining the element of $p^{k}$ the procedure mentioned in the description of the matrix method is followed. For example, $p_{a, b, \ldots, i, j}^{k}=$

$$
\left(p_{a, b, \ldots, i, a, p}, b, \ldots, i, b, \ldots, p a, b, \ldots i, m\right) \cdot\left[\begin{array}{l}
p_{b}^{k-1} \ldots, i, a, j \\
p_{b}^{k-1} \ldots, i, b, j \\
1 \\
1 \\
1 \\
p_{b}{ }^{k-1} \ldots, i, m, j
\end{array}\right]
$$

It is noticed from the equation that the first $n$ subscripts of all the elements of the row vector of $P$ are the same as the first $n$ subscripts of $p_{a, b, \ldots, i, j}^{k}$ and these $n$ subscripts have the same order. The last $n$ subscripts of the elements of the row vector are the same as the first $n$ subscripts of the corresponding elements of the column vector. The $(n+1)^{\text {st }}$ subscript of all the elements of column vector will be the state where the process is required to be at the $(n-1+k)^{\text {th }}$ step.

The result of the above equation is

$$
\begin{aligned}
p_{a, b, \ldots, i, j}^{k}= & \left(p_{a, b, \ldots, i, a}\right)\left(p_{b}^{k-1} \ldots, i, a, j\right)+ \\
& \left(p_{a, b, \ldots, i, b}\right)\left(p_{b}^{k-1}, \ldots, i, b, j\right) \\
& +\ldots+\left(p_{a, b, \ldots i, m}\right)\left(p_{b, 1}^{k-1} \ldots, i, m, j\right)
\end{aligned}
$$

## CHAPTER III

# STEADY STATE AND ABSORPTION PROPERTIES QF HIGHER ORDER MARKOV CHAINS 

Determination of Steady State Conditions of Higher Order Ergodic Markov Chains

The existence of steady state conditions in a higher order ergodic Markov chain can be demonstrated by computm ing $p^{k}$ for various values of $k$. For the example given in Chapter $l \mid$ the probability matrix at the steady state would be as given below:

$$
P^{k}=\left[\begin{array}{ll}
\frac{.6}{.6} & .4 \\
\frac{.6}{.6} & .4 \\
\frac{.6}{.} & .4
\end{array}\right] \text {. }
$$

Because of the tediousness involved in the above work, a computer program is given on page 31 .

To determine the analytical method for finding the steady state probabilities recall what was said in Chapter 1 regarding the steady state probabilities of first order Markov chains. As in the case of the first order Markov chains, steady state probabilities for higher order
A FORTRAN IV Program for Determining the Steady State Probabilities of a Second Order Markov Chain with the State Space $S=(a, b)$ :


| SENTRY |  |  |
| :---: | :---: | :---: |
| 0.600000 | 0.400000 | 0.800000 |
| 0.420000 | 0.580000 | 0. 760000 |
| 0.564000 | 0.436000 | 0.692000 |
| 0. 538800 | 0.461200 | 0.566400 |
| 0.576900 | 0.453040 | 11.640880 |
| 0.577032 | 0.4?29668 | 0.028090 |
| 0.538494 | 0.411505 |  |
| 0.590808 | 0.40914 | 6. 012005 |
| 0.594710 | 0.405290 | 0.607760 |
| 0.596184 | 0.403815 | 0.605154 |
| 0.597649 | 0.402350 | (1.603360 |
| 0.598385 | 0.411614 | 0.602218 |
| 0.598971 | 0.401027 | 0.601451 |
| 0.599309 | 0.400589 | 0.600955 |
| 0.599553 | 0.400446 | 0.600526 |
| 0.599703 | 0.400295 | 0.000411 |
| 0.599806 | 0.400192 | 0.600270 |
| 0.599872 | 0.400121 | 0.600177 |
| 0.599916 | 0.400082 | 0.609116 |
| 0.599944 | 0, 400054 | 0.000076 |
| 0.599963 | 0.400035 | 9,600049 |
| 0.599975 | 0.400022 | 0.600032 |
| 0.599983 | 0.400014 | 0.600021 |
| 0.599989 | 0.400009 | 0.600013 |
| 0.599992 | 0.400005 | 0.600008 |
| 0.599994 | 0.400003 | 0.800005 |
| 0.599496 | 0.400001 | 6.1.00003 |
| \#\#車\#\#*** |  |  |

0.200000
0.240000
0.308000
0.333600
0.359120
0.311904
0.382110
0.387994
0.392233
0.394845
0.396639
0.397781
0.398547
0.399043
0.399372
0.399587
0.399729
0.399821
0.399882
0.399922
0.399948
0.399966
0.399977
0.399984
0.399989
0.399992
0.399994
$484 \% 4 \% 64$

| 0.300000 | 0.700000 | 0.500000 |
| :---: | :---: | :---: |
| 0.360000 | 0.640000 | 0.700000 |
| 0.462000 | 0.538000 | 0,590000 |
| 0.500400 | 0.499600 | 0.628000 |
| 0.538680 | 0.461320 | 0.602600 |
| 0.557856 | 0.442144 | 0.608920 |
| 0.573175 | 0.426824 | 0.602564 |
| 0.581991 | 0.418008 | 0.603188 |
| 0.588350 | 0.411649 | 0.601407 |
| 0.592267 | 0.407732 | 0.601238 |
| 0.594958 | 0.405041 | 0.600 .669 |
| 0.596671 | 0.403327 | 0.600505 |
| 0.597821 | 0.402177 | 0.600301 |
| 0.598565 | 0.401433 | 0.600211 |
| 0.599059 | 0.400939 | 0.600132 |
| 0.599381 | 0.400617 | 0.600689 |
| 0.599593 | 0.400405 | 0. |
| 0.599732 | 0.400266 | 0.600038 |
| 0.599824 | 0.400174 | 0.600024 |
| 0.599884 | 0,400114 | 0.600016 |
| 0.599923 | 0.400074 | 0.6000 |
| 0.599949 | 0.400048 | 0,600006 |
| 0.599966 | 0.400031 | 0.600003 |
| 0.599977 | 0.400020 | 0,600002 |
| 0.599985 | 0.400013 | 0.600001 |
| 0.599989 | 0,400008 | 0.600000 |
| 0.599993 | 0.400005 | 0.599999 |
| 4* 4 * |  |  |

0.500000
0.300000
0.410000
0.372000
0.397400
0.391080
0.397436
0.396811
0.398593
0.398762
0.399330
0.399494
0.399697
0.399787
0.399866
0.399909
0.399941
0.399960
0.399974
0.399982
0.399988
0.399992
0.399994
0.399996
0.399997
0.399997
0.399998
$4 \neq 448 *$ \&

Markov chains do not depend upon the present and past states of the process. Because of the complexity involved in the multiplication of higher order matrices, the analytical calculation of steady state probabilities for higher order Markov chains is much more difficult than in the case of first order Markov chains. The general procedure is to reduce the probability transition matrix $P$ of the higher order Markov chain to an equivalent first order matrix. Once a first order matrix is determined, determination of steady state probabilities becomes easy. The concept of reducing an n-order matrix can be demonstrated with a second order matrix. Let $P$ be the transition probability matrix of a second order Markov chain, then $P$ would appear as given below:

$$
P=\left[\begin{array}{ll}
\frac{P_{a a a}}{} & \frac{P_{a a b}}{p_{a b a}} \\
\frac{P_{a b b}}{p_{b a a}} & \frac{P_{b a b}}{P_{b b a}} \\
\underline{P_{b b b}}
\end{array}\right] .
$$

$P$ contains two $2 \times 2$ matrices, one for the state a immediately preceding the present state and the other for the state $\underline{b}$. If the process is an ergodic one, these two matrices must be the same at the steady state independent of the states immediately preceding the present state. Since this steady state still depends upon the present state, it is called an intermediate steady state, The
intermediate steady state probabilities can be determined by treating the above matrices as first order ones.

$$
\begin{aligned}
& p_{a b a}^{k}=p_{a b a}^{k-1} p_{b a a}+p_{a b b}^{k-1} p_{b b a} \\
& =p_{a b a}^{k-1} p_{b a a}+\left(1-p_{a b a}^{k-1}\right)\left(1-p_{b b b}\right) \\
& =p_{a b a}^{k-1} p_{b a a}+\left(1-p_{b b b}\right)-p_{a b a}^{k-1}+p_{a b a}^{k-1} p_{b b b} \\
& =p_{a b a}^{k-1}\left(p_{b a a}+p_{b b b}-1\right)+\left(1-p_{b b b}\right) . \\
& \text { If } X=p_{b a a}+p_{b b b}-1 \\
& \text { and } \quad Y=\left(1-p_{b b b}\right) \\
& \text { then } p_{a b a}^{k}=p_{a b a}^{k-l}(x)+Y \\
& =\left(p_{a b a}^{k-2}(X)+Y\right) X+Y \\
& =p_{a b a}^{k-2}\left(X^{2}\right)+Y(1+X) \\
& =\left(p_{a b a}^{k-3}(X)+Y\right) X^{2}+Y(1+X) \\
& =p_{a b a}^{k-3}\left(x^{3}\right)+Y\left(1+X+x^{2}\right) \\
& =p_{a b a} x^{k-1}+y\left(1+x+x^{2}+\ldots+x^{k-2}\right) \\
& \text { Limit } p_{a b a}^{k}=\operatorname{Limit}\left(p_{a b a} x^{k-1}+y\left(1+x+x^{2}+\ldots+x^{k-2}\right)\right) \\
& k \Rightarrow \infty \quad k \Rightarrow \infty
\end{aligned}
$$

$$
\begin{aligned}
& p_{a b a}^{k}=Y(1-x)^{-1} \\
& p_{a b a}^{k}=\frac{1-p_{b b b}}{2-p_{b a a}-p_{b b b}} \\
& p_{a b b}^{k}=p_{a b a}^{k-1} p_{b a b}+p_{a b b}^{k-1} p_{b b b} \\
& =\left(1-p_{a b b}^{k-1}\right)\left(1-p_{b a a}\right)+p_{a b b}^{k-1} p_{b b b} \\
& =1-p_{b a a}-p_{a b b}^{k-1}\left(1-p_{b a a}\right)+p_{a b b}^{k-1} p_{b b b} \\
& =p_{a b b}^{k-1}\left(p_{b b b}+p_{b a a}-1\right)+\left(1-p_{b a a}\right) . \\
& \text { If } \quad x=p_{b b b}+p_{b a a}-1 \\
& \text { and } \quad Y=1-p_{\text {baa }} \\
& \text { then } p_{a b b}^{k}=p_{a b b}^{k-1} x+Y \\
& =\left(p_{a b b}^{k-2} X+Y\right) X+Y \\
& =p_{a b b}^{k-2} x^{2}+Y(1+X) \\
& =p_{a b b} X^{k-1}+Y\left(1+X+x^{2}+\ldots+x^{k-2}\right) \quad . \\
& \text { Limit } p_{a b b}^{k}=\operatorname{Limit}\left(p_{a b b} x^{k-1}+y\left(1+x+x^{2}+\ldots+x^{k-2}\right)\right) \\
& k \Rightarrow \infty \quad k \Rightarrow \infty \\
& p_{a b b}^{k}=y(1-x)^{-1}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1-p_{b a a}}{2-p_{b b b}-p_{b a a}} \\
& p_{a b b}^{k}=\frac{1-p_{b a a}}{2-p_{b a a}-p_{b b b}} \\
& p_{a a a}^{k}=p_{a a a}^{k-1} p_{a a a}+p_{a a b}^{k-1} p_{a b a} \\
& =p_{a a a}^{k-1} p_{a a a}+\left(1-p_{a a a}^{k-1}\right)\left(1-p_{a b b}\right) \\
& =p_{a a a}^{k-1} p_{a a a}+\left(1-p_{a b b}\right)-p_{a a a}^{k-1}\left(1-p_{a b b}\right) \\
& =p_{a a a}^{k-1}\left(p_{a a a}+p_{a b b}-1\right)+\left(1-p_{a b b}\right) \text {. } \\
& \text { If } X=p_{a a a}+p_{a b b}-1 \\
& \text { and } \quad Y=\left(1-P_{a b b}\right) \\
& \text { then } p_{\text {aaa }}^{k}=p_{a a a}^{k-1} x+Y \\
& =\left(p_{a a a}^{k-2} X+Y\right) X+Y \\
& =p_{a a a}^{k-2} x^{2}+y(1+X) \\
& =p_{a a a} x^{k-1}+y\left(1+x+\ldots+x^{k-2}\right) \\
& \operatorname{Limit}_{k \rightarrow \infty} p_{\text {aaa }}^{k}=\operatorname{Limit}_{k \rightarrow \infty}\left(p_{\text {aaa }} x^{k-1}+y\left(1+x+\ldots+x^{k-2}\right)\right) \\
& =Y(1-x)^{-1}
\end{aligned}
$$

$$
\begin{align*}
& p_{a a a}^{k}=\frac{1-p_{a b b}}{2-p_{a a a}-p_{a b b}} \\
& p_{a a b}^{k}=p_{a a a}^{k-1} p_{a a b}+p_{a a b}^{k-1} p_{a b b} \\
& =\left(1-p_{a a b}^{k-1}\right)\left(1-p_{a a a}\right)+p_{a a b}^{k-1} p_{a b b} \\
& =\left(1-p_{a a a}\right)-p_{a a b}^{k-1}\left(1-p_{a a a}\right)+p_{a a b}^{k-1} p_{a b b} \\
& =p_{a a b}^{k-1}\left(p_{a a a}+p_{a b b}-1\right)+\left(1-p_{a a a}\right) . \\
& \text { Let } x=p_{a a a}+p_{a b b}-1 \\
& \text { and } Y=\left(1-\mathrm{P}_{\text {aaa }}\right) \\
& \text { then } p_{a a b}^{k}=p_{a a b}^{k-1} x+y \\
& =\left(p_{a a b}^{k-2} x+y\right) X+Y \\
& =p_{a a b}^{k-2} x^{2}+y(1+x) \\
& \operatorname{Limit}_{k \rightarrow \infty} p_{a a b}^{k}=\operatorname{Limit}_{k \rightarrow \infty}\left(p_{a a b} x^{k-1}+y\left(1+x+\ldots+x^{k-2}\right)\right) \\
& k \Rightarrow \infty \quad k \Rightarrow \infty \\
& p_{a a b}^{k}=\frac{Y}{Y-X} \\
& p_{a a b}^{k}=\frac{1-p_{a a a}}{2-p_{a b b}-p_{a a a}}  \tag{11}\\
& p_{b b a}^{k}=p_{b b a}^{k-1} p_{b a a}+p_{b b b}^{k-1} p_{b b a}
\end{align*}
$$

$$
\begin{aligned}
& =p_{b b a}^{k-1} p_{b a a}+\left(1-p_{b b a}^{k-1}\right)\left(1-p_{b b b}\right) \\
& =p_{b b a}^{k-1} p_{b a a}+\left(1-p_{b b b}\right)-p_{b b a}^{k-1}\left(1-p_{b b b}\right) \\
& =p_{b b a}^{k-1}\left(p_{b a a}+p_{b b b}-1\right)+\left(1-p_{b b b}\right)
\end{aligned}
$$

$$
\text { Let } \begin{aligned}
x & =p_{b a a}+p_{b b b}-1 \\
\text { and } \quad Y & =\left(1-p_{b b b}\right) \\
\text { then } p_{b b a}^{k} & =p_{b b a}^{k-1} x+Y \\
& =\left(p_{b b a}^{k-2} x+Y\right) X+Y \\
& =p_{b b a}^{k-2} x^{2}+Y(1+x) \\
& =p_{b b a} X^{k-1}+Y\left(1+X+\ldots x^{k-2}\right)
\end{aligned}
$$

$$
\operatorname{Limit}_{k \rightarrow \infty} p_{b b a}^{k}=\operatorname{Limit}_{k \rightarrow \infty}\left(p_{b b a} x^{k-1}+y\left(1+x+\ldots+x^{k-2}\right)\right)
$$

$$
p_{b b a}^{k}=\frac{Y}{1-X}
$$

$$
\begin{equation*}
p_{b b a}^{k}=\frac{1-p_{b b b}}{2-p_{b a a}-p_{b b b}} \tag{12}
\end{equation*}
$$

$$
p_{b b b}^{k}=p_{b b a}^{k-1} p_{b a b}+p_{b b b}^{k-1} p_{b b b}
$$

$$
=\left(1-p_{b b b}^{k-1}\right)\left(1-p_{b a a}\right)+p_{b b b}^{k-1} p_{b b b}
$$

$$
\begin{align*}
& =\left(1-p_{b a a}\right)-p_{b b b}^{k-1}\left(1-p_{b a a}\right)+p_{b b b}^{k-1} p_{b b b} \\
& =p_{b b b}^{k-1}\left(p_{b b b}+p_{b a a}-1\right)+\left(1-p_{b a a}\right) . \\
& \text { If } \quad X=P_{b b b}+P_{b a a}-1 \\
& \text { and } Y=1-P_{\text {baa }} \\
& \text { then } p_{b b b}^{k}=p_{b b b}^{k-1} x+Y \\
& =\left(p_{b b b}^{k-2} x+y\right) X+Y \\
& =p_{b b b}^{k-2} x^{2}+y(1+x) \\
& =p_{b b b} x^{k-1}+y\left(1+x+\ldots+x^{k-2}\right) . \\
& \operatorname{Limit}_{k \rightarrow \infty} p_{b b b}^{k}=\operatorname{Limit}_{k \rightarrow \infty}\left(p_{b b b} x^{k-1}+y\left(1+x+\ldots+x^{k-2}\right)\right) \\
& p_{b b b}^{k}=\frac{Y}{1-x} \\
& p_{b b b}^{k}=\frac{1-p_{b a a}}{2-p_{b b b}-p_{b a a}}  \tag{13}\\
& p_{b a a}^{k}=p_{b a a}^{k=1} p_{a a a}+p_{b a b}^{k-1} p_{a b a} \\
& =p_{b a a}^{k-1} p_{a a a}+\left(1-p_{b a a}^{k-1}\right)\left(1-p_{a b b}\right) \\
& =p_{b a a}^{k-1} p_{a a a}+\left(1-p_{a b b}\right)-p_{b a a}^{k-1}\left(1-p_{a b b}\right)
\end{align*}
$$

$$
\begin{align*}
& =p_{b a a}^{k-1}\left(p_{a a a}+p_{a b b}-1\right)+\left(1-p_{a b b}\right) . \\
& \text { If } x=p_{a a a}+p_{a b b}-1 \\
& \text { and } Y=\left(1-P_{a b b}\right) \\
& \text { then } p_{b a a}^{k}=p_{b a a}^{k-1} x+Y \\
& =\left(p_{\text {baa }}^{k-2} x+Y\right) X+Y \\
& =p_{\text {baa }}^{k-2} x^{2}+y(1+x) \\
& =p_{\text {baa }} x^{k-1}+y\left(1+x+\ldots+x^{k-2}\right) . \\
& \text { Limit } p_{\text {baa }}^{k}=\operatorname{Limit}\left(p_{\text {baa }} x^{k-1}+y\left(1+x+\ldots x^{k-2}\right)\right) \\
& k \Rightarrow \infty \quad k \Rightarrow \infty \\
& p_{\text {baa }}^{K}=\frac{Y}{1-X} \\
& p_{b a a}^{k}=\frac{1-p_{a b b}}{2-p_{a a a}-p_{a b b}}  \tag{14}\\
& p_{b a b}^{k}=p_{b a a}^{k-1} p_{a a b}+p_{b a b}^{k-1} p_{a b b} \\
& =\left(1-p_{b a b}^{k-1}\right)\left(1-p_{a a a}\right)+p_{b a b}^{k-1} p_{a b b} \\
& =\left(1-p_{a a a}\right)-p_{b a b}^{k-1}\left(1-p_{a a a}\right)+p_{b a b}^{k-1} p_{a b b} \\
& =p_{b a b}^{k-1}\left(p_{a b b}+p_{a a a}-1\right)+\left(1-p_{a a a}\right) .
\end{align*}
$$

$$
\begin{align*}
& \text { If }=p_{a b b}+p_{a a a}-1 \\
& \text { and } Y=\left(1-p_{a a a}\right) \\
& \text { then } p_{b a b}^{k}=p_{b a b}^{k-1} x+Y \\
&=\left(p_{b a b}^{k-2} x+Y\right) x+Y \\
&=p_{b a b}^{k-2} x^{2}+Y(1+x) \\
&=p_{b a b} x^{k-1}+Y\left(1+x+\ldots+x^{k-2}\right) \cdot \\
& \text { Limit } p_{b a b}^{k}=L_{i m i t}\left(p_{b a b} x^{k-1}+Y\left(1+X+\cdots+x^{k-2}\right)\right) \\
& k \Rightarrow \infty \\
& p_{b a b}^{k}=\frac{Y}{1-x}  \tag{15}\\
& P_{b a b}^{k}=\frac{1}{2-P_{a b b}-P_{a a a}}
\end{align*}
$$

From equations (8) and (12)

$$
\begin{equation*}
p_{a b a}^{k}=p_{b b a}^{k}=\frac{1-p_{b b b}}{2-p_{b a a}-p_{b b b}} \tag{16}
\end{equation*}
$$

From equations (9) and (13)

$$
\begin{equation*}
p_{a b b}^{k}=p_{b b b}^{k}=\frac{1-p_{b a a}}{2-p_{b a a}-p_{b b b}} \tag{17}
\end{equation*}
$$

From equations (10) and (14)

$$
\begin{equation*}
p_{a a a}^{k}=p_{b a a}^{k}=\frac{1-p_{a b b}}{2-p_{a a a}-p_{a b b}} \tag{18}
\end{equation*}
$$

From equations (11) and (15)

$$
\begin{equation*}
p_{a a b}^{k}=p_{b a b}^{k}=\frac{1-p_{a a a}}{2-p_{a a a}-p_{a b b}} \tag{19}
\end{equation*}
$$

It is clear from (16), (17), (18), and (19), that at the intermediate steady state the effect upon the process by its state immediately preceding the present state is eliminated and the two $2 \times 2$ matrices are equal. They would appear as given below:

$$
P_{1}=\left[\begin{array}{ll}
\frac{p_{a a a}^{k}}{p_{a b a}^{k}} & \frac{p_{a a b}^{k}}{p_{a b b}^{k}} \\
\frac{p_{b a a}^{k}}{p_{b a b}^{k}} & \frac{p_{b b a}^{k}}{p_{b b b}^{k}}
\end{array}\right]
$$

If the results of (16), (17), (18), and (19) are utilized for $P_{1}$, it would appear as given below:

$$
P_{1}=\left[\begin{array}{ll}
\frac{p_{a a}^{k}}{p_{b a}^{k}} & \frac{p_{a b}^{k}}{p_{b b}^{k}} \\
\frac{p_{a a}^{k}}{k} & \frac{p_{a b}^{k}}{\frac{p_{b b}^{k}}{k}}
\end{array}\right] .
$$

From the above representation, it is observed that $P_{\text {, }}$ consists of two identically equal $2 \times 2$ first order matrices. The steady state probabilities for these first order matrices can be computed using the same procedure for the determination of intermediate steady state probabilities. At the steady state all the probability vectors will be the same. This is due to the elimination of the effect of the process's present state. The steady state probability matrix $P_{s}$ would appear as given below:

$$
P_{s}=\left[\begin{array}{ll}
\frac{p_{a}^{k}}{p_{a}^{k}} & \frac{p_{b}^{k}}{p_{b}^{k}} \\
\frac{p_{b}^{k}}{p_{a}^{k}} & \frac{p_{b}^{k}}{p_{a}^{k}} \\
\underline{p_{b}^{k}}
\end{array}\right]
$$

where

$$
\begin{equation*}
p_{a}^{k}=\frac{1-p_{b b}^{k}}{2-p_{a a}^{k}-p_{b b}^{k}} \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{b}^{k}=\frac{1-p_{a a}^{k}}{2-p_{a a}^{k}-p_{b b}^{k}} \tag{21}
\end{equation*}
$$

Suffix a of $p_{a}^{k}$ refers to the future outcome of the process. The future outcome of the process is completely independent of the process's present and past outcomes. The intermediate steady state probabilities for the numerical example having the $P$ as given below can be
calculated using the above method.

$$
P=\left[\begin{array}{ll}
\frac{p_{a a a}}{} & \underline{p_{a a b}} \\
\frac{p_{a b a}}{} & \underline{p_{a b b}} \\
\underline{p_{b a a}} & \underline{p_{b a b}} \\
\underline{p_{b b a}} & \underline{p_{b b b}}
\end{array}\right]=\left[\begin{array}{ll}
\frac{.8}{-6} & .4 \\
.5 & .5 \\
.3 & .7
\end{array}\right] .
$$

From equation (16)

$$
\begin{aligned}
p_{a b a}^{k}=p_{b b a}^{k}=p_{b a}^{k} & =\frac{1-p_{b b b}}{2-p_{b a a}-p_{b b b}} \\
& =\frac{1-.7}{2-.5-.7} \\
& =0.375 .
\end{aligned}
$$

From equation (17)

$$
\begin{aligned}
p_{a b b}^{k}=p_{b b b}^{k}=p_{b b}^{k} & =\frac{1-p_{b a a}}{2-p_{b a a}-p_{b b b}} \\
& =\frac{1-.5}{2-.5 \cdots .7} \\
& =0.625 .
\end{aligned}
$$

From equation (18)

$$
\begin{aligned}
p_{a a a}^{k}=p_{b a a}^{k}=p_{a a}^{k} & =\frac{1-p_{a b b}}{2-p_{a a a}-p_{b b b}} \\
& =\frac{1-.4}{2-.8-.4} \\
& =0.75 .
\end{aligned}
$$

and from equation (19)

$$
\begin{aligned}
p_{a a b}^{k}=p_{b a b}^{k}=p_{a b}^{k} & =\frac{1-p_{a a a}}{2-p_{a a a}-p_{a b b}} \\
& =\frac{1-.8}{2-.8-.4} \\
& =0.25 .{ }^{2}
\end{aligned}
$$

Therefore the intermediate steady state probability matrix would be:

$$
P_{1}=\left[\begin{array}{ll}
\frac{.75}{.375} & \frac{.25}{.625} \\
\frac{.75}{.375} & \underline{.25} \\
\underline{.625}
\end{array}\right] .
$$

Finally, the steady state probabilities can be computed from equations (20) and (21).

$$
\begin{aligned}
p_{a}^{k} & =\frac{1-p_{b b}^{k}}{2-p_{a a}^{k}-p_{b b}^{k}} \\
& =\frac{1-.625}{2-.75-.625}
\end{aligned}
$$

$$
\begin{aligned}
& =0.6 \cdot \\
p_{b}^{k} & =\frac{1-p_{a a}^{k}}{2-p_{a a}^{k}-p_{b b}^{k}} \\
& =\frac{1-.75}{2-.75-.625} \\
& =0.4 .
\end{aligned}
$$

Therefore, the steady state probability matrix $P_{\text {s }}$ would appear as given below:

$$
P_{S}=\left[\begin{array}{ll}
\frac{.6}{.6} & \underline{.4} \\
\frac{.4}{.6} & \underline{.4} \\
\frac{.6}{} & \underline{.4}
\end{array}\right] \text {. }
$$

The same value of $P_{s}$ was obtained using the computer. The computer solution is given on page 31 .

> Steady State Conditions of Higher Order Markov Chains

The procedure for finding the steady state probability distributions of higher order Markov chains can be demonstrated by using a third order Markov chain. Let ( $X_{t} ; t=0,1,2, \ldots$ ) be a third order Markov chain de. fined in the state space $S=(a, b)$ having the transition probability matrix $P$, $P$ will have four dimensions for the third order Markov chain and the number of elements of $P$
will be 16. After the first reduction the intermediate steady state probabilities will be as follows:

$$
\begin{aligned}
& p_{a a a a}^{k}=p_{b a a a}^{k}=p_{a a a}^{k}=\frac{1-p_{a a b b}}{2-p_{a a a a}-p_{a a b b}} \\
& p_{a a a b}^{k}=p_{b a a b}^{k}=p_{a a b}^{k}=\frac{1-p_{a a a a}}{2-p_{a a a a}-p_{a a b b}} \\
& p_{a a b a}^{k}=p_{b a b a}^{k}=p_{a b a}^{k}=\frac{1-p_{a b b b}}{2-p_{a b a a}-p_{a b b b}} \\
& p_{a a b b}^{k}=p_{b a b b}^{k}=p_{a b b}^{k}=\frac{1-p_{a b a a}}{2-p_{a b a a}-p_{a b b b}} \\
& p_{a b a a}^{k}=p_{b b a a}^{k}=p_{b a a}^{k}=\frac{1-p_{b a b b}}{2-p_{b a a a}-p_{b a b b}} \\
& p_{a b a b}^{k}=p_{b b a b}^{k}=p_{b a b}^{k}=\frac{1-p_{b a a a}}{2-p_{b a a a}-p_{b a a a}} \\
& p_{a b b a}^{k}=p_{b b b a}^{k}=p_{b b a}^{k}=\frac{1-p_{b b b b}}{2-p_{b b a a}-p_{b b b b}} \\
& p_{a b b b}^{k}=p_{b b b b}^{k}=p_{b b b}^{k}=\frac{1-p_{b b a a}}{2-p_{b b a a}-p_{b b b b}}
\end{aligned}
$$

From the above it is noticed that the process is reduced to a second order chain after the first reduction. The process now depends only upon the present state and the state immediately preceding the present state. Two more reductions will lead to the steady state depending only upon the future outcomes. This has been shown in the second
order Markov chain example.
The knowledge of steady state probability distributions of second and third order Markov chains can be utilized for developing a generalized procedure to determine the steady state probability distributions of $n$ order Markov chains. Let ( $X_{t} ; t=0,1,2, \ldots$ ) be an n-order Markov chain with the state space $S=(a, b)$ and the onestep transition probability matrix $P$. P will have $n+1$ dimensions. The number of reductions necessary to determine the steady state condition of this noorder Markov chain is $n$. In the first reduction the dependency of the process upon its past outcomes is reduced from $n$ states to n-l states. Let $\pi$ represent the ordered sequence of the outcomes of the process from $t=1$ to $t=n-1$. Then, $p_{a, \pi, a}^{k}$ represents the probability of the process being in the state $\underline{a}$ at the $(n+k)^{\text {th }}$ step given that it was in $\underline{a}$, and II. The process has to pass intermediate steady states to reach the final steady state and each intermediate steady state will be reached at every $k$ steps. For dew termining the intermediate steady state the process is considered to be a first order one as far as the state for which the intermediate steady state is required. Therefore,

$$
\begin{aligned}
p_{a, \pi, a}^{k} & =p_{a, \pi, a}^{k-1} p_{\pi, a, a}+p_{a, \pi, b}^{k-1} p_{\pi, b, a} \\
& =p_{a, \pi, a}^{k-1} p_{\pi, a, a}+\left(1-p_{a, \pi, a}^{k-1}\right)\left(1-p_{\pi, b, b}\right)
\end{aligned}
$$

$$
=p_{a, \pi, a}^{k}\left(p_{\pi, a, a}+p_{\pi, b, b}-1\right)+\left(1-p_{\pi, b, b}\right)
$$

Let $\left(p_{\pi, a, a}+p_{\pi, b, b^{-1}}=x\right.$
and

$$
\begin{aligned}
\left(1-p_{\pi, b, b}\right) & =Y \\
p_{a, \pi, a}^{k} & =p_{a, \pi, a}^{k-1}(X)+Y \\
& =\left(X p_{a, \pi, a}^{k-2}+Y\right) X+Y \\
& =X^{2} p_{a, \pi, a}^{k-2}+Y(1+X) \\
& =X^{k-1} p_{a, \pi, a}+Y\left(1+X+X^{2}+\ldots+X^{k-2}\right)
\end{aligned}
$$

$\operatorname{Limit}_{k \rightarrow \infty} p_{a, \pi, a}^{k}=\frac{Y}{1-X}$

$$
=\frac{1-p_{\pi, b, b}}{2-p_{\pi, a, a}-p_{\pi, b, b}} .
$$

Using the above procedure

$$
p_{b, \pi, a}^{k}=\frac{1-p_{\pi, b, b}}{2-p_{\pi, a, a}-p_{\pi, b, b}} .
$$

Thus

$$
p_{a, \pi, a}^{k}=p_{b, \pi, a}^{k}=p_{\pi, a}^{k}=\frac{1-p_{\pi, b, b}}{2-p_{\pi, a, a}-p_{\pi, b, b}} .
$$

The values of other elements are determined in a similiar manner. From the above result it is observed that the effect of one past state on the process's future outcome
is eliminated and ( $n-1$ ) more such reductions will completely eliminate the effect of all the past states and the future outcome of the process is independent of the past outcomes.

The procedure for determining the steady state distribution of higher order Markov chains is applicable only when the process has two states. A reduction technique for the case when the process has three or more states is discussed along with an example. Let a second order Markov chain have the transition matrix $P$ as given below.

Since the process is a second order Markov chain, it has to pass through an intermediate steady state before reaching final steady state. The intermediate steady state would be found as given below:

$$
\begin{align*}
& {\left[\begin{array}{lll}
a & b & c \\
a & b & c \\
a & b & c
\end{array}\right] \times\left[\begin{array}{lll}
.3 & .4 & .3 \\
.2 & .2 & .6 \\
.3 & .3 & .4
\end{array}\right]=\left[\begin{array}{lll}
a & b & c \\
a & b & c \\
a & b & c
\end{array}\right](22) .} \\
& a+b+c=1 \\
& {\left[\begin{array}{lll}
d & e & f \\
d & e & f \\
d & e & f
\end{array}\right] \times\left[\begin{array}{lll}
.2 & .7 & .1 \\
.4 & .3 & .3 \\
.6 & .3 & .1
\end{array}\right]=\left[\begin{array}{lll}
d & e & f \\
d & e & f \\
d & e & f
\end{array}\right](24) .} \\
& d+e+f=1 \\
& {\left[\begin{array}{lll}
g & h & i \\
g & h & i \\
g & h & i
\end{array}\right] \times\left[\begin{array}{lll}
.6 & .2 & .2 \\
.5 & .4 & .1 \\
.1 & .8 & .1
\end{array}\right]=\left[\begin{array}{lll}
g & h & i \\
g & h & i \\
g & h & i
\end{array}\right](26) .} \\
& g+h+i=1 \tag{27}
\end{align*}
$$

From the matrix equations (22) and (23) $a, b$, and $c$ are determined. Equations (24) and (25) are used to determine $d, e$, and $f$. The quantities $g, h$, and $i$ are determined from equations (26) and (27). Therefore, the intermediate steady state distribution would be as given below:

$$
P=\left[\begin{array}{lll}
\underline{a} & \underline{b} & \underline{c} \\
\underline{d} & \underline{e} & \underline{f} \\
\underline{g} & \underline{h} & \underline{i} \\
\underline{a} & \underline{b} & \underline{c} \\
\underline{d} & \underline{e} & \underline{f} \\
\underline{g} & \underline{h} & \underline{i} \\
\underline{a} & \underline{b} & \underline{c} \\
\underline{d} & \underline{e} & \underline{f} \\
\underline{g} & \underline{h} & \underline{i}
\end{array}\right] .
$$

From the above it is observed that the effect of one past state is eliminated. Therefore the intermediate steady state transition matrix $P_{\text {, }}$ appears as given below:

$$
P_{1}=\left[\begin{array}{lll}
\underline{a} & \underline{b} & \underline{c} \\
\underline{d} & \underline{e} & \underline{f} \\
\underline{q} & \underline{h} & \underline{i}
\end{array}\right]=\left[\begin{array}{lll}
\underline{0.273} & \underline{0.300} & \underline{0.427} \\
\underline{0.365} & \underline{0.446} & \underline{0.189} \\
\underline{0.490} & \underline{0.362} & \underline{0.148}
\end{array}\right] .
$$

$P_{1}$ is equivalent to a first order matrix and the following matrix equations are used to determine the final steady state.

$$
\left[\begin{array}{lll}
\underline{x} & \underline{y} & \underline{z} \\
\underline{x} & \underline{z} & \underline{z} \\
\underline{x} & \underline{y} & \underline{z}
\end{array}\right] \times\left[\begin{array}{lll}
\underline{a} & \underline{b} & \underline{c} \\
\underline{d} & \underline{e} & \underline{f} \\
\underline{g} & \underline{h} & \underline{i}
\end{array}\right]=\left[\begin{array}{lll}
\underline{x} & \underline{y} & \underline{z} \\
\underline{x} & \underline{y} & \underline{z} \\
\underline{x} & \underline{y} & \underline{z}
\end{array}\right]
$$

$$
x+y+z=1
$$

Therefore, the steady state distribution $P_{s}$ will be

$$
P_{s}=\left[\begin{array}{lll}
\underline{x} & \underline{y} & \underline{z} \\
\underline{x} & \underline{y} & \underline{z} \\
\underline{x} & \underline{y} & \underline{z}
\end{array}\right]=\left[\begin{array}{lll}
\underline{0.341} & \underline{0.372} & \underline{0.287} \\
\underline{0.341} & \underline{0.372} & \underline{0.287} \\
\underline{0.341} & \underline{0.372} & \underline{0.287}
\end{array}\right] .
$$

From the above $P_{s}$, it is observed that the effect of all past states is eliminated at the steady state. A reduction technique for $n$-order Markov chains will be developed after presenting an example for third order Markov chains with three states. Let ( $X_{t} ; t=0,1,2, \ldots$ ) be a third order Markov chain with the state space $S=(a, b, c)$ and the transition matrix $P$. In interpreting the element Paaba, for example, of $P$ given below, it is the conditional probability of the process being in a at $t=3$, given that it was in $\underline{a}, \underline{a}$, and $\underline{b}$ at $t=0,1$, and 2 respectively.
$P=$


| Pbcaa | $\underline{p_{b c a b}}$ | $\underline{\mathrm{P}_{\text {bcac }}}$ | 0.5 | 0.4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Pbcba | $\underline{p_{b c b b}}$ | $\underline{\mathrm{P}_{b c b c}}$ | 0.4 | 0.5 | 0.1 |
| $\mathrm{P}_{\text {beca }}$ | $\underline{p_{b c c b}}$ | $\underline{\mathrm{P}_{\text {bccc }}}$ | 0.6 | 0.1 | 0.3 |
| ${ }^{\text {P }}$ caaa | $\mathrm{p}_{\text {caab }}$ | $\mathrm{P}_{\text {caac }}$ | 0.8 | 0.1 | 0.1 |
| ${ }^{\text {P caba }}$ | $\underline{p_{c a b b}}$ | $\underline{\mathrm{p}_{\text {cabc }}}$ | 0.7 | 0.1 | 0.2 |
| Pcaca | $\mathrm{P}_{\text {cacb }}$ | $\mathrm{P}_{\text {cacc }}$ | 0.2 | 0.7 | 0.2 |

In P there are 3 submatrices for every step. For all the 3 steps, there are 9 submatrices. At the first intermediate steady state the three submatrices at every step will give one submatrix. This is because of the reduction of the effect of one past outcome on the process. The reduction of the 9 submatrices into 3 submatrices is as given below:

| $\bar{P}_{\text {aaaa }}$ | $\underline{\text { Paab }}$ | $\mathrm{p}_{\text {aaac }}$ |  |  | * |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Paaba | $\underline{p_{\text {abbb }}}$ | $\underline{p_{a b c}}$ |  |  |  |  |  |  |  |
| Paaca | $\underline{P_{\text {aacb }}}$ | $\mathrm{P}_{\text {aacc }}$ |  |  |  |  |  |  |  |
| Pbaaa | $\underline{\mathrm{P}_{\text {baab }}}$ | $\underline{p_{\text {baac }}}$ |  | Paaa | $\mathrm{P}_{\text {aab }}$ | $\underline{p}$ aac | $\underline{.530}$ | . 222 | .241 |
| Pbaba | $\underline{p_{\text {babb }}}$ | $\underline{\mathrm{P}_{\mathrm{b}} \mathrm{bbc}}$ | $\Rightarrow$ | Paba | $\mathrm{P}_{\text {abb }}$ | $\mathrm{p}_{\mathrm{abc}}=$ | $=.577$ | . 222 | . 201 |
| $p_{\text {baca }}$ | $\mathrm{p}_{\text {bacb }}$ | $p_{\text {bacc }}$ |  | Paca | $\mathrm{P}_{\text {acb }}$ | Pacc | . 329 | . 300 | .371 |
| ${ }^{\text {P caaa }}$ | ${ }^{\text {p }}$ caab | ${ }^{\text {P caac }}$ |  |  |  |  |  |  |  |
| ${ }^{\text {P }}$ caba | ${ }^{\text {Pcabb }}$ | $\mathrm{P}_{\text {cabc }}$ |  |  |  |  |  |  |  |
| $p_{\text {caca }}$ | Pcacb | ${ }^{\text {P Cacc }}$ |  |  |  |  |  |  |  |




The reduced transition matrix $P$, after the first reduction is, therefore,


In the second reduction the above three submatrices will be reduced to a single $3 \times 3$ submatrix as given below:

$$
P_{1}=\left[\begin{array}{lll}
\frac{p_{a a}}{} & \frac{p_{a b}}{p_{b a}} & \frac{p_{a c}}{p_{b b}} \\
\frac{p_{b c}}{p_{c a}} & \underline{p_{c b}} & \underline{p_{c c}}
\end{array}\right]=\left[\begin{array}{lll}
\frac{.488}{.246} & \frac{.266}{.324} & \frac{.395}{.281} \\
\frac{.427}{\square} & \underline{.436} & \underline{.137}
\end{array}\right] .
$$

After the second reduction the process becomes a first order Markov chain, i.e., its future outcome depends only upon its present outcome. In the third reduction the above matrix will have equal probability vectors. The final steady state probability matrix would be as givne below:

$$
P_{s}=\left[\begin{array}{lll}
\underline{p_{a}} & \underline{p_{b}} & \underline{p_{c}} \\
\underline{p_{a}} & \underline{p_{b}} & \underline{p_{c}} \\
\underline{p_{a}} & \underline{p_{b}} & \underline{p_{c}}
\end{array}\right]=\left[\begin{array}{lll}
\frac{.315}{.315} & \underline{.361} & \underline{.324} \\
\frac{.361}{.315} & \underline{.324} \\
\hline & \underline{.361} & \underline{.324}
\end{array}\right] .
$$

Interpreting $P_{s}$, the future outcome of the process does not depend upon its past outcomes.

The knowledge acquired from the above examples can be used to generalize the procedure for determining the steady state distribution of an n-order, m-state Markov chain. Let ( $X_{t} ; t=0,1,2 \ldots$ ) be an n-order Markov chain with the state space $S=(a, b, \ldots, m)$ and the transition probability matrix $P$. $P$ will have $n \times m$ submatrices. This n-order Markov chain will need $n$ reductions to reach
the steady state. The reduction ratio will be m: l, i.e., if there are $m$ submatrices now, then in the next intermediate steady state there will be only one submatrix. For all the $n$ reductions the procedure discussed for the reduction of third order, 3-state Markov chains is used.

Analysis of Higher Order Absorbing Markov Chains

The following information may be obtained from the analysis of higher order absorbing Markov chains:

1. The expected number of steps the process is in any given non-absorbing state.
2. The probability of absorption by any given absorbing state.

The transition probability matrix $P$ is rearranged into four submatrices as the first step in the analysis. After rearranging $P$, it will appear as indicated below:


The submatrices $1,0, A$, and $N$ are interpreted in the same way as in the first order case. Before attempting to obtain the above mentioned information about the absorption properties, the concept of identity matrix for higher order matrices is developed. An identity matrix for a second order matrix $P$ for the state space $S=(a, b)$ can be determined from the matrix concept $P \times I=P$. It must be remembered that $P \times 1 \neq 1 \times P$ in the case of higher
order matrices.
If $P$ and I are represented as:

$$
\begin{aligned}
& P=\left[\begin{array}{ll}
\frac{P_{a a a}}{} & \frac{P_{a b b}}{P_{a b a}} \\
\frac{P_{a b b}}{P_{b a a}} & \frac{P_{b a b}}{P_{b b a}} \\
\underline{P_{b b b}}
\end{array}\right] . \\
& I=\left[\begin{array}{ll}
\frac{I_{a a a}}{} & \frac{I_{a b b}}{I_{a b a}} \\
\frac{I_{a b b}}{I_{b a a}} & \frac{I_{b a b}}{I_{b b a}} \\
\underline{I_{b b b}}
\end{array}\right] . \\
& P \times I=P
\end{aligned}
$$

i.e.,

$$
\left[\begin{array}{ll}
\frac{p_{a a b}}{p_{a b a}} & \frac{p_{a b b}}{p_{a b b}} \\
\frac{p_{b a a}}{p_{b a b}} \\
\frac{p_{b b a}}{} & \frac{p_{b b b}}{}
\end{array}\right] \times\left[\begin{array}{ll}
\frac{T_{a a a}}{} & \frac{I_{a b b}}{I_{a b a}} \\
\frac{I_{a b b}}{I_{b a a}} & \frac{I_{b a b}}{I_{b b a}} \\
\frac{I_{b b b}}{}
\end{array}\right]=\left[\begin{array}{ll}
\frac{p_{a a a}}{} & \frac{p_{a b b}}{p_{a b a}} \\
\frac{p_{a b b}}{p_{b a a}} & \frac{p_{b a b}}{p_{b b a}} \\
\frac{p_{b b b}}{}
\end{array}\right] .
$$

If the above equations are solved the identity matrix I is obtained as shown below:

$$
I=\left[\begin{array}{ll}
\underline{1} & \underline{0} \\
\underline{0} & \underline{1} \\
\underline{1} & \underline{0} \\
\underline{0} & \underline{1}
\end{array}\right] \text {. }
$$

The above procedure is used for matrices of any size. The expected number of times the process will be in a non-absorbing state $\mathrm{S} j$ is the sum of the following terms: Expected number of times in $s_{j}=(1)$ (probability of being in $S_{j}$ at start) $+(1)$ (probability of being in $S_{j}$ after one step) $+(1)$ (probability of being in $S_{j}$ after 2 steps) + ...

$$
=1+N+N^{2}+\ldots
$$

As $k$ becomes large, $N^{k}$ approaches zero. In the case of the first order chain the quantity $1+N+N^{2}+\ldots$ is a geometric series and is equivalent to $(1-N)^{-1}$. In the higher order chains even though $N^{k}$ approaches zero for large value of $k$ and the quantity $1+N+N^{2}+\ldots$ seems to be a geometric series and equals to $(1-N)^{-1}$, considerable difficulty is faced in determining the inverse of higher order matrix. Therefore, a method along with a numerical example is discussed for solving the series. Let ( $X_{t} ; t=0,1,2, \ldots$ ) be a second order Markov chain with the state space $S=(a, b, c)$ and the transition probability matrix $P$ with $c$ as the absorbing state as indicated below:

The submatrix $N$ of $P$ will be as given below:

$$
N=\left[\begin{array}{ll}
\frac{p_{a a a}}{} & \frac{p_{a b b}}{p_{a b a}} \\
\hline \frac{p_{a b b}}{p_{b a a}} & \frac{p_{b a b}}{p_{b b a}} \\
\frac{p_{b b b}}{}
\end{array}\right]=\left[\begin{array}{cc}
\frac{.3}{.2} & \frac{.3}{.2} \\
\frac{.5}{-4} & \frac{.4}{.2} \\
\frac{.4}{} & \underline{\square}
\end{array}\right] .
$$

For this $N$, the expected number of times that the process being in every nonabsorbing state $E$ is given by the series

$$
E=1+N+N^{2}+N^{3}+\ldots
$$

$$
=\left[\begin{array}{ll}
\underline{1} & \underline{0} \\
\underline{0} & \underline{1} \\
\underline{1} & \underline{0} \\
\underline{0} & \underline{1}
\end{array}\right]+\left[\begin{array}{cc}
\sum_{i=1}^{n} p_{a a a}^{i} & \frac{\sum_{i=1}^{n} p_{a a b}^{i}}{\sum_{i=1}^{n} p_{a b a}^{i}} \\
\frac{\sum_{i=1}^{n} p_{a b b}^{i}}{\sum_{i=1}^{n} p_{b a a}^{i}} & \frac{\sum_{i=1}^{n} p_{b a b}^{i}}{\sum_{i=1}^{n} p_{b b a}^{i}}
\end{array}\right]
$$

To find $\sum_{i=1}^{\infty} p_{a a a}^{i}, \sum_{i=1}^{\infty} p_{a a b}^{i}, \sum_{i=1}^{\infty} p_{a b a}^{i}, \sum_{i=1}^{\infty} p_{a b b}^{i}, \sum_{i=1}^{\infty} p_{b a a}^{i}, \sum_{i=1}^{\infty} p_{b a b}^{i}$,
$\sum_{i=1}^{\infty} p_{b b a}^{i}$, and $\sum_{i=1}^{\infty} p_{b b b}^{i}$, the following procedure is used:

$$
\begin{aligned}
p_{a b a} & =p_{a b a} \\
p_{a b a}^{2} & =p_{a b a} p_{b a a}+p_{a b b} p_{b b a} \\
p_{a b a}^{3} & =p_{a b a} p_{b a a}^{2}+p_{a b b} p_{b b a}^{2} \\
p_{a b a}^{n} & =p_{a b a} p_{b a a}^{n-1}+p_{a b b} p_{b b a}^{n-1} \\
\sum_{i=1}^{n} p_{a b a}^{i} & =p_{a b a} \sum_{i=1}^{n-1} p_{b a a}^{i}+p_{a b b} \sum_{i=1}^{n-1} p_{b b a}^{i}
\end{aligned}
$$

$\sum_{i=1}^{\infty} p_{a b a}^{i}=p_{a b a} \sum_{i=1}^{\infty} p_{b a a}^{i}+p_{a b b} \sum_{i=1}^{\infty} p_{b b a}^{i}$
Similarly:
$\sum_{i=1}^{\infty} p_{a b b}^{i}=p_{a b a} \sum_{i=1}^{\infty} p_{b a b}^{i}+p_{a b b}\left(1+\sum_{i=1}^{\infty} p_{b b b}^{i}\right)$
$\sum_{i=1}^{\infty} p_{a a a}^{i}=p_{a a a}\left(1+\sum_{i=1}^{\infty} p_{a a a}^{i}\right)+p_{a b b} \sum_{i=1}^{\infty} p_{a b a}^{i}$
$\sum_{i=1}^{\infty} p^{i} a a b=p_{a a b} \sum_{i=1}^{\infty} p_{a a b}^{i}+p_{a a b}\left(1+\sum_{i=1}^{\infty} p_{a b b}^{i}\right)$
$\sum_{i=1}^{\infty} p_{b b a}^{i}=p_{b b a}\left(1+\sum_{i=1}^{\infty} p_{b a a}^{i}\right)+p_{b b b} \sum_{i=1}^{\infty} p_{b b a}^{i}$
$\sum_{i=1}^{\infty} p_{b b b}^{i}=p_{b b a} \sum_{i=1}^{\infty} p_{b a b}^{i}+p_{b b b}\left(1+\sum_{i=1}^{\infty} p_{b b b}^{i}\right)$
$\sum_{i=1}^{\infty} p_{b a a}^{i}=p_{b a a}\left(1+\sum_{i=1}^{\infty} p_{\text {aaa }}^{i}\right)+p_{b a b} \sum_{i=1}^{\infty} p_{\text {aba }}^{i}$
and
$\sum_{i=1}^{\infty} p_{b a b}^{i}=p_{b a a} \sum_{i=1}^{\infty} p_{a b b}^{i}+p_{b a b}\left(1+\sum_{i=1}^{\infty} p_{a b b}^{i}\right)$
The above eight simultaneous equations are solved for the eight unknowns.
(28) $\times p_{b b a}-(32) \times p_{a b a}=p_{b b a} \sum_{i=1}^{\infty} p_{a b a}^{i}-p_{a b b} \sum_{i=1}^{\infty} p_{b b a}^{i}$

$$
=\left(p_{b b a} p_{a b b}-p_{a b a} p_{b b b} \sum_{i=1}^{\infty} p_{b b a}^{i}\right.
$$

therefore,

$$
\begin{align*}
& \sum_{i=1}^{\infty} p_{a b a}^{i}=\left(\left(p_{a b a}+p_{b b a} p_{a b b}-p_{a b b} p_{b b a}\right) / p_{b b a}\right) \sum_{i=1}^{\infty} p_{b b a}^{i} \\
&(30) \times p_{b a b}-(34) \times p_{a a b}=p_{b a b} \sum_{i=1}^{\infty} p_{a a a}^{i}-p_{a a b} \sum_{i=1}^{\infty} p_{b a a}^{i}  \tag{36}\\
&=\left(1+\sum_{i=1}^{\infty} p_{a a a}^{i}\right)\left(p_{a a a} p_{b a b}\right. \\
&\left.-p_{b a a} p_{a a b}\right) .
\end{align*}
$$

Therefore,

$$
\begin{align*}
\sum_{i=1}^{\infty} p_{a a a}^{i} & =\left(p_{a a a} p_{b a b}-p_{a a a} p_{a a b}\right) /\left(p_{b a a} p_{a a b}-p_{a a a} p_{b a b}\right. \\
& \left.+p_{b a b}\right)+\left(\left(p_{a a b}\right) /\left(p_{b a b}+p_{b a a} p_{a a b}\right.\right. \\
& \left.\left.-p_{a a a} p_{b a b}\right)\right) \sum_{i=1}^{\infty} p_{b a a}^{i} \tag{37}
\end{align*}
$$

$$
\begin{align*}
(30) \times p_{b a a}-(34) \times p_{a a a}= & p_{b a a} \sum_{i=1}^{\infty} p_{a a a}^{i}-p_{a a a} \sum_{i=1}^{\infty} p_{b a a}^{i} \\
= & \left(p_{b a a} p_{a a b}-p_{a a a} p_{b a b}\right) \times \\
& \left(\sum_{i=1}^{\infty} p_{a b a}^{i}\right) \tag{38}
\end{align*}
$$

Substituting (37) for $\sum_{i=1}^{\infty} p_{\text {aaa }}^{i}$ in (38)

$$
\begin{align*}
& p_{b a a}\left(\sum_{i=1}^{\infty} p_{b a a}^{i} p_{a a b}+p_{a a a} p_{b a b}-p_{b a a} p_{a a b}\right) /\left(p_{b a b}\right. \\
& \left.+p_{b a a} p_{a a b}-p_{a a a} p_{b a b}\right)-p_{a a} \sum_{i=1}^{\infty} p_{b a a}^{i}=\left(p_{b a a} p_{a a b}\right. \\
& \left.-p_{a a a} p_{b a b}\right) \sum_{i=1}^{\infty} p_{a b a}^{i} \tag{39}
\end{align*}
$$

Substituting (32) for $\sum_{i=1}^{\infty} p_{b b a}^{i}$ in (28)

$$
\begin{align*}
\sum_{i=1}^{\infty} p_{a b a}^{i} & =\left(1+\sum_{i=1}^{\infty} p_{b a a}^{i}\right)\left(p_{a b a}-p_{a b a} p_{b b b}\right. \\
& \left.+p_{a b b} p_{b b a}\right) /\left(1-p_{b b b}\right) \tag{40}
\end{align*}
$$

Substituting (40) for $\sum_{i=1}^{\infty} p_{a b a}^{i}$ in (39)

$$
\begin{align*}
& P_{b a a}\left(\sum_{i=1}^{\infty} p_{b a a}^{i} p_{a a b}+p_{a a a} p_{b a b}-p_{b a a} p_{a a b}\right) / \\
& \left(p_{b a b}+p_{b a a} p_{a a b}-p_{a a a} p_{b a b}\right)-p_{a a a} \sum_{i=1}^{\infty} p_{b a a}^{i} \\
& =\left(p_{b a a} p_{a a b}-p_{a a a} p_{b a b}\right)\left(1+\sum_{i=1}^{\infty} p_{b a a}^{i}\right) \\
& \left(p_{a b a}-p_{a b a} p_{b b b}+p_{a b b} p_{b b a}\right) /\left(1-p_{b b b}\right) \tag{41}
\end{align*}
$$

In equation (41), $\sum_{i=1}^{\infty} p_{b a a}^{i}$ is expressed in terms of one-step probabilities. Substituting the values of these probabilities for the numerical example in (41)

$$
\sum_{i=1}^{\infty} p_{\text {aaa }}^{i} \bumpeq 1.100
$$

Substituting the values of $\sum_{i=1}^{\infty} p_{b a a}^{i}$, and the one-step probabilities in (32),

$$
\sum_{i=1}^{\infty} p_{b b a}^{i} \bumpeq 1.05 .
$$

Substituting the value of $\sum_{i=1}^{\infty} p_{b b a}^{i}$ in (36)

$$
\sum_{i=1}^{\infty} p_{a b a}^{i} \bumpeq 0.63 .
$$

From (37)

$$
\sum_{i=1}^{\infty} p_{\text {aaa }}^{i} \simeq 0.70 .
$$

Similarly, $\sum_{i=1}^{\infty} p_{a a b}^{i} \bumpeq 0.66, \sum_{i=1}^{\infty} p_{a b b}^{i} \bumpeq 0.53$,

$$
\sum_{i=1}^{\infty} p_{b a b}^{i} \bumpeq 0.94, \text { and } \sum_{i=1}^{\infty} p_{b b b}^{i} \bumpeq 0.72 .
$$

Therefore,

$$
E=\left[\begin{array}{ll}
\underline{1} & \underline{0} \\
\underline{0} & \underline{1} \\
\underline{1} & \underline{0} \\
\underline{0} & \underline{1}
\end{array}\right]+\left[\begin{array}{ll}
\frac{0.70}{0.63} & \underline{0.66} \\
\underline{0.53} \\
\underline{1.10} & \underline{0.94} \\
\underline{1.05} & \underline{0.72}
\end{array}\right]=\left[\begin{array}{ll}
\frac{1.70}{0.66} & \underline{0.66} \\
\underline{0.53} \\
\underline{2.10} & \underline{0.94} \\
\underline{1.05} & \underline{1.72}
\end{array}\right] .
$$

A FORTRAN IV program for $1+N+N^{2}+\ldots$ was run in
IBM/360, the result obtained (page 73) was the same as the above result. From E, it is observed that the expected number of times that the process being in the non-absorbing state a given that it was in state a previously and is in a now, is 1.70. The other elements of $E$ are identified in the same way.

The above method can be used to formulate a generalized procedure for determining the expected number of times that an n-order chain will be in the non-absorbing state before it is absorbed. Let ( $X_{t} ; t=0,1,2, \ldots$ ) be an n-order Markov chain with the state space $S=(a, b, \ldots, m)$. If m is the absorbing state then the non-absorbing
submatrix $N$ will have $(m-1)^{n}$ elements in it. This will lead to $(m-1)^{n}$ equations in $(m-1)^{n}$ unknowns, and these equations can be solved for the unknowns.

To find the probability of absorption by any given absorbing state, a similar logic is used in the analysis. Let $S_{j}$ signify some given absorbing state; let $S_{i}$ signify some specified non-absorbing state.

Probability of ending in $S_{j}=$ (probability of going from $S_{i}$ to $S_{j}$ in 1 step) $+\left(\right.$ probability of going from $S_{i}$ to $S_{j}$ in 2 steps) $+\ldots$ In the first order Markov chains this can be obtained from the series $A+N A+N^{2} A+\ldots$ without difficulty. In the case of the higher order chains, care must be taken in determing the factors of the series. Let $\left(X_{t} ; t=0,1, \ldots\right)$ be a second order Markov chain with $S=(a, b, c)$. If $c$ is the absorbing state then $N$ and $A$ would be as given below:

$A=\left[\begin{array}{l}\frac{P_{a a c}}{} \\ \frac{P_{a b c}}{P_{b a c}} \\ \frac{P_{b b c}}{}\end{array}\right]$.

In the series $A+N A+N^{2} A+\ldots$, the elements $N A, N^{2} A, \ldots$ are obtained by using $n$-dimensional matrix algebra. If the probability of the process ending in $\mathrm{S}_{\mathrm{j}}$ can be obtained from $A+N A+N^{2} A+\ldots$, then $N^{2} A$, for example, must give the probability of the process being absorbed in exactly three steps for various given conditions. If the probability of the process being absorbed in exactly three steps given that it was in at $t=0$ and is in a at $t=1$ is $p_{\text {aac }}^{3}$ then, according to $N^{2} A$ this would be equal to
$P_{a a a} P_{a a a} P_{a a c}+p_{a b b} P_{a b a} P_{a a c}+p_{a a a} P_{a b b} P_{a b c}$ $+P_{a b b} P_{a b b} P_{a b c}$. According to the classical method $p_{a a c}^{3}$ will be equal to
$\mathrm{P}_{\text {aaa }} \mathrm{P}_{\text {aaa }} \mathrm{P}_{\mathrm{aac}}+\mathrm{p}_{\mathrm{aab}} \mathrm{P}_{\mathrm{aba}} \mathrm{p}_{\mathrm{bac}}+\mathrm{p}_{\text {aaa }} \mathrm{P}_{\mathrm{abb}} \mathrm{P}_{\mathrm{abc}}$ $+P_{a b b} P_{a b b} P_{b b c}$. Therefore, in the higher order case, the series $A+N A+N^{2} A+\ldots$ will not give the required absorption probabilities if the above method of determining the factors of the series is used. According to the n-dimensional matrix algebra $A+N A+N^{2} A+N^{3} A+\ldots=A+N A+N(N A)+N(N(N A))+\ldots$ Therefore, to determine $N^{2} A$, for example, $N A$ is determined first and then NA is multiplied by $N$, ie., the order of multiplication is from right to left. The value of $N^{2} A$, determined in this way, can be shown to be the same as that of the classical method.

$$
N^{2} A=N(N A)=\left[\begin{array}{ll}
\frac{p_{a a a}}{p_{a b a}} & \frac{p_{a a b}}{p_{a b a}} \\
\frac{p_{b a a}}{p_{b a}} & \frac{p_{b a b}}{p_{b b}} \\
\frac{p_{b b b}}{}
\end{array}\right] \times\left[\begin{array}{ll}
\frac{p_{a a c}^{2}}{p_{a b c}^{2}} & \frac{p_{a a c}^{3}}{3} \\
\frac{p_{b a c}^{2}}{p_{b a c}^{2}} & \frac{p_{b a c}^{3}}{p_{b b c}^{3}} \\
\frac{p_{b b c}^{3}}{}
\end{array}\right] .
$$

From the above $p_{\text {a ac }}^{3}$, the probability of the process being absorbed given that it was in at $t=0$ and is in at $t=1$, will be equal to $p_{\text {aaa }} p_{a a c}^{2}+p_{a a b} p_{a b c}^{2}$. Substituting for the values of $p_{a a c}^{2}$ and $p_{a b c}^{2}$ $p_{a a c}^{3}=p_{a a a} P_{a a a} p_{a a c}+p_{a a a} P_{a a b} p_{a b c}+p_{a a b} P_{a b a} P_{b a c}$

$$
+P_{a a b} P_{a b b} P_{b b c}
$$

One more example will be discussed before generalizing for $n$-order Markov chains, Let ( $X_{t} ; t=0,1,2, \ldots$ ) be a second order Markov chain with the state space $S=(a, b, c, d, e)$ and the transition matrix $P$ as given below:
$\mathrm{P}=\frac{\mathrm{P}_{\mathrm{cba}}}{\underline{P_{c b b}}} \quad \underline{\mathrm{P}_{c b c}} \quad \underline{P_{c b d}} \quad \underline{P_{c b e}}$

$\left.\left|\begin{array}{lllll}p_{\text {eba }} & p_{\text {ebb }} & p_{\text {ebc }} & p_{\text {ebd }} & p_{\text {ebe }} \\ p_{\text {eca }} & p_{\text {ebb }} & p_{\text {ec }} & p_{\text {ec }} & p_{\text {ece }} \\ p_{\text {eda }} & p_{\text {ebb }} & p_{\text {edc }} & p_{\text {ed }} & p_{\text {ede }} \\ p_{\text {eea }} & p_{\text {eeb }} & p_{\text {eec }} & p_{\text {ed }} & p_{\text {eee }}\end{array}\right| \begin{array}{ccccc}0 & 0 & 0 & 0 & 1 \\ - & - & - & - & - \\ 0 & 0 & 0 & 0 & 1 \\ - & - & - & - & - \\ 0 & 0 & 0 & 0 & 1 \\ - & - & - & - & - \\ 0 & 0 & 0 & 0 & 1 \\ - & - & - & -\end{array}\right]$

For the above absorbing states $d$, and $e$ of $P$, the submatrices $N$ and $A$ are as given below:

$$
N=\left[\begin{array}{lll}
\frac{0.2}{0.2} & \frac{0.3}{0.1} \\
\frac{0.1}{0.3} & \frac{0.3}{0.2} & \frac{0.1}{0.2} \\
\frac{0.1}{0.1} & \frac{0.3}{0.4} & \frac{0.2}{0.1} \\
\frac{0.3}{0.3} & \frac{0.1}{0.1} & \frac{0.4}{0.1} \\
\frac{0.3}{0.4} & \underline{0.2} \\
\underline{0.2} & \underline{0.1}
\end{array}\right] \quad A=\left[\begin{array}{ll}
\frac{0.1}{0.2} & \frac{0.2}{0.1} \\
\frac{0.2}{0.1} & \frac{0.1}{0.3} \\
\frac{0.2}{0.1} & \frac{0.1}{0.3} \\
\frac{0.2}{0.1} & \frac{0.1}{0.1} \\
\frac{0.1}{0.2} & \underline{0.2} \\
\underline{0.2} & \underline{0.1}
\end{array}\right] .
$$

A FORTRAN IV program for $A+N A+N(N A)+N(N(N A))+\ldots$ was run in IBM /360 and the result was found to be (page 74 ).

$$
A+N A+N(N A)+N(N(N A))+\ldots=\left[\begin{array}{ll}
\frac{0.466}{0.534} & \frac{0.533}{0.465} \\
\frac{0.555}{0.413} & \frac{0.444}{\underline{0.586}} \\
\frac{0.586}{0.413} \\
\frac{0.552}{0.515} & \frac{0.447}{\underline{0.484}} \\
\frac{0.482}{0.517} \\
\underline{0.558} & \underline{0.441}
\end{array}\right] .
$$

Each row in the solution matrix of $A+N A+N$ (NA) $+N(N(N A))+\ldots$ is a probability vector. Therefore, theoretically, the elements of each row vector must sum to one. The difference between the row sum determined by the computer and 1 depends jupon how many terms of the series $A+N A+N(N A)+N(N(N A))+\ldots$ are used by the computer to compute the row sum.

From the above two numerical examples a procedure can be developed for determining the absorption probabilities for n-order Markov chains. Let ( $X_{t} ; t=0,1,2, \ldots$ ) be an n-order Markov chain with the state space $S=(a, b, \ldots, j, j+1, \ldots m)$. For the absorbing states $j+1, \ldots, m$, the submatrix $N$ will have $n$ dimensions and $j$ number of $j \times j$ submatrices and the submatrix $A$ will have $n$ dimensions and $j$ number of $(m-j) \times(m-j)$ submatrices. The absorption probabilities are obtained from the series $A+N A+N(N A)+N(N(N A))+\ldots$

## A FORTRAN IV Program for Determining the Expected Number

of Times that a Second Order Markov Chain is in any
Non-Absorbing State:


## \$ENTRY

| 0.200000 | 0.200000 |
| :--- | :--- |
| 0.180000 | 0.120000 |
| 0.102000 | 0.086000 |
| 0.059000 | 0.051000 |
| 0.035740 | 0.030100 |
| 0.021510 | 0.018106 |
| 0.012890 | 0.010880 |
| 0.007732 | 0.006526 |
| 0.004640 | 0.003915 |
| 0.002784 | 0.002349 |
| 0.001670 | 0.001409 |
| 0.001002 | 0.000846 |
| 0.000601 | 0.000507 |
| 0.000361 | 0.000304 |
| 0.000216 | 0.000181 |
| 0.000130 | 0.000110 |
| 0.000078 | 0.000066 |
| 0.000047 | 0.000039 |
| 0.000028 | 0.000024 |
| 0.000017 | 0.000014 |
| 0.000010 | 0.000009 |
| 0.000006 | 0.000005 |
| 0.000004 | 0.000003 |
| 0.000002 | 0.000002 |
| 0.000001 | 0.000001 |
| 0.000001 | 0.000001 |
| 0.000000 | 0.000000 |
| 0.630471 | 0.532398 |


| 0.300000 | 0.300000 |
| :--- | :--- |
| 0.150000 | 0.150000 |
| 0.099000 | 0.081000 |
| 0.060300 | 0.050100 |
| 0.035790 | 0.030330 |
| 0.021459 | 0.018129 |
| 0.012891 | 0.010870 |
| 0.007734 | 0.006525 |
| 0.004640 | 0.003915 |
| 0.002784 | 0.002349 |
| 0.001670 | 0.001409 |
| 0.001002 | 0.000846 |
| 0.000601 | 0.000507 |
| 0.000361 | 0.000304 |
| 0.000216 | 0.000183 |
| 0.000130 | 0.000110 |
| 0.000078 | 0.000066 |
| 0.000047 | 0.000039 |
| 0.000028 | 0.000024 |
| 0.000017 | 0.000014 |
| 0.000010 | 0.000009 |
| 0.000006 | 0.000005 |
| 0.000004 | 0.000003 |
| 0.000002 | 0.000002 |
| 0.000001 | 0.000001 |
| 0.000001 | 0.000001 |
| 0.000000 | 0.000000 |
| 0.698772 | 0.656741 |


| 0.400000 | 0.200000 | 0.500000 | 0.400000 |
| :--- | :--- | :--- | :--- |
| 0.280000 | 0.200000 | 0.230000 | 0.230000 |
| 0.148000 | 0.132000 | 0.147000 | 0.123000 |
| 0.088400 | 0.075600 | 0.090300 | 0.074900 |
| 0.053800 | 0.045080 | 0.053750 | 0.045450 |
| 0.032260 | 0.027196 | 0.032191 | 0.027205 |
| 0.019328 | 0.016321 | 0.019333 | 0.016307 |
| 0.011599 | 0.009787 | 0.011601 | 0.009787 |
| 0.006960 | 0.005872 | 0.006960 | 0.005873 |
| 0.004176 | 0.003524 | 0.004176 | 0.003524 |
| 0.002506 | 0.002114 | 0.002506 | 0.002114 |
| 0.001503 | 0.001268 | 0.001503 | 0.001268 |
| 0.000902 | 0.000761 | 0.000902 | 0.000761 |
| 0.000541 | 0.000457 | 0.000541 | 0.000457 |
| 0.000325 | 0.000274 | 0.000325 | 0.000274 |
| 0.000195 | 0.000164 | 0.000195 | 0.000164 |
| 0.000117 | 0.000099 | 0.000117 | 0.000099 |
| 0.000070 | 0.000059 | 0.000070 | 0.000059 |
| 0.000042 | 0.000036 | 0.000042 | 0.000036 |
| 0.000025 | 0.000021 | 0.000025 | 0.000021 |
| 0.000015 | 0.000013 | 0.000015 | 0.000013 |
| 0.000009 | 0.000008 | 0.000009 | 0.000008 |
| 0.000005 | 0.000005 | 0.000005 | 0.000005 |
| 0.000003 | 0.000003 | 0.000003 | 0.000003 |
| 0.000002 | 0.000002 | 0.000002 | 0.000002 |
| 0.000001 | 0.000001 | 0.000001 | 0.000001 |
| 0.000001 | 0.000001 | 0.000001 | 0.000001 |
| 1.050776 | 0.720663 | 1.101563 | 0.941329 |

```
A FORTRAN IV Program for the Determination of the
Absorption Probabilities of a Second Order Markov Chain:
    DIMENSIONA(27),P(L8),R(18),S(18)
    D03M=1,18
    3 S(M)=0.0
    READI5,41P
    4.FORMAI (IBF4.2)
        READ(5,1)A
    I FORMAT(2OF4.02)
        DO2I=1,27
        IF(I.EU.1)GNTO5
        K(I)=A{\|*P(1)+A(2)*P(3)+A(3)*P(5)
        R(2)=A(1) &P(2)+A(2)*P(4)+A(3)*P(6)
        R(3)=A(4)*P{7)+A(5)*P(9)+A(6)*P({1)
        R(4)=A(4)*P(H)+A(5)*P(i0)+Al6)*P(12)
        R(5) =A(7)*P(13)+A(8) कP(15)+A(9) कP(17)
        R(6)=A(7)*P(14)+A(B)*P(16)+A(Y)末P(|B)
        R(7)=A(10)*P(1)+A(11)*P(3)+A(12)*P(5)
        R(t)=A(10)*P(2)+A(11)*P(4)+A(12)*P(6)
        K(9)=A(13)*P(1)+A|{4)*P(9) +A(15)*P(1)!
        R(10)=A(13) 末P(8)+A114)*P(10)+A(15) &P(12)
        R(11)=A(16)*P(13)+A(17)*P(15)+A(18) $P(17)
        R(12)=A(16)*P(14)+A(17)*P(16)+A(1H)*P(18)
        R(13)=A(19)*P(1)+A(20)*P(3)+A(21)*P(5)
        R(14)=A(LY)कP(Z)+A(20)*P(4)+A(21)*P(6)
        R(15)=A(22)*P{7)+A(23)*P(9)+A(24)*P(1)
        R(16)=A(22)*P(8)+A(23)*P(10) +A(24)*P(12)
        R(1) =A(25) कP(13)+A(26) #P(15)+A(27) कP(17)
        R(18)=A(25)*P(14)+A(26)*P(16)+A(27)*P(18)
        DU&K=1,18
    6 P(K)=R(K)
    DCZL=1,18
    2 S(L)=S(L)+P(L)
    7 FOKMAT(5X,Y(F*.6,2X))
        WRIIEIG,7IS
        STOP
        END
SENTRY
    0.466911 0.533057 0.534480 0.405493 0.535460 0.444507 0.413464 0.586508 0.586344
.413630 0.552322 0.447655 0.515694 0.484263 0.482942,0.517033.0.558736.0.441230
```

CONCLUSION

This research was primarily concerned with the presentation of quantitative information about the solution of higher order Markov chains. Part one reviewed the work done in the first order Markov chains. Part two developed a model for $n$-order Markov chains along with the concept of $n$-dimensional matrix algebra. Part three analyzed the steady state and absorption characteristics of higher order chains. Since the study was broken into three parts, the summary will follow the same general plan.

> n-Dimensional Matrix Algebra and Solution of Higher Order Markov Chains

Three dimensional matrices were analyzed with respect to how they can be multiplied. The concept of three dimensional matrix algebra was extended to $n$-dimensional matrices. Second order Markov chains were solved by the matrix method and its computational superiority over the classical probability theory was proven. When the concept of $n$-dimensional matrix algebra was used to solve higher
order Markov chains, it was observed that $P^{k}=P \times P^{k-1}$ $\neq \mathrm{P}^{\mathrm{k}-1} \times \mathrm{P}$.

Steady State and Absorptions Characteristics

It was observed that at sufficiently large number of steps the probability distribution of higher order ergodic Markov chains is independent of its past and present outcomes. A reduction technique was used as an analytical method in determining the steady probabilities. For an $n$-order Markov chain $n$ reductions were required to reach the steady state. It was observed that for every reduction the number of states the process depends upon for its future outcomes was reduced by one, and at the steady state the process depends only upon its future outcome.

Difficulty was experienced in determining the inverse of higher order matrices, and therefore a new method called the simultaneous equations method was developed to analyze the absorption characteristics. In determining the absorption probabilities it was observed that the series $A+N A+N^{2} A+\ldots$ not give the required result if the order of multiplication for every factor of the series was from left to right. The logical way to determine the value of $N^{2} A$, for example, would be to determine NA first and then multiply $N$ by $N A$, ie., $N^{2} A=N(N A)$. According to the order of multiplication the series $A+N A+N^{2} A+$ $N^{3} A+\ldots$ would be equal to $A+N A+N(N A)+N(N(N A))$ $+\ldots$
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