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CHAPTER I 

INTRODUCTION 

Modern technology has made high quality automa.t ic control systems 

extremely importante Great strides have been made toward the realiza

tion of these 11optimal or near optimal" systems through application of 

optimal control theory and the computero However~ there are two major 

shortcomings in the theory which must be eliminated before the control 

engineer can readily synthesize optimal or quasi=optimal controllerso 

These are: 

1o Basic results of optimal control theory determine the 

optimal control (U*) as a function of time (open-loop 

form)o The control really is needed as a function of 

the plant state variables (closed~loop form) for easy 

implementation (see Figure 1)o Although a digital 

computer can be used 11on line" in the control system 

to solve the optimal control equations and determine 

the optimal control, it must do so rapidly compared 

to the systeme (For example 9 the guidance computer 

used during the recent landing of the lunar module 

worked in this mannere) This means the computer 

must either be very fast or the plant relatively slowe 

Optimal control of this type is always expensive and 

for some fast systems impracticaL 

1 
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.~,~(-IN-~-~-T-)--1~~----P-LA_N_T~-~~~-=-;l 
I I I 
I I I 

y~ 
• OUTPUT 

I I I I __ .1 I 
L-------- CLOSED-LOOP ___ J 

CONTROLLER 

Figure L Basic Control System Schematic 

2o If the control can be determined a.s a function of the 

state variables (presently possible only in special 

cases)~ it may still be extremely difficult to imple-

mento 'I'he function may be so complicated. that it is 

not realizable with hardware less sophisticated tha,n 

a digital computer. 

Clearly9 there is an i.irgent need for new approaches to control 

synthesis which can either overcome these difficulties or avoid theme 

The intent of the present research was twof·old: to propose and examine 

a new controller concept = Optimal Discrete Level Control 1 and to de= 

velop a controller synthesis method which avoids the aforementioned 

difficulties by use of the Optimal Discrete Level Control concepto 

Optimal Discrete Level Control 

Controllers can be placed into two major categories according to 

the type of signal they provide to the plant; continuous and pulsedo 

Although most investigative work has been done with continuous 
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controllers, a growing number of the pulsed type are being usedo The 

pulsed controller most commonly used is the relay (bang-bang) type. 

Typical control signals which would be produced by several commonly used 

types of pulsed controllers (pulse-width, pulse-frequency, and pulse= 

amplitude) are shown in Figure 2~ Notice the basic difference between 

pulse width and pulse-frequency signals is that the former has constant 

amplitude pulses with variable on=off ratios, while the letter does not~ 

PULSE WIDTH 
CONTROLLER 

u 

PULSE FREQUENCY 
CONTROLLER 

PULSE AMPU TUOE 
CONTROLLER 

Figure 2. Typical Control Signals Produced by 
Pulsed Relay Controllers 

A proposed new concept for switching controllers is that of optimal 

Discrete Level Control (hereafter denoted ODLC)Q This control philoso~ 

phy can be defined by a single statement: 

The controller output (plant input) will be constrained to 

assume only specified discrete levels of amplitude and must 

switch between these levels in a sequence that minimizes a 

specified performance indexo 

Obviously, such a minimizing sequence will be optimal with respect to 

the performance index subject to the discreteness constrainto No other 



piecewise ,:onstant control can be f'ound which produces a better perform= 

ancee Figu:t'e 3 illustrates the type o:f control signal an ODLC control-

ler with five specified levels might produce for some unspecified plant 

and performance inde:i(o 

u 

Figure Jo Typical Five Lev,d ODLC Signa;;,l 

This control sequence U (the output of the controller) is the input 

to the plant or system which causes it to lbiehave in the desired optimal 

mannere 

ODLC 9 as a conc:ept 9 is new 9 but it should. be pointed out that there 

are two famili.a:rr types o:f optimal controllers: which could justifiably be 

rede.:fined as being special cases o:f OD:LC cr0ntJt·ollerso 'I'hey are time= 

optimal and fuel=optimal controllers foir 1 in ear and certain other plantse 
1 

1 
These 11 certain other" plar1ts are those in which the control signal 

enters linearly into the system equationso 
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These two special c.ases do not occur as a result o:f the control philoso

phy outlined albov<e 9 but as a consequence of the special nature of their 

performance ilru'!!ices., In both special cases 9 the perfoim!ance index it-

s elf causes the control to assume a piecewise constant nature to achieve 

optimal perfonnanceo 

Time=optimal control 9 where the measure of optimality is the time 

needed to drive the system variables to some desired state 9 requires 

that maximal controller effort be exerted a.t alll timeso This means that 

only the 11 full po:sitiveii and "full negative 11 levels are used, and 

switching will occur as needed between these two level~ 9 as illustrated 

in Figure lt.o '!'his is obviously a special case of two level ODLCe 

) 

u 

!':uel=optimal corrtroL1 where the measureJ of optimality is a linear 

combination of' the time and effort (absolute value of U) needed to drive 
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the sy:sterrM variables to a desired state r(equi:re:s three levels of con= 

trole 'rhe.se 'hwelL:s are full positive 9 ·full negative 9 and null (off) o 

1'he resulting optimal control typically has the character illustrated by 

Figure 5., 

than twoo 

J[t also is a special case of ODLC 9 • lbut of three levels rather 

u 

Figure 5a Typical Fue].pOptimal 
Control Srequenr.:re 

The two albove rexrunples are ODLC lbeca1Jlse of' their very special per= 

:fonpance ind:u:e:-!lo But 9 it would be wrong to as:gume that all or even 

many puhH,,d controllers are ODLCo 'I'he ve1-y nature of pulsed control~ 

lers rmnnlb.lly implies restrictions which maim them no lll!lore than sub= 

controlleirs aite inherently limit,e,d to con:3;twnt pulse=width control sig= 

na.ls which lltni!.l.ke them sub-optimal., P1.!11SE;=fr.eqtlleh.rcy (requiring the pres= 

ence o:f a variable base frequency) and pulse=/3!:mplitude (requiring 

restrictions s:iJ!llilar to fixed rate sampled=d«>.ta) systems also cannot be 

classified @is being ODLC because of their respective requirements just 

list redo 

ODLC ocint:rol signals can be shown to bie functionally dependent only 
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on tl . 0 bl 2 :1e system varl.a es~ This ODLC "control law 11 can be stated simply 

in terms of switching (hyper) surfaces in state space. Figure 6 is an 

example of the switching surface (curve) for time optimal control of a 

simple second order system. In Figure 6 9 the control will always be 

"full negative'' if the system states are located right of the switching 

curve, and VVfull positive" on the lefto Similarly 9 optimal switching 

surfaces will exist for all ODLC controllerso This is an important fact 

because it means that ODLC controllers can be operated closed-loop 

(functionally dependent only on the current values of the system 

stateso)J Realization of an ODLC controller can 9 thus 9 be accomplished 

by hardware (or a computer) which functionally appro::d.mates these switch~ 

ing (hyper) surfaceso 

At this point, several important characteristics of ODLC can be 

listedo First 9 since the ODLC controller is an optimal signal-producing 

device, its system controlling properties should be excellent. Second, 

in many cases 9 exact solutions to, or adequate approximations of ODLC 

switching surfaces will be very easy to achieve, Thus 9 ODLC synthesis 

may lead to a simple (and inexpensive) controller which optimally (for 

the approximations 9 near-optimally) controls its pl,anto A third impor-

tant property of the Discrete Level Controller is noise immunity. 

Because of the quantized nature of the control signal control quality 

will be immune to all but extremely large levels of amplitude noiseo 

2This functional dependence is shown in detail in Chapter III. 

3contras.t this to an· open-loop control law where the input is 
specified solely as a function of time 9 and must be recalculated for 
each new operating condition encountered by the systemo 
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This makes ODLC very attractive for use in noisy environments~ 

+ 
PLANT: 

X1 = X2 

U = -I x2 = u 

PERFORMANCE INDEX: 

i lf 
P. I.= dt 

t, 

CONTROL: 
UE {-1, +I) U =+I 

Figmre 6a Optimal Switching Curve in State Space 

A number of applications where the albove would be useful can be 

envisioned but one special class of applications deserve special men-

tiono This clia!ss i,s those systems in which the control servos are in= 

herently discrete levelo A prominent <8::Jr.a!l!l!Ple of this would be the 

maneuvering th:ru,~tre:rs on rockets and spac® ve,hicles which must operate 

in an on=o:ff sequenceo Clearly then 9 ODLC is an attractive type of 

system for spac~-age applicationso 

Research Objectives 

The thrust of the research was to e,::qilore some of the characteris= 

tics of the proposed' concept for Optimal Discrete Level Controln The 
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first goal was to establish the validity of using optimal control theory 

in finding the ODLC switching surfaceso The second goal was to determine 

the feasibility of implementing the optimal switching (hyper) surfaces 

or their approximationso Another goal was to develop synthesis methods 

suitable for design of systems using optimal discrete level controlo 

The scope o:f research was limited to investigation of the optimal 

(and near optimal) discrete level control of plants of the type 

where f is an n X 1 vector function of the !!. component state vector X and 

them control signals Uo The functions fare assumed to possess contin-

uous partial derivatives with respect to~ through the first derivativeo 

Specific research objectives were divided into two categories: 

1. Investigation of the characteristics of discrete level 

controllerso Efforts in this area included: 

ao de:r'ivation of necessary conditions for ODLC 

sequences~ 

bo determination of necessary,:restrictions to 

performance specifications for ODLC 9 

Co definition of the types of systems in which 

ODLC can be usedo 

Work in this category was done to establish the basic control concepts~ 

2e Development of analytical methods for synthesis of 

discrete level controllerso There were two areas 

of primary concern here: 

ao development of computer methods to locate points 

on the optimal switching surfaces~ (This turned 



into an area of major effort since existing solu

tion methods were determined to be inapplicableo) 

bo investigation of appropriate surface fitting 

techniques and methods of selection of functional 

forms to be used for approximation of the switch

ing surfaceso 

This second ar,ea of study was to develop analytical procedure for the 

synthesis of closed=loop discrete level controllerso 

Topical Preview 

10 

The organization of this thesis roughly corresponds to the chrono

logical order of research steps carried out in the investigation. 

Chapter II is a review of related worko 

In Chapter III 9 validity of Pontryagin's Maximum Principle for 

obtaining necessary conditions for ODLC is verifiedo Special emphasis 

is given to determination of the characteristics of switching surfaces 

for both autonomous and non-autonomous $ystanso 

Development of synthesis procedures for determining and approxi= 

mating optimal switching (hyper) surfaces is carried out in Chapter IVo 

A discussion of several surface fitting methods is includede 

Several example problems which illustrate some of the characteris

tics of ODLC surfaces and closed~loop controllers are detailed in 

Chapter Vo Both linear and non-linear plants~ and autonomous and non

autonomous systems are considered" 

Chapter VI presents a discussion of principal results obtained 

from the investigation~ particularly that covered in Chapter V~ 
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Finallyi Chapter VII summarizes the research and presents some pertinent 

conclusionso 



CHAPTER II 

LITERATURE SURVEY 

Since the concept of Optimal Discrete Level Control as developed 

herein is new 9 there are no references in the literature dealing di

rectly with the subjecto There are, however 9 several papers which have 

dealt with subjects that are closely enough related to merit exarninationo 

In this chapter 9 the more significant of these are discussed. 

General Results on Optimal Pulsed Controllers 

Kirk (11) has dealt with the problem of obtaining necessary condi

tions for optimal pulse~width modulation control 0 His basic approach is 

to view the system as a variable rate sampled data systemo Calculus of 

variations is used to obtain these conditionso As with standard calculus 

of variations methods, he obtains not only algebraic necessary conditions 

but also a new set of differential equations, equal in number to the 

original plant equations, which must be solved simultaneously with the 

originalso As usual, the boundary conditions are split between initial 

and final timeo The numerical technique used for solution of the result

ing optimal control problem is an iterative steepest-descent algorithmo 

The most important aspect of Kirk's work is the implications contained in 

the problem. definition. While Kirk restricts the plant inputs to i1 and 

o, he uses a rather general performance index~ This means, in actuality, 

the systems he terms pulse-width-modul~ted are a special class of three 

12 



level ODLC~ There are several difficulties arising in Kirk's approach 

which limit its usefulness for ODLC .. 

1. The technique is limited to fixed fina.l times - not 

free final times. (In all fairness 9 this shortcoming 

should be fairly easy to rectifyo) 

2. The numerical technique used was developed for three

level controls of the form ±1 9 0. Because of this 

lack of generality, it would be difficult to satis

factorily extend the procedure to higher order cases8 

13 

Of considerable interest is the fact that the necessary conditions for 

the general ODLC problem developed in this paper reduce to those of K~rk 

for his special case. Since his problem is a special case of ODLC, this 

should occur 9 which helps verify the correctness of both analytical 

treatmentse 

In their paper 9 Nardizzi and Bekey ( 15) develop necessary condi

tions for optimal 9 combined pulse-width 9 pulse-amplitude control. On the 

surface, their optimal pulsed-controller work would appear to have direct 

bearing on Optimal Discrete Level Control since they also show that 

Kirk's pulse=width control is simply a special case of their problem. 

However, this is not the ca.se? since they 9 in general~ allow the input 

amplitudes to be infinitety variableo The only Discrete Level case to 

which their conditions can be applied is this special case of pulse~ 

width modulation. The computational technique used by Mardizzi and 

Bekey is a gradient method implemented on the digital computer9 (A 

method of this type was tried for ODLC, but proved to be unsatisfactory.) 

Tou (2J) deals with the twin problems of finding the optimum quanti

zation levels for quantized (Discrete Level) control of sampled-data 



systems, and o:f implementing the quantized crmb"ol through the use of 

switching surfaceso 'I'wo things distinguish Tou 1 s work from the ODLC 

concept being investigatedo 

:io Tou restricts his systems to sampled=data systems with 

constant sample rate.so An unfortunate consequence of 

this is that his analytical development is also re-~ 

stricted to constant rate sampled=data systemso 

2o Also 9 as a result of considering only sampled=data 

systems 9 'I'ou requires a switching map for each sample 

intervalo 11his means that for a system which will move 

to the desired final state in!!, sample intervals 9 there 

must be!!, switching mapso Figure 7 illustrates the type 

of switching surfaces required by Tou for a simple 

second order systemo 

A pertinent point discussed by Tou in his determination of optimal 

quantization levels is that optimal quantization can be accomplished 

only for a single trajectory (or a specific probability distribution 

which has been assigned to the possible initial conditi,r.:ms) o Although 

optimal quantization was not investigated in this immediate research 9 it 

is certainly a topic for future interesto Further~ the concept of e,stab= 

lishing a probability distribution of initial conditions woul~ seem to 

be the most appropriate method of pursuing the, mattero 



PLANT: 
X1 = X2 

><2= -X1+U 

U=+M 

PERFORMANCE INDEX: 
N 

P. I. = )~ [ ~ (i )' ~ (i)] 
g = ! . 

SWITCH. LINES FOR 
ONE SAMPLE AWAY 
FROM FINAL STATE 

CONTROL: 

UE[-M10 1-t: M] 

U=-M 

U=+M 

SWITCH LINES FOR 
TWO SAMPLES AWAY 

I FROM FINAL STATE 

Figure 7., Typical Switching Lines Obtained by Tou 
for a Second Order Plant 

Approximation of Switching Surfaces 

It is well known that the optimal control obtained by applic;:ation 

15 

of optimal control theory could be expressed simply as a function of the 

state variable.so However 9 there is presently no closed form method of 

determining this functional relationshipo For implementation of a 

closed loop control from optimal control theory~ it is extremely impor-

tant to have available suitable means of either determining or approxi-

mating this functional relationship. Although this relationship may be 

extremely complicated 9 it can be shown to be displayable as a set of 

switching (hyper) surfaces in state space for the case where switching 

occurs .. Several investigators have developed methods to approximate 
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these surfaces with implementable :functionso 'rhe resulting equations 

express one state variable ( the dependent variable) as a function of the 

remaining ones (independent variables)o 

The simplest method of implementation would be to use simple linear 

segment functions of the state variableso Frederick and Franklin (9) 

have investigated this caseo The procedure outlined is a heuristic one 

in which an iterative search was initiated to discover a best combina-

tion of' segments to useo Figure 8 shows two possible linear segment 

approximationso Each approximation would be tried·and comparecl to the 

other on the basis of performanceo All approximations would be itera-

tively tried and the best performing approximation choseno The primary 

shortcoming of this approach is that~ for higher order plants, there is 

no means of accommodating any cross=multiplying terms between the inde~ 

pendent val;"iables which means that none of the approximations might be 

very good .. 

X1 

TRIAL APPROXIMATION NO. I 
TRIAL APPROXIMATION NO. 2 

SWITCH CURVE 
: I 

Figure IL 'rypical Second Order Switching Curve With Two 
Possible Linear Segment Approximations 
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Smith (22) approaches the approximation problem from a slightly 

different viewpoint which is most attractive from an implementation 

standpointo His procedure is to use a least squares fitting technique 

to geometrically obtain the best piecewise linear functional approxima

tion to the surfaceo
1 

He assumes the approximation functions will 

always consist of a number of piecewise linear functions of the state 

variables. The assumption of functions of state variable combinations 

enables the technique to approximate functions containing cross-products 

of (state) variables in a manner analogous to that used in "quarter-

square" multipliers. The greatest benefit realized from the use of 

Smith's technique is the ease of implementation. All the piecewise 

linear functions can be implemented by means of simple diode-function 

generators. Controller implementation then consists of simply hooking 

these function generators together. 

Geometrically, Smith's technique can be interpreted as approxi-

mating the optimal switching surface by planar triangular segments which 

are then joined together at their boundarieso The effect is much the 

same as approximating a sphere by a multitude of small flat triangular 

pieces appropriately cut and glued togetherQ 

Another attractive feature of Smith's procedure is that the tech-

nique is almost completely analytical and does not require precise 

visualization of the surface to be approximatedo This means that the 

1
obviously, a "best" geometric fit does not necessarily give the 

best approximation to the actual surface in terms of minimum pe~formance 
index valueso However, on an intuitive level 9 it would seem reasonable 
to expect better performance from approximations which are geometrically 
11 close11 than those which are 11far 11 from the optimal surface. 
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technique is easily extended to high order systems where visualization 

is impossible0 For the numerous reasons cited above, Smith's method was 

used as the approximation method in later chapters of this thesiso 

F(y) 

FUNCTION TO BE 
APPROXIMATED t:

GENERATOR NO. I 
fi{y) -

I I 
GENERATOR NO. 2 

""Y 

Figure 9o Example of Curve Approximation by Smith's Technique 

A different approach to the approximation of the optimal switching 

surface has been adopted by Ibragimov ( 10) o His procedure is to choose 

a series of "simple functions", (preferably orthogonal), and least 

squares· .. fit them to the optimal surfaceo The advantage to be gained 

by this technique over that of Smith is that it is possible to achieve 

a better controller than Smith's, without necessarily increasiqg the 

complexity of the controller. However~ considerable engineering judgem 

. ' 
ment would be required to choose appropriate "simple functions" which 

would both give ''good" performance and be easy to implement. This 

approach, although it was not utilized in this.dissertation, has great 
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potential and must be earmarked as a topic suitable for further 

invest igat iono 

Computer Techniques 

The set of split boundary-value differential equations which arise 

in optimal control theory are extremely difficult to solve. For a 

majority of cases, closed-form analytical solutions are not even possi

ble. Since the advent of the computer, however, powerful numerical 

techniques have become available for solution of these problems. 

Usually, these procedures are limited to the solution of continuous 

equations with continuous inputs and are not suitable for solution of 

the problem posed by Discrete Level Control. A numerical technique 

which is eminently suitable for solution of DLC problems is Discrete 

Dynamic Programmingo This technique, which is simply an optimal search 

technique, does not require continuous inputs (or plant equations) and, 

in fact, works better if they are not continuouso 

Basically, Discrete Dynamic Programming is a numerical implementa

tion of Bellman I s "principle of optimality11 o This principle simply 

states that if a control is to be optimal, every segment of that control 

must also be optimalo For example, in Figure 10 9 if the four step con

trol sequence is considered optimal (solid lines), then for Step J, 

there can be no control (dotted lines) which is more optimal in that 

segmento 



X 

Figure 10. Illustration o:f the Optimalit:y 
Principle 
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Although the basic idea seems quite simple 9 it can be used to build 

a tool for solving extremely difficuit problemso This construction is 

accomplished by discretizing each state variable domain into a grid and 

searching each grid combination for the input(s) which transfer the 

states to the next discrete time step in a best manner~ Appendix II 

discusses this procedure in detail. There is one computational diffi-

culty which arises~ the curse of dimensionalityo To understand this 

difficulty 9 consider the following example: 

The problem to be solved has a fifth (nth) order planto Also, Qecause 

good accuracy is desired, each state variable domain is divided into a 

grid of 100 (N) grid points and 100 (M) time increments are used. The 

number of computer storage locations (P) will be 

This storage requirement far exceeds the capability of most computers 9 

since computations must be made at each locationo 

Several people have done work in development of techniques which will 
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allow reduction of these storage requirements. Two procedures which are 

of special interest are those of Davis (6) and Larson (13). 

Davis (6) considers an iterative technique which reduces the total 

n n 
storage requirements from 2 M TI (N) to 2 TI

1 
(N) which is~ reduction 

S=1 S S= S 

by a factor of M. (Mis the number of time divisions and N is the num
s 

b~r of grid divisions for each state variable.) The computational pro-

cedure for Davis' method is the same as for conventional dynamic 

programming except that instead of investigating all points in state 

space at M intervals in time, points in state space which are close to 

previously investigated points are investigated and the data tor these 

points is iteratively improved until the optimal controls associated 

with these points are founde 

As illustrated in Figure 11, the basic procedure of Davis' tech

nique is to assign some guessed performance index (and ;input) value to 

each point in state space. Then, starting at the desired final point, 

improved values and input values are determined for the state space 

points, working outward from the final position step-by-step. By going 

through the performance index improvement procedure several times, the 

method will converge to a solution. Davis has worked a numb~r of prob-

lems with the techniques and he reports reasonable accuracy. The major 

problem with the technique, however, remains the problem of 

dimensionality. 
,, 

For the system quoted above, the computer storage requirement 

(computation must be carried out at each point at least once!) is still 

2 X 10
10 

locations. 
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Figure 110 Iterative Dynamic Programming Technique Used by Davis 
(Shown in state space) 
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Larson (13) has developed a very attractive iterative computational 

procedure which can reduce the storage location requirements drasticallys 

For the example problem, it could possibly require as few as 25,000 

storage locations. The basic approach used is to partition state space 

into blocks (see Figure 12)o The size of each block is determined by 

the number of grid points deemed desirable for ea.ch blocko The time~ 

interval spacing within the block is not fixed, but is set at the value 

such that the fastest changing state variable has changed by one state 

increment. This feature allows interpolation to be carried on at the 

(n.-1) state level (rather than at the !2_), but adds an interpolation in 

time. Performance Index values at the trailing edge points of the block 

must either be estimated or supplied by computations from a previously 

worked bloclcq The iterative process is that the solution is determined 

block-by~block until all blocks required for the problem solut~on have 

been worked. The technique is simply a procedure whereby the large 

problem is divided into some number of simple grid=block sub-problemso 
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On!y those grid-blocks necessary for solution of the specific problem 

being considered are investigated. All other state space is ignored •. 

X+Ax·0·---

Figure 120 One Dimensional Example of Grid Blocks Used by Larson 
·, 

Some of the more important features claimed for the method are: 

1. Very large reductions in storage locations required for 

problem .. solutio:n are possible. 

2. The iterative nature of the technique retains the 

generality of standard dynamic programmingn 

.3o The large reduction of locations at which the ~lgo• 

rithm must be applied makes the teclµiique competitive 

tim&-wise with other solution techniquesa 

Although Larson's technique was not used in this investigation, it 

served as good background material for the method that was developed and 

usede This new technique which is outlined in Chapter III and developed 

in detail in Appendix II requires storage requirements similar to 

Larson's techniqueo 



In summary of this chapter on related work, it is appropriate to 

state that no direct work on ODLC systems was discovered~ However, the 

works cited provided the author with background information that was 

quite valuable for determining appropriate action which should be under

taken in the investigation of ODLC. With this background of information, 

the development of ODLC theory which is presented in the following 

~hapter, can be placed in a proper perspective~ 



CHAPTER III 

THEORETICAL CONSIDERATIONS 

The objectives of the theoretical work were to determine necessary 

conditions for ODLC; to examine the characteristics of this control when 

displayed as switching (hyper) surfaces; and to establish some limits on 

the applicability of this type of controllero The only type of plants 

which were considered were those of the type 

dX 

dt :::: .f_{!, !!., t) (J-1) 

where X is an n X 1 vector, !_ is an n X 1 vector function, and U is an 

1 
m X 1 vectoro It is assumed that both 

of. o
2

f 
1 

and 
1 

exist. ox. oxjoxk 
J 

i=1,n i:i:1,n 

j=1,n j=1,n 

k==1,n 

The control vector is assumed to be restricted to a certain previously 

chosen set of Discrete Levels for each component of the input. 

priate ordero 

1Unless otherwise noted, X,f,u, etcp, are vectors of the ap:r;>ro-
: --~ 
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Necessary Conditions 

Pontryagin's Maximum Principle provides· the theoretical basis for 

establishing necessary conditions for ODLCn 2 It was chosen as the most 

suitable method because no modifications to the basic statement of the 

Principle are required to mflke it valid for ODLCoJ 

In summary form, the necessary conditions as specified by the 

Maximum Principle are: 

Given 

A plant of the type X = ..!_(X, Q, t), {J-2) 

and a performance index of the type 

(J-3) 

with the input components restricted to their respective desired magni-

tude levelso It is necessary that the optimal control (if it exhts) will 

satisfy the condition that the Hamiltonian defined by H = (P • x') (J-4) - - , 

where X• , < , ) aH = ! X ,Q,t = oP (J-5) 

and Pis defined by 
• oH 
P = - ax' (J-6) 

2A relatively short, heuristic derivation of the Maximum Principle 
is given in Appendix I. 

3Pontryagin et al. (19) include in their definitions of admissible 
controls, the class of piecewise-constant controlsp This obviously 
includes discrete level control. 



must be a maximum with respect to the control u.~ Mathematically 

sta.ted: 5 

H* -- Max H. 
u Eu 

27 

(J-7) 

Notice that although the statement of necessary conditions is quite 

simple, application of these conditions will require the solution of 2n 

simultaneous differential equations. Furthermore, the boundary condi-

tions for the set of equations will be splito This is typical of 

optimal-control theory problems. Also, the optimal input can only be 

expressed as a function of various state plus adjoint variables or 

determined as a function of time (i.e., it is open-loop in character). 

Functionally, this can be written 

(3~8) 

The desired functional relationship is the input expressed as a function 

of the state variables alone, or, expressed mathematically, 

(J-9) 

Since Equation (J-9) does not contain the independent variable time (t) 

or the intermediate variables (f), it is closed-loop in nature. 

~(" > denotes inner, orndot produ~t. For example, where.! and,!! 
are n X 1 vectors, it implies~ A. B.. X implies the time derivative of 

~ 1 1 -
the vector X. X

I denotes that X has had the new component Xn+1 = 
G(!,.!I_,t) added to it as the n+1-component. 

5u EU simply means that U must belong to the set o:f allqwable 
inputs U. 

6
Actually, by defining a new state variable ~+2=t, and adding this 

to the vector x' throughout the development of the necess,ry conditions, 
Equation (3~9)-will still be valid for the case where U=L (X,t). -- -
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(Control signals can be generated simply on the basis of the current 

values of the system variables.)' The equation could be used as the rela-

tionship on which a simple optimal control could be. based. It·. is a 

relatively easy task to prove that such a relationship does exist, but 

there presently is no analytical approach available for deten,nining it 

(except for several special cases [171). 7 

On an intuitive level, the existence of such a relation~h~p is 

readily apparent when a switching control is considered. For example, 

consider the familiar instance of the switching surface of a t'ime-

optimal controller for a simple second order plant, as plotted in_ state 

space. 

PLANT: 
X1 :: X2 

X2= u 

U = -I P.I =f.t'dt 
t, 

UE(-1, +I) 

U =+I 

Figure 13. Typical Time-Optimal Switching Surface for a 
Linear Secondary-Order Plant 

7 A proof modeled after that of Rozonoer (20) will be presented later 
in this chapter. 
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This switching surface is precisely the functional relationship 

required between the input and state variables for optimal control and 

implementation of it will result in the desired closed-loop controller, 

as illustrated in Figure 140 

u X 

F~gure 14$ Typical Closed-Loop Time-,,Optimal 
C<mtrol Sy~tem 

The problem then becomes~ "Is it always possible to define switch-

ing (hyper) surfaces and cµrves in state space which 9 when imP,lemented, 

will give optimal closed~loop control?" and 11If so 9 what are the cha;rac-

teristics of these surfaces? 11 o 

The first step toward answering these questions is verifying that 

switching points can be functions of the state variable alone. This is 

a fairly easy task and the development presented here follows closely 
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that presented by Rosoener (20). 

For the type of systems and performance indices und,er co'.l'lsidera-

tion the Maximum Principle can be used to determine 

U = !(~.,P,t) (.3 ... 10) 

with fixed intial conditions X(T) = X there are some corresponding 
- 0 0 

fixed intial values of P(T) = P which satisfy the requirements for 
- 0 -0 

boundary conditions of the 2n differential equations and extremize the 

performance index~ For each fixed set of initial values X, there is a 
-0 

I 8 
single set of values P which provides the optimal process. rherefore, 

-0 

one can define a function 

and at time T 
0 

P - l;(X , T ) , 
-0 --o 0 

U(T ,X) = W(X ,~(X ,T ),T ). 
- 0 0 --o- 0 0 0 

(J-11) 

(J-12) 

However, if the time of operation is not fixed beforehand, this rela-

tionship must also hold true for arbitrary time or 

Q = wc.~,s(x,t),t). (J-13) 

An important exception must be pointed out here~ If a portion of two or 

more different optimal trajectories is common to them both (or all), on 

that portion f. is not uniquely determined by X. However, since the 

trajectories of all are the same on that portion, U must be the same for 

8This will not be necessarily true if! is located on a terminal 
trajectory. See the following paragraph of text for a definition of 
terminal trajectory and a complete explanation. 
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all cas1c~s and is determined uniquely by X. 9 

Now~ if the system equations have only constant coefficients 

u 1(!). 10 (J-14) 

This leads directly to the conclusion that, for an optimal trajectory, 

each switching event of the input will be associated with a pa~ticular 

point in state space. Moreover, each collection of like switching 

events from a number of optimal trajectories must be associated with a 

corresponding set of points in state space. However, it still remains 

to be shown that the complete collection of points for each set of input 

switching events must form a surface or curve in state space rather tl':\an 

simply an infinite number of isolated pointso Investigation qf the na-

ture of switching points will help shed some light on this problem. 

Consider a point 2£ in state space and consider only optimal trajec-

tories in state space. Define!* to be a point such that U* associated 

with X* is different from U for all X in some particular direction from 

X*. The Hamiltonian for X* will be 

H* (J-15) 

For a point x' arbitrarily close to X in the direction mentioned, the 

Hamiltonian is 

9obvious1.y, these common portions will remain common completely to 
the origin. The justification is that two or more optimal paths from a 
common point cannot occur except in singular cases. These com~on tr~jec
tories will be called terminal trajectories. 

10
or they are reduced to an equivalent constant-coefficient form by 

defining X = t and expanding X accordingly. 
n+1 



= H(x' p' u'). - ,_ ,_ 

This could be written in terms of X*, P*, and U* as 

H' = H(!* + !!,E.* + .§..!:, U*': + o--c..n, 

or expanding in Taylor series about (X* P*) - ,_ 

H' H(X* P* U* .§_ u ) clH oH oP 
= - ,_ ,_ + + ox.2.! + oP ~OX+ H .. Oo 

Now 
oH 
oP = X and 

oH 
oX = .,..P. 

Substitution of these into (J-18) yie~ds 

oP 
H' ,0 0 -r -

= H(.!* ,P* ,!:£,* + .§_£) + (-f + ! ox) ox + H.,0., 

but since, 

oH 
ox t = 

oH oH oP 
ox +~ox c:: o, 

• oP 
X -=: :::r + E_. 
-. ox -· 

Use of (J~21) causes (J-19) to become 

H
1 

= H(!*,_!:*,U* + _Q£) + (O)OX +H,,Oo 
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(J-16) 

(J-17) 

(J-18) 

(J-19) 

(J-20) 

(J-22) 

Now it was assumed that a Q. 1 different than U* was required at x' in the 

neighborhood of X* r~gardless of how small th~ neighborhood was chosen -, 

to beo Mathematically, this can be stated as O_! ->Q does not imply that 

OU -o because it must remain f'l,t some different fixed level. If this is 

so~ then allowing ox..:..oc;:hanges (J-22) to 
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H' ::; H(!* ,.!'.,* ,.£* + o U) .. 
X

1
=X* 

(3-23) 

But 9 it has already been stateQ that 

(3-24) 

Obviously, 

H(X*,P*,£* + 2_u) = H(X*,P*,U*). (3-25) 

This means that at any point defined as above, the Hamiltonian will be 

indifferent to whether U* or U* -1r 6 U 11 ii;; usede 

This constitutes a contradiction to the basic premise that U* was 

necessarily different than U for all points arbitrarily close in the . ,-

direction of interest. Important conclusions can be drawn from the 

above development. First, if a point is to be associated with a 

uniquely valued input, it must be totally surrounded by points which 

require the same input for optimality or at least do not require one of 

different value. Also, any two points, however close, requiring inputs 

of different value must be separated by a point whic~ is indifferent to 

the choice between those two values of input assigned to it. This point 

of indifference is callecl a switcq.ing point. The line of reasoning for 

this conclusion is to choose a switching point as X* in the above devel-..,..... 

opmento Looking first in the one direction and then the other, it 

11The previous development assumes that Pis uniquely.determined by 
X. This is not true on terJ1'inal trajectorie;, and the development is 
not valio. for points·lying on them. However, all trajectories inter
cepting a tennin~l trajectory will require an input switch to r~ain on 
ito Thus, all points on a terminal trajectory must be switch points and 
the terminal trajectory, a switching surfacee 



becomes cl~ar th~t ~* must display this chara~teristic of indifference. 

The final conclus~on then is that eacµ point associated with a unique 

input value must be totaily surrounded by: 

1. points associated with the same input value, 

2. switching points, or 

3~ a combination of both. 

As a result, it is proper to state that each regiqn of state space asso~ 

ciated with a particular input will be totally surroun~eq by switching 

surfaces (loci of switching points) whi~h co~pletely separate it from 

' 
all other regions. (An exceptii;m woulµ pe where both the region and the 

surface extend to infinityo However, the region i~ still separated from 

all othe~ regions by the switching surface$.) 

Switching surfaces ~an be place~ into two categories depending on 

whether they do or ~o not occur along .system traj~c,Pories (qr loci of 

trajectorie~). The finst type, whifh is more CQmmQnly encountered in: 

present systems, consi~ts of the terminal tr~)ectory ~urfaces. The 

classic e~ample of this type of surface occurs in the tim~optimal con-

trol of a simple seoo11d;..,order .plant, as shown i11 Fi~µre 15. 

U= -I 

x, 
U=+I 

PL"NT; 
~t =Xz 
i<z = U 

/
tf 

P. I. '" dt 
t1 

Ui!i( .. t,-tl) 

Figure 15. Time-Optimal Swithqing fqr a Simple 
Linear Secop~Order Plant 
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In this case, the switching surfaces completely separate the two dis-

tinct regions qf state space, and do so by e~tending to infinity. 

For an example of a switching surface which is not simply a system 

trajectory, consider the case qf time-optimal co~trol of a linear 

second-order system with imaginary roots. 

U :,., I 

U =+I 
x, 

PLANT: 
X1 =X2 
1<2 = -X1+U 

rtt . 
P. I. = J. dt 

t1 

Ue (-1, +I) 

Figure 16~ Time-,,Opti'llc;:tl Switchin~ for Second-Onier System 
With Imaginary Roots an~ No Damping 

The switching curve consists qf an infinite set of connected semi= 

circleso Only those two semi~circles immedi~telr adjo\ning the origin 

are system trajectqries .. ThE: others are simply lQci of switching 

pointso 

Fuel~optimal control, as shown in FiQure 17 illustrates that entire 

switching surfa~es m~y be non-trajectory in nature~ 



X1 = -tllX211 X2 

X2 

U =+I 

U=-1 

PLANT: 
5'1 = X2 
*2;: u 

RI. = [tt( l+lf Ull)dt 
t, 

x
1 

UE (-1, 0,-1-I) 

NON-TRAJ~CTORY 
SWITCH-l,.IN~ 

SYSTEM,TRAJECTORY 
SWITCH-LINE 

Figure 17. F\l.el-Optimal Switching for~ 
Simple Second-Order rlant 
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Notice that the one ~urtace is not associated in any way with sys-

tem trajectories and the qthe:r li~~ E;?J!:~ctly along the tef'lltinal system 

trajectorye These simple illustrations will also be typical of the 

switching surfaces to be ex~~cted fr9m general ODLC problems, although 

the switching s~rfaces will be more nµ111erpus and complex. 

Controllability 

For certain systems, there are re~ions of state svace from which 

no allowable input can drive the system to a given desired point in a 

finite time. These regions arf referred to as regions of upcontrollabil-

itye Conversely, all other regions iare ones in which the system is 
I 

controllable. Cosniderable work has been carried on in attempts to 

analytically define general conditio~s under which a system will be con-

trollable and/or stable. For linear systems with real positiV«;! roots, 

lack of controllability can be deterpiined by evaluation of effects of 
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the magnitude of these rea,l positive roots. However, for the general 

case~ there are no sufficiency tests available to determine controllabil= 

ity, altho~gh Lyapunov stability tests might provide helpful 

information. 

A detailed study of controllability was considered to be beyond the 

scope of the present research. Indications of regions of uncontrollabil

ity will be discovered automatically during synth,esis since the computer 

technique for locating optimal swithcing points will not converge in 

these regions. 

Non-Aµtonomous Systems 

Implicit in all previous discussion of optimal switching surfaces 

is the concept of always driving the system to the origin of state space 

from arbitrary initial conditions. Systems which operate in this manner 

are commonly referred to as "regulators" and will not accept external 

reference inputs but must always operate in an autonomous manner. This 

is a serious limitation in practical applicationso Fortunately, it is a 

limitation which is easily removed. 

If an external reference input can be viewed as a variable desired 

steadyc::state value for a system state variablei-then, subject to two 

basic requirements, reference inputs can be used in a controller with 

optimal swithcing surfaces. These requirements are: 

1. Reference inp~ts can only demand changes in those 

state variables which are not fixed at specified 

values for the steady-state operating points 
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Example 3=1o Consider the plant 

.. 
x

2 
= U(t). 

The steady-state point can be determined by setting the left side of the 

equation to zero, 

0 = U(t)o 

A steady=state value of x
1 

has not been specified so a reference input 

r 1 = x 1d which demands changes in the steady-state value of x
1 

is 

allowableo The state x
2

, however, must have a value of zero. There-

fore 7 the input r
2 

= x
2

d would be invalid since it violates this 

requiremento 

2o The geometry of the switching surfaces must not be altered 

by th~ reference inputs. Allowable reference inputs have 

been defined as desired shifts in th~ location of the 

steady-state operating po~nt .. It is convenient to main-

tain this steady-state operating point at the origin Qf 

state space .. ~his can be accomplished at any instant of 

time by a simple linear transformation of the coordinate 

system .. If the shapes of the switching surfaces are not 

altered by this transformation, then direct implementation 

of the surfaces found for the autonomous case can be used 

for the non-autonomous. 
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. 
:x;., --· X 

.l - 2 

0 

U(t) X ::: 
2 

w:i.th the performance index 

P .. Io 

and the input 

This is the same tim<e<-optimal control problem discussed earlier. 

F'igure 18 is a plot of the optimal switbcing surfaces for the autonomous 

caseo 

U=-1 

X I 

U =+I SWITCH- LINE 

Figure 18~ Optimal Switching Curve for 
Example 3-2 

Closed loop implementation of this surf,a.ce yields optimal autonomous 



control of the plant. Suppose, however, a reference input is desirede 

Obviously 9 the o;nly valid reference input ava~lable is r 
1 

= x
1

d. But, 

~ince this input will shift the switching curve along the x
1 

axis, will 

the switching curves change shape because of the transformation? Check-

ing this point is quite easy8 If a linear coordinate transformation in 

the direction of interest can be made in the plant equation without 

altering the plant structure, then the surfaces are unaffected by the 

changeo In the example being considered, the transformation Y
1 

= x
1 

- x
1

d 

introduced into the plant equations results in 

X = U(t)o 
2 

Obviously, the plant characteristics are riot a function of x
1 

and 

r
1 

= x1d is valid and can be used. 

Plants with characteristics which change as a function of the value of 

the reference input wi~l have switching curves which are altered by 

coordinate transformations. These plants are not directly compatible 

with non-autonomous coptrollers of this type .. 

Example 3-30 Given t~e plant 

2 = -X + U(t) 
1 

and an arbitrary performance index, the first requirement for non-

autonomous closed loop control will be satisfied by r
1 

"'x
1

d .. However, 

the coordinate transformation Y
1 

= x
1 

- r
1 

will change the plant 



equations to 

The plant equation now contains the new tenn (~2Y
1

r
1

) which cannot be 

lumped into the input tenn since it contains Y
1

o Certainly, the shape 

of any switching curves for this plant would be a function of x
1
d. 
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There is a conven~ent means of eliminating this difficulty, but it 

does increase the dimen~ionality of the switching surfaces by one. By 

defining the reference input as a new state variable with no dynamics, 

effects of changes in the rererence input can be added into the plant 

characteristics. This alteration transforms the coordinate shift of 

the surfaces previou~ly required to a ch~nge in the value of the new 

state variableo Consequently, the new switching surface with its extra 

coordinate will always contain the proper optimal switching information 

regardless of the input value. An alternate method of viewing this 

result is that a unique set of surfaces can be ;found for each desired 

value of the reference inpµt. Since the shape ot the surfaces is a 

function of the referenqe input, if it is used as a new variable, then 

all possible optimal switching surfaces will be defined in the expanded 

state spaceo 

Example J-4:o Consider the plant 



4-2 

the performance :i..m}ex 

P.I .. 

an.d an input constrained to 

Non=autonomous control of the system is not immediately possible because 

the plant equations a.re sensitive to the transformations in x
1
• However 1 

introduction of the new variable x
1

d changes the second=order optimal 

switching map to one of th:i.rd order and makes ni;:m-autonomous control of 

the system possibleo Figure 19 shows the optimal switching map for the 

exampleo (System coordinates have been arbitrarily restricted to ±1 

(in value.,) 

U:: -I 

}i'igure i9o Time-Optimal SwitchJng Surf~ce 
for Example 3~4 



Implemented. 9 the system schematic would be as in Figure 20~ 

PLANT. 

Figure 20 .. Non-Autonomous Control 
System for Example 
3..,4: 

Time--Varying Plants 

Another c.at<e%:Jory of systems which are not directly suitable for 

closed=loop switching control is that of systems with time-varying 

plant parameterso Sine~ t4e Plant it~elf changes cnaracterist~cs as a 
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function of time 9 any optimal switching surfaces must do likewiseo If 'l 

however 9 time is defined as a new state variable (increasing the optimal 

S)"itching surface dimensions by one), the surfaces will contain all 

time=dependent information and will no longer be explicitly time-

dependerrto Thus'l in a manner analogous to that for the non~linear 

plant 9 tinu1•~varyi:t1g systems can be made suitable for closed=loop 

optimal~switching controL 

Example_3~5e Consider the plant 

.. 
X 

1 



with allowable inputs of 

and the performance index 

in(t) is a time-v~rying mass which. h assumed to be m~asurable. The 

resulting switchin~ surfaqes, which are shown in Figure 21 1 are suitable 

for implementation for either autonomous or non~autonomous ~ystems, 

since the plant is line~r. 

x. 

X, =-f XzllXzll m(t) 

Figure 21s Optimal Switching Surfaces for Example J-5 



CHAPTER IV 

SYNTHESIS TECHNIQUES 

Before any control concept can be used in the design of actual 

hardware, computational techniques which can be used for synthesis must 

be developed. This chapter details a synthesis procedure developed for 

ODLC. In concept, the procedure is simple and straightforward. In 

practice, it can become a very difficult task. Basically, the procedure 

is comprised of three distinct steps. 

First, the problem must be defined. This definition must include 

defining the plant equation (and boundary conditions), the performance 

index and the desired discrete input levels. Also, depending on the 

computational procedures used in step two below, definition of the nee-

essary conditions for optimality (i.e., using the Maximum Principle) may 

be required. 

Secondly, an adequate number of points on the optimal switching 

surfaces must be located to ~nsure successful description of these sur-

faces by a chosen approximation technique. For several reasons, this 

1 
step is by far the most difficult t'ask in the entire synthesis procedure. 

1As will be demonstrated. in a later example., exact· analytical 
determination of optimal switching surfaces, can sometimes be obtained, 
but in general this is not true. ·The availability of such exact solu
tions not only demands a linear plant, but is highly dependent on the 
chosen performance index. In contrast, it will always be possible to 
locate any desired number of points on the surfaces. For this reason, 
the technique must be capable of synthesis through the use of these 
points. 
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Several different approaches to this task were attempted with varying 

degrees of success. These will be discussed later in the chapter, with 

emphasis upon a modified dynamic programming technique which was devel

oped as the most generally applicable approach. 

The third and ~inal step is functional approximation of the optimal 

switching surfaceso During this step, the ODLC may (or may not) become 

sub=optimalo If no approximation is needed, the controller will remain 

optimalo If it is necessary or desirable to approximate the ODLC sur

face, sub-optimal control w~ll obviously resulto How nearly this sub

optimal control approaches the optimal will naturally depend on the 

quality of the approximation. This statement is made in light of the 

intuitive feeling that r;ieometrical ly 11 close11 approximations will give 

closer to optimal behavior tp.an approximations which are less 11 close11 .. 

Although it is possible to o~tain approximat~ons with any desired degree 

of quality, increasingly goo~ approximations will usually require in

creasingly complicated apprqximating functions. It will be the task of 

the designer to qet~nnine a reasonable compromise between the optimality 

and the complexity of t):ie contr~llero A number of standard approxima

tion techniques such ~s least~squares-fitting of polynomials, Fourier 

Series, or Chebyshev polynomials are availableo An alternate method 

proposed by Smith, (see Chapter II, and later i1;1 this chapter, is 

linear=segment approximation by least squares fitting)~ This technique 

is of primary concern in, this thesiso 

At this point, a complete tbree step procedure which can be used 

for synthesis has been outlined~ Before any synthesis examples are pre

sented, however, it is appropriate to review each step in detail and to 

examine both the problems encountered and the methods developed in each. 



Step I - Problem Definition 

It was always assumed that the plant equations, the performance 

index, and the desired input levels were previously specified. The 

essence of this step ·.thet;i is to determine the necessary conditions for 

optimality. This was done by use of the Maximum Principle. In working 

form, this procedure is as follows: 

A. Construct the Hamiltonian function with the performance 

index included as a state variable. Thus, where 

. .. 
0 

f (X,U,t) X = n n--

. d 
x:1 = f 

1
cx,u,t) - dt 

(P.,I.) 
n+ n+ -

the Hamiltonian can be defined as 

p f + p 1f 1· n n n+ n+ 

The adjoint variables (P) are as yet undefined. 

However, by using the Canonic Equations of the 

Maximum Principle, 

a suitable definition is obtainede At this point, 

there exists a system of 2n+.1 boundary conditions. 

The remaining boundary condition is obtained from the 

fact that P 
1 

= -1 (see Appendix I). In practice, 
n+ 

this fact not only provides the additional boundary 

(4.1) 

( 4 .. 2) 



condition, but is used to reduce the system to 2n 

differential equations (excluding the P.I.). 

Example 4-1. Consider the plant, 

with the performance index 

P.I. 

and the input 

u E [+1, o, -1]. 

It will be assumed that both initial and final boundary conditions are 

specified for both state variables. With 

X = 1 + u2 
n+1 

added to the state variables, the Hamiltonian is 

The adjoint variables, defined by 

are 

p1 = 0 

.. 
p = -P 

2 1 
. 
p3 = o. 
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Making use of the fact that P
3 

~ -1, 

At this point, these fQur equations cannot be uniquely solved 

because they contain six variables .. The necessary additional relation-

ships will be provided by defining the control law., 

Bo Defintion of the Control Law. 

The control law, which will be an algebraic relationship 

u ;:. !(!,f.,t)' 

is detennined by requiring that 

fI opt .. = max H., 
UEU 

With continuous control signs, (4 .. S) can be carried out 

by equating~~ O. For the ODLC case 1 those terms of 
..... 

H which contain £1 must be inspected to determine the 

relationshi~ between~ ~nd ,!, .E,, and t which make those 

terms maximal. 

Example 4 .. 2 .. Consider tqe system described in Example 4o1o The 

2 Hamiltonian is H = P
1

:X
2 

+ P
2
u"" :1. - U, and the allowable inputs are 

U E [-1, o, +1]., The terms in the Hamiltonian which involve U are P2U 

2 and U .. Therefore, the problem becomes on~ of detennining U such that 

is maximized. 

Since U is constrained to (+1, O, -1), it is easy to verify th~t for 
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II P2 II < 1 u :::: o, 

and for 

11P
2

11 > 1, u 

These two relationships are the required control law for ODLC. Several 

important conclusions can already be gleaned from the control law$ 

Since P 
2 

is constant (P 
1 

= C), P 
2 

must linear in time or a sloped 

straight ~.. This meaps that U wUl never switch more than twice and, 

further 1 cannot switch from a control level and then later switch back 

to ito Thus, the only possible optimal control sequences would be: 

(+1, o, -1); (o, -1); (1); 

(-1, o, + 1) ; ( o, + 1) ; or ( + 1) • 

as time progresses frqm t
1 

to tf" 

Co Evaluat~on of the Hamiltoniano 

If the perfQnnance index has been specified over a fixed 

time interval~ then there are now enough conE;1tra,ints on 

the necessary ~onditions to solve for the optimal con

trol as a function of time .. For the problems consid~red 

throughout this research, however, only those with free 

final times were used., There are severa,l reasons for 

this. Not only is this case more difficult to handle 

a.nalytical~y, but it includes most practical system 

applications (i.,e., optimal regulators). With free 

final time, one extra constraining relationship will be 

needed to solve the 2n system of equationso This can be 

provided by evaluation of the Hamiltoniano It can be 



shown that, for problems with free final time, the 

Hamiltonian is identically equal to zero on an 

optimal trajectory (20). This relationship, 

H = (X P) = O, 

completes specification of the necessary conditions. 

Example 4o3o Again ~onsidering the problem in Example 4o1 1 

But H"" Oo Therefore, 

If it is agreed th~t the f~nal boundary conditions in the state vari-

ables are 

x1 = 0 

tf 

X = o, ~\ 
f 

then 

By inspection, it is obvious that 

ut f. o 
f 

and Ut must either be -1, or +1o From O = P
1
x

2 
+ P2U - 1 - u2

, if 
f 
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5~ 

p = -2, 
2t 

f 

and if 

ut = 1, 
f 

then 

p2 = 2s 

tf 

With this information, the choice of possible optimal input sequences 

are (+1, o, -1), (o, -1), and (-1) for P
2 
tf 

= -2, and the negative of 

= +2. these for P
2 

t 
An additionalfpiece of information can be gained from the evaluation of 

the Ham i1 ton ian: 

whenever 

If this is true, then any system which has x
2 

0 

x
1 

approaching O from the positive direction. 

= 0 must have P
2 

0 

= 2 for 

An additional note about the necessary conditions resulting from 

the Maximum Principle should be added. These conditions are 1rtecessary, 

but not always sufficient for optimality (8)e Switching controls always 

involve a signum function of one or more of the state-plus-adjoint 

variables. These signum functions are indetenninate if their argument 

becomes null; that is, 

Signum (o) = Indeterminate. (4 .• 7) 

It cannot be assumed, even for linear plants, that the argument will not 

become null and remain there for finite periods of time. If it does so, 
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the possibility arises of the existence of singular controls., This 

simply means that there may be not one but several optima.! control 

sequences from a given point in state space, none of which is uniquely 

optimalo Notice, however, the Maximum Principle, although it will not 

identify such singul(U' controls does indicate the possibility of such, 

whenever they might occur. This is a final argument in favor of always 

including complete development of the necessary conditions during 

synthesis,, 

Step II. Generation of Optimal Switching Points 

The essence of this step is to locate enough optimal switch points 

so that approximations to the ODL~ switching surfaces may be obtainedo 

This can be accomplished by making a number of solutions for tpe optimal 

control (as a function of time), each for a different set of initial 

conditionso Since it has been shown that switching events are f~nctions 

of the state variables alone, each switching event on each trajectory 

locates a point in state space on its switching surface,, Some arbitrary 

number of solutions will locate enough points on each surface to proper-

ly define its shape and location. This is graphically illustrated by 

Example 4o4 .. 

Exampe 4o4o Consider the fuel-optimal problem of Example 4o1• The sys-

tern of plant-plus~adjoint equations are: 

x1 = x2 

. 
:x2 ;::, u 

0 

p1 :::; 0 

" 
p2 = -P2,, 



The boundary conditipns and Gontrol law are taken as 

:x
1

(o) = x10 

X2(o) = 0 

X1(tf) ::: 0 

X2(tf) = 0 

P2(tf) = 2 

and 

U;:::: 0 

and 

Repeated ~olution for a number of x
10 

yields the following: 

Initial 
Condition 

Switching Points 

x10 from -1/to 0 from o/tQ +::t: 

0.,0 o .. o OoO 0.,0 o.o 
1.,0 0 .. 833.5 -0.577 0.1667 -0.577 
2.,0 1 .. 667 -0.816 0.333 ... 0.816 

JoO 2 .. 500 ~1.00 00500 -1.00 

1±00 3 .. 33:3 -1. 155 006667 ... 1.155 

5 .. 0 1± .. 1667 -1 .. 291 0 .. 833 -1.291 

600 5 .. 00 -1., 1±'.l.1± 1 .. 00 -1.1±11± 

?oO 5.833 ... 1 .. 526 10167 -1.526 

8 .. o 6 .. 667 -1 .. 633 1 .. 333 -1.633 

9o0 7 .. 500 -1 .. 732 :1 ... 500 -1. 732 
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Plotted in C\, X
2

) state space, they form a sufficient number of sample 

points to accurately construct the ODLC surfi'lces. 

SAMPLI;: TRAJECTORY 

x, 

SWITCH-LINES 

Figure 22. Construction o:;f the Optimal 
Switching Surfaces for 
E~ample Problem 4.4 

Fc;:,r this simple e:ic~ple, this solution approach was not really necessary 

because analytical solution for the surfaces can J::>e directly made .. 

and 

This solution is accomplished by recognizing the fa~t tpat 

and 

2u E O/+:t si~ni:;fies U cha1;1g~ng from Oto +1. 
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It then necessarily follows (P
2

(t) is a straight line) that 

where 

t1 is the time interval during which U= -1, 

t2 is the time interval during which u ;: o, 

and tJ is the time interval during which u ;: 1. 

This relationship allows time to be eliminated from the equations and 

results in the switch curve equationse Direct solution for these 
'I 

switching equations was possible in this case because of its ·~1mple 

nature, but in general direct solutions are not possible. Ho~~ver, the 
.. ' 

technique of solution for switch points, which is always poss'i°f?le and 

provides valid switching information is completely independent· ·of system 

complexity. Thus, it can always be used to determine the switching 

surfaces. 

Repeated solution of the system equations to obtain switching 

points is, conceptually, a straightforward process. However;~his 
! 1! 

class of equations is most difficult to solve. For all cases, the prob-

lem involves a set of differential equations with split boundary condi~ 

tions and additional algebraic relationships to be satisfiede For the 

ODLC system, the additional difficulties of unknown switching times are 

addede These unknown intermediate switching times actually make the 

problem one composed of the sequential solution of a number of split 

boundary problems joined together through their interconnecting boundary 

conditions at these unknown times. This makes the problem even more 

complex. 

During the research, four different approaches were attempted. A 
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fifth, quasi.linearization, was considered, but was determined to pe un

suitable for the problem. The first two approaches tried were gradient 

methods .. 

The first of these two was to guess all unknown initial boundary 

conditions and, using these, to generate a trial solution from which 

improved boundary values could be obtained .. This was not deemed to be 

a partic~larly suitable method because the equations (and results) were 

extremely sensitive to the initial condition values on the adjoint 

variables, making convergence very difficulto In fact, six place accu

racy in these values was essential to get convergence .. 

Because of the instability of the adjoint equations in forward

time, a second approach in which these variables were integrated back

ward in time was triedq The scheme was to guess an initial solution, 

then, using this solµtion, to inte9rate the adjoint variables backward. 

By using these initial solutions, the optimal control law could be used 

to generate a new trial optimal control. This trial control was then 

used to generate a new trial solution, and the process was re~eated 

until, hopefully, convergence was reached., Unfortunately, e~~ept for 

strictly non ... oscillatory cases, convergence could never be a~sured.. In 

fact, for oscillatory cases, the solution would invariably settle into 

an unacceptably large limit-cycle about the true solution .. This method 

was also discarded., 

The third method tried is simplicity itself: back.ward integration. 

This method proved espec~ally suitable for second~order systellJS. The 

reason for this is that eva.luai;ion of the Hamiltonian will provide one 

constraining relationship at time tf .. In practice, along with the 

boundary conditions on the state variables, only one boundary condition 
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value is unconstrainedo Choosing a number of values to be used for this 

boundary condition will produce a corresponding number of optimal 

trajectories which is the desired end resulte An undesirable character-

istic of the method, however, is that the choice of boundary values for 

the free variable tends to be blind guessing; that is, it is difficult 

to predict how much a given boundary value change will change the 

optimal trajectory. Thus, a uniform search of state space can be 

difficulte 

Example ~o5o Backward Integration 

Consider Example ~o1o The system equations are 

0 

x1 -· x2 

0 

x2 :a: u 

0 

p1 :a: 0 

0 

and p2 -· -P 
1

o 

Final boundary conditions are assumed to be 

and 

It is also known from evaluation of the Hamiltonian that 

Now, if a new variable Tis defined by 

T :::: ( tf - t), 

then the system equations, in terms of Tare 
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x1 = -X 
2 

T 

~ 

X 
2T 

-- -U 

0 

p1T 
::: 0 

p2 
T 

= p 18 

The boundary conditions are 

X 
1T 

(o) -· 0 

X 
2T 

(O) :,: 0 

p 
2T 

(0) = 2o 

The control law is 

U -- 0 for 

A series of guessed values for P:I (O) will generate a number of trajec
.T 

tories whose switch points lie exactly on the ODLC surfaces (ri.ot neces-
1 

sarily uniformly ~paced)e From these, a table such as in Example~.~ 

can be constructeda 

Backward integration becomes only marginal for third-~rder systemso 

The factor responsible is that evaluation of the Hamiltonian can provide 

only one additional relationship to the boundary conditionso Thus, 

' there are now two unconstrained boundary conditions to be guessed. A 

guessing game then ensues with uniform spacing of optimal trajectories 

throughout the area of interest in state space being a virtuai 

impossibil i tyo 
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The fourth method used is one which evolved during the research~ 

It is designed to be easily usable, even for high-order systems. It is 

a computer technique, based upon Dynamic Programming, but employs an 

iterative feature to reduce computer storage requirements. Although a 

complete description of the method, with detailed discussions of program 

features and limitations, is given in Appendix II, a brief conceptual 

description will be given here. 

As a very brief background, Dynamic Programming is an optimal 

search techniquee In the discrete version, which is utilized here, the 

problem can always be expressed in terms of finding the optimal solution 

to an n- stage (n increments in time) optimal decision process. Discrete 

Dynamic Programming converts this problem to that of finding the optimal 

solutions to a much larger~than-n number of single stage optimization 

problems. The single n-stage optimal solution will then be contained in 

this larger set of simpler solutionse It can be obtained by piecing 

together the proper sequence of optimal single stage solutions. This is 

called "embedding" and is an extremely powerful technique for the solu= 

tion of difficult problemse 

Practically speaking, Discrete Dynamic Programming is carried out 

in two stepsQ First, all state variables are discretized with the 

desired degree of fineness. In essence, this creates a grid network in 

state space, as shown in Figure 230 

Now, starting at a first trial final time (nth stage), all possible 

input combinations (also discretized) are tried at each possible combi

nation of state variables ((n-1th) stage) to find the best single stage 

input which satisfies final boundary conditions for each grid pointo A 

performance index value is also computed for each grid point at this 
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th th th 
(n eo 1. ) stagen This completes the (n .. 1 ) stage.. The (n - 2 ) stage 

is c~rried out in the same manner, except that the inputs will drive 

th 
the variables to acceptable grid valueis for the (n ... 1 ) stage rather 

tnan to values which satisfy the final boundary conditions~ Addition-

ally, the perfonnance iqdex value whic4 is used to determine the best 

(n - 2th) stage input from an (n - 2th) grid point will 110w consist of two 

partso The first part will consist of the cQst associated with the 

(n ~ 2th) stage only.. The second, is the cost associated, with the 

(n - 1th) gr1"d . . ( th) . - point to which the n - 2 . stage in:pµt moves the system~ 

This can best be illustrated by a one~dimensional example~ 

j X 2 

I --
X1 

--
AX2 -

IAx,I · 
Figu;re 23. Division of Seconci-,.Order State 

Space IntQ a Grid 

Example 4n68 Assume, for simplicity, that the single dependent variable 

is divided into a grid of five values, and time is divided into three 
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increments, making the problem a three stage process. Pictorally, this 

is 

I STAGE I STAGE 2 STAGE 3 
X ' II I I 

~ II I I 

- t 

' 
,, I ,, 

I •• I ' 
to t I t2 t3 

Further, assume that the final condition on the variable (X) which must 

be satisfied at stage three is 

Now, from each grid point at stage two, all allowable values of the 

input are tried and their corresponding cost values (performance index) 

computedo Assuming that there does exist at least one allowable input 

from each grid point at stage (2) which moves the system to X = 0 at 

stage (J), a best input for each point can be selected$ 

Moving back to the grid at stage (1), all allowable val~es of the 

input are again tried. This time, the inputs will be used to move the 

variable (X) from the stage (1) grid points to stage (2) grid pointsm 

Selection of the best inputs for each stage (1) grid point will this 

time involve more than just the cost of moving the variable to a stage 

(2) grid point. Already computed and associated with each stage (2) 

grid point is the cost included in the stage (2) to stage (J) processo 

This cost value associated with the stage (2) grid point~~ added 

to the stage (1)-to-stage (2) cost functione It is on the basis of this 
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total cost that best inputs are 'selected for stage ( 1).. At this point 9 

a pattern has evolved, and all intermediate single~stage operations are 

carried out in an identical manner until stage (0) is reached.. Notice 

that, at stage (O), not only is the total performance cost of the com

plete optimal process for each initial value of X known, but that, if 

complete bookkeeping was maintained, the optimal input sequence is also 

knowno The problem is solved. 

The method developed during the research is designed primarily to 

drastically reduce the number of grid points over which the algorithm 

must search for the optimal trajectory .. It is based upon the concept 

that, with a starting trial solution given, the search need only be 

carried out only in a certain constrained region of stage space around 

this trial solution. If a new and better solution is contained in this 

11tube11 of state space surrounding the trial solution, this new solution 

will be used as th~ basis for constructing a new "tube" to be searchede 

This process is repeateq until convergence is reachedo 

Since the iterative process can only move in the direction of in= 

creasingly optimal solutions, in concept, the process will always move 

to a local optimum at leasto In practice, there are several difficul

ties which arise to complicate matterso 

First, it is not always possible to guess a trial solution which 

will physically satisfy th~ boundary constraints on the problem .. This 

means the "tube" may not contain any solutions which satisfy the boundary 

conditions and a search in the tube is mea.ninglesso This difficulty was 

handled by making the search a two=phase processo The first phase is a 

search phase in which a very stiff artificial penalty is imposed for not 

satisfying the boundary conditions,, Iterations are then made until the 



boundary conditions are satisfiede This nonnally requires several 

iterations~ The second phase, then, is the actual iterative searching 

of lltubes 11 for the optimal control. 

Figure 24e Illustration of the "Tube" 
to be Searched by the 
Iterative Method 

;Second, after a satisfactory "tube" is found, interpolatio~s in 

64 

time~ as well as in the other variables, are necessary8 With the system 

discretized, un,less the time interval,!;; 1=1re taken quite smt;lll cC>mpared to 

the size of the "tube", the algorithm may be unable to recogni~e the 

existence of more than one satisfactory solution in a given tube. Thus, 

either the time increments must be small or time interpolation must be 

carried oute The most straightforward solution would be to decrease the 

size of the time increments; but this leads into difficultye If the 
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time increments are very small compared to the diameter of the "tube", 

then even large input changes over this small increment of time will 

only slightly affect the state variables. 

Thus? during the backward~working portion of the process, interpo-

lations between widely spaced grid points to ciosely clustered groups of 

tra,jectory values will be necessary. (The n""' k stage integrations for ... 

ward to the n - k + 1 stage grid network will fonn a small clust~r in 

state space) (see Figure 25)~ Since accurate interpolation of values 

for points in this small cluster from the widely spaces arid I!Oints is 

virtually impossible, a scheme of time interpolation for input switches 

was incorporated into the algorithm. This interpolation wa~ accom-

plished by recomputi11g every time an input switch was indicated i;o deter-

mine the optimal swi.tching time to within a very small time inc;rement. 

GRID POINTS 
AT t n-k+I 

[ STAGE ( n-k+I)] 

Figure 25.. Comparison of "Large Diameter Tube" to 
Control Effects for Small Time Increments 
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Another difficulty which arose is also related to the size of the 

grid iitube 11 compared to the time increment lengtho In the algorithm, 

all input values which drive the system outside the 11 tuben are assigned 

some arbitrary high pena.ltyo This is a necessary step because, outside 

the tube, space is 11unexplored 11 and cost valueE cannot be accurately 

predictedo However, if the tube "diameter" is small compared to the 

length of the time increment, then all inputs except the one used to 

construct the last trial solution ma.y drive the system out of the tubeo 

A 11 small 11 tube cannot be toleratedo It is, consequently, necessary to 

assure the tube sizing will always be correct~ A grid-scaling routine 

which sizes the tube 11 diameter 11 in accordance with the chosen time 

interval length and system input sensitivity was accordingly 

incorporatedo 

In light of the requirement for a starting solution for the itera

tive procedure, the algorithm was further modified to provide (if 

desired) its own starting solutiono It finds this starting solution by 

use of regular dynamic progranuning over a very coarse grid with large 

time incrementso For a detailed account of other features an~ pro

grrunming details~ ref"er to Appendix IL 

Step Ille Approximation Techniques 

The approximation technique which :received primary emphasis during 

research was a least-squares linear-segment technique developed by 

Smith (9) :for quasi-optimal minimum-time controllerso Advantages of 

the method are: it is analytic and does not require visualization of 

the surfaces; it does not require functional forms to be assumed; and 

it results in the specification of piecewise-1.inear :functions. 
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In the technique, surfaces are always assumed to be of the form 

n m 

X. (X ') I fl fl ( '*· 8) ::: f. (X.) + gk(Sk) 1. ..... J J 
j:::1 

k:::n 

j/i 

where (X ') is considered to be a vector of all the state variables 

except X. which was chosen to be dependento (Also n is the number of 
l. 

state variables contained by the plant, and mis n plus the number of 

cross=variables selected&) The f. (X.) are each linear=segment functions 
J J 

of a single state variable (X.) 
J 

fl 

alone~ The second term in Equation 

gk (Sk) is intended to handle state variable cross-product 

fl 
effectso As such, each gk is a linear-segment function of a single 

,. 
alone, in a manner completely analogous to the f .~ 

J 
How-. 

ever, in this case, the independent variable Skis an artificial vari-

able composed of a linear combination of the independent state variables 

(sums, differences, etco)o 

The approximation which results from the use of Equation (1*.8) is 

a 11quarter=square11 type of approximationo The term 11quarter-square11 has 

a geometric interpretation which can be nicely illustrated for the 

three=dimensional casee Basically, the first term in Equation (1*.8) 

attempts to approximate the surface with planar squares (or 

paral.lelopipeds) (see Figure 26).. Obviously, for surfaces which are 

11warped11
9 such an approximation is tot,;:tlly inadequateo 

son for the addition of second tenn in Equation (4e8)o 

'I'his is the rea-
,. 

'rhese g (k) 

terms effectively divid.e each "square 11 into f'our planar triangular 

pieces (thus, the term 11quarter~squ~re")" As Figure 27 illustrates, the 

resulting approximation is capable of handling 11warped sur:faces" very 

nicelyo 
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Figure 260 Linear~Segment Approximation to a Surface Using a 

Figure 270 

I\ 
Functipn of the Type X. 

1 

I\ 
f. (X.) 

J J 

Linear~Segment Surface 
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To facilitate implementation, certain assumptions about the forms of 

A A A A 
fj and gk are made: the fj and gk are each composed of the weighted sum 

of some chosen number of linear-segment non-linear functionss 

A 
f . ( X . ) = W .

1
Y .

1 
( X . ) + W . 

2
Y . 

2 
( X . ) + u s 

J J ~ J J J J J 

and 

{ 4s 10) 

Each linear-segment non~linear function will be of the form shown in 

Figure 28~ 

1.0 

Yj 2 (Xj) 
01---ol'---,--,--1------_. Xj 

Xja2 Xje3 jBI 

Figur~ 28~ Linear~Segment Nonlinearities 

Equation (408) can now be written in vector form as 

where 



and 

YT = [Y11 (X1) 'y1.2 (X1)' "u' Y2/X2) 'y22 (X2)' • • •] 

(X. not included) 
1 

w = 

Remember that each Wjk is an unknown coefficient to be founds 
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It 

is also useful here to review the meaning of the vector Y. Each compo-

nent of Y (for example Y .. (X.), shown in Figure 28, has a region of its 
J1 J 

independent variable (X.) over which it has zero value~ It also has a 
J 

region over which it has a value of one8 Between these regions is a 

proportional rangeo If the extremities of this proportional region are 

called break points, then 

Y.k(X.) = 
J J 

X. - X.B 
J J k 

X. X 
J~+t - J.B .k 

{4s12) 

where Bk signifies the lower value and Bk+i' the upper. Now the sum of 

the errors squared can be written in terms of these relationships as 

where q is the index of the data points used and Pis the total number 

of data pointss * ' Xi(.~_) signifies the data value of the dependent state 
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variable corresponding to data set q. 

In order to minimize the sum of the errors squared for least 

squares fitting, the partial derivative of Equation (4.13) with respect 

to Wis taken and then set equal to zero. That is, 

cE2 P T P * , 
0 = "W = 2 'E Y Y W - 2 'E Y X .. (X ) e 

(J q=1 -q-q- q=1 -q 1 -q 

Rearranging Equation (4.14) gives the result 

p * I 
'E Y X. (X ) • 

q=1 -q 1 -q 

(4.14) 

(4.15) 

This equation is the necessary relationship that determines the unknown 

coefficients~' provided certain fundamental decisions on the part of 

the designer have been made. These decisions are: 

1e The state variable which will be considered dependent 

must be chosen. 

2. The number and composition of the S variables (linear 

' 
combinations of the independent state variables) must 

be chosen., 

J. The number and spacing of partial functions (linear-

segment nonlinearities, or Y.k(X.), must be chosen. 
J J 

The extremeties of these are the function break 

points. 

Example 4.7 illustrates how these three decisions and Equation (4.15) 

can be used to approximate an optimal switching surface. 

Example 4.7. Linear Segment Approximations. Consider the data points 

for the Oto +1 surface generated and listed in Example 4.4. They are 
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Initial Switch Points \ 

Condition 
x.o x1. x2 

-

OeO o~o OoO 

1.0 0.1.667 =00577 
2.0 0.333 =00816 
3.,0 00500 ~1ooo 
4 .. o 00667 =1., 155 
5 .. 0 0.833 =1o291 
6~0 1o00 ""L414 
7.0 10167 =1.,,526 
8.,o 1oJ3J -1o633 
9.0 1,500 =10732 

J, 

As~ume that x
1 

will be selected as th~ dependent variable 9 and that 

break points will be located at x2 :::: O; X
2 

= -1.00; and x
2 

= -1.7J2e 

There will be no S variables since the relationship has only one inde-

pendent va.ri.able9 Now, 

!1 
= [ .. .,577] 

0 

:::: [ ... 1.00] 
!3 

0 

-1 .. 00 

4 =[_!'155/.,732]9 

-1000 

[ ""~732/ .. 732 J, y10 

Substituting thes~ into the first expression on the right=hand side of 
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Equation (4o:t5) gives: 

* l'fow, substitution of the Y vectors and the X. (X ') quantities into the 
-q 1 -q 

second expression yields 

p =? .. J68] 
=[ 

-4,.530 .. 
* YX.(X') 

-q 1 -q 
q::1 

Carrying out the indicated inversion and multiplication operations gives 

the result of 

The two diode-type function generators required to implement the con-

troller have now been completely specified,. Their characteristics a.re 

shown below .. 

-.428 

0 -1.00 

-1.046 ----

0 -1.00 -1.73 

Implementation of these results is very sinlple and straightforward 



and may be carried out by the mosi: suitable means~ whether electrical, 

electronic 9 mechanical, or fluidic. As examp~e., Figure 29 shows diode

generator type electronic and fluidic linear~segment functions. Imple

mentation is achieved by the summation of the outputs of a number of 

these~ It also includes comparison of the actual value of the dependent 

variable with this result, and assignment of the active levels 

accordinglyo 

The implementation of Example 4o7 would take the form shown in 

Figure 30 9 if such generators were used. Notice the extreme simplicity 

of the systemo 
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CHAPTER V 

APPLICATIONS 

A theoretical base and a sy,nthesis ~rocedure for ODLC have already 

been presented ~n the thesi~. The purpose of this chapter is to show 

how ODLC can be applied to various types of sy~tems. This will be done 

by working several problems. Where possible, the plant equations will 

be modeled after some physical system. No ~ttempt is made to exhaus-

tively cover all types of plants and performance indices for which ODLC 

is valid. Rather, the few e:x:amples presented were chosen because they 

best illustrate significant characteristics of ODLC. 

Problem 5-1. Roll control of a space vehicle. (P.I. - minimum time 

plus effort squared). Space vehicl~s are~ n~tural application for 

ODLC because control effort must be furnished by small maneuvering 

thrusters. Normally, these are on-off devices incapable of being 

throttled. Thus, the controller must inherently be a pulsed controller. 

Let it be assumed that the equations of roll motion can be represented 

by the simplified equations, 

(5_.1) 

where 

x1 roll position 

77 
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x
2 

roll velocity 

IR roll inertia 

and 

U = thruster output force. 

Suppose it is desired to construct the controller with more than one 

level of effort in ea~h roll direction available. This could be pro-

vided by mounting two thrµsters in each direction. Assume that this is 

done and control efforts of one and two units will be available in both 

directions. Therefore, a~sume that the control is to be a five-level 

ODLC 0 That is, 

Uf! f-a, -1, O, +1, +2] (5.2) 

Assume also that the performance index is 

P.I. (5.3) 

The additional assumption will be made that the roll inertia (IR) is 

changing as a function of time (fuel is being consumed by the control~ 

ler), but slowly enou~h that the dynamics of thi~ process can be 

ignored. The arbitrary values 

U = .::?, .::1, 0 

were chosen for computational convenience since their values will 

affect only the scaling of the problem. The Hamiltonian for the above 

system is 

(5.4) 



Since PJ -1, it can immediately be reduced to 

1 2 
H == P 

1 
X

2 
+ P - U ,.. 1 -U 

2 IR 

The adjoint variabl~s are 

oH 
J? 1 0 - ax == == 1 

oH 
p2 -P - oX ::: 1 

2 

For optimality, the term 

must be maximized. It can be determined by inspection that the 

relationship 

U == 0 for IIP2fll<1 
R 

for 1 < 11P 2 .;_1 11 < 3 
R 

for J<IJP2fll 
R 
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(5.4a) 

(5.5) 

(5.6) 

will be the control law for ODLC. EvaLµation of the Hamiltonian at 

time tf proYides the relationship 

Substitution of possible input values gives the result 

2 for (5.8) 
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Since IR is assumed to be a slowly varying function of time, it will 

suffice to ma1'.e a number of solutions for the ODLC with IR "frozen" at 

various values" Let these values be taken as: 

1 
- 1 

1 

IR 
4 
J 

= 2 
1 -~ 4 

Now 1 switching points on the ODLC surfaces can be located by the use of 

. . . . 1 T t backward integration. These points are shown .1.n Table Io he resul s 

are plotted in Figure J1. 

Figure J1. Optimal Discrete Level Switching Surfaces for 
Problem 5~1 

1
Because of the symmetry of the plant eauations, it is sufficient 

to deal only with the right half of the state spaceo 
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TAf)LE I 

OPTIMAL SWITCH POINTS FOR PROBLEM 5-1 

u = +1 Terminal Surface 

x1 x2 X3 x1 x2 X3 x1 x2 X3 

0.023 -0.250 1.330 0.0:1.2 '\""0.250 2.500 1.531 -3.500 4.ooo 

0.094 -0.500 1.,330 0.050 -0.500 2.500 0.009 -0.250 3.500 

0.375 -1.000 1.330 0.200 -1.000 2.500 0.036 -0.500 3.500 

1.500 -2.000 1.330 o.450 -1.500 2.500 0.143 -1.000 3.500 

6.000 -4.ooo 1.330 0.800 -~ 0 000 2.500 0.321 -1.500 3.500 

0.016 -0.250 2.000 1,.250 -?-500 2.500 . 0.571 -2.000 3.500 

0.063 -0.500 2.000 1.800 -J.000 2.500 0.893 -2.500 3.500 

0.250 -'1.000 2.000 ~.4:50 -3.500 2.500 1.286 .3.000 3.500 

1.000 -2.000 2.000 3.200 -4:.000 2.500 1.750 .. 3.500 3.500 

4:.000 -4:.ooo 2.000 0.010 -0.250 3.000 2.286 -4.ooo 3.500 

0 .. 008 -0.250 4.000 0.042 ... 0.500 3.00Q o.o o.o 1.000 

0.031 -0.500 4.ooo 0.167 -1.000 3.000 0.03l 0.250 1.000 

0.125 -1.000 4.ooo 0.375 -1.500 3.000 o. 125 -0.500 1.000 

0.500 -2.000 4.ooo o.667 -2.000 3.000 0.500 -1.000 1.000 

2.000 -4 .. ooo 4.000 1.042 .,2.500 3.000 2.000 -2.000 1.000 

o.o o.o 1.500 1.500 ..,.3.000 3.000 8.000 -4.ooo 1.000 

o .. o o.o 2.000 2.042 03.500 3.000 1.125 -1.500 1.000 

o.o o.o 2.500 2.668 -.4.ooo 3.000 3.125 -2.500 1.000 

o.o o.o 3.000 0~281 -1.500 4.ooo 4.500 -3.000 1.000 

o.o o.o J.500 0.781 ,,..2.500 4.ooo 6.125 -3.500 1.000 

o.o 0.0 4.000 1.125 -3,000 4.000 
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TABLE I (Continued) 

U from -1 to 0 Switching Surface 

x1 x2 X3 x1 x2 X3 x1. x2 X3 

0.115 -0.250 :J..330 0.062 ...,0.250 2.500 7.656 -3-500 4.ooo 

o.470 -0.500 1.330 0.062 -0.500 2.500 0.714 -0.250 3.500 

·· 1.875 -1.000 1.330 1.000 -1.000 2.500 0.1.78 -0.500 3.500 

1.500 -3.000 1.330 2.250 -1.500 2.500 0.714 -1.000 3.500 

30.000 -4.ooo 1.330 40.000 -2.000 2.500 1.607 -l.500 3.500 

0.078 -0.250 2.000 6.~50 -2.500 2,500 2.857 -2.000 3.500 

0.312 -0.500 2.000 9.000 -J.000 2.500 4.465 -2.500 3.500 

1 .. 250 -1.000 2.000 12,250 -3-500 2.500 6.430 3.000 3.500 

5.000 -2.000 2.000 16.000 -4.ooo 2~500 8.750 -3.500 3.500 

20.00 -4.ooo 2.000 0.052 -0.250 3 .. 000 11.430 -4.ooo 3.500 

0.039 -0.250 4.ooo 0.209 -0.500 3.000 o.b o.o 1.000 

0.156 -0.500 4.ooo 0.833 -1.000 3.000 0.156 -0.250 1.000 

0.625 -1.000 4.ooo 1.875 -1.500 3.000 0.625 -0.500 1.000 

2.500 -2,000 4.ooo 3.333 -2.000 3.000 2.500 -1.000 1.000 

10.000 -4.ooo 4.ooo 5.~08 -2.500 3.000 10.000 -2.000 1.000 

o.o o.o 1.500 7.500 -J.000 3.000 10.000 -4.ooo 1.000 

o.o o.o 2.000 10.208 -3.500 3.000 5.625 -1.500 1.000 

o.o o.o 2.500 13.335 -4.ooo 3.000 15.625 -2.500 1.000 

o.o o.o 2.500 1.406 -1,.500 4.ooo 22.500 -3.000 1.000 

o.o o.o 3.500 3.906 -2.500 4.000 30.625 -3.500 1.000 

o.o o.o 4.000 5.625 -J.000 4.ooo 
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TABLE I (Continued) 

U from -2 to -1 Switching Surface 

x1 x2 X3 x1 x2 X3 x1 x2 X3 

0.115 0.250 1.330 0.062 0.250 2.500 7.656 3.500 4.ooo 

o.470 0.500 1.330 0.250 0.500 2 • .500 0.714: 0.250 3.500 

1.875 1.000 1.330 1.000 t.ooo 2.500 0.178 0.500 3.500 

7.500 2.000 1.330 2,250 1.500 2.500 0.714 1.000 3.500 

30.000 4.ooo 1.330 4.ooo 2.000 2.500 1.607 1.500 3.500 

0 .. 078 0.250 2.000 6.250 2.500 2.500 2.857 2.000 3.500 

0.312 0.500 2.000 9.000 3.000 2.500 4.465 2.500 3 .. 500 

1.250 1 .. 000 2.000 1~.250 3 • .500 2.500 6.430 3.000 3.500 

5.000 2.000 2.000 16.obb · .. 4.ooo 2.500 8.750 3.500 3.500 

20.000 4.ooo 2.000 0.052 0.250 3.000 11.430 4.ooo 3.000 

0.039 00250 4.ooo 0.209 0 • .:,00 3.000 o.o o.o 1.000 

0.156 00500 4.ooo 0.833 1.000 3.000 0.156 0.250 1.000 

0.125 LOOO 4.ooo 1.875 1.500 3.000 Oo625 0.500 1.000 

2.500 20000 4.ooo 3.333 2.000 3.000 2.500 1.000 1.000 

10.000 4.ooo 4~000 5.208 2.500 3.000 10.000 2.000 1.000 

o.o o.o 1,500 7.500 3.000 3.000 40.000 4.ooo 1.000 

o.o o.o 2.000 10.208 3.500 3.000 5.625 1.500 1.000 

o.o o.o 2.500 +3. 335 4.ooo J.000 15.625 2.500 1.000 

o.o o.o J.000 1.406 1.500 4.ooo 22.500 3.000 1.000 

o.o o.o 3.500 3.106 2.500 4:.ooo 30.625 3.500 1.000 

o.o o.o 4.ooo 5.625 3.000 4:.000 
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Since the problem is of rather simple form, the equations for the 

surfaces can be solved directly. They are included in Figure 31. 

Clos~d loop synthesis of the ODLC using Smith's (22) linear segment 

technique will now be carried out. 

Application of the technique results in the function-generator 

specification shown in Figure 32. x
1 

was assumed to be the dependent 

variable and the break points along x2, x
3
-1, s

1 
= (-2X2+x

3
-1), and 

S2 = (-2X2 .. x3
+4) were chosen to be -0.50, -1.0, -2.0, -4oO; 1.0, 2.0, 

3.0; 2.0, 4.o, 6.o, 8.o, 10.o~ 12.0; 2.0, 4.o, 6.o, 8.oi 10.0, 12.0. 

A schematiG of the implementation required by Smith's (22) tech-

nique is shown in Figure 33. Fig~res 34 and 35 are comparisons of the 

trajectories and control sequences, respectively, between exact imple

mentation .of the ODLC surfaces and the approximation. 3 The dotted 

lines are a mixed implementation where approximations were used for all 

surfaces but the terminal-trajectory one. 

Non-autonomous control of these systems could be realized by the 

simple addition of a summing junction to compare the values of the 

state variable x
1 

with the ~llowable input. The total non-autonomous 

system is shown in Figure 36. 

For the example shown the approximation achieves a remarkably 

close-to-optimal control. Most of the system degradation whicJ,. does 

appear shows up as false switching of tne control as the system 

2
Because of the problem symmetry only the function generation for 

the right-half space is discussed. Further, only the (U=+1) terminal 
surface is shown, since the procedure yielded for the other surfaces 
identical results, except for a multiplicative factor of five. 

3simulation of implementations was carried out on the digital 
computer. For the simulation in question, initial conditions of 
xi= 3.0, x2 = o.o, x3 = 1.0 were assumed. 
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trajectory mmres along the terminal surfaceo This is to be e!l{J)ected, 

since the controller attempts to :force the trajectory along the approxi-

mation rather than the true surfaceo Use of the mixed approximation 

with an exact expression used for the te:nninal surface and approxi-

mations used for t:n.e other produces system behavior which is nearly 

indistinguishable in performance from the completely optimal. 

Obviously 9 terminal surface approximations more critically affect 

system per:fonnance than do the approximations of other surfaces, 

CONTROLLER 

FUNCTION 
GENERATOR 

X 

PLANT 

Figure J6a Non-Autonoinous Suboptimal PLC :for Problem 5-:t 

y 

It is interesting to note that in the example even the optimal 

control required multiple firing on the terminal ::mrfacea The reason 

for this is that the roll inertia is actually a function of firing time 

and as the roll inertia changes so does the terminal t:rajectory (see 

Figure 31) a Thus the control is repeat,edly turned off as the controller 

repeatedly re-evaluates the control needed to drive the system to the 

origina Intermittent firings such as this are probably not (lesirable, 

but 1 in actual system where the roll inertia does not change so rapidly 



and where hysteresis in the cpntrol actuators inherently exists (or 

could be int:roduced ), sµch intenni ttency could be minimized by the 

introduction of a terminal-.switch dead-band. 

In essence, this would change the terminal surface into a terminal 

region. Approximation accµracy requirements for the surface can then 

be reduced to satisfying the requi:rement that the approximation will be 

entirely containep within this region. Implied is a trade-off between 

this terminal region 11th~c~ess, 11 which will a,dversely affect steady-

state accuracy, and approximation accuracy, which will adversely affect 

controller imptementability. Althqugh it was considered to be beyond 

the scope of this paper, further investi~ation of this technique to 

synthesize nearly optimal DLC systems with non-critical terminal 

surfaces is recommended. 

Problem 5~2. Roll control of a space vehicle (P,I. = minimum time plus 

effort and error squared). fhis problem will illustrate the effects of 

different performance indices pn qpti~a~ switchin~ surfaces. This will 

be done by using a performance index of the fonn, 

P. I. 

t 
0 

2 2 2 
( 1 + x

1 
+ x~ + u · ) dt 

in the synthesis of a controller for the system of Problem 5-1. 

In review, the system of 5~1 is described by the equations 

. 
x1 :::, x~ 
~ 1 ~ 
x~ = r; u 

(5.9) 

~IR will be assumed to equal a constant value of unity in Problem 
5~2. This is done simply for the sake of clarity. The validity of the 
illustration will not be affected by this simp!ificationQ 
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Allowable input levels are agreed to be 

(5.2) 

The Hamiltonian for this i,ystem with the new P.I. is 

H (5.10) 

Adjoint variables are 

(5.11) 

Inspection of the Hamiltonian indicates that 

must be maximized to achieve optimtf!.l contro;I.. The resulting optimal 

control la.w is 

u = 0 for I IP 2' I < 1 

u ::;: signum (P 2) for 1 < l lP2I I < 3 (5. 13) 

u 2 signµm (P
2

) for 3 < l lP2I I 

Notice that not only are the system equations the same for both 

Problems 5-1 and 5-2, put that the control laws appear to be the same. 

However? the adjoint variables are considerably different. As will be 

shown 1 they seriously affect the surface shapes. 

Since the system is second~order, backward integration from the 

final. states was used as the preferred method of solution. The final 

state conditions are 



X
1
(tf) = 0 

X
2
(tf) = 0 
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(5.14) 

An additional final condition can be obtained by evaluation of the 

Hamiltonian at the final states. It is that 

(for tra,jectories in the right half of state space). By the use of 

these three final boundary conditions and the selection of various 

values for the unspecified adjoint variable (P
1
), the following table 

Crable II) was compiled. 

TABIB II 

OPTIMAL SWITCH POINTS FOR PROBLEM 5~2 

U == +1 U = -1 to 0 U "' -2 to -1 
Terminal Surface Terminal Surface Terminal Surface 

o.o OoO 5.550 -3.000 90111 -3.870 

0.167 -0.577 4.4;75 -2.500 6.204 -2.770 

0.333 -0.816 3.600 -2.000 5.109 -2.230 

0.500 1.000 2.775 -1.500 4o 182 -10680 

0.667 -1o 155 1.840 -1.000 302.38 -1.140 

o.833 -1.211 1.286 -0.750 2.173 -0.560 

1.000 ~1.414 0.665 -0.500 1.531 -0.240 

1.167 -1.526 p.166 -0.250 00786 0.090 

1.333 ~1. 633 8.600 -4.ooo 0.170 0.210 

l..500 -1. 732 12.860 -5.000 
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Again, because of system symmetry, only the right half of state 

space need be explored. Figure 37 is a plot of the optimal switching 

surfaces for this system and performance index. Only the terminal 

trajectory switching surface is unchanged from Problem 5-1. 

Because of the close similarity between Problems 5-1 and 5-2, 

closed-loop synthesis of 5-2 will not be carried out. Synthesis steps 

would be unchanged. 

U=-2 

x, 

W =+2 

Figure 37. ODLC Surfaces for Problem 5-2 

Problem 5-3. Non-linear dynamical system (non-autonomous control). 

Consider a non-linear dynamical system described by the equations 

(5.16) 
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This is basically a non-linear spring-mass system with a 11 square-law11 

hardening spring. Assume that the chosen performance index is 

P.I. 

and the allowable control levels are 

ue [-2, -1, o, +1, +2] (5.17) 

The system equations must be modified slightly since non-autonqmous 

control is desired. The check for allowable external controls, 

0 (5.18) 

indicates that only r
1 

= x
1

d can be allowed. 

However, introdw;:;tion of this external input by the linear co-

ordinate transformation 

X - X 1, 1d 

changes the system equation to 

y 1 + x1d 11 y 1 + x1 d [ I + u (5.20) 

Therefore 1 r °" X will be carried along as a new pseudo-state variable, 
1d 

and the switching surfaces will be increased from two to three dimen-

sionalo The Hamiltonian for the expanded system is 

(5.20) 



Adjoint vax'iables for the system are 

p 1 2P 2 I ' (Y 1 + r) l I 

-P 
1 

Final boundary condit;i.ons for the problem are 

0 

The additional final constraint, obtained from evaluation of the 

Hamiltonian is 

0 -P 
2 
I l r I Ir + P 

2 
U - 1 - u

2 

(5.21) 

(5.22) 

Necessary conditions :for optimality specify the optimal control as 

u 0 for I IP2l I< 1 

u signurn (P 2) for 1 < I lP2l l < .3 

u -- 2 signum (J? 2) for J < l lP 2 11 ( 5. 21±) 

At this point, enough information has been determined that speci-

fication of values for :rand P
1
(tf) will allow backward integration to 

t ,. l t . t · 5 genera e opc:J..ma raJec ories. 

Figure J8 shows the ODI£ surfaces for Problem 5-J. These surfaces 

are surprisingly compl~x and possess some rather unusual shapes and 

other characteristics. Because of this complexity approximation of the 

surfaces by any means would be a challenging t~sk. In fact, although 

Cc' 

:;>Because physical limitations dictate that U cannot drive the 
system to greater vaJ.ues of 1 Jx

1 
I l than /2 , r was restricted to 

(-/2' + /2)g 



X, 

Figure J8o ODLC Surfacei,; for Problem 5o3 Shown are Cross-Sections 
at R ~ O, R ~ -1o0, R = -1~4 
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it should be feasible to approximate the surfaces throughout a small 

region (e.g., close to the R-axis), large area approximation would 

appear to be so formidable as to be of dubious worth. 
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Exact determination of surface shapes in certain regions was found 

to be extremely difficult. The reason for this is that conjugate 

points abound in the state space of this system and the: .necessary (but 

not sufficient) conditions specified by the Maximum Principle were 

inadequate to determine optima~ity beyond such points. For this reason, 

certain of the switching regions shown in Figure 37 are not closed but 

simply trail-off into these uncertain regions. It was considered 

beyond the scope of the present work to attempt to explore them further 

than was done in Figure 37. 

Before proceeding to the next problem, the results of Problem 5-3 

can be used to illustrate an aspect of functional approximation where 

great caution must be used. All functional approximation techniques 

necessarily assume that the variable chosen to be dependent is uniquely 

determined by the remaining (independent) variables. As Figure 37 

illustrates, several of the surfaces simply do not provide such a 

unique relationship (except in sub-regions), but in many cases are at 

least double-valued. Thus, the designer must exercise great care in 

choosing functional approximations to assure that they provide unique 

relationships in the areas of interest. This could become especially 

difficult for systems of higher order, if the hyper-surfaces are very 

complex. 

Problem 5-4. Third-order plant with two input variables. This third

order system was chosen because it possesses a vector, rather than a 
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scalar inpuL As such, it serves to illustrate the applicability of 

ODLC synthesis to systems with vector inputs. 

The plant can be described by the equations 

x1 X 
2 

X -:xJ + u2 2 

XJ -U 1 (5.25) 

A performance index of 

p •I• = 

is chosen 1 and the inputs are constrained to 

u 1E! [~2, -1, o, +;I., +~ 
U2E: [-2, -1, o, +1, +aj (5.26) 

Differentiation of the Hamiltonian for the system 1 

H P 
1

x
2 

- P x + P u - P u - 1 - u
2 

- u
2 

2 J 2 2 J 1 1 2 
(5.27) 

yields the adjoint variables 

0 

-P 

(5.28) 

The optimal control law is obtained by requiring that 

be maximized. This law is 
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u1 = 0 for !IP 
3 
! I < 1 

u1 -signum (P 2) for 1 < ! lP
3 

l I < .3 

u1 ..,.2 1:dgnum (P 
2

) for 3 < I IPJ II 

u2 = 0 for l !P21 I < 1 

u2 signum (P ) for 1 < 111\ 11 <J 
2 

u2 2 signum (P
2

) for 3 < l lP2I I (5.29) 

An additional constraint obtained from evaluation of the Hamiltonian 

at the final states is 

(5.30) 

Because of the added dimensionality of this problem, both backward inte-

gration and the modified dynamic programming described in Chapter IV and 

Appendix II i were used to obtain points on the optimal switching surfaces. 

The problem is now ready for controller synthesis by approximation 

to the ODLC surfaces. Before proceeding with Smith's (22) technique, it 

is inte;r·esting to point out that direct optimal digital control of the 

plant could be achieved through a very small 11on-line 11 computer, with a 

sufficient number of ~witching points stored in its memory to allow 

accurate interpolation. 

Figures 39 through 44 show the linear-segment non-linear functions 

for closed-loop controller implementations resulting from the linear-

segment approximation. In the interest of simplicity, the region of 

6 
approximation was limited to -J,::::X

2
_:5+3; -1.~XJ <+1. The functional 

6
x3 was limited to X3 >O on the right-half plane, and X3 <O on the 

lefti because, for the practical situations where initial conditions 
are taken on the (~1, x2 )-plane, the system will always remain in these 
regionso 
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1.0 2.0 

Figure 39. Optimal Switching Surface Approximation 
of u

2 
= -1/0~ for Problem 5e4 

6 

4 
F( X2) 

2 

0 4.0 X2+.25 

Figure 4o. Optimal Switching Surface Approximation ot 
U ::: -2/-1 

2 
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2.0 3.0 

-I 

Figure ~1. Optimal Switching Surface Approximatipn 
of u

2 
= o/+1 

2 

F(X2) 

01\""i<---rin"ii~~~----~~------------------.. 
-.._3_.o ________ X2+0.7 

-I -0.62 

Figure 42. Optimal Switching Surface Approximation of 
u

1 
= -:-2/+1 
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2 1.74 

-3.0 X2-0.7 ...__ _________________________ __ 
-I -.64 

1.0 2.0 3.0 .· 

-.30-:31 

Figure 43., Optimal Switching Surface Approxima,
tion of u

1 
= +1/0~ for Problem 5.4 

10 

0 
F(X3) 

-5 

Figure 44. 

1.0·· 2.0 3.0 

-.94 
X3 

-4.12 

Optimal Switching Surface Approximation o:f 
U

1 
= -1/0j for Problem 5e4 
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approximation for the surface U. "'' -·2/-:1 :is not shown because it was 
l 
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never reached in the simulations mad,e,a Furthf.ff 1 it will not be reached, 

in practical applications~ from :i.:nitia.1 conditions reasonably close to 

As an illustration of the control1,,~r 9 J!':igure 45 shows the system 

t:r.ajec::to:r.y 1:t:nd the :i.nputs :for a typical .set o:f i:n.itial conditions. 

Notieio t,hll4't the isystem becomes oscillatory about ·the origin. The 

3.0 
X1 

2.0 

LO 

0o 10 t 0 

2.0 

1.0-

u~ 0 - 1.6 -2.0 3.o 4.0 

2.0 

1.0 

.. 1,0 - ·- -1.0 

-2.0 ~2.0 

1.0 
X3 

.5 

4.0 t 0 

Figure 4.50 System Trajectory and Input:.,; for a I'y:pical Set of 
Initial ConditionaI 9 Problem 5·~·4 J\,;ppro:ximated ODLC 
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Although it is totally unnecessary for synthesis of the controller, 

since the system is only qf third order, the QPLC surfaces can be drawn. 

They can be seen in Figures 46 and 47. 

This problem illustrates the fact that the conditions for opti

mality are necessary, but not sufficient for~ $Jlobal optimum of 

control. For example, examine th~ point 

X 
1 - .6667 

x::i -.500 

XJ = 1.00 

From this point, the control sequences 

-1 

= +1 

and 

are both equally optimal in driving the system~ to the origin. The 

Maximum Principle hinted at this possibility since, at this point, both 

p 
2 

+1 

= +1 

The control law was indeterm;i.nate at this point, and o.bviously, a 

singular control could and did e:x;ist. 
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Figure 46. Opti!llal Switching Surfaces for u
2 

for Problem 5.4 



Figure 47. pptimal Switching Surfaces for u
1 

for 
Problem 5.4 
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CHAPTER vr 

PRINCIPLE RESULTS 

In the preceding chapters, a new control concept, Optimal Discrete 

Level Control, has been presented. Not only was a theoretical basis 

for ODLC developed, but a synthesis procedure, using ODLC, for design 

of closed-loop controllers was outlined. In Chapter V, this synthesis 

procedure was applied to several example problems to illustrate the 

technique. Du~ing pevelopment of the synthesis procedure and d~ring 

application of the procedure to problems, a number of insights and 

results were obtained which merit further discussiqn. This discussion 

is divided into four areas: aspects of problem formulation, design 

guidelines, 4seful characteristics, and the computational' algorithm 

use do 

Aspects of Proqlem Formulation 

In the first category, problem formulation, there are three 

primary factors which must be considered: the number of discrete 

levels used, the form of the performanGe index used, and the approxi

mation used to functionally represent the ODLC surface for synthesis. 

Each factor is important anq merits discussion. 

The n1.11llber of levels uped is a very problem-oriented factor and is 

quite variable in its effect. Generally, it can be stated that the 

addition of ext~a levels will never deteriorate controller ~erfonnance, 
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COMPARISON ON TRAJECTORIES 
WITH INITIAL POINTS ON + X 1 

COMPARISON ON TRAJECTORIES 
WITH INITIAL POINTS ON +X2 
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CONTINUOUS 
OPTIMAL 
CONTROL 1.0-------------------'------

* P. I. 

( 
p I. ) 

P. !CONT. 

2 3 5 9 

NUMBER OF LEVELS USED IN CONTROLLER 

' 
Figure 48s Comp,i;trison of the Performance From 2, 3, 5, 9, ,i;tnd 

Infinite Level ODLC for Problem 5.1 
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but may improve it. For mo~t systems, the use of only a few levels 

will provide performance nearly comparable to the use of many levels. 

The addition of extra levels ~ould affect the system performance 

insignificantly. This is illustrated in Figure ~9 where Problem 5-1 

is shown reworKed with two-level, five-level, nine-level, and con~ 

tinuous control signals. Since a.ny such c<;>mparison will be highly 

dependent on the initial location of the system, initial con.c\itions 

were taken along both the x
1 

and X~ axis to obtain the results shown. 

Notice that the significant gains in performance resulted from 

increasing the number of allowable levels from tow to three or from 

three to five levels. The gain to be realized over five-level control 

by nine or more levels would probably pot be worth the extra controller 

complexity required for implementation. It would be impossible to 

form any general rules for ~hoosing the best number of discrete levels 

on the basis of the limited amount of investigation carried out in 

this thesis. However, certain trends were noted which can provide some 

guidance. First, only a relatively few levels (e.g., five) will be 

sufficient for most applicatioqs. The added complexity of implementing 

additional levels is unjustifiable from the standpoint of syst~m per

formance improvements. Second, an extremely important factor in the 

choice of the number of levels to be used is of the actual m~gnitudes. 

This selection of the discrete level magnitudes can profoundly affect 

the behavior of ap ODLC controller. This influence can be illustrated 

by an extreme exp.mple. Consider the case of a five-level ODLC system 

where the level magnitudes are all chosen to Qe extremely large values. 

For this case the controller must use large control effort for ~11 

system action, regardless of the magnitude of the action. In so doing, 



it will consume excessive control effort. Conversely, for the same 

system 1 if' the five levels are all chosen to be very small in magnitude, 

the system will be exeessively sluggish in response. Obviously there 

must be some intermediate choice of values for the levels which will 

provide better control. 

In the work Ci;irried out to date, sizing of the ODLC magnitudes has 

been done on the basis of judgment for choosing reasonable levels. 

Also, the levels have been chosen to be evenly-spaced (i.e., 1,2,3, 

••• , etc.), with no attempt made to discover what an optimal spacing 

would be. Obviously, an optimal spacing of levels might produce more 

improvement in system performance than that produced by increases in 

the number of levels for an arbitrarily-spaced ODLC controller. 

Presently, however, compq.risons simply cannot be made because optimal

spacing criteria have not been developed and guidelines are not 

available. 

Choice of the performance indeJC.is a subtle factor, but it can 

have a profound influence on both system performance and controller 

complexity. In fact, choosing a performance index is probably the most 

impo.rtant step in the synthesis of any control system. For ODLC 

system,$, the choice of the Performance Index will affect not only 

system behavior, l;mt also the shape of ODLC switching surfaces. (see 

Figure 37). This c,an significl;lntly alter the complexity of controller 

implementation since it is accomplished by approximation of the ODLC 

surfaces. (In fact, some performapce indices may make implementation 

impossible by eausing the switching surfaces to be too complex.) 

Ideally, performance indices should be chosEln on the basis of both 

resulting system bE)havior and vesulting controller complexity. However, 



the concept of what actually constitutes the ideal performance index 

for a given application is not well understood, ~ven for continuous 

systemso 
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Curve-fitting affects system performance by making the controller 

sub-optimal if approximations to the optimal switching surfaces are 

usedo As discussed earlier, these optimal swii;ching surfaces are of 

two var:leties: terminal trajectory and non-trajectory surfaces. 

Moderately accurate approximation techniques such as Smith's (22) 

linear segment method are quite suitable for the second type. The 

first type, terminal trajectory surfaces, however, are extremely 

criticalo 

Inaccuracies of approximation ~ terminal surfaces usually lends 

to multiple false switchings as the controller attempts to fo:rce the 

system along th~ approxima,tion rather than its natural trajectory. 

'l'hi.s is a highly undesirable characteristic for a controller to possess. 

Thu.s, terminal trajectory surfaces require the use of special treatment 

if controller action is to be acceptable. 

Two reasonable methods of handling the approximation of these 

special surfaces were discussed in Chapter V. First, extremely good 

surface approx;i.mations can be used. An alternate approach ;i.;:, to 

lessen the criticality of the terminal trajector;r surface by definition 

of an acceptable target region. Then, instead of a single terminal 

trajectory surface, there will exist a region of acceptable terminal 

trajectory surfaces. If the approximation is made sufficiently 

accurate to lie within this region, then purposely-introduced switching 

hysteresis will prod~ce acceptable controllers. Figure 49 illustrates 

this technique of reducing terminal trajectory criticality for a single 
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sec.and order plant with time-optimal controla Notice that there is a 

:rather direct trade-off bet.ween target size (implying te.rmi.nal trajec-

tory region width) a.nd approximation acc11racyo 'rhe decision of what 

constitutes an acceptable trade~off' between the two (target size, and 

approximation accuracy) must rema,in an :item :for enginet~1·ing judgment. 

TARGET 

TERMINAL 
TRAJECTORY 

REGION 

ACCEPTABLE 
APPROXIMATION 

Fig'JJ!.re 4,9. Te:rminal T:rajec:,t,o:tt'."Y R~)gfort,cs for Sy1~tem Given 
Terminal with Ta.:1rget 

Al though the ODl,C syn'thes:is pl'ocedu:t"e. h.a.s beem disir.:.u.ssed in some 

detail, there a:r.e Hveral coneider·a:t:i.onsi wh:ich 'become important during 

the actual .l:!ynthesisc These consid,era:tii:m:s will be hi.ghlighted here. 

The synthes:is procedu.re is conce:ptually a simple process of 

finding a Q'tl.llanti ty of optimal switching points; using a ic.urve-fi tting 
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method on these points to functionally a~p~oximate the optimal surfaces; 

and translating these functions into hardware. Unfortunately; the pro

cedu.re is not so simple and straightforward in practiceo Large 

portions of engineering judgement (which must always be the result of 

trial·-and-error or experience) are required to make the results 

meaningf'ul. 

The .:first area in which engineering judgement crops up is in the 

determination of points on the opt:j.mal surfaces, Since this step is 

computationally a difficult (and expensive) one, it would be highly 

desirable to locate only enough points to sqfficiently define the 

surfaces for implementation. Unfortunately, there can be no formal 

rules a.bout the sufficiency o~ any number of points in defining a 

surfa.ce. A reasonable rule-of-thumb for third- and lower-order 

surfaces would be that if enough points have be~n determined to permit 

a sketch of the surface to be made, the number is sufficient. For 

higher,.order surfaces, the problem becomes much more difficult. For 

these higher-order cases an idea of sufficiency of the nu.mber of points 

can be obtained only from the degree of success in obtaining a good 

functional curve-fit which provides close-to-optimal behavior. In 

passing, it should be noted that since a number of truly optimal 

trajectories have been determined such a comparison of the approximate 

controller behavior to optimal behavior is an easy and natural step of 

the synthesis. 

Another area of concern requiring judgement is determining the 

most desirable number and/or ma~nitude of discrete control levels to be 

used. Although the topic has been discussed previously, during actual 

synthesis, it must be resolved by trial-and-error, or judgel)lent. The 
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most natural point in synthesis to explore the effects of additional 

levels is during the determination-of-optimal .... points phase. Each 

location of a point actually involves making an optimal solution with 

the attendant performance ind~~ value. Spot checks on the ef;fect of 

changing numbers and/or magnitudes of control levels will provide the 

designer with some idea of the desirability of using various combi

nations of numbers and/or magnitudes of discrete levels in the 

controller. 

A final area (also previously discussed) involving engineering 

judgement 9 is the desired (or necessary) qualit;y obtained from the 

curve-,fi t procedure. It has already been pointed out that ter111inal

trajectory surfaces will be more critical than non-terminal surfaces. 

During actual synthesis, this information simply means that, if the 

d~signer is to avoid unacceptable limit-cycle behavior about the 

desired operating-point, he must take special care to improve or 

modify the curve-fit in these critical regi,ons. Several possible 

approaches to accomplish this imi:1rovement/modification have been pro

posed9 but it remains the responsibility of the designer to assure 

that a proper technique is carried out. 

To summarize, in spite of the fact that the ODLC synthesis pro

cedure outlined is primarily analytic in nature, the decisions of the 

designer during the process are crucial. His engineering judgement 

will detennine whether the 13ystem synthesized will or will not perform 

~atisfactorily. 
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Useful ~haracteristics 

ODLC .systems have a number of useful characteristics .. The most 

important of these charaGteristics is the feasibility of producing 

optimal (discrete level) closed-loop controllers. This is a quite 

important characteristic of the switching surface nature of ODLC 

controllers. No other general technique presently exists for producing 

optimal closed-loop controllers. The switching surface nature of ODLC 

controllers i~ also responsible for some other characteristics which 

can be incorporated in the ODLC controller. These characteristics are 

basically extensions of the switching surface concept to handle systems 

with: non-linear plants, time-varying plants, and/or non-antono~ous 

input.so These extensions are all based on the concept of adding new 

dimensions to the state space in which the ODLC surface lies. By 

adding the appropriate new dimensions a single, non-moving, non

changi:ng, set of surfaces will provide the closed-loop ODLC law for the 

system. Naturally, the order of the surface will have become greater, 

making implementation of the ODLC surface more complex. The above 

three characteristics were dis9ussed in some detail in Chapter IV and 

will not be discussed further here. 

Another characteristic which ccµi be introduced by this idea of 

extension of the state spa9e became obvious during work on Problem 5-1*. 

This characteristic is that approximately continuous optimal closed

loop controllers can be designed by use of ODLC synthesis methods. In 

this case, however, the new pseudo-state variables which are added onto 

the plant equations are the higher-order time derivatives of the inputs. 

By using this approach, it becomes possible to produce a.n OD:µ: type of 
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controller which is capc1.ble of providing not just step inputs to the 

plant 9 bv.t also ramp (using only first derivative term)i parabolic 

(first and second derivatives), and higher-order input types. The 

justification for this extension can best be illustrated by reviewing 

Problem 5-4. Recall that tl;J.e plant equation was 

x1 = X 
2 

x2 = -XJ + 

XJ = -U 
1 

and the performance index 

tf 

P.I. = $ (1 + U~ + U~)dt 

to 

was used. Inputs were constrained to 

u
1

, [-2, -1, o, +1, +2 J 

u2 

(6.1) 

(6.2) 

(6:.J) 

Although this system is nominally a third-order system with two inputs, 

the input u
1 

and the state variable x
3 

becJ.r f.urther investigation. 

Consider the fact that 

-U 
1 

Since l\ is constrained to be one of five constant amplitude levels, 

during the periods of time between switching events Equation (6.4) can 

be integrated with respect to time. The result is that x
3 

will be a 

ramp function with one of five possible slopes. In light of this fact, 

the third-order system (Equation (5.25)) can be written as a 
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second-order equivalent system 

x1 = x2 

x2 s U1
dt + u

2 

or 

x1 x2 

X u 
2 

(6.6) 
e 

The input (U) is capable not only of discrete level changes but of 
e 

discrete slope changes. Because it is composed not only of ~tep 

functions but also of ramp functions, U will be capable of. both 
e 

switching-type and approximately continuous behavior. 

This result is important, an optimal controller capable of both 

switch-type and nearly continuous behavior has been specified and 

implemented through the use of ODLC techniques. An immediate extension 

which comes to mind is the addition of new higher-order inputs as 

pseudo-state variables. With these higher-order terms, plant inputs 

would be composed of step, ramp, parabolic, ••• , etc., terms ·and would 

be some sort of optimal control (closed-loop) signal capable of both 

smoothly continuous and discontinuous (step-jumps) behavior. Notice 

the key words 11 optimal, 11 11 continuous, 11 and 11 closed-loop, 11 for it is 

precisely this type of controller which can be specified via the 

extended ODLC design procedures. 
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Computer Algorithm 

During the research work, q computer algorithm was developed to 

solve the multi-point boundary-value problems which arise as a conse-

quence of applying optimal control theory to ODLC. Although this 

algorithm is not <;1n integral part of ODLC theory, it providei;; an 

essential tool in the syntheia;is of systems by the use of ODLC methods. 

However, the algorithm has ap:plicability to a broad range of problems 

outside the realm of ODLC. Consequently, the algorithm is listed as a 

contribution (secondary) on its own merit. Since it is not within the 

intent or scope of a tqesis to become a program-listing document or an 

instruction manual, programming details will not be presented. However, 

in addition to the discussion of t4e basic cond~pts of the algorithm 

found in Chapter IV, Appendix II contains a schematic flow chart 

defining the logic used in this algorithmo 
1 

The present discussion 

will be limited to a discussion of problem types to which the algorithm 

is well suited and some basic limitations of the approach" 

Because the approach i$ basically a restricted-search Dynamic 

Programming procedure, the algorithm possesses nearly all the charac-

teristics of straight Dynamic Programming with the following 

differences. 

First, because it is a lli.mited-search method it will ;require less 

core storage than conventional Dynamic Programming. As an example, 

consider the illustration g;i.ven in Chapter II~ namely a fifth-order 

1 
Address all inquiries for further documentation, including 

program listings to either Professor H. R. SebeSita, Mechanic&l' Engi
neering Department, Oklahoma State University, Sti,llwater, Oklahoma, 
or Jo Do Engelland, Aerosystems Project Engineer, Depto 62-7330, 
General Dynamics, Fort Worth, Texas. 
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system with each state variable domain divided into tOO grid points {N) 

and time divided intq tOO ( increments {M). The storage location 

requirement of the conventioni3-l technique is 

p t2 
2 X tO 

In the iterative apprqach, an equivalent accuracy can be achieved by 

4 
P=4xto 

Obviously, restricting the space searched reduces the number of storage 

allocations drastically. 

The second charac,teristic o:J; the new approach is also a direct 

result of limiting the searched space. Because only a tube is searched 

on each i.tera·tion, the algorithm at any stage will find only the best 

solution (if one exists) in this tube. Further, as it iteratively 

constructs new tubes about improved solutions, the algorithm may be 

converging to a loca],ly optimal solution rather than the global optimal 

oneo In this respect, since it will not guarantee finding the global 

optimal, the new technique is not as powerful as straight dynamic 

programming. Thus, reduction of the storage requirements has been 

achieved at the cost of guaranteed global optimality. Gained, however, 

is the ability to use a Dynamic Programming approach to a wide range 

of multiple boundary-valu~ problems. 

Apart from these differences the approach retains the important 

characteristics of dynamic programming, namely: 

(1) Inputs do not need to be continuous. 

(2) System equations are not required to be linear or even 

continuous. 
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(3) Hard constraints can be imposed on both the system variables 

and inputs. 

These three characteristics make the approach attractive t·or use in 

ODLC sy:nthesiso Further, they make the approach equally attractive for 

highly constrained problems wpich are not easily solved by any other 

methodo Examples of these highly constrained problems might be hydrau

lic systems with ~ystem equations which actually change form as a 

function of valve displacements; or mecn.anical systems with hard-stops; 

or systems with pulsed-tYJ?e control signals. 



CHAPTER VII 

SUMMARY 

The topics investigated are the new concept of Optimal Discrete 

Level Control (ODLC) and synthesis of ODLC controllers for dynamical 

systemso ODLC controllers are optimal controllers with the added 

restraint that the controller outputs (plant inputs) are constrained to 

assume only cer~ain magnitude levels. Thus, the ODLC's are always 

switching controllers but, unlike many switching controllers, they are 

optimal within the constraints placed on them (discrete plant input 

levels)o 

Because the ODLC controller is a switching controller, the corres

ponding ODLC control law c;:an be shown to be simply a switchin~ surface 

in state space. Functional implemention of this surface results in 

complete specification of a i:;J_osed-loop ODLC controllero This is a 

very important result; closed-loop optimal controllers of any type are 

very difficult to define. A number of applications for which ODLC 

should be extremely useful can be envisioned, however, an important 

area of application should be for systems where the control effort is 

inherently discrete in nature (e.g., the maneuvering thrusters on a 

space vehicle). Further, becat,1.se ODLC ~assess the characteristics of 

rather good noise immunity, and s~111plicity of closed-loop implementa

tion, ODLC controllers will also be important where these character

istics are important. 

120 
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Investigation was carried out in two primary areaso First, a 

theoretical basis for the ODLC concept was described, derived, and 

defined. This included verification of the applicability of the 

Maximum Principle for specification of necessary conditions for opti

mality1 examination of the ODLC switching surfaces, and definition of 

the limitations placed on the type of pJants and control schemes suit

able fo:r implementation. The ODLC switching surfaces are discussed in 

the context of the a4tonomous systems. Techniques for extending the 

ODLC concept to cover non-autonomous systems are developed. 

The second area of investigation was a controller synthesis 

technique which evolved into a three step procedure: 

('1) Describing the plant and deriving the conditions ne<;essary 

for optimality. 

(2) Locating a sufficient number of points on the ODLC surfaces 

to adequately define them. 

( 3) Approximating the ODLC surfaces with an appropriate function 

by using these points. 

This design procedure not only allows the designer the flexibility 

to arbitrarily choose a performance index, but also to choose the dis

crete input magnitude levels he deems desirable or practical. An 

additional inherent characteristic of the procedure, if it is being 

used to design a closed-loop controller by approximation to the optimal 

switching surface, is that the true qptimal behavior for a number of 

initial conditions has been determined. This availability of the 

optimum can be used to evaluate the performance of the approximating 

controller. By having such a comparison available, the designer can 



more intelligently determine a reasonable compromise between the 

conflicting attributes of controller optimality and simplicity. 

122 

Three example problems have been worked to illµstrate typical 

characteristics of ODLC. Not cmly were the ODLC surfaces defined for 

these three systems but simulation of implemented closed~loop ODLC 

controllers was carriecl out and the results analyzed. It is felt that 

these results illustrate both the power and utility of system synthesis 

using the concept of ODLC. 

AREAS RECOMMENDED FOR FURTHER STUDY 

Because the scope of research for this thesis was necessarily 

limited1 there are a number of areas in which further research should 

be ~arried on. 

(1) New, improved, num~rical solution methods for solving the 

extremely difficult class of problems which arise during the 

synthesis p~ocedure are needed. The iterative dynamic pro

gramming approach which was developed during the research 

presently has several shortcomings which should be eliminated, 

although the validity of the basic concept has been estab

lished. The primary difficulty encountered with the present 

fonnulation of the algorithm is convergence. Tied up in this 

problem are such, factors as grid size, time step si:z;e, the 

number of grid points, and tenninal constraintso It is felt 

that too much juggling of these factors is presently needed 

to obtain convergence. An improved convergence approach 

which properly handles these factors is needed for this 

dynamic programming method to be made truly useful. 
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(2) Optimal quantization of discrete levels should be investi

gated. In the present work, arbitrary discrete levels were 

chosen. Certainly, there exist some set of level values 

which provide better control behavior than any other. These 

level values are initial-condition-sensitive, so optimum 

quantization likely will involve probability distributions 

for these initial conditions" 

(3) Investigation should be made of other approximating tech

niques whicp can be used to describe the ODLC surfaces. 

There are a number of standard techniques available, but 

perhaps some new method can be developed which is superior 

for ODLC. 

(4:) Studies o;f the effects of different performance indices on 

system behavior and ODLC surface complexity should be made. 

(5) Another area of promise is investigation of the closed-loop 

ODLC switchin1;1 surfaces for implementing continuous plant 

control. It would appear possible that reasonable approxi

mations to the optimal continuous control might be obtained 

by interpolation of i;he input values as a function of 

position relative to switching surfaces. A most attractive 

alternate approach to implementing approximately continuous 

control is that discussed in Problem 5-4. This concept which 

produces an effective input capable of step, ramp, second

order, etc., changes by the introduction of higher-order 

input terms, should produce extremely good controllers 

regardless of whether they are continuous or switching (or 

both) in nature. If feasible, these techniques will provide 



a general clos~d-loop controller synthesis method for 

continw;ms control. Such general capab:j.li ty is presently 

lacking. 

Contributions 
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It is believed that several significant contributions have been 

madeo First, the new concept of optimal discrete level control has 

been proposed and theoreticaLl,y verified. ODLC controllers show great 

promise for systems where contra~ effort must be discrete in level or 

for systems where high.-qualii;y, inexpensive closed-loop control is 

require do 

Second, since ODLC systems are switching systems, the qh~racter

istics of optimal switching surfaces were examined and defined. This 

effort not only clearly detailed ODLC surface characteristics but also 

presented swit~hing surfaces in general from a new theoretical 

viewpointe 

A third contribution. is the development of the concept for a com

puter algorithm, based on dynamic programming, for solution of highly 

constrained multiple point boundary value problems. This algorithm 

was developed as a means for determining points on the ODLC switching 

surfaces, but is applicable to the broad range of very diffioult-to

solve problems consisting of multiply-split boundary value problems. 

Although the actual c1.lgorithm needs further improvement, the basic con

cept has been shown to be a valid approach to solution of these 

problems. 

Finally, the tqtq.l concept of the ODLC closed-loop synthesis 



procedure is viewed as a significant contribution which will aid the 

designer in his task of buildin~ better controls for his machines. 
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APPENDIX I 

DERIVATION OF PONTRYAGIN 1 S MAXIMUM PRINCIPLE 

The Maximum Principle is a statement of necessary conditions for 

the optimality 7 according to a given performance index, of the be-

havior of a dynamical systemo The approach used for the derivation 

will be to consider first, a simple class of problems and then to 

consider extensions and modifications necessary for more general cases. 

The simple case to be considered f'irst will be that of a dynamical 

system with fixed final time and no constraints of final time on the 

variable so 

Assume the system can be defined by the set of' equations 

X. 
l 

(i 

Further, assume that the following exist: 

of. i 
l 

ax. j 
J 

·if. i 
l 

j ax ax . l k k 

1 

1j G e O C) n 

ij @I B O ~ n 

1, 0 Cl O ? n 
1, 0 0 GI ~ n 
1, <!> 0 0 ') n 

Allowable inputs U(t) will be defined to be at least piecewise-

continuous elements of a closed, bounded set Uo 

1 
State variable notation and concepts will be used throughout this 

derivation. 
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Let the performance index to be minimized be 

P. I. 

T 
r j. J(X,..!!_,t)dt 

0 

If the definition is made that 

then 

X 
n+1 

X 
n+1 

T 

s J(X,U,t)dt 

0 

Finally, let there be defined, a new function of the final time 

129 

where C is some constant vector and S is the dot product of .£ with X'(Tf) 

an expanded state vector containing P .. I.= X .
1 

as a component. S is 
:n+ 

called Pontryagin I s payoff function. It can be shown tha.t by proper 

definition of .£, it is always possible to minimize the performance 

index by minimization of S. Thus, the optimization can be made in 

terms of the minimizations of this payoff function S. As an example, 

for the simple case under consideration 9 if 

C 

then 

0 

0 

1 

and 

Tf 

S s J(X,U 1 t)dt 

0 

X 
n+1 



130 

Sis the performance indexo 

Now 9 assuming that the admissible optimal control has by some mean 

means been obtained, perturbations around this control will be studied. 

These perturbations will take the form shown in Figure 500 ,. The defi-

nition of these perturbations is that during a short interval of time 

* '!"-€ ~ t < 'T I the control is different from U( t) o Restrict ions on the 

perturbation are: 

* L U(t) is different from U(t) :i.n the interval ( 'T-&: ' 'T) • 

2o U(t) is admissible in the interval of interest. 

Jo U(t) is constant during this interval o 

u 

u 

T"-€ T" 

Figure 50. Perturbations of Optimal Cont:col 

* Now, since .!I,(t) is different from U(t) in the interval 

* ( 'T-E: < t < 'T), X( '!") will be different from!( r) o This difference can 

be defined as 

,. 
X( 'T) = X('T/:::: ~ [ ,!.(X,~+!!!,_, T) - _£(_!* 9 U* 9 'i')] dt o 

'T"-E! 
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To a first approximation, this is 

This relationship provides the necessary initial conditions at the end 

of the perturbation at time 'T to carry out integration to final times 

However 1 it' the perturbed state variables can be assumed to remain 

"close" to the optimal ones, certain simplifications can be made. If 

this is the case, then the perturbed sta.te vector 9 which is 

d(X + oX) . 
(i :::: 1, ooe n-:-1) 

-----
1 

= f. (X + o X U* t) dt -1. - __ , - ' 

can be expanded in a Taylor Seriese This result is 

a(x + oxL 
1 = [ f. ( X U* t) + dt 1 _,_' ciX. 

1 

ox. 

n+1 n-:-1 
elf. (X + e'. ,• 6:X,£*t) 

l ~ l 
1 = = 

8X + ox o ox ·a 
j::;1 s=1 J 

where O :5:, S < 1o 

and 

However. 9 

d ( X + OX) • dX • d ( 6X) • 
l. l. l. 

=-d .... t-- = dt + dt 

a(x + ox). 
l. 

dt 

d(oX). 
:.f.(X,U*,t) +--~1 

l. - - dt 

This results in 

ox.(t) 
l. 

n-:-1 
= l .. _a_:r_i,,..c_x_, u_, t_. _) 

j=i oXj 

s 

i -, 

o:X:. + H .. O.,'.]['., 
J 

1, 

J 

6xs] 

Ill •• ' 
n+1 
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Further~ since it was assumed that the perturbation effect on the vector 

remains "small'', the higher order term can be neglectedo Thus 

n+1 (i = 19 .., ,, 0 SJ n+1) 

ox. ,.. I 
of. ( X, U*, t) 
1--

OX .e -- ox. 1 J (T < t < T ) 
j=1 J - - f 

This is a linear set of differential perturbation equations with initial 

conditions at T of 

Recall that the payoff function is 

C .X. (T ) o 

J J s 

The variation of this equation is 

n+1 

0 s ::: I C j O X/Tf) 0 

j:::1 

Nowj since U*(t.) was the optimal control 9 for all U{t) + 

ent from this 

or 

5 U differ---

This result is a necessary condition for optimality and could be used 

to determine the effect on optimality of any perturbation at time tin 

the interval 
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by integrating from time 'T to Tf. This means a complete solution for 

oX(t), ('T < t < Tf) would be necessary. On the other hand, if a vari

able vector f(t) could be found such that P(Tf) -- = C and 

(P(t) • o_!(t)) = constant, then this integration would not be 

required,, 

Now, let P(t) be exami~ed to see what it must beo The total 

derivative of the above inner product is 

This can be written 

n+1 n+1 

l 
l.=1 

p . ( t ) " ox . ( t ) + 
1 l. l 

j:c:1 
p. ( t) oX. ( t) ;::: Oo 

J J 

But 

n+1 
.. 

l 
of.(X,U,t) 

ox ox. ( t) J --. 
= oX ke J 

k:1 k 

Thus, 

n+1 n+1 n+'.!. 

I p. ( t) l I 
of .(X 9 U9 t.) 

0 oX.(t) + p. ( t) J =·= 
o~. = 

0~ l. 1 J 
h1 j=1 k=i 

The inner-change of summation signs in the second part 9 with replace-

ment of k with i gives 

n+1 n+1 

I [i\ (t) l of .(x,u,t) J 
0 = + p. ( t) 0 \x:. = ox i ( t) " 

J 
b:1 j;:::1 l. 



Since o X.(t) = 0 is a trivial solution to the above equation 
l 

0 I:,. p. ( t) 
l 

Thus 1 

n+1 

p. ( t) ~ = - L, 
l 

j::1 

p. ( t) 
J 

p. ( t) 
J 

ox. 
1. 

clX. 
l. 

This is recognized as the well-known adjoint system to the original 
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systemo There also are available the conditions ,E(Tf) ~ =C~ These pro-

vide the necessary boundary conditions for solution of the adjoints. 

However 1 there are 2n + 2 + M variables and only 2n + 2 boundary conditions 

with 2n + 2 differential equations. M additional algebraic equations are 

neededo These can be found in tne following mannero Define the func-

tion Has: 

It was previously stated that 

But 

Therefore 9 

Since this inner product is constant throughout 'T < t ~ '.I'f 



or 

Therefore, 

Thus, for minimum S 

~: = (f(!(t) ,.£(!) + .2.£,t). E_(t) > 

- (f(!(t),Q*(t)) • E_(t)) < o. 

* H - H < O. 
u u 

* H < H .. 
u - u 

H* = max H .. 
uEu 

This is the Maximum Principle of Pontryagin and provides them addi-

tional equations required. The above derived equations can be recast 

into a form which are easier to use; namely, 

Define: 

H = (f(X,Q,t) "E_(t)) 

then it can easily be shown that 

oH 
+ OP. = 

1 

x .• 
1 

These are the canonical equations of Pontryagin. Also, there are 

and the boundary conditions, 

X. (O) = 
1 

p. (T) 
1 

X. 

H* :::;: max H 
UEU 

10 

-C. 
1 

i = 1, ... , 
i = 1, ... , 

n 

n 

1.35 

+ 1 

+ 1 

As a group, this set of relationships define the optimal control problem 



1.'.36 

with sufficient restraints to solve the resulting set of differential 

equations .. 

Extension to More General Cases 

The above res~lts can easily be extended in applicability to more 

general cases .. The first such is the case of free final time with no 

constraints on the state variables at final time. Tqis can be handled 

very nicely by defining the unknown final time as a new state variable 

Xn+ 2 = Tf = constant, Now, the system of equations will have two new 

differential equations, but it w:j.11 also ha,ve two ne}\" boundary condi ... 

tions (P 2 (0) = o, and P 2 (Tf) ~ o), which occur b~cause X is 
n+ n+ n+2 

unconstrained a~ bpth boundaries~ Essentially what has been dqne by 

this re-definition is the non-dimensionalization of time so that the 

time period of intere~t is always from O _::: 'f ~ 1. 

A significant result pan be deduced from this new problem sta,te-

ment .. Examination indicates that the new P 
2 

adjoint variable is 
n+ 

H 
P "" - -x--· n+2 

Since both the Hamiltonian (H) and the final time 
n+2 

" (X 
2

) are cqnstant with respect to time, P can be directly inte-
n+ nt2 

gratedo The result is 

Howeve:r, 

Therefore, either 

or 

6 p ( 'f ) :,:: o .. 
n+2 f 

X 
n+2 

6 o .. 

6 
The conclusion must be that. Ii = o. F1,1rther, since H X H* where H* 

n+2 ' 



137 

is the Hamiltonian for the dimensioq;:i.l case, 

ij* ~ o. 

It will always be true tµat the Hp.1t1iltoni,an wi:p be ifientically zero for 

optimal processes with unfixed final times. 

The second case of e4tensi,on ;is for the c13-se with algebraic; con-

straints on the state variables at final time. This case can be divided 

into two <;:lasses, accord;ipg to whether the final ~On,l;itraints are fixed-

point terminal coni;;traints or terminal surface (or manifold) 

constraints., 

The second class shall be reviewed first. Consider the 

Pontryagin Payoff fu~ction 

As was previously di$cussed, it is necessary that$ be minimized for the 

performance index to be minimized~ However, Sis an algebraic function 

of the state variable final conditions 1 Bec~use of this, the ~roblem of 

algebraic terminal constraints can be handled by the familiar method of 

LaGrange multipliers. 1 Using LaGrange multipliers (S) can be redefined 

to be 

s I :c: S(X.t ) + )_Tg (X)' 
f 

where .£1..(X:) iEl the set of constraints e:x:presl:led in tl').e form g(_!(tf) = o, 
T 

and A is a vector ~f (.!!!_) unknown constants, Notice that M new unknowns 

1The concept of LaGrange multipliers fqr algebraic minimization is 
well known and will not be derived hereine 
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0.) have been added to the problem. Now M new relationships are needed • ..... 

These can be obtained by requiring that 

i 1, .,.. , n+1. 

Perfonning th}S opera~ion gives 

ag. 

\ oX~ 'X*A* 

i = 1, n+1 

j = 1, ... , 
This provides t'he required M new relationships. 

Now the fir~t class of terminal constraint problems (fixed final-

point) s4all be considered. For this class of problems, the use of 
ag. 

LaGrange multipliers cannot be us~d because~ is indeterminate. 
uX, 

1 

However, tnere actually is no need to attempt to disqoyer new relation-

ships, because the final constraints are boundary conditions for tne 

state variables and these will provide a ~ufficient number of constraints 

to completely ~pecify the problem. Mixture~ of the tW9 classes ofter-· 

minal constraint problems ca.n occur but theire will always be a sufficient 

number of constraints to com~letely specify the problem. 

Pontryagin's Maximum Principle has Qeen shown to be applicable to a 

rather broad range of rro9lems. There are further extensions which can 

be made, but ther are con~id~red to be beyond the ~cope of this paper. 

More import~nt, it is obvious from the ab9ve ~erivation that it js valid 

to use tpe Maximµm Principle for determining necessary conditions for 

ODLC., Adqitionally, the ~rimary limitations on system type, etc,., have 

been shown to be: 

1. the plant must be of the type ! 7 !_(X,~, t), 



2~ f must be continuous with respect to X t1'rough the _,. 

;first derivative, and 

Je U must at lea.st be a piecewise continuous .:furn;:tion 

(piecewise constant for ODLC) w4ich belongs to som~ 

closed, bounded set O of allowable input~~ 

139 

These limitations will be considered to be basic to all derivations and 

discussion~ contained in the text of this papere 



APPENDIX II 

MODIFIED ITERATIVE D~.AMIC PROGRAMMING 

Work on the dissertation topic, Optimal Discrete-Level Control, 

revealed a lack 9f solution algor~thms for solutioµ of highly-

constrained, mul~iple-bounpary valµ~ pro~lems, Sine~ the preceding 

problem type is cq~racteristic of qDLC fonnulations, ~evelopment of a 

modified Dynami~ Programming algorithm to solve problems of this type 

was deemed necess~ry. Th~ followin~ is a brief description of that 

algorithm., 

Th~ Modified Dynamic ProQ~amming algorithm ~nder qiscussion differs 

from classical Dynamic Programming in one primary respect. It, unlike 

the classical apprqach, searches only in the i"'1Uepiat~ vicinity of a 

previously specified trial solution, inst~ad of all state space. The 

algorithm then uses the best solution found in restricted-space search 

to fonn a new trial solution to ite~ate upon. Repeated iteration will 

find a "best" solution. Unlike the "best" ~olutiqn found by classical 

dynamic programmin~, which is always a global optimal (ass1.,111ling suffi-

cient grid finenes~), th~ iterative algorithm may f!nd only a local 

optimal solution. This loss of global optimality a~surance is the price 

exacted for rather phenominal reductions in computer memory requirements 

( . 13 4 or 5 from as high as 10 to 10 ). Apart from this restriction of 

searched space to the neighborhood of a tnial tra~ectory, the new algo-

rithm uses the familiar relationships used in classica~ dynamic 

14o 
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programming. (It is assumed as a prerequisite that the reader has work-

ing knowledge of dynamic programming techniques.) 

th 
The equations used in the algorithm are the discretized n order 

plant equations 

X(q + 1) = F[X(q), U(q), t(q) ], 

the discretized performance index 

P.I. (q) = J[X(q), U(q), t(q)] 

or 

q total 

P.I. J[X(q), u(q), t(q)], 

q=1 

and the penalty factor 

N 

Fac(q) = iE
1 

K1 [ l!x6 - Limi II J, 

where 

X if X. <x 
min. min. 1 

1 1 

Lim. = X if X. > X 
1 max. 1 max. 

1 1 

X. if X < X. <X 
1 min. 1- max. 

1 1 

A penalty factor term is required not only to force the trajectory 

to satisfy system constraints, but, for the iterative algorithm, to 

force it to remain in the neighborhood of the previous trial trajectory. 

Such a constraint is necessary state space away from this neighborhood 

has not been properly searched. 



The following flow charts are for the algorithm. As these flow 

charts show, the algorithm initializes at final time and searches step

by-step backward in time until initial time. An important thing'to 

notice is that a new state space grid to be searched is developed at 

each time step. Each grid is centered around the assumed trial solu

tion. It is by this means that the algorithm limits its search area. 

It would be, and is, possible to cause the algorithm to revert back to 

classical Dynamic Programming by sufficiently increasing the size of 

each grid and the number of points contained in it. 

At the conclusion of the backward-going search, the algorithm uses 

the most optimal sequence of inputs to integrate forward in time to ob

tain a new trial optimal solution. This new solution is then used as 

the basis for the next iterative pass. 

Two difficulties, which are natural consequences of the discretized 

nature of the algorithm arose and deserve mention. These difficulties 

are: inability to satisfy point final boundary conditions and inability 

to define control switching times more precisely than to the nearest 

time step. Great care must be used in the first of these two difficul

ties (fixed-point final boundary-value conditions) to avoid introducing 

artificial penalty factors which can actually create artificial local 

minima to which the solution will converge. The approach finally chosen 

in this algorithm to avoid the difficulty was to use backward integra

tion for orie time-step. The results of this backward integration are 

used to establish a pseudo-terminal manifold. 

The approach chosen to help minimize the second difficulty (inaccu

rate switching times), rather than simply decreasing time-step was a 

time step interpolation scheme. This interpolation scheme will 
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+ PI SUM ( K·tl,P) 

PI(K) ;: 0 
PI(K+I) = 0 
FACTOR= 0 

SAVE LOWEST VALUE OF 
Pl TRIAL{K,P)AND 

CORRESPONDING INPUT CODE 
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PERFORM TIME 
INTERPOLATION 

TO OBTAIN GOOD 
P, I. ( f.,-1) VALUES 

STORE INPUT 
SENplTIVITIES 

FOR USE IN 
GRID SCALING 

y 

· SELECT A 
NEW INPUT 

COMBINATION 

SAVE (MAX-MIN) 
X(K-1) 

VALUES 



INTEGRATE 
FOR~WARO 
ONE TIME 

STEP 

DECREASE 
GRID SCALE 

SIZE 

SEARCH ALLOWABLE 
INITIAL GRID POINTS 
FOR BESTSOLUTION 

INCREMENT 
14--.---.----1 ONE TIME STEP 

T(K) =T(K+I) 

RECONSTRUCT GRID 
AT T(K),G(K) 

INTERPQLATE -· X(NlAMONG 
G(Nl TO GET 

13EST INPUT 
- O!Kl 
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determine the best switching time to within one-sixteenth of a time 

step. This switching time is then retained for use in the next itera

tion. Accomplishment of the time interpolation is provided by division 

of the time step in question into sixteen parts and comparing perform

ance indexes realized for switching at each of the sixteen time 

increments. 

The algorithm, as flow chartered, has been used and is usable for 

obtaining solutions to the previously mentioned very difficult class of 

problems. However, convergence problems still exist in the aigorithm. 

Present efforts being made to improve convergence of the method are: 

improved methods for choosing grid scaling factors and time-step sizes 

and elimination of penalty-introduced artificial local minima. Computa

tion times for the present implementation of the algorithm are compar

able to that required for the quasi-linearization two-point boundary 

value solution of a continuous system of the same order. 



VITA 

,~)~ 
James David Engelland 

Candidate for the Degree of 

Doctor of Philosophy 

Thesis: OPTIMAL DISCRETE-LEVEL CONTROL 

Major Field: Engineering 

Biographical: 

Personal Data: Born in Sterling, Kansas, April 3, 1940, the son of 
Alvin J. and Evelyn V. Engelland. 

Education: Graduated from Sterling High School in 1958; received 
the Bachelor of Arts degree from Sterling College in May, 
1962; the Bachelor of Science degree, with a major in Mechani
cal Engineering from the University of Kansas in January, 
1963; and the Master of Science degree in May, 1964 with a 
major in Mechanical Engineering from the University of 
Kansas. Completed the requirements for the Degree of Doctor 
of Philosophy in July, 1970~ 

Professional Experience: Employed by American Telephone and 
Telegraph Long Lines Division during the summer of 1963Q 
Worked as a staff member technical for Sandia Corporation, 
Albuquerque, New Mexico from July, 1964 to August, 1966. 
Employed by the School of Mechan,ical and Aerospace Engineering 
at Oklahoma State University as a graduate research assistant 
on the Army Tank Automotive Command Project from September, 
1967 to June, 1969~ Employed as an Aerosystems Project Engi
neer with General Dynamics, Fort Worth Division, from 
November, 1969 to May, 1970. 

Organizations: Member of Tau Beta Pi, Sigma Tau, Pi Tau Sigma, 
American Society of Mechanical Engineers and Institute of 
Electrical and Electronic Engineers. 




