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CHAPl'ER I 

INTRODUCTION 

In recent years living organisms, especially microorganisms, have 

become the objects of study of a large and diverse segment of the 

scientific conununity, They are no longer the private doma:i,.n of the life 

scientist but are now being investigated by chemists, physicists, and 

engineers. This influx of physic,al scientists has resu;Lt~d in the de-

velopment of many new approaches to biological problems. Many of the 

new methods, for example, electrophoresis, have subsequently become 

routine procedures for the microbiologist. It is one purpose of this 

work to add still another technique, dielectrophoresis, to this rapidly 

expanding arsenal. It is based on the fact that cells with different 

electrical characteristics will behave differently in a nonuniform 

e;Lectric field. 

The effect a nonuniform electric field on an ideal particle (a 

perfect insulator) free to move depends on the charge and the dielec-

tric constant of the particle considered. If the particle possesses a net 

charge then there is an electrostatic interaction between the charge 

and the field, resulting in particle motion. This motion is knowp. as 

electrophoresis. If the material contains permanent dipoles, they will 

tend to become aligned with the field and will then exper:i,.enc,e a force 

in the direction of strongest field. The material will also contain 

1 
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dipoles induced by the field, and these too will be fa.reed in the di rec-

tion of increasing field strength. The translationa;I. motion of a parti..-

cle due to the interaction of a.nonuniform electric field with all of its . , . , I 

dipoles, either permanent o:r induced and expressed through the dielec.,. 

tric constant, has been defined by Pohl (1) as dielectrophoresis, The 

force associated with this mot.ion is termed the dielectrophoretic force. 

Dielectrophoresis is normally a much smaller effect than electrophoresis, 

An illustration of the contrast between electrophoresis ai:id dielec-

trophoresis is given in Fig\lre 1, H~re positive, negat;i.ve, and neµtral 

particles are in a nonuniform field produced by two c,oncentric.spheres. 

The charged particles obey the laws of electrostatics and move toward 

the oppositely charged electrodes, the positive charge toward the outer 

wall·and the negative charge toward the central sphere. The neutral 

particle is polarized by the fiel.d and its individual charges also e;x.­

perience forces toward the oppositely charged electrodes. Since the 

negative charges lie in a stronger fiel,d then the positive charges, they 

experience a stronger fqrce. The result is a net·force on the part;i.cl.e 

in the direction of the central electrode. A change in polarity qf the 

electrodes causes the charged particl,es to reverse their directions. of 

motion. The neutral particle, however, continues to be pulled inward, 

An alternating voltage will cause the electrophoresis to average to zero, 

leaving only the. dielectrophoretic effects. It is imporrtant, then, in 

dielectrophoretic studies to use al,ternating fields. 

If the particle is not in a vacuum but rather in some.s\lspending 

fluid then the field also attracts the fluid. The resultaI).t force on 

the particle in this case is the difference between the forces on ~ach 

constituent separately and is proportional to the differenc;:e in their 
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Figure l. Electrophoresis and Dielectrophoresis 
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dielectr;i..c constants. This results in the following general statement 

fo:t ideal cases. "The material with the higher dielectric constant will 

be forced to the region of highest field strength." 

Thus if the neutral particle in Figure 1 has a dielectr;i..c constant 

greater than that of the suspending fluid, then it will move to the 

central electrode. If the dielectric constant of the particle is less 

than that of the fluid, the particle will be attracted less than the 

surrounding fluid, resulting in a net force outward, away from the 

center. If there were two types of particles suspended in a fluid of 

dielectric constant intermediate between those of the particles, such as. 

is Figure 2, then the particles with the higher dielectric coqstant 

would be attracted to the central electrode, while those with the +ower 

one would be repelled. This is the basis of separat:ion using dielectro~ 

phoresis. 

Adequate theories exist which explain the dielectrophqresis of 

ideal particles in ideal fluids. However, there is no accepted theory 

to explain the behqvior of nonideal particles in real environments with 

alternating fields. The second purp9se of this work is to put: forth 

such a theory, based on an appropriate model, which will explain the 

dielectrophoresis of an aqueous suspension of a specific organism, namely 

yeast cells. This theory allows not only for dispersions with f;equency 

of the dielectric constants but for dispersions in t:he conductivities 

as well. As a result, the high "apparent" dielectric constants of 

organic materials at low frequencies are seen to be due to Maxwei1-

Wagner type surface effects. 
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Figure 2. Dieiectrophoretic Separation for Dif­
ferent Particl~s with E3 > E

2 
> El. 
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Choice of a Model 

As has already been pointed out, the dielectrophoretic force on an 

ideal suspended particle depends on the dielect:i:;ic constant of both tqe 

particle and the suspending fluid, For nonideal particles the fore~ is 

not so simple in that it is also a function of frequency and conduct;i.v­

ity~ There are two approaches that can be taken for the nonideal case. 

One is to continue to use the ideal particle equations and µse the e:ic­

perimental results to define corresponding apparent dielectric constants 

which would be frequency and conductivity sensitive for t;:he materials. 

A similar approach is often used for the case of A.C. capacitance meas­

urements, wherein the variation of capacitance with frequency is attri~ 

buted solely to a ch1;1.nging dielect.ric constant. This leads to enormous­

ly high dielectric constants for some materials and suspensions in the 

low frequency range, 

The alternative approach is to develop a more comple~ for~e expres~ 

sion which also takes into account the other relevant fact;:ors and ex­

plains the results in terms of plausible physical processes, The latter 

course allows the results. of a. dielectrophoresis experiment to be prer­

dicted using parameters that are obtained by other unrelpted tech~iques, 

For example, suppose the only determining factors are the dielectric 

constants of the mate:i:iials, their conductivities, and the frequency of 

the applied field, If these parameters are each determined ahead of 

time, and if the theory is correct, then the dielectrophoresis of the 

mixture can be foretold. This approach then provides a check for the 

correctness of the theory. In the :l;irst appraoch the theory ;i,s correct 

by definition of the parameters and so c;annot provide any new information 

about the underlying physical processes. 
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The second method is the preferred one and will be the one used, 

It requires the derivation of an expression for the dielectrophoretic 

force on an arbritrary configuration of materials. So that the expres­

sion may be general, each material is not only assigned a conductivity 

and a permitivity but these are allowed to be complex in time. 

As a check of the correctness of the theory, the force equation is 

applied to a sample system consisting of an aqueous suspension of yeast 

cells which for calculation purposes is represented by an appropriate 

model. The comparison of these calculations with the experimental re­

sults for the same system tests the validity of the theory and the cor­

rectness of the model, 

History of Dielectrophoresis 

The effects of nonuniform fields were first noted, although prob­

ably not.appreciated, by Gilbert (2) when he observed the deformation of 

a water droplet when rubbed amber was brought near it, The first useful 

dielectrophoretic technique was not developed until much later when 

Quincke (3) determined the permitivities of insulating liquids by meas­

uring the height of the liquid between parallel plate electrodes as a 

function of the applied voltage, Similar measurements; differing only 

in minor details, have since been made by several investigators (4-9)~ 

The use of nonuniform electric fields to produce particle motion 

was,introduced by Soyenoff (10) when he observed the coalescence of coal 

dust suspended in toluene, He was the first to note that a body of 

dielectric constant higher than the medium would move into the region 

of strongest field. Similar results were obtained by Winslow (11) for 

silica gel in kerosene. Pohl (1) removed carbon black from a polyvinyl 
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chloride-di-isopropyl ketone solution and defined the motion as dielec-: 

trophoresis. Later he studied the quantitative effects of the variation 

of several important parameters, including field strength, electrode 

size, and particle size (J,2), and developed the.basic theory (13, 14). 

Pohl and Plymale (15) were able to separate mixtures of minerals accord-

ing to dielectric constant using dielectrophoresis and introduced a 

field shape which provides a constant dielectrophoretic force. Using a 

different apparatus, Verschure (16) was also able to separate mineral 

mixtures into their component parts according to dielectric constant. 

All of the work to this time involved the ideal case of insulating parti-

cles in insulating liquids. The study of particles in conducting liquids 

was initiated by Hawk (17) and continued by Feeley (18) and Chen (19), 

with the results that the dielectrophoresis was not only a function of 

the dielectric constants, but also depended on conductivities and fre-

quency.of the applied fieldo 

The reaction of biological materials to electric fields was prob-

ably first studied by Muth (20), who subjected fat particle emulsions to 

high frequencies and noticed pearl-chain formation (the end-to-end 

attachment of the particles producing a formation similar. in appearance 

to a chain of pearls). Liebesny (21) also observed these formations for 

erythrocytes in high frequency fields. In a penetrating analysis Heller 

and his coworkers (22) studied the responses of various organisms to 

5 8 
high field strengths in the frequency range 10 -10 Hz. He observed 

pearl-chain formation, orientation, preferential m,ovement, rapid rota-

tion, and frequency optima for alignment, Schwan and his co-workers 

(23, 24) have presented theoretical treatments for pearl-chain :f;ormation 

and orientation of biological particles. Schwan (25) has also given a 



comprehensive review of the electrical properties of tissue and cell 

suspensions, His reports of extraordinarily high dielectric constants 

2 4 
(10 -10) for cell and tissue suspensions, prompted Pohl and Hawk (26) 

to apply dielectrophoresis to such a suspension. Their results were 

that under the proper conditions of high frequency and low suspension 

conductivity, live yeast cells could be separated from dead ones. 

It is convenient to delay further literature references to the 

various chapters dealing with the particular topics of interest, For 

9 

example, in the chapter concerned with the different possible mechanisms 

for polarization dispersion, a review of the variou~ polarization models, 

beginning with Debye's rotating dipole model (27), will be given, 

Scope of This Study and its Implications 

The present study extends the work of Pohl and Hawk in that it 

investigates in detail the response of yeast cells to a nonuniform 

electric field and attempts to explain the result:s. The problem can be 

broken into' seven major parts. They are: 

1. Development of the necessary equipment and procedures to ensure 

meaningful results, 

2, Investigation of the response of yeast and its dependence on 

various controllable parameters, 

3. Derivation of a general expression for the dielectrophoretic 

force of an arbritrary system of materials. 

4, Selection of an appropriate model to represent the special 

case of a yeast cell in aqueous suspension, 

5. Application of the general force expression to this model and 

calculation of the theoretical force, 
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6. Calculation of the expected response to this force as a func­

tion of the same experimentally controllable parameters. 

7. Comparison of the calculated behavior to that which is experi­

mentally observed. 

The possibilities for the future uses of the dielectrophoresis of 

biological systems seems almost limitless in extent and variation, l'he 

only organism to be studied in deta.il to date has been yeast, although 

preliminary studies have been made on canine erythrocytes anq thrombo­

cytes, and on flavobacteria. Detailed investigations ot these organisms 

are under way in this laboratory (28). The number of organisms remain­

ing to be studied is vast indeed~ At present, the techniques and theory 

are still comparatively crude and yet it has been possible to separate 

live cells form dead ones and give a plausible explanation. In the 

future, with refined equipment, methods, and theory, it may.be quit;e 

possible to distinguish cells which have more suqtle differences, such 

as differing cell constituents or growth rates, and explain these dif­

ferences. This would give us a powerful tool for rapidly investigating 

the effects of some external agent and locating the site of its action. 



CHAP'.j:'ER II 

EXPERIMENTAL PROCEDURES AND EQUIPMENT 

Experiments in General 

Before dielectrophoresis can be applied to a particular test 

system, there are several decisions concerning experimental approach 

which must be made. The important considerations are the configuration 

of the electrodes which will produce the nonuniform field, the selec­

tion of a critical parameter which reflects changes in the dieleqt:ro­

phoresis and thus measures the effect of the field, and the determina­

tion of the variable quantities upon which the chosen critica+ parameter 

depends. 

A nonuniform field will be produced by any electrode design other 

than par~llel plates. The number of possible configurations c~n be 

greatly reduced by requiring that the electric field be easily calcu­

lable. This desire for mathematical simplicity leads to the standard 

geometries of concentric spheres and concentric cylinders. Other con­

figurations have been devised which can be approximated as cylinders or 

spheres but are easier to construct and offer experimental advantages. 

'l'hese include a wire perpendicular t:o a flat plate (pin-plate), a wire 

parallel to a flat plate (wire-plate), two coaxial wires end-to-end, (pin­

pin) and two parallel wires side-by-side (wire-wire). The choice between 

these four designs for a particular experiment depends upon the e~peri­

mental characteristics desired. Once a field shape has been chosen, the 

J,.l 
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next problem is to select a dependent variable which will give an indi­

cation of the effect of the field, Several such critical parameters 

exist including the dielectrophoretic force, the velocity of a test 

particle, and the rate at which material is built up at one of the 

electrodes, The force has been used as the critical parameter on sev­

eral occasions (17, 18, 19) and is eonvenient when dealing with a 

single, large particle, The velocity of a particle has not been used~ 

but there are no obvious reasons why it would not be useful in certain 

systems, The most widely used critical parameter is the rate of collec­

tion at an electrode (12, 13, 15, 29, 30). It is most often expressed 

as a "yield", which is the amount collected within a specified time, 

and is best suited to systems which are suspensions of large numbers 

of particles. 

After the dependent variable has bee.n selected, the various inde­

pendent variables need to be ascertained so that the necessary equip­

ment and procedures can be provided which will allow these quantities 

to be varied. For the case of a suspension of particles with the yield 

as the critical parameter, these independent variables are: the size 

and shape of the particles, the conductivities and permittivities of 

both·the particles and the suspending medium, the concentration of 

particles, the frequency and strength of the applied field, and the 

elapsed time, '.(he quantities which can be most easily varied and 

measured are the suspension conductivity, particle conc.entri3,tion, fre..,. 

quency, field strength and elapsed time, 

The Test System 

One objective of this work has been given as the study of the di-



electrophoresis of a living organism, The test system chosen was an 

aqueous suspension of yeast cells. A brief account of the reasoning 

behind this choice will now be given, 

13 

The desire to use an organism with a simple shape restricted the 

choice of materials to one-celled microorganisms, This in turn re­

stricted the size and thus led to the decision of using a suspension 

rather than a single particle, The suspension would also tend to give 

more reproqucible "average" results which were less dependent on the 

particular growth stage of each cell, 

Besides being of simple shape, it was also desired that the or­

ganism be easy to grow, relative.ly simple to work with, non-hazardous, 

hardy enough to undergo the planned extremes of conditions, non-motile 11 

and as large as possible, Baker's yeast~ Saccharomyces cerevisiae 

which was the organism used by Pohl and Hawk (26), seemed to satisfy 

all of these requirements and was chosen as the test organism, 

Yeast Morphology 

It is appropriate at this point to give a brief description of 

yeasts in general and Baker's yeast in particular, For more detailed 

information the literature should be consulted (31, 32, 33)~ 

Yeasts are classified as higher protists ip. the group of fungi. 

They are plants .which have a well-defined nuclear membrane and chromo­

somes, exhibit mitotic cell division, but lack chlorophyll so that they 

cannot synthesize their own food, They can obtain·their energy either 

by aerobic oxidative dissimilation or by anaerobic fermentation de­

pending upon the circumsta.nceso Yeasts generally occur as unicellular 

organisms in a variety of shapes and can reproduce vegatatively by 
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budding and fission and sexually by sporulationo Baker's yeast repro ... 

due es almost exclusively by budding o 

In general, yeasts are larger than bacteria. Baker's yeast cells are 

spherical to ovoid. and the average s:ize is 6 x 9 microns. They have no 

organs of locomotion and thereby are non-·motile. The yeast cell is s1xr·-

rounded by a rigid cell wall and a cytoplasmic membrane, The thickness 

of the membrane is approximately 80 X and is believed to consist of two 

protetn lay~rs separated by a layer of lipid. This lipoprotein struc-

ture is similar to that for other types of cell membranes. 

Yeasts will grow over a wide temperature range with the optimum 

0 
for most yeasts being 20 to 30 C. Their nutrient requirements are 

minimal but they will usually grow most abundantly on complex mediao 

The acid tolerance varies w:i,th the strain or species and ranges from 

pH 2.2 to 8.0, Some varieties can grow in high concentrations of salt 

or sugar. 

Procedures for Growing Yeast 

The original stock was obtained from commerical dry yeast by 

growing it on peptone-dextrose.agar, The streak-plate method (31) was 

used to isolate a pure colony (one which arises from a single organism 

and thus, barring mutations, has the same characteristics throughout)o 

The growth media co.nsisted of large test-tubes of 4%. dextrose-I% pep-

tone solution which had been sterilized by autoclaving for at least 1.') 

minutes. Initially this medium was innoculated with a sample from the 

pure colony, The resulting growth at room temperature was used to in-

noculat.e, via a sterile wire transfer loop, a second growth tubeo The 

first tube was then available for use in the experiments. A third tube 
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was.innoculated from the second before it was used, a fourth from the 

third, and so ono This procedure was continued, thereby maintaining a 

constant supply of freshly grown cells. 

Equipment 

Most of the equipment and procedures to be described here would 

be necessary for the study of any suspension, although the details 

might vary from one system to another, Because of this wide-ranging 

applicability, the descriptions will be in sufficient detail to allow 

the setup to be repeated elsewhere, 

Electrode Design 

The configuration originally chosen was that used by Pohl and Haw).< 

(26), a pin-plate design, but was subsequently replaced by a pin-pin 

arrangement which produces exactly the same field. The rounded pin 

tips act essentially as two separated sphereso Near the tips, this 

field can be shown to be approximately equivalent to that produced by 

concentric spheres and this approximation will be made later to simpli­

fy calculationso 

The pin-pin electrode arrangement is shown in Figures 3 and 4, 

The electrodes are made from 22 gauge, ,51 mm diameter, platinum wire 

mounted inside a cylindrical well in .a plexiglass plate, The plate 

dimensions are 32 x 76 x 3o4 mm, which makes it a convenient size for 

mount.ing on a microscope stage for viewingc The cylindrical well, 

which holds the suspension, is L7 mm deep and 4,0 mm across, The pin 

tips were made approximately spherical by applying abrasive paper to 

them while they were being turned in a high speed drill, When the tips 



Top View 
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Side View 

Figure 3. Diagram of Pin-·Pin Dielectrophoresis 
Cell. 
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Figure 4. Photograph of Pin-Pin Cell 
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were sufficiently rounded 9 they were poli.shed to remove any sharp edlgr2s 

by using increasingly finer grades of abrasive paper o A final :polish­

ing using 1/4 micron diamond dust brought the electrodes to a suff:L,­

ciently smooth finish. The pins were cemented in place with a. plexi­

glass solvent, ethylene dichloride, and were separated by 2,75 mm tip 

to tipo Electrical connections were made by soldering a wLre to the 

exposed end of each pin. When the electrode well is filled with E, sus··' 

pension and mounted on a microscope stagei the response of its conte:nts 

to an applied voltage can be viewed and measured. 

The pin-pin arrangement is preferred over the pin-plate design 

because of its easier construction, It is preferable to the more exact 

and also easily constructed vertical concentric cylinder combination 

because it offers better optics. Since the yield measurements depend 

on estimating the amount of material. collected at the strong field 

electrode, the view of this region must be as clear as possibleo In 

the concentric cylinder design, the strong field region runs the full 

length of the central wire, For a vertical wire~ the light seen through 

the microscope must travel through this entire t'hick region of concen"· 

trated cells and is considerably distorted by the diffraction and re,­

fraction of the light passing around and through the many collected 

cells, On the other hand, the regions of high field near the spherical 

pin tips are in radial planes, so that the viewing of the axi<',l plane 

normal to the light is not obstructed by a great number of ce,11:s abo-;,e, 

and below the plane. 

yoltage Supplies 

One of the keys to successful studies with dielectrophoresis is 
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the availability of modercl.te voltages over a wide :range of frequencies. 

In our studies, several different instruments were used to provide 

voltages over the range from 5 Hz to 150 MHzo The instrument used most 

often was a Hewlett-Packard 200 CD audio oscillator which was continu­

ously vari1,1ble between 5 Hz and 600 KHz, Its maximum output was about 

thirty volts, so that when voltages higher than that were required, a· 

Lafayette KT615 audio amplifier was used to step up the voltage,. A 

crystal driven oscillator which produced a 2o55 MHz signal at up to 200 

volts was designed and built by the OoS.U, Electrical Engineering De­

partment. A schematic of the electrical circuitry appears in Figure 5, 

It requires +300 volts and -150 volts from a power supply. In our case 

two Lambda C-280M power supplies were used, Higher frequencies were 

supplied by a Heathkit DX-60B transmitter using a 7,334 MHz crysta.L 

The harmonics available were 14,7, 22,0, and 29.4 MHz and the maximum 

voltage obtainable r~nged from 30 volts at 29.4 MHz to 50 volts at 7.33 

MHz. The highe.st frequencies, 50. 7 MHz and 152 MHz, were produced up 

to 50 volts with an Ameco TX-62 transmitter, In order to dissipate the 

power generated by the transmitters, it was necessary to connect the 

test cell in parallel with a Heathkit Cantenna. 50 ohm dummy load, In 

one instance frequencies in·the range from 260 MHz. to 910 MHz at volt­

ages of the order of 8 volts were generated with a General Radio 1209-C 

oscillator, 

Frequency Monitor4:!g_ 

It turns out that the frequency is a very important parameter in 

dielec:tr,ophoresis studies. Thus it is critical that the frequency of 

the applied voltage be as monoch:romatic as possible. Variations about 
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an average frequency will not cause significant errors but the inclu-· 

s:ion of harmonics, sub-harmonics, or sixty.,.cycle hum could prove disas-, 

trous. It is therefore necessary to monitor the frequency of the 

applied signal with an appropriate device. A good grade oscilloscope: 

is the most .convenient method of doing this i The one used in these 

experiments was a Hewlett-Packard 140A. An oscilloscope can also 

indicate whether the signal is truely sinusoidal as is assumed in. the 

calculations • 

Voltage Measurement 

The wide range of frequencies involved restricts the cho:f.ce of 

voltmeters that can be.used, The one s?lec~ed was a Hewlett-Packard 

410B vacuum tube voltmeter. It was accurate to ±3% at frequencies 

below 400 MHz and gave relative indic.qtions up to al.GHz. The a.c. 

voltage limit was 300 volts. 

Conductivity Measurement 

It has been found that the conductivity of the yeast cell suspe:n-, 

sion has a consi.derable effect on cellular response to a nonuniform 

fi.eldo For this reason it is very important to h~ve an accurate meas­

urement of the conductivity, 

By definition the conductivity~o, is the proportionality factor 

between the current density and the field strength. For a medium . 

between two parallel plates, it is easily shown (see Appendix A) that 

the conductivity is inversely proportional to the resista,nee. Ther·e­

fore if the ;resistance can be measured, then a can be cal<;:ulated. 

Condm;:ting solutions present some problems to the simple calcula= 
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tions of a, A direct current will produce electrolysis at the elec­

trodes, modifying them with time, and causing the resistance to be time 

dependent. Therefore, alternating currents are to be preferred. How­

ever, this complicates the analysis by introducing capacitance effects. 

It is the accepted procedure to assume that the system can be modeled 

as a network consisting of a pure resistance, the solution, in parallel 

with a pur~ capacitance, the electrode capacitance. Then if the system 

is balanced on a bridge against a resistor-capacitor parallel combina­

tion, the measured resistance is equal to the suspension resistance and 

simply related to a. If the resistance so measured is not highly fre­

quency dependent, then the assumed model is likely to be correct. If 

however, the resistance varies considerably with frequency, then the 

measured resistance is being affected by series capacitances (polariza­

tion at the electrodes) and it no longer represents the actual resist­

ance of the system. This problem of electrode polarization is very 

critical and should always be considered when making conductivity meas­

urements. It is treated in more detail in Appendix A, 

For electrode configurations other than parallel plates, if the 

capacitance effects are negligible the conductivity is still inversely 

proportional to the resistance. Rather than calculate the proportional·­

ity factor, the cell constant, from the geometry of the electrodes, it 

is simpler to determine it by measuring the resistance of a solution of 

known conductivity. The standard solutions for making these measure­

ments are various concentrations of KCl. If a probe is operating 

properly, the c~ll constant will not vary with concentration, so that 

this is another way to check the validity of the results. 

The bridge used throughout this study was a General Radio-1650B 



-2 7 impedance bridge with a resistance range of 10 to 10 n and 1% accura-

cy between the frequencies 20 Hz - 20 KHz. Measurements wer.e usually 

made at 1 KHz using the bridge's internal oscillator, al though other fre-

quencies were available via a Hewlett~Packard 600 CD Audio oscillator. 

An external nulling capacitor was connected across the variable resist-

ance arm of the bridge, thereby simulating the R-C parallel combination" 

Several dipping type conductivity probes were used, By inserting 

them into a test tube containing a few ml of solution, the conductivity 

can be obtained. The various probes included a coaxial arrangement of 

two platinized platinum rings and parallel plate systems with electrode 

materials of stainless steel, carbon, shiny platinum, and platinized 

platinum, The former was a commerical probe 9 ·yellow Springs Instruments 

3403, and found to give the best results at high conductivities. At 

very low conductivities, the shiny platinum probe was found to be the 

best. The stainless steel and carbon probes gave very poor results with 

errors being measured in orders of magnitude. For the conductivity 

range of interest, the Y.S,J:, probe was adequate and so was used through-

out the experiments. -1 It had a cell constant of 1.1 cm , 

Concentration Measurement 

One of the independent variables for cell suspensions is the con-

centration of cells, For this reason, an apparatus is required which 

will allow this measurement to be made quickly and accurately. There 

are several approaches that can be taken in this regard but the simplest 

is to use an optical technique. 

If a beam of light is passed through a tube containing a suspension 

of cells, it will be absorbed and scattered by the cells; the amount of 



light transmitted being inversely proportional to the cell concentra-

tion. This provides a rapid means with which to measure the cell con-

centration once the transmitted light has been calibrated in terms of 

it. In our early experiments, this method was used employing a Lumetron 

Model 401 colorimeter. The colorimeter consisted of a light source, a 

set of filters, an 18 mm 0,D. cylindrical sample tube, and a photovolt~ 

aic cell for measuring the transmi.tted light. 

The voltage reading was calibrated at several points by measuring 

the corresponding cell concentration using a direct microscopic count. 

This count is made by counting microscopically the number of cells in 

each of a large number of equal volumes contained in a counttng chamber, 

The average number of cells per unit volume can then be calculated. A 

-5 Levy No. 3304-A counting chamber, marked in volumes of 1.25•10 cc, was 

used for this purpose. 

There were several drawbacks to the use of the Lumetron colori-

meter. One was the large vol~me of suspension, at least 7 cc, that it 

required. Another was its lack of sensitivity at concentrations below 

107 cells/cc, which is the range of greatest interest. This necessitated 

the pereparation of a relatively large quantity of a concentrated cell 

suspension, determining its cell concentration, diluting it to th,e 

standard working concentration, and then needing only a small fraction 

of it for the experimental tests. The result was an inefficient use of 

time and cells. 

This situation was corrected when the Lumitrom was discarded in 

favor of a "home-made" optical density apparatuso A cutaway view of its 

physical features is given in Figure 6 and a schematic of the electrical 

circuitry appears in Figure 7. It consists essentially of a 6 volt 
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Figure 7. Schematic of Optical Density Apparatus Circuitry 
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lamp and a Texas Instruments LS-400 photodiode mounted in an opaque 

bakelite block. A 10 mm square curvette containing the suspension is 

placed between them, The amount of current passed by the photodiode for 

a given applied voltage is proportional to the light intensity falling 

upon it; which is in turn related to the cell concentration. The cur-

rent was measured with a Keithl.ey 610B electrometer, The conversion 

from photodiode current to cell concentration was made at a high concen-

tration using the Lumetron colorimeter as a standard, and then at lower 

concentrations by sequentially diluting the known concentration and 

measuring the corresponding currents. The resulting conversion curve is 

shown in Figure 8., The current at infinite dilution was the same as 

that with the cuvette removed (1.57 Ma), and was used as a reference 

point, Before a cell concentration measurement was made, the light in-

tensity was first adjusted, by varying the applied voltage across the 

lamp, until this reference current was obtained, This procedure cor-

rected for any changes in lamp battery voltages and any ageing of the 

lamp. 

The optical density apparatus in this configuration did not have 

the drawbacks of the Lumetron system. The total volume required was 

less than 1,5 cc and the optical density corresponding to.a cell den­

sity of 2,106 cells/cc was easily readable to within ±5%. This concen-

tration was found suitable for microscopic viewing and was used in most 

of the experiments. 

The Microscope 

The microscopic observations were made with a Bausch and Lomb 

PB252 photo-binocular microscope. It was equipped with a 1X-2X zoom 
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which, with the proper objectives and .lOX wide field eye-pieces, per-

mitted almost continuous variation of magnification from 35 to 1940. 

However, due to the physical size of the electrode.cells, and the small 

working distance of the high power objectives, the practical upper limit 

to the magnification was 400. This was with a 20X objective, lOX eye-

pieces, and the zoom set at 2X. 

A 10 mm reticle marked into 100 divisions was mounted into one of 

the oculars. It was calibrated with the various objectives .. at several 

zoom settings using an Edscorp standard graduated slide, The calculated 

distances using the reticle were within.3% of the actual distances for 

the lOX and 20X objectives when the zoom was either in the lX or 2X 

position, For intermediate zoom positions, the accuracy was much less. 

Thus numerical measurements were.made with the zoom only in the lX or 

2X position, although observations were made at other powers. 

A Typical Run 

It seems that the most efficient way to describe the procedures 

developed for studying yeast is to describe the step by step process of 

a sample measurement. Consider the determination of the yield as a 

function of frequencyo The other variables must be assigned constant 

values. Typical values would be a voltage of 20 volts, a suspension 

-3 6 conductivity of 10 mho/m, a concentration of 2•10 cells/cc, and a 

collection time of two minutes. 

First the yeast c~lls are harvested from a growing tube via a well-

rinsed bulb pipette and mixed with deionized water (distilled water 

passed through an ion exchange resin). The suspension is centrifuged 

until the cells are packed at the bottom of the centrifuge tube and the 
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liquid is poured off, More deionized water is added. , the suspension is 

mixed thoroughly with the pipette, and again centrifuged, This proce­

dure is repeated until the conductivity of the suspension, as measured 

with the Y,S,L probe and impedance bridge, is at or below the desired 

value, In between measurements the probe is kept in a test tube of de­

ionized water to prevent contamination by the probe, If the suspension 

conductivity becomes too low, it can be increased by the addition of a 

few drops of dilute KCl solution, (If the cells were to be studied in 

a solution of a specified molarity, they wouldbe centrifuged once more 

and then the special solution would be added,) 

The cell concentration is controlled by diluting a portion of the 

solution in the optical density apparatus until the desired concentra­

tion is reached, If the suspension becomes over"""diluted$ this can be 

corrected by adding a small amount of the undiluted portion to it, 

After the correct concentration is obtained, another check of the con­

ductivity is made to ensure that the solution has not been contaminated, 

Before the electrode chamber can be used, it must be rinsed sev­

eral times with deionized water, Spraying with a water jet obtained 

from a squeeze bottle with an attached deionizer is the simplest and 

surest way to rinse the electrodes, The chamber is then dried using an 

air jet from a squeeze bottle, This drying is necessary to prevent a 

dilution of the suspension when it is placed in the chamber, Each time 

before the well is filled, the suspension should be thoroughly mixed to 

counteract any settling which might have occurred, Because of the small 

volume of the chamber (0.21 cc) it has been found that the most accur­

ate method of filling it is to use a 1 cc syringe which is graduated 

in hundredthso This permits the same volume to be used each time with-
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in about five per cento 

After the chamber has been filled; it is mounted on the microscope 

stage and electrical leads are connecteda The frequency and voltage of 

the applied signal are selected and the connecting switch is thrown, 

applying the voltage across the electrodes, It is observed that, while 

the field is on the cells generally migrate to the pin electrode. They 

attach themselves there, in chain-like formations, commonly called 

pearl-chains (23), parallel to the field lines. Photographs of a 

typical collection are shown in F:i,.gure 9. The average length of these 

chains after a given time is designated as the yield and is measured 

using the reticle in the microscopea For this particular run the 

lenghts would be measured at the end of two minutes and the field would 

be shut off o 

Once the measurement is complete, the chamber is removed from the 

microscope stage, rinsed with the deionized water jet, and dried with 

the air jetso Occasionally not all of the cells are removed from the 

electrode by this process. In this case a gentle brushing with a soft 

substance (cotton or a pipe cleaner) is necessary, after which again 

the chamber is rinsed and drieda It is then filled with more solution~ 

a new frequency.Js selected, and the procedure is repeated. This is 

continued for all of the desired frequencieso 

At the end of the experiment, and if necessary at selected times 

throughout the experiment, the conductivity and concentration of the 

system should be checkeda The concentration is not likely to change 

appreciably, but the conductivity may change by 50% over a period of 

several hourso This is especially true if the beginning conductivity 

was quite low, say in the order of 10-6 mho/cm, and is due to CO
2 
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Figure 9 . Photographs of Yeast Collecting 
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absorption from the air and also to ion leakage by the cells themselves. 

The preceding procedures have been given for the sample case of 

determining yield as a function of frequency, For other independent 

variables, they are altered to fit the particular situations but these 

changes are for the most part only minor ones, 



CHAPTER III 

EXPERIMENlAL RESULTS FOR YEAST 

The independent variables upon which the yield depends can be 

divided into two categorieso The first contains the basic physical 

parameterso These are the quantities which would be of importance re­

garGless of the material in suspension and are the frequency, the volt­

age, the particle concentration, th.e conductivity of the suspension, 

and the elapsed time. The second group contains the biological para­

meters which are those quantities that affect the condition and composi­

tion of the cells. These include the colony age, chemical treatment, 

and exposure to heat or ultraviolet light" These lists of parameters 

do not of course exhaust all of the possibilities·. However, these are 

the more important ones and do serve to give an indication of what can 

be done with dielectrophoresis. 

The variation of the yield as a function of each of the mentioned 

parameters will be given for selected conditions. Some of the results 

will be general in that the trends would be unchanged if the conditions 

were variedo Other results will not be general and will explicitly de­

pend on the values of the other parameters. The generality will be 

pointed out in each caseo 

In each of the data·sets to be presented, the yield is shown as a 

function of a selected parametero The yield is the average length of 

the longest chains attached to the electrodes after a particular elapsed 

34 
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timeo It is measured to the nearest division of the microscope eye-

piece scale when the microscope is at 100 power. One division corre-

sponds to an object length of 10.3µ, or about 1.5 yeast cell diameters. 

The dielectrophoretic collection rate, or DCR) is defined as the yield 

after a unit elapsed time. 

Dependence on Physical Parameters 

Voltage 

Figure 10 shows the variation of yield with applied voltage at two 

different frequencies, 105 Hz and 2,55•10
6 

Hz. The conductivity was 

-4 6'10 mho/m, and the elapsed time for each measurement was 1 minute, 

It is seen that the response is approximately linear with moderate 

voltages. It deviates from linearity at high voltages primarily due to 

the strong stirring that results. When the stirring is moderate it 

brings more cells close to the pins where they can be held by the 

stronger field there; thus causing an increase in collection. At the 

highest voltages, though, this stirring becomes turbulent, rips col-

lected cells from the pin, and hence reduces the yield. This is illus-

trated by the fact that the deviation begins at a lower voltage for 100 

KHz which also has more attendant stirring than at 2.55 MHz. The fact 

that the yield is directly proportional to the voltage holds true for 

various sets of conditions and appears to be a general result. 

Cell Concentration 

lL 

The yield as a function of cell concentration is shown in Figure 

7 An original concentration C of about 10 cells/cc was prepared 
0 

and a yield measurement made, The suspension was then repeatedly di-
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luted by.suitable fractions, with deionized water, a measurement being 

made after each dilution, until the concentration had been redu~ed by a 

factor of lOi -4 The conductivity was about 2·10 mho/m, the voltage was 

10 volts at 10 KHz, and the measurement time was 1 minute, The results 

indicate that the yield in general is linear also with cell concentra-

tiono 

Time 

The length of time the voltage is applied across the electrodes 

will obviously affect the amount of colleGtion. Yield was determined 

as a function of time by noting it at specified points during the col-

lection. The results are depicted in Figure 12, which shows the yield 

plotted against the square root of the elapsed time, The reasons for 

this representation will become clear in Chapter VII, As can be seen a 

straight line results for the .times less than one minute~ Beyond this, 

the yield does not increase substantially. 

One reason for this deviation is that because of the small depth of 

the electrode well, the settling of the cells soon reduces the concen-

trationo The collection process itself also reduces the concentration 

of the suspension, but this is taken into account to obtain the t 112 

depenq.ence, 

Frequency and Conductivity 

The variation of the yield as a function of frequency of the 

applied voltage.is shown in Figure 13. The voltage was 20 volts, the 

-2 6 conductivity 10 mho/m, the concentration 2·10 cells/cc, and the time 

interval was 2 minutes, This shows a rather complicated dependence with 
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4 6 the yield being a minimum at about 10 Hz, a maximum around 10 Hz, and 

8 
falling back to zero above 10 Hz.· 

If the experimental conditions are changed by changing the conduc~ 

tivity of the suspension, then the resulting frequency dependence is 

changed also, This is shown in Figure 14, where the conductivity is 

-4 -2 varied from 3•10 to 9•10 mho/m. As can be seen~ not only do the 

magnitudes of the maximum and minimum yields change, but the frequencies 

at which these extrema occur are also shifted, This would imply that 

the frequency and conductivity are interrelated and not.independent of 

each other. 

Thus for the five physical parameters considered, it has been 

found that three of them, the voltage, the concentration, and the 

elapsed time, are truely independent quantities and affect the yield in 

particular manners irrespective of the values of the other vari~bles, 

The other two physical quantities, the frequency and conductivity, how~ 

ever, are seen to be interrelated and so that one of these must be spec~ 

ified before the effect of the other can be given, The principal task 

of any theoretical description of the yeast suspension is to explain 

these yield variations .. with the various physical parameters. 

Dependence on l3iological Parameters 

At this point it is not yet po~sible to designate various cell 

constituents or processes as the seat of dielectrophoretic effects .• , ~t 

is possible, however, to subject .. the organisms to various physical and 

chemical treatments, affecting perhaps different parts in different ways, 

and note the dielectrophoresis of the treated cells with the hope that 

eventually the important mechanisms can be isolated. It is with this 
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aim in.mind that we consider the following sets of results. 

Culture Age 

A yeast cell changes considerably in its physical and chemical 

makeup as it ages. As the age of a culture increases, the average age 

of the constituent cells also increases; especially once the :e.eproduc~~ 

tion rate has slowed. The effect of the age of the cell can ;;Jw ,:::cOre 

be implied from the effect of the culture age. It usually takes abrn1{. 

two days after innoculation before.significant numbers of cells appear 

in the growing tubes. Rapid growth continues until about five days, 

after which the number of cells in the cuJture increases very slmv1y. 

Cells taken from cultures of ages two! five~ and nine days can then be 

assumed to represent young, old, and V(,:.'.'Y old cells respectively. 

Samples from two, five, and nine day old cultures were studied 

under similar external conditions. The frequency dependences at low 

conductivity are shown in Figure 15. There is little difference in the 

three.at ·the lower frequencies, except for the lack of a minimum for the 

five day cells. At higher frequencies, the five and nine day old cells 

respond about the same; about half that of the two day old cells. 

At high conductivities, Figure 16, the five and nine day old cells 

yields were nea,rly identical at the middle frequencies. The very old 

celb had a slightly higher yield at low frequencies and a slightly 

• 
lower yield at the high frequencies. The young cells differed from the 

others by showing no collection at 100 Hz and a nonzero minimum in the 

middle frequencies, · 
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Heat Treatment_ 

According to Pohl and Hawk (26) yeast. cells ki],led by treatment 

with crystal violet will _not produce a yield at 2.55 MHz whereas gener-

ally live ones will. This suggests the treatment by othe:i:- killing 

methods to determine the generality _of that result. One of the methods 

chosen for killing the cells is the use of heat~ In this case, the 

dead cells were produced by autoclaving, for at least 15 minutes, a test 

tube containing a growing culture. They were prepared for observation 

in the same manner as live cells. The concentration chosen was that 

which gave the same optical density as the live cell concentration of 

2 • 10
6 

cells/ cc. 

The yield for dead cells was measured as a function of voltage, 

time, and concentration and found to be similar to the rei;ults for live 

cells. That is, .the yield was linear with applied voltage and conGen".'" 

tration, and proportional to the square root of the elapsed time. This 

again implies that these relations are independent of the i;,an,.ple body. 

The relations which are dependent on the body, the variation with 

frequency and conductivity, were not the same as for the live cells. :X:t 

is difficult to get reproducible results even in terms of general trends 

as the sample sets shown in Figures 17 and 18 demonstrate. The striking 

differences between these results and those tor live cells from Figure 

14 are the lack of a minimum in the mid~frequency range and the occur-

rence of the high-frequency cutoff at a much lower frequency, The shift 

with increasing conductivity is toward lower frequencies in Figure 17 

and toward higher frequencies in Figure .1,8, indicating the lack of re:-

producibility, This may be due to uncontrolled differences in prepara-
r 

tion such as; the age of the cells to be autoclaved, the washing proce".'" 



4 

> 3 
•.-1 
A -­"'Cl 
r-l 
(l) 

~ 2 

~..o- .... ., ' 
/ ' ----0----0-----0------0-' 

-----~-
'" ··--6-------6--........ 

--"*-. -~· 

-0- ,4.10"'"4 . 

--o---·L6•10...;3. ;·c I) 
lCJ · mho m_ .. 

---6- -- .:. 1. 4; 10-
2 

0 .. . .__ ________ _._ __________ _.__.._ ________ -0--------1..r-1-.----u------~· 

1-02 

, Frequency/Hz · 
Figure 17. , Collection of Dead Cells •. V = 20 volts 



4 

2. 8· 10-4 -~ 

- -D-'. - 2.1 · 10-3 

··-l:::r--- 1. 3 • 10-2 
cr/ (mho/m) 

---0--------o--/ 

-D----- ' 
' __________ f:j. __________ -6- ----------- - -- -\_--

2 
10 

3 
10 

4 
10 

Frequency/Hz 

5 
IC) 

--
-

6 
10 

---- ·D... 
........... 

- -0- -

Figure 18. Collection of Dead Cells; Repeat. V = 20 volts, 

...... 

7 
10 

"' C 



49 

dure before autoclaving, and the length of time in the autoclave, This 

is one area which needs more detailed and controlled study. 

Exposure to Ultraviolet Light 

Another effort was made to check the response of a cell which might 

be defined as dead. In cooperation with Dr. K, Haefner of the So~thwest 

Center for Advanced Studies in Dallas, Texas, yeast cells were studied 

which had been irradiated with selected ultraviolet light, The light 
0 

at the wavelength chosen G = 2537A) had inflicted nucle~r damage, 

causing the nucleus to appear granular, and resulted in the cells being 

unable to reproduce (71). In the strictest sense, the cells were not 

living, although they did continue to metabolize, The cells were 

-2 studied at f = 3 MHz, V = 50 volts, and a= 10 mho/m. The cells col-

lected quite readily, appearing to be normal. N0 detailed studies were 

made for these particular cells. 

Treatment With Herbicides 

Two well known herbicides were chosen with which to treat the 

yeast cells. They were 2, 4, 5-trichlorophenoxy acetic acid and 2, 

2'-dipyridyl diquaternary bromide, They were used in conce~trations of 

-3 -5 10 Mand 2•10 M respectively for two hours. After treatment the 

cells were rinsed, prepared in the usual manner, and studied at 2.55 MI;Iz. 

The results were that those cells treated with 2, 4, 5-T. would 

not collect, just as expected for dead cells at this freque~cy. However 

the cells treated with 2, 2'-D. collected readily, appeari~g very much 

like live cells. Longer treatment times gave the same results~ finally 

a medium consisting of dextrose, peptone, and 10-5 M 2,2'-D. was innocu-
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lated with yeast and subsequently a good culture developed. Thus the 

treated cells were indeed living, being unaffected by the "poison", and 

therefore collected as they should, The dependence of the yield on the 

frequency and conductivity was not detepnined for these treated cells, 

Ion Treatment 

It is well known that living microorganisms have a net charge dis-

tributed over their surface, this being the basis for electrophoresis 

(31). It is conceivable that these charges could be partly responsible 

for the charge layer known to be surrounding the particle, in that an 

oppositely charged cloud would form in the medium. This would add to 

any excess charge which would be near as the result of ion transport 

into and out of the cell by the working membrane, If the surface 

charges could be bound up and neutralized, then the charge cloud would 

be diminished and a corresponding change in dielectrophoresis might 

occur. This effect would. be manifested, as will be discussed in a sub-

sequent chapter~ as a lowering of the yield near the mid-frequency mini­

that is in the 10
3
-10

4 
Hz range. mum, 

A reasonable approach to the. neutralization of the bound charge is 

to expose the cells to ions of differing valences. One might expect 

that the higher valence ions would be bound more strongly to the cells 

and thus be less able to partake in conduction. Following this reason-

ing, cells were studied in unbuffered aqueous solutions of the salts 

-5 KN0
3

, Ca(N0
3

) 2, La(N0
3

)
3

, and Th(N0
3

)
4

, at concentrations of 10 M, 

10-4 M, and 10-3 M, 

The cells were prepared by rinsing them to a high resistivity and 

then after pouring off all the water possible, adding the proper amount 
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of the desired solution to obtain the standard cell concentration, 

Measurements were made over the frequency range 102 - 6 x 105 Hz. The 

results were plotted as a function of frequency and as a function of 

conductivity. There were no general trends for the whole frequency 

range when comparing yields. 

One example of this is Figure 19 which contains the yield as a 

function of frequency for a suspension conductivity of 2•10-3 mho/m, 

The frequent crossings of the curves discourage a simple analysis (ex-

cept maybe for the explanation that the variations are all due to ex-

perimental error), However the critical area for the effect of the 

charge layer is between 10
3 

and 104 Hz, 3 
At 10 Hz, it is seen that ex-

cept for the low yield of Th+4 , the expected order of K+, Ca++, La+3 , 

+4 4 
and Th , is just reversed. However at 10 Hz the order is the expected 

order, A graph of yield against conductivity for this frequency, Figure 

20, shows that this order is maintained for other conductivities, 

A repeat of .the experiment with Mg++ substituted for Ca++ showed 

the above trends to be accidental, Figure 21 shows these results for 

the same conditions as in Figure 20. Thus there does not seem to be 

any appreciable effect .due to ion treatment. 

There are several conclusions that might be drawn from the above 

lack of effect, One is that the charge layer does not exist, Another 

is that it does exist but that.its strength is not important for dielec-

trophoresis. A third is that there ;i.s no more neutralization of the 

bound charge by multi-valent ions than by single-valent ions. Finally 

one could conclude that for living cells, the charge layer is due only 

partly to bound charge and the rest is produced by some cell mechanism, 

say charge transfer, The one that seems most likely is the last one. 
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This could be tested by making yield measurements on inanimate parti­

cles which have no charge transfer mechanisms. 

Suggested Parameters for Future Study 

55 

As was.stated earlier the above parameters by no means form an all 

inclusive list, There are other parameters and treatments which would 

be interesting to examine~ Most of these would fall into the biological 

category in that they would be concerned with altering the conditions 

and hence the electrical properties of the cells. A few, however, 

might be considered as basic parameters. 

One such basic parameter is the size of the particle, Another is 

the particle shape, For spherical particles, the size would be indi­

cated by the radius. For ellipsoidal cells, the values of the major 

and minor axes would determine the size and the axial ratios would de­

scribe the shape, However, the size and shape of the cells would be 

difficult to control unless a group of cells in the same growth stage, 

and thus the same size and shape, could be obtained. 

Some parameters of biological nature which might be of interest 

are the effects of pH, osmotic pressure, radiation treatment, and 

various chemicals. The effect of environment during growth could also 

be investigated. In this case the cells would be subjected to various 

changes in the environment such as changes in the composition of the 

growth medium and variation of the temperature. Finally, it would be of 

considerable significance if the cells could be studied according to 

their growth phase (growing, budding, or resting) and the yield could 

be shown to be a function of the phase. It would then be possible, 

under the proper conditions, to separate the different phases. 
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Unexpected .Phenomena 

During the course of the experiments, several strange and unexpect­

ed effects were noticed concerning the movement of the cells. These. 

were stirring of the liquid, repulsion of the cells from the pin, and 

rotation of the cells about an axis through their centers. 

Stirring 

For almost all conditions there is some attendant stirring of the 

suspension. That is, the cells move in directions which are not coinci­

dent with the field lines, At high frequencies and low conductivities, 

the stirring is very slight. The cells, in this case, move along the 

field lines and it is easy to tell the radius at which the force becomes 

significant, At this point the cells are given a rapid acceleration. 

At lower frequencies and higher conductivities the stirring becomes more 

pronounced and it is not obvious where the field becomes effective. 

The stirring is usually in a pattern synunetrical about the pin-pin 

axis. Sometimes the flow is from left to right down the axis and at 

other times it is opposite to thisi There do not seem to be any special 

conditions which determine the direction of flow. 

On a few occasions at high conductivity and very high frequency 

(> 7°10
6 

Hz) the stirring was observed to come in pulses. There would 

be violent stirring for about a second and then calm for several 

second$, after which the cycle would repeat, The length of the cycle 

was voltage dependent in that an increase in voltage shortened the time 

of least stirring, 

At low frequencies with high conductivity, the stirring often be­

came so violent that any collection was soon torn off by the swiftness 
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of the current. Since the stirring effect is usually associated with 

high conductivity, or low frequency, its explanation probably involves 

a charging phenomenon. 

Repulsion 

Closely related to stirring is the repulsion effect. Herein parti­

cles which are moving in towards a pin to be collected, suddenly move 

away in a direction .normal to the surface. Usually this occurs before 

the cell has attached itself to the electrode, but _so111etimes a cell 

which has been in contact with the electrode for several seconds will 

suddenly shoot away. In a few cases, at a particular point on an elec­

trode, a few cells will be in a cycle of touching the pin, shooting away 

a short distance,· and moving back in to touch the pin again, This might 

continue.for the duration of the experiment. Collected cells are never 

repelled from the ends of chains, only from'contact or near contact with 

the electrode, As in the case of stirring, repulsion seems to be a 

function of_ conductivity and. so it too is probably due to. charging 

effects. 

Rotation 

Possibly the most puzzling phenomenon is that of cell rotation. 

Here the cells spin.about an axis normal to the field lines at a rate 

of a few revolutions per second. This can be seen to occur at almost 

any applied frequency and anywhere in the field; attached to an elec­

trode, attached to another cell, or floating freely in the medium. It -

is not unusual to see several cells of a long attached chain rotating 

individually in their places, As the applied frequency is changed, the 
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speed of rotation for a particular ce.11 will also vary. It may speed 

up, slow down, or stop. A cell which has stopped as a result of a 

frequency change many times will commence rotating again if the fre­

quency is returned to its original value. Usually as the frequency is 

changed some cells will stop rotating and others will begin, The speed 

of rotation also seems to be voltage dependent in that an increase in 

applied voltage increases the revolving ;rate. 

A brief study of cell rotation as a function of frequency and con­

ductivity was made for the cells of different ages used in the culture 

age study. For each sample the frequencies were noted at which any cell 

could be seen to be :rotating'. The results are shown in Figure 22 using 

bar graphs. The blackened portions represent regions of rotation. 

These should be compared with the yield measurements for these cells 

shown in Figures 15 and 16. There are no obvious relations between the 

two phenomena. 

One note of interest is that for young cells the existence of ro­

tation at high frequencies and.low conductivity and the lack of rotation 

at low frequencies and high conductivity distinguishes them from the 

older cells, It may turn out that, in the future, the rotation of the 

cells may be as good a diagnostic tool as the yield. 

Presently, there is no satisfactory explanation for the cause of 

the cell rotation. Since the field is not a rotating field, pure di­

electrics should not experience a torque, The answer may again lie in 

a charge transfer process, although it must be on a smaller scale than 

that causing repulsion, In support of this suggestion is the fact that 

all rotation occurs in a direction such that the side of the cell 

nearest the pin-pin axis, and hence in the strongest field, moves away 
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from the pino This in effect is a repulsion of one side more than the 

other,·producing a torque, but not producing a repulsive force large 

enough to overcome the overall attractive dielectrophoretic force. 

Precautions 

This section is intended for those with a physics background who 

wish to continue the work in this area using approximately the same 

equipment that·has been described here, It will mention some of the 

"tricks" to successful, study which have been discovered by one means 

or another, 

Microbiolo$ical Techniques 

It is important to use proven methods for handling the organism 

under study. The original stock of the organism should be kept refrig­

erated and thereby available at any time to start a new culture equiva­

lent to any preceding·one, Otherwise, over a long period of time, muta­

tions could cause the cells to evolve into some with very different 

characteristics, Sterilization procedures should be followed closely 

tq prevent contamination by some other.organism, Thorough knowledge of 

the autoclave and innoculation procedures should be obtained, 

Conductivity Contamination 

One of the most likely sources of error to the unwary is the acci­

dental change in the conductivity of the suspension, especially when 

working with low conductivities. This can occur when the suspension 

eomes in cc:intae;t with any surface where ions are present, This could 

be a dirty pipette 1 a finger, or a dirty electrode cell, Fingers are 
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especially troublesome, Ions can easily be transferred from them to a 

utensil and then to the suspension, It is a wise practice to rinse all 

utensils with deionized water each time before using them, Pipettes 

and syringes can be checked for cleanliness by rinsing them with deion­

ized water and then measuring the conductivity of the rinse.water. 

Other sources of ion contamination are the atmosphere, due to co
2 

absorption, and the cells themselves. The cells, when placed in a low 

conductivity medium, will immediately begin to lose ions from their in­

terior into the medium, For these reasons it is recommended that wheri­

ever possible, conductivity measurements should be made both before and 

after an experiment, 

Settling 

Yeast cells are slightly more dense. than water, so as a result, 

over a period of time, they will settle out cf suspension, . This should 

be kept in mind when concentration measurements are being made or when 

cells of standard conc~ntration and ready for study have been sitting 

in a test tube or syringe for several minutes, To keep the concentra­

tion as uniform as possible from one measurement to the nex:t, the sus-

pension should bE 

removed, 

Electrode Cleaning 

thoroughly but gently m:l.xed before each sample is 

To begin with, the electrodes should be as smooth as possible, 

They must certainly be cleano After each yield measurement there is the 

p:roble.m of removing the collected cells from the electrode o Merely 

turning off the: applied field will not dislodge all of them. The best 
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simple method is to remove the electrode cell from the microscope stage 

and rinse it with a hard stream of deionized water (from a plastic 

squeeze bottle), This usually removes all of the old cells. If it does 

not, then a pipe cleaner can be lightly brushed across the electrodes, 

The cell will then have to be rinsed again with deionized water to re­

move any contamination transferred from the pipe cleaner. The cell can 

be dried by blowing on it with air from an empty polyethylene wash 

bottle, 

Sources of Error 

In a biological system consisting of many individual, uncontrolla­

ble, ever-changing subsystems, the sources for error are many. Some of 

the more obvious ones will be enumerated he·re. 

Accuracy of Parameters 

As discussed earlier it is often difficult to measure pr~cisely the 

conductivity of an ionic solution because of electrode surface effects, 

These same effects make it difficult to be certain that the voltage 

being applied across the electrodes is also being applied to the solu­

tion and not. being partially dropped across surface impedances. Were 

this occurring, the result would be a frequency dependence due solely 

to the frequency dependence of the effective applied voltage. 

A different type of error in voltage reading is possible at very 

high frequencies, Above about 10 MHz, the stray capacitances become 

critic.al in determining the effective network which the voltage source 

"sees", There will be phase shifts and voltage variations among the 

different parts of the network; and for this reason, the voltage meas-



63 

ured 30 cm from the electrode system is likely not to be the true volt­

age applied across the system, This e:r;ror can be reduced by making the 

high frequency voltage measurements, directly at the electrodes, 

The error in the cell concentration is composed of several parts. 

One is the error in the reading of the optical density of the suspen­

sion, which is about 5%, Another is the conversion from detector cur­

rent to cell concentration, since in this conversion the size cf the 

cells is not considered; The optical density is essentially proportion­

al to the concentration of cells multiplied by the square of the cell 

radius, so that ·the larger the cells, the fewer that are required to 

produce the same optical density, This error is partly compensated for 

however, because the yield is theoretically proportional to the product 

of the concentration and the fourth pow1~c of the radius, This results 

in a greater yield for the larger cells, even though their concentration 

is less, Still another .error in the. cell concentration can result if a 

suspe.nsion has been allowed to stand quietly for several minutes, per­

mitting the cells to settle to the bottom of the containero The con­

centration of a sample will then be a function of the height from which 

it was taken. 

Yield Determinations 

There are several factors which contribute to uncertainties in· 

yield measurements, The first is the error in estimating the yield it­

self, The length of a chain is measurable to the nearest whole scale 

division. This is quite a large roundoff considering that the maximum 

on the yield curve is usually less than ten divisions and that: the 

c.ritical low fxequency points have yields usually of less than three 
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divisions, 

Besides the error in estimating the length of each chain, there is 

the error in selecting the length which most represents all the chains. 

This is a judgement decision since the lengths may vary by a factor of 

two or three around the pind Normally the second or third longest 

chain was choseno This procedure prevented the occurrence of one very 

long chain from giving the measurement a misleadingly large yield. 

Uncontrolled Factors 

Other factors which affect the accuracy of the yield measurements 

include the phenomena of stirring and repulsion already mentioned. It 

is not possible to quantitatively estimat.e their effect, since it is 

not known how to control them, In thi.s .same cat,egory would be all 

changes of the cells which were unknown to or uncontrollable by the 

experimenteri Included would be any changes in the average age, size, 

or internal constitution of the cells, due perhaps to the differences 

in colony age and experimental treqtment, 



CHAPTER IV 

POSSIBLE MECHANISM~_ 

The preceding chapter presented the experimental variation of the 

yield as a function of the various parameters. Now the task is to ex-

plain this observed behavior, For ideal spherical particles of radius 

a and permittivity c2 suspended in a medium of permittivity c:
1

, the 

dielectrophoretic force can be.shown to be (13) 

(IV-1) 

-,. 
where Eis therms value of the applied field strength. Starting with 

this equation and assuming the field to be produced by concentric 

spheres, it is possible to show that the yield is given by 

y = (IV-2) 

where Vis the applied rms voltage, C is the particle concentration, r
1 

is the radius of the inner sphere, r
2 

is the radius of the outer sphere, 

tis the elapsed time~ and n is the viscosity of the suspending medium. 

(The derivation of Equation IV-2 will not be given here, but a similar 

derivation of the yield for a more complicated force equation will be 

presented in Chapter VIL) Thus even for ideal particle$ the linear 

dependence of the yield on the voltage and concentration, and the square 

65 
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root dependence on time is easily shown, However~ Equation IV-2 has 

no provision for a dependence on frequency or conduc.tivity, It is the 

effects of these quantities which an adequate theory must explain, 

If the permittivities of the particles and the medium in Equation 

IV-2 are allowed to be frequency and conductivity dependent, then these 

parameters can be incorporated into the yield expression, The idea of 

allowing the apparent permittivity to be frequency dependent is not new, 

Most dielectric constant measurements consist of determining the effec­

tive parallel capacitance of the material and attributing it to an 

apparent permittivity. As the effective capacitance changes with fre­

quency, this permittivity must also change, The problem is then to 

devise a physical system which woul.d exhibit this effective permittivity, 

The same type of problem must be faced in explaining the dielectrophore­

sis results. In this case, howevers the system must also explain the 

conductivity dependence, 

There are four mechanisms that have been proposed as possible ex­

planations for the variation of the dielectroc constant of materials 

with frequency, They are .(1) dipole rotation .of the constituent mole­

cules, (2) gating mechanisms operating in the cell membrane (3), Maxwell­

Wagne;r relanrntion at the various interfaces, and (4) relaxation of a 

surrounding ion atmosphere. We shall consider each of these and see if 

a conductivity dependence is or can be incorporated into the mechanism. 

If so, and if the mechanism is a plausible one, then it can serve as a 

guide in the development of the dielectrophoresis theory. 

Dipole Rotation 

The rotation of molecules with permanent dipole moments and their 
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relaxation, or failure to follow the fieldl at high frequencies has 

long been suggested as the basis for frequency dependence of the per­

mittivityo It provides a quite satisfactory explanation for molecules 

which have a small relaxation time (the time required for the molecule 

to realign itself with the field). For a detailed review, several good 

texts are available (34, 35, 36). 

The dipole theory was introduced by Debye (27) when he postulated 

a single relaxation time for a molecule with a permanent dipole moment. 

His theory included the concept of a complex permittivity, which merely 

stated that at any time the molecule would have a component of polari­

zation in phase and a component out of phase with the applied field. 

These components were shown to be frequency dependent, with the in-phase 

part being that which would be measured as a capacitance effect. Thus 

it is only this frequency dependent, in-phase component which would de­

termine the apparent permittivity. 

The field which the molecule "sees" is not the same as the applied· 

field, since it is influenced by neighboring molecules. The effective 

field assumed by Debye was that known as the Clausius-Mossotti field 

(34, po 5), which is valid only for gases at low pressures. Onsager (37) 

improved the expression for the effective field by reexamining the 

field induced by the dipoleo His equation was found to be correct for 

many pure polar liquids, Kirkwood (38) has extended the detail to pro­

duce an even more complicated expression for the field, By the use of 

these better expressions for the effective field, the permittivity 

dispersion could be explained for a wide range of materials. 

Some materials did not fit even the detailed equations correctly 

lea.ding Cole and Cole (39) to introduce the possibility of having a 
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series of relaxation times, They also introduced a method for deter-

mining if the data could be represented by a single :r;:e:J.axation process. 

lt involved plotting the imaginary part against the real part of the 

permittivity (Cole-Cole plot) and noting whether the center of the re-

sulting circle lay on the real axis or below it. 

Until the experiments of Oncley (40), permittivities had been 

measured only for the small inorganic,molecules. He studied the per-

mittivity of various protein soluti.ons in the frequency range of 50 to 
. 6 

5•10 Hz and explained the relaxation behavior in terms of rotating 

ellipsoids. He derived the rela~ation time to be 

= 
2 

4'Tfn ab /kT (IV-3) 

where a and bare the axes of the ellipsoid. The critical frequency 

corresponding to the relaxation time turned out experimentally to be in 

5 7 the range of 10 - 10 Hz. 

Grant (41, 42) investigated the dispersion regions of proteins, 

amino acids, and water above 108 Hz. He found the dispe')'.'s:i,on of amin,o 

8 
acids to occur at about 7°10 Hz and that for water to be at about 

10 
2°10 Hz, He also noted a minor relaxation for proteins in this 

region, 

The permittivity dispersion fo:r;: the very large DNA molecules has 

been studied by Junger (43) and Takashima (44). Eoth report rela~ation 

effects occurring in the lower frequency range (10 3 - 104 Hz). Takashi-

ma measured the permittivities of aqueous solutions of sev~ral types of 

DNA molecules whose molecular weights ranged from 2·106 to 7·106 , He 

attributes the relaxation effects to rotating ellipsoids and using 

Oncley 1 s formula calculates an expect,ed relaxation time whiq.h agrees 
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with experiment within an order of magnitude, He presents_an argu111ent 

to show that the results cannot.be e7.pla.ined by Maxwell-Wagner type 

effects, but he uses incorrect equations and appears to mi;x: mks and cgs 

units so that his conclusions are suspect. He does indicate that part 

of-the explanation might lie in the relaxation of a polarizable ion 

atmosphere. 

Shortcomings of Dipole Rotation Theory 

The Debye theory and its subsequent modifications provide an ade-

quate explanation for the variation of the measured permittivity with 

frequency for gases and most liquids of small molecular weight. How-

ever, as the size of.the body increases, the agreement between the 

theory and experiment decreases. It might seem desirous to explain 

the dielectrophoresis of yeast cells in terms of a changing permittiv-

ity due to the rotation of the whole.cell.or its constituents, There 

are, however, severa1 argu~ents against this approach. 

The first is the shape of_ the yield-frequency curves (Figqre 13), 

Were the process one purely of rotation, then at low fr.equencies, the 

permittivity would be at its maximum since all the dipoles would be 

aligned, As the frequency increase~ 1 some dipoles would not follow the 

field and so the permittivity would decrease monotonically, There is 

no, provision for allowing the permittivity to increase with increasing 

frequency. For aqueous suspensions, s
1 

of Equation IV-2 is the per-

10 mittivity for water and is constant up to 10 Hz, Therefore any varia-

tion of yield with frequency must be due to a variation in e
2 

only, 

The yield can go to zero only if s
2 

has decreased to be less than or , 

equal to c: 1 " For any frequency higher than that at which e2 = s1, the 
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yield must be zero since £:
2 

cannot,increase again. There is thus no 

explanation for the yield to go to zero in the middle frequencies and 

then increase again at higher frequencies as experiment shows, 

There are also other arguments against selecting this mechanism 

exclusively, It is difficult to see how one could introduce a condu~-

tivity dependence to explain·the variation of yield with conductivity. 

Also according to Oncley's analysis for ellipsoids, the relaxation time 

T should. be inversely proportional to the temperature. But Schwan (25, 

p,180) states that for lysed erythrocytes, T has the same temperatm;e 

dependence as ionic conductance, The relaxation time should also be 

independent of the pH of the suspension, but for proteins pH dependence 

has been observed (45). 

A strong argument against the dipole rotation mechanism is the 

fact that.the changes in permittivity are too small to account for the 

very large permittivities of suspensions at low frequencies. The di~ 

electric constant, the ratio of the permittivity of the material to 

that of free space, has been estimated to be as hi,gh as 10
6 

for such 

suspensions (25, p.150), The maximum dielectric constant for molecular 

solutions is that found for DNA; which for a fairly concentrated ,2% 

solution is about 1200 (44). The rotating dipole picture then can at 

best only account for a dielectric constant which is too small by a 

factor of 103 , 

One final note is the fact that the critical frequency, the fre­

quency at which relaxation occurs, is higher than 105 Hz for all mole-

.cul~s except DNA, Thus the rotational effect of almost aJ.1 of; the cell 

5 constituents should not be seen in the region below 10 Hz where most. 

of the yield variation occurs. 
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Gating Mechanism 

An alternate process which might explain the conductivity and fre­

quency dependence of the yield is concerned with the makeup of the yeast 

cell membrane, It is well known that conduction occurs across the mem­

brane. It has been postµlated that the conduction might occur at specif­

ic conduction sites and be controlled by some sort of ion-exchange mech­

anism (46, 25, 4 7). As the frequency is increased, this mechanism may 

begin to lag behind the,field. This lag in conduction can be treated in 

terms of a cqmplex conductivity just as the lag in polarization imp;Ued 

a complex dielectric constant. The imaginary part of the conduction be ... 

haves as a polarization and so appears as an increase in permittivity. 

This would.provide a mechanism for ~ncreasing the effective permittivity 

with increasing frequency and also introduce a dependence on suspension 

conductivity, two results not obtainable with the pure rotation theory. 

There are some experimental results on membranes which are compatible 

with this approach (25, p.180). 

Layered Structure of Membrane 

A different type of mechanism dealing with the cell membrane might 

also be responsible for the observed dielectrophoretic effects. As 

stated earlier, the membranes of practically all types of cells are 

thought by many to consist of a three layered, protein-lipid-protein, 

structure (73). Since each layer has its own conductivity and permit ... 

tivity the combination of them in series results in an effective capaci­

tance and conductance which are combinations of the individual para ... 

meters. The treatment of such systems involves the standard Maxwell­

Wagner (48) approach and produces an effective capacitance and conduct-
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ance which are frequency dependent. This is so even if the individual 

parameters are frequency independent. For conductivities and permit­

tivities which are .pf the order of those found in. cell membranes, the 

capacitance. (or permittivity) of the combination shows a rela~ation in 

the frequency range of 10 to 103 Hz (25, p.181), This is al,so an im­

portant range for dielectrophoresis studies, so that this type of pro­

cess must be kept in mind. 

Ionic.Atmosphere 

A final. mechanism which might explain the variation of the yield 

with frequency is the concept of an ion atmosphere surrounding the cel,l, 

This atmosphere can then be polarized and add considerably to the per­

mittivity and .also exhibit relaxation. It was inti::oduced by Miles and 

Robertson (49) and treated by them as a c.oncentric cqnducting shell, 

Tqe Maxwell-Wagner approach applies to this; situation also and :Ls very 

similar to the layered membrane. approach except thi!lt·a conducting she;l.1 

is used instead of one coITtposed of protein. For a. very_ thin ion 1:Ltmos..,. 

phere, the conq.ucting shell can be replaced by a surface conductivity 

(50), This approach correlates well with experiment in several re­

spectsi The relaxation, frequency can be shown to be,inversely propor­

tional to the radius of the particle which is approximately true experi­

mentally, It can also be used to explain the very high dielectric c9n-:­

stants of ~uspensions at low frequencies (51), It is interesting to 

note that very high effective permittivities also exist at low frequen­

cies for suspensions of polystyrene spheres (52), Polystyrene itself 

has a low dielectric constant which is frequency independent at these 

frequencies. This is strong evidence in support of this mechanism. 
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Finally, the results of Takashima on DNA have been reexamined by Pollak 

(72) in terms of a Maxwell-Wagner approach using conductivities and 

permittivities consistent with the highly elongated nature of the DNA 

molecules. This approach gives relaxation times wh;ich agree we.11 with 

experiment. 

Review of Mechanisms 

Four mechanisms have been discussed which might be considered as 

possible explanations for the dependence of the yield on frequency and 

conductivity. Rather than regarding the effect in living c,ells as 

being due to only one of the processes, we consider it more likely that 

all of them could be acting simultaneously, with their relative impor-

tance being determined by the experimental conditions sucq as frequency 

and conductivity. At high frequencies the dominant ef~ect :i,s likely to 

be dipole rotation whereas at the lower frequencies, the gating mechan-

ism or ion layer might be more important, 

The trend is to explain the low frequency results for large parti-

cles in terms of the ion atmosphere concept. As has been mentioned, 

this position has been taken by Miles and Robertson, O'Konski, Schwan, 

and Schwarz, It is also the approach of Dintzis, Oncley, and Fuoss 

(53) in their explanation of the dispersion for polyelectrolytes 

6 (M = 2·10 and comparable to DNA). This lends considerable support to 

the preference of this approach over the rotating dipole approach since 

it is Oncley who explains prote:i,n relaxation in terms of rota ting 

ellipsoids. 

Although the trend is to explain low frequency behavior in terms 

of ion atmospheres, the other processes cannot be ruled out completely 
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and their effects shquld.be c9nsidered in any general treatmept of the 

problem~ Since the latter two meGhanisms involve Maxwell-W~gner type 

approaches, the whole problem can be GO~sidered from this $pproa~h with 

the dipole rotatio~ and gating me~hanism being accounted tor qy allowing 

the appropriate con~uctivities and permittivities to vary. 



CHAPTERV 

GENERAL EXPRESSION FOR DIELECTROPl{O~TIC FORCE· 

In the preceding chapter, sever~! mechanisms were considered which 

could be responsible for the observed dependence of the yield or DCR 

on frequency and conductivity, To determine the correct mechanisnJ.s, it 

is first necessary to have a theoretical exprel:ll:lion for the yield. 

There are two appr0aches that can be t1:1,ken to obtain th:l.s express:l.on for 

a part;icul,a;i:- ll).echanism. Ope :f,.s t;o derive a ge"Q.et'al relation for the 

yield and then. apply the condttiqni; appropriate to the given mechanism. 

Ari alte~nate method is to calc~late a general force expres~ion, apply 

the proper condit~ons. to it, and then derive a particular expression 

for the collect;;i.on rate corl!'eE!pond;i.ng to that mechanism, The latter is 

the simpler of the two methods.and is the one whic.p. wil'- be followed 

here. That is, a general expression for the dielectrophoretic fore~ 

wi:U be obtained, a plausible model ipcorporating most .of the mechanism 

will be chosen, and a relation giving the theoretical yield for this 

model will be calculated, The general force ;e!Ation will be derived 

in this c;hapter, whi],.e t');le othe:i;- two steps w:tll be treated in the n.ext 

two chapters, 

Comple~ Quantities 

As was mentioned in Chapter IV, the consideration.of mate;i~l~ as 

per:Eect dielectrics leads t;.o a fo!,'ce e:>1:prel:l!:liOI). that is not compatable 
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with the experimental results. We must therefore determine a general 

expression which is applicable to real.materiali;;. These non-perfect 

dielectrics will in general have both diel~ctric constants and conduc-

tivities. If the applied field is periodic there will also be a time 

lag of response. This time lag is most easily expressed as a phas~ 

difference between the applied field arid the resulting current and 

polarization. 

For a sinusoidal field impressed across a simple (linear) mediUI11, 

tl).e current, charge density, polarization, and other descriptive para: 

meters will also be sinusoidal, bµt not necessarily ~n phase with the 

field, That is for 

-+ -+ jwt 
E = E e 

0 

we have (see Appendix C for definitions) 

-+ -+ j(wt ,.. 
eJ)' -+ -+ j (wt .,.. eD) J = J e D = D e 

C co 0 

j (wt 6 ) ' 
-+ p ej (wt - ep> - p = p = Po e p 0 

(V-1) 

ej (wt - 6B), 
-+ H ej(wt - 6H) -+ -+ H = 

B = B 0 
0 

-+ -~ j (wt - 6M)' M = M e 
0 

where j is~ ei is the phase angle and i
0 

is the amplitude fo; the 

instantaneous value of the quaritity i, For simple media, the relatioqs 

-+ -+ 
D -. e:E and 

-+ -+ 
J :;; crE 

C 

also hold. It follows that e: and cr must be given by 

(V-..2) 
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(V-3) 

and 

0 = 

and that they are therefore complex. An alternate way of expressing 

these complex quantities is to brec;1k them up into real and imaginary 

parts such as 

E: = i::' - j i::" 

and (V-4) 

0 = 0 1 
- j 0

11 
, 

The ratio of the imaginary part to the real pa~t determines the ~mount 

by which the related quantities are out of phase, That is 

= 

and (V-5) 

0"/0' ::;; 

If these quantities are pictured in the complex pl~ne, they can be 

considered as vectors which can be broken up into two components, one 

real and one imaginary. !his is illustrated in Figure 23 where i:: is 

shown to be broken into its real and im13.ginary components in a standard 

phasor diagram (54). 
-+ 

With the phase of E taken as the reference, the 
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Figure 23. Phaser Diagram of Complex Permittivity in Terms 
of its Real and Imaginary Components. 
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~·J:· 
C 

Figure 21+. Phaser Representation When the Conduction Cur­
rent and Disp:)..ace'!Ilent Lag Behind the Im­
pressed Field. 
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-+ -+ phase of D and J are· shown in Figure 21+. The amounts of phase lag de-. C 

pend on the components of£ and a :respectively, since these are the 

-+ -+ -+ 
quantities relating D and J to E. 

C 

Maxwell's Equations 

For sinusoidal fields of the fonn given in Equations(V-1),Maxwell's 

equations for simple media become, (55), 

-+ 
£(V •E) = pf (V,-,,6) 

-+ -+ 
V X E == - jwB (V-7) 

-+ 
(V-8) V•B = 0 

,+ -+ 
(V-9) V X H = (o + jw£)E. 

The botJ.ndary conditi.ons at an interface between materials 1 and 2 are 

-+ -+ -+ -+ 
£1 (nl•El) + £2(n2·E2) = - nlf - n2f (V-10) 

-+ -+ -+ -+ 

nl x El + n2 X E2 
:::; 0 (V-11) 

+ -+ -+ -+ -+· ·+ 
nl X Hl + n2 x H2 = - Ilf - 1

2f 
(V-12) 

-+ ·+ -+ -+· 
nl•Bl + nz'Bz = o. (V-13) 

The contintJ.ity equations :f;or co,nservation of charge are 

-+ 
V•(oE) + jwpf = 0 (V-14) 

and 

(V-15) 
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In th~ above equations the usual meanings.are given to the familiar 

·+ -+ + 
symbols of E, B, H, .s, w, and o, The J,ess familiar symbols are defined 

-+ •-)-
as follows; n1 and n

2 
are unit outward normal vectors, pf is the volume 

density of free charge, nf is the surface density of free charge, and 

··)> 

If is the.surface density of free current (current/widtq), which is 

different from zero only for perfect conductors. 

Elirninating pf from Equations (V-6) and (V-14) and assuming Va ;:: O, 

gives 

-+ 
V•E = 0 (v ... 16) 

everywhere except at the boundaries where of course Vo,/; O. Combining 

Equations(V-10) and (V-15) to eliminate (nlf + n2f) and restricting our-

selves to non-perfect conductors gives the conditions at the.boundaries 

as 

It is convenient at this point to define the expression 

K = o + jws 

as the complex conduction factor and the quantity 

- K -. 
jw 

= €: - k 
w 

(V-17) 

(V-18) 

(V-19) 

as the complex dielectric factor. Dividing Equation(V-17) by jw then 

gives 

= o. (V-20) 
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'fhus the boundary condition for real media and sinusoidal fields is 

identical with that for ideal dielec.trics in static fields if the di-

ele.c:t.ric constant is replaced by the complex dielectric factor l;, 

The Physical Significance of K 

-+ 
It is c.ustomary to tre_at the quantity (o + jwi:::)E as a total c4rrent 

-+ -+ 
density J to be c~mposed of a conduction current J and a displacement 

C 

·+ 
current JDo We then have 

·+ + 
J = crE, 

C 
(V-21) 

·+ 
·',· ·+ clD 
JD - jw,:E = i at (V-22) 

and 

-+ 
J 

+ ·+· 
J + J 

C D 
-+ KE, (V-23) 

+ 
is the result of the flow of charge whereas JD is-due to a changing 

ii fieldo These can. be two separate a,nd distinct processes with each 

having its own.particular mechanism. If the mechanisms can respond in-

·+ + 
stantaneously, that is if a and e are real, then J and D will be com­

e 

pletely in ph?se with the impressed fie.ld and JD will be exactlly 90° a-

+ 
head of Eo The t·otal current will .then have a real part j and an imag­

e 
. .,,. 

inary part JD. This is shown in Figure 25. 

If, however, the mechanisms cannot, ·respond instantaneously; then 

E and o be.':come cc,mplex and the situation pictured in Figure 26 occurs. 

~+ ~ 

and D both lag behind E, the amount of each depe~ding on the proper-
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Thus the boundary condition for re.al media and sinusoidal fields is 

identical with that for ideal dielectrics in static fields if the di~ 

electric constant i.s replaced by the complex dielectric factor/;, 

The Physical Significance of K 

-+ 
It is customary to treat the quantity (cr + jwe:)E as a total current 

dens.ity J to be composed of a conduction current j and a displacement 
C 

+ 
current JDo We then have 

··t· -+ 
J aE, 

C 
(V-21) 

-+ 
,t· + 8D 
JD = Jl.\if;E - 9 clt 

(V-22) 

and 

= 
+ KE, (V-23) 

-+ -+ 
Jc is the result of the fl.ow of charge whereas JD is due to a changing 

D fi..eldo These can be two separate and distinct processes with each 

having its own.parti.cular mechanism. If the mechanisms can respond in.., 

+ . .,. 
sta:ntaneously, that is if o and e: are real, then J and D will be com­

e 

~ 0 
pletely in phase with the impressed field and JD will be exactly 90 a-

·+ 
head of Eo 

+ 
The total current will then have a real part J and an imag­e 

inary part J
0

• This is shown in Figure 25, 

If~ however, the mechanisms cannot,respond instantaneously, then 

"~ 8'.rtd er become corople2c and the situation pictured in Figure 26 occurs, 

+ + 
arid D both. lag behind E, the amount of each depet.1ding on the proper~ 

('., 
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Figure .25. To.tal Currex:i,t for the Ideal Case of No Phase· Dif­
ferences • 
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Figure.26. Total Current for the Case of Phase Differences, 
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-+ ·+ 0 
ties of its own mechanism, and JD leads Eby less than 90 , Again the 

-+ 
total current J has a real part and an imaginary part but they will not 

-+ -+ -+ 
be equal to Jc and JD respectively. Instead, the real part of J is the 

-+ -+ -+ 
sum of the real parts of Jc and JD while the imaginary part of J is 

-+ -+ 
given by the sum of the imaginary parts of Jc and JD, 

-+ -+ -+ 
Expressing J, Jc and JD in terms of their real and imaginary com-

ponents gives 

and 

-+ 
J 

-+ 
J 

C 

= 

= 

= 

-+ -+ 
J' + j J" (V-24) 

-+ -+,, 
J~ + j JD (V-25) 

1, + 'J" 
C J C 

(V-26) 

Substituting for c; and a from Equation (V-4) into (V-21) and (V-22) 

gives 

-+ 
(WE; II 

-+ 

JD = + ju.)E:: I )E 

and 

-+ -c,. 

J (0 I - jo'1)E. 
C 

Comparing tq.ese results with Equations (V-24)-(V-26) gives 

and 

-+ 
J' = j, + j, = 

c D 

-+ 
(o' +wi:::")E (V-27) 



j~ + j~ = 

+ 

.+ 
(wE' - cr")E, 
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(V-28) 

The coefficients of E in these last two expressions are just the 

real and imaginary parts of the complex conduction factor K, It ,should 

be emphasized that each of these components contains terms from.both.a 

conduction and a polarization mechanism. This is illustrated in Figure 

27 which is similar to Figure 26 except that the currents have been 

divided by E to yield conductivity units. 

It ,is usual practice to consider the current as being produced, 

+ + 
not by the two true currents Jc and·JD, but by the two component cur-

+ + + 
rents J' and J". The assumption is mqde th,at the real current J' is 

produced by some real "effective''. conductivity a and that the imagin­
e 

ary current J" is the result of .a real effective permittivity 

is 

j, 

and 

J" 

~ 

= a E 
e 

+ 
WE: E 

e 

E • e. 
That 

(V-29) 

(V-30) 

Comparison of Equations (V-27) - (V-30) shows that these effective 

parameters are related to the true parameters by 

and 

Also since 

a 
e 

E = 
e 

a'+ ws" 

E: I -
0" 

w 

(V-31) 

(V-32) 
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+J 

K 

F:lgure 21"; Ji'[J;u~ttat'.fon of Complex Conduction Factor 



86 

-+ -+ -+ 
J = (a + jwE)E "' (a + j1J.1e )E 

e e 
(V-33) 

then 

K = a + jWE = a + jWE 
e e (V-34) 

Alternatively, 

ja ja. 
~ 

e 
E - = E 

(I) e (I) 
(V-35) 

In the foregoing analysis, the two basic processes of conduction 

and polarization were assumed to be non-instantaneous processes which 

leads to tim~ lags of response and complex qua~tities, Maxwell's equa~ 

tions for this case, Equation (V-9), indicat~s the total current to be 

related to the electric field by the complex quantity K. This quantity 

is at all times the combination of two other complex quantities a and 

E, or it can be considered to be the complex .sum of two real quantities 

a and E • Fundamentally, the former approa~h is.the correct one, but 
e e 

for the taking of physical measureme11ts, the lattei;- is more convenient, 

Experimental Determination of E and a 
e e 

When an alternating voltage Vis applied to an arbitrary sample 

between parallel electrodes, the resulting current I will in general be 

out of phase with the voltage. The material can be modeled as a pure 

resistance Rand a pure capacitance C in parallel. The resistor current 

is in phase with the voltage, the capacitor current is 90° out of phase. 

The admittance of such a setup is 

y 1 
R + jwC 

I 
V 

(V-36) 
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;Reealling that the resistance and capacitance for this parallel model 

can be defined in terms of a real conductivity and a real permittivity 

as 

and 

1 
R = 

C = 

a A 
m 

d 

a A 
m 

d 

(V-37) 

(V-38) 

where A is the crossectional area of the material and·d is the plate 

separation, enables Equat.ion (V-36) to be transformed to 

I = A 
(V-39) 

-+ -;-
But by the definitions of E and J this equation is just 

·+ -+ 
J = (a + JWE )E 

m, m 
(V-40) 

which is iclentical to Equation (V-33), Since in this case o and E are · · m m 

defined t0 be real quantities then they must be the effective parameters 

a ands a These quantities can be determined experimentally by balanc-
e e 

ing the sample material against·. a parallel combination on. an impedance 

bridge. 

Thus we see the utility of considering the material to have an ef-

fective conductivity and permittivity, since it is these quantities 

which are easily measured~ But again it should be stressed that these 

quantities are not a direct measure but an implicit.measure of the true 

conduction and pola:i;:;i.zation mechanisms occurring in the material. 
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General Energy and Force Equations 

:):n order to develop a generalized force equation it is necessary 

to first determine a general expression for the electric energy of a 

$ystem, The force can then be obtained by taking the ne.gative gradient 

of .this energy. For sinusoidal fields it is shown by King (55) that 

the time averaged electric energy in a volume 1' is given by 

u -+2 = ~ J s E dT ~, 
1' e 

-+ -+ 

(V-41) 

where Eis the ampliti~e of the varying E field and not therms value. 

Recalling from Eq\,lation (V-35) that 

e ;:: Re ( l;) 
e 

'{~ 
Re (!; ) , (V-42) 

wheres* is the complex conjugate of!; and Re (l;) is the real part of 

s, allows the energy to be e~pressed as 

u = (V-43) 

-+ 
Defining the quantity ID as the "total displacement vector" by (See 

Equations (V-2) and (V-35) 

..,. -+ --), 
ID = i;E = D 

gives the energy as 

= ~ J 
1' 

'J J C 
- --w 

(V-44) 

(V-45) 

To determine th.e energy of a body in an external field requires 
-

the intergal t.o be evaluated over.all space. This is usually impossible 
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to do, so that a simpler- intagration is :required. It is possible to 

develop an expression for the energy in terms of an integral over the 

body alone" This development is identical in approach to that used by 

Schwarz (7 L1) for the non-conducting case o In that case, the conduction 

current is zero and ID is equal to D. 
~+ 

Consider a field E established by charged conductors of finite 
0 

extent in a linear isotropic. medium of couipl.ex dielectric factor J: 
"'4 

-+ 
with a resulting total displacement of ID , Now insert a body of c.om­

o 

plex fa.H!tor £;, and denote the resultant field vectors by E and ID. The 

change in energy will be given according to Equation (V-45) as 

-+ ,...,!,,,, .. ,~ + 
~ f ,.,

11 
Re (E , IP - E 

~ space o 
(V-46) 

The ix1tegrand can pe modified using the identity 

f"";',·'# ·+ . 
JD )= Re { (E + 

0 . 

Since ID"" 1;
4
E outside the body~ the second expression on the right is 

nonzero only inside the body, 

Tb,e ±:i:rst term on the right can be expressed .in terms of poten-

tials as 

-r I',. 

• (:ID - ]) ) 
0 

· ci - i > 
() 

* -+ -)-v ( t ) 0 (ID - ID ) 
0 

{V-48) 

whexe 
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+ ¢ • 
0 

(V-49) 

But 

* -~ -+ 
- V 1/1 • (JD - I) ) = 

0 

*-+ + * -+ -+ 
V • ( 1/1 (I> - Ji) )) + 1+) (V • (ID - Jl> ) ) , 

0 0 
(V-50) 

One of Maxwell's equations for simple media and periodic fields using 

Equations (V-9), (V-19), and (V-44) becomes 

-+ -+ 
'iJ x H ::;: J 

C 

-+ 
8D + - = 8t 

->-
(o + jwt)E = -+ 

jwID 

Using the vector identity that the divergence of a curl is zero gives 

'v' (V x H) (V-51) 

arid the last term in Equation (V-50) is zero. [Note: The derivation 

-+ -+ -+ 
given by Schwarz (74) asserts div D = div D, 

0 
But div D = p if free 

charge is present, hence, his result is not general. The use here of 

-+ J div ]I)= 0 is not so restricte;d, and gives a general result. The volume 

integral of the remaining first term can be transformed by the diver-. 

gence theorem into a surface integral over.the enclosing surfaces, 

giving 

* -+ + -fall 'iJ• {1J! (1Hll ) }d, = space o - lim §s 1)J ~\i>-ID )ds+ z § 

S + oo o o k S. 
0 k 

,I, ~~ (®-ID ) dS 
'f' 0 ' 

(V-52) 

where the Skare the conductor surfaces and S
0 

is a surface which in-

creases to infinity, Since 1)J * is established by the conductors, it is 

proportional to 1/r at large distances, 
-+ ·+ 
~ is proportional to E,and 
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hence to V tjJ • 
-+ 2 

This gives ID proportional to 1/r and since the surface 

2 area is proportional tor the value of the S integral is proportional 
0 

to 1/r and goes to zero as r-+ 00 , The Sk integrals are associated with 

the work done tiW at the conductors upon introducing the body and so is 

not. associated with the energy of the body per se,. Thus the first 

term in Equation (V-47) giv~s the work done at the conductors and the 

second ~s nonzero only in the body. Equation (V-46) then becomes, 

* 
~ <E .+·* I; 4 -+ "' -+ 

tiU .. 1body Re 
. lD --E ' ]))di: + 6W. (V-53) 

0 1;4 0 

The time averaged mean energy of the bodi is therefore tiU - tiW = w, or 

[.)'' 
-+ +·k .. 4+"J'C + 

w = \ !body Re(E • ID
0 

·f,
1
·E

0 
• D)d, 

!j. 

= 

= 

Li)~ · E))d, 
1;4 0 

(V-54) 

and we have now reduced the integral to one over the body.alone, This 

result is the same as that of Schwarz when I;= s, 

It is now a simple matter.to obtain the general force equation by 

taking the negative gradient of Equation (V-54), That operation gives 

-+ 
F = ~-)E )~ · E) }d, • 

f,4 0 
(V-55) 

Before this expression can be evaluated, one must know the original im-

-+ + 
pressed field E

0
, the resultant field E throughout the body, and the 

complex dielectric fc!,ctor for all parts of the body. 
-+ 
E will be deter­

o 
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mined by the electrode geometry, f;, will depend on the conduct:f_on and 
_,_ 

polarization mechanism involved, and E will be specified in terms of 

the f;, 1 s by the boundary conditions of Equation (V-17). 

If Equation (V-55) is a general force equation, then it must con-;-

tain provisions for each of the mechanisms discussed in Chapter IV, 

This is easily shown to be the case, The rotating dipole mechanism and 

its relaxation effects are provided for by allowing E to be complex~ 

The gating mechanism and also any other conduction relaxation effects 

arise through the complex conductivity, The Maxwell-Wagner multi-layer 

-+ 
membrane effects are direct results of the boundary conditions on Eat 

the layer interfaces. And finally, the relaxation of an ionic atmos-

phere can be included simply by considering an extra outerlayer to have 

a high complex conductivity. 



CHAPTER VI 

FORCE ON A YEAST CELL MODEL 

The force equation developed in the previous chapter is general in 

nature. Before it can be applied to a particular body, say a yeast 

cell, the electrical characteristics at all points within the body must 

be known. Since these are not known for yeast, before any theoretical 

results can be calcul,;1ted, some assumptions about the cell makeup and 

electrical behavior must be made, That is, a physical model must be 

chosen to represent the cell and reasonable electrical properties as-

,, signed to it. 

In arriving at a suitable model from which to make calculations, 

we are guided by the suggestions of Fuess (56). 

In selection of the model, the author must be guided by 
two principles; the model must be complicated enough to in­
clude thoE;ie details which are pertinent to the problem at 
hand, and it must be simple enough to be amenable to treat­
ment by the available mathematical methods, What is sought 
is a one-to-one correspondence between the model and the 
actual physical system which it represents. Obviously the 
more details we want the theory to describe, the more com­
plicated must the model be. 

In line with this reasoning we select a model which grossly re-

sembles a yeast cell and contains the essential electrical mechanisms, 

Due to the existence of the boundary condition equation at each inter-

face, the complexity of the mathematical treatment increases rapidly as 

the number of interfaces increaE;ies. Therefore, it is necessary to keep 

tµe number of distinct regions to as few as possible and still approxi-
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mate.a yeast cell. This leads to the choice that the model consist of 

three separate regions. Since yeast are spherical to ovoid, the model 

is chosen to be composed of three covcentric spheres, 

The interior of the model is meant.to correspond to the yeast cell 

cytoplasm, the bulk of the cell. The first shell represents the cell 

membrane, which is assumed homogeneous. This eliminates the multi­

layered structure of the membrane from further consideration, The 

second or outer shell corresponds to an ion atmosphere surrounding the 

c~ll proper, Each of the three cell regions as well.as the suspending 

medium are assigned a complex conductivity and a complex permittivity. 

This retains the possibility of having relaxation effects occurring for 

both the conductivity and permittivity, With the addition of the outer 

ionic atmospµere, the model contains provisions for the inclusion of 

three of the four mechanisms discussed previously. 

Obviously this model is a gross oversimplification of the true 

state of i:iffairs. A more desirable model would be one.which also in­

cludes the multilayered membrane structure, the cell wall, the nucleus 

and its membrane, and various intracellular bodies, However, this 

leads to complications in the mathematical treatment to such a degree 

that the solution becomes intractable, We are concerned here more with 

the testing of an approach than with the exact description of the ex­

perimental behavior, Therefore, if the general features of dielectro­

phoresis can be obtained with this model, then the theory shall have 

been verified and more cqmplicated models can be devised for more ac­

curate descriptionsi 
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Form of Relaxation for E: and cr 

To this point no restrictions have been made on the form of the 

time lags of E: and cr. And it is not necessary that we make any such 

restrictions before going on to calculate forces and yields in a gener-

al manner. However, it is appropriat~ to discuss at this time the as-

sumptions that wi:I-1 be made for the model.system. 

Complex E: 

As was mentioned in Chapter IV, the simplest mecha~ism for per-

mitti,vity relaxation was introduced by Debye (27) in terms of rotating 

dipole:;, For a single relaxation mechanism~ the complex permittivity 

1 E: is expressed by 

E: = E: + 
co 

(E: - s ) s 00 

1 + jw, 
E: 

(VI-1) 

where E: and E are the real parts of E: at very low and very high fre-s 00 

quencies respectively, w is the angular frequency, j is the Fi, and 

T is the relaxation time of the mechanism, Equation (VI~l) can be 
E: 

broken into real and imaginary parts to give 

E - E 
I s 00 

E: = E: + co 2 2 
1 + w T 

(VI-2) 

E: 

and 

WT 

E II = (E: - E: ) ~ 2 • 
S co 1 + W T 

E: 

(VI-3) 



From Equation (VI-2) the relaxation time is 

'[ 
e 

= 
.l JT;-e' 
wv-:i-e 

00 

where wand e' both vary in such a manner as to keep'~ constant. , 
c.. e 

may also be obtained from the graph of Equation (VI-3) when e" is a 

maximum, 
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'[ 
e 1/w " max 

(VI-4) 

Mechanisms other than those with a single relaxation time do exist and 

their treatment re,quires the assumption of a distribution of relaxation 

times (39). However, these mechanisms w:l.11 be excluded from our model. 

Complex a 

Just as the permittivity can be assumed to be represented by a 

single relaxation time, the simplest description of conductivity relaxa~ 

tion is that which contains only one relaxation time (55, 57, 58). 

The forms of the appropriate equations are identical with those for per-

mittivity, That is, the complex conductivity o can be expressed by 

0 = 0 + 
00 

(o - o ) s t:Y..) ------
1 + ]WT 

0 

whose real and-imaginary components are 

o' = 

and 

o" = 

0 - 0 

0 + 
s oc 

00 

(o - o ) w , 
S 00 0 

1 + 2 2 
u.l T 

0 

(VI-5) 

(VI-6) 

(VI-7) 
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The subscripts. s and .00 again refer to static and high frequency values 

respectively and 1;
0 

is the relaxation time associated with the conduc­

tion mechanism. It should be stressed that T and T for a particular 
0 8 

sample may be completely unrelated if the mechanisms responsible for 

each are different. 

Form of E; 

With these assumptions for E and a, expressions for the real and 

imaginary parts of the complex dielectric factor E; can be given, From 

Equations (V-31), (VI-3), and VI-6) 

(a - 0 ) 

a' + WE
11 s 00 

0 = = 0 + + e 00 2 2 
1 + w T 

0 

Equations (V-32), (VI-2), and (VI-7) give 

a" 
E = E

1 
- ~ = E + e w oo 

Since Equation (V-35) gives 

(E - E ) s 00 

2 2 
1 + W T 

E 

" W« (E - E )T 
s 00 8 

2 2 
1 + w T. 

E 

(a - a h 
s 00 0 

2 2 
1 + W T 

0 

E; = E - j 0 /w, 
e e 

(VI-8) 

(VI-9) 

the expression in Equation (VI-9) is the real part of l; and Equation 

(VI-8) divided by -w gives the imaginary part of E;. 

Determination of the Potential 

Once the model has been chosen and electrical parameters ascribed 

to it, the boundary equations can be applied and the resulting potentials 
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and electric fields determined. From Equation (V-59) it is seen that·. 

if the electric field is known throughout the model then the force can 

be calculated. In the remainder of this chapter, the potentials, the 

fields, and finally the force will be calculated for the two-shell model. 

We begin by considering a medium supporting a uniform field of 

strength E and in which is placed a sphere of radius a1 , enclosed by 
0. 

two concentric spheres of radii a 2 and a
3 

as shown in Figure 28. The 

three regions of the sphere have complex dielectric factors ~l' , 2 and 

t;
3

, while that of the external. medium is 1;
4

• Recalling Equation (V-19) 

we have 

= s. 
1. 

j (j Ju:, 
1. 

(VI-10) 

wheres, and a. are complex. The boundary conditions for simple media 
. 1. 1. 

are given by Equations· (V-16) and (V-20) as 

-r 
'v • E = 0 

everywhere but at the boundaries and 

= 

•-')-

at the boundary between media i and j where n, is the outward normal to 
1 

,+ -r. 
region i. (Note n, 

1. 
= - n.,)" 

J 
For frequencies below the microwave region 

the field c~n be expressed in terms of a scalar potential ¢ as 

-r 
E - Va;; , (VI-11) 

Using this relation, the boundary conditions become 
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E 

Figure 28. Two Shell Model of Yeast Cell. 



and 
.,. 

i;. (n . ' IJ<P • ) 
i i i 

= 

100 

0 (VI-12) 

(VI-13) 

A third condition exists and that is the continuity of the potential at 

the boundary or 

(VI-14) 

We must solve the three equations, Equations (VI-12) 1 (VI~l3), and 

(VI-14) for the particular case of a,two shelled sphere. The most con-

venient coordinate system is obviously the polar coordinate system 9 with 

the external field directed along tqe z axis as shown in Figure 29, The 

origin is selected to be at the center of the sphere. In this case, 

Laplace's equation, Equation (VI-12) becomes 

1 
2 

r 
+ l 

2 0 8 r sin 

8 (sin 8 ~j ae a e + l ci2'1' 
= 

2 
0 28 3 ¢2 r sin -

0 

For this configuration the original potential is given by 

qi = 
0 

E r Cos 8 , 
0 

(VI-·15) 

(VI-16) 

When the sphere is placed into the field 9 the new fields, both inside 

and outside the sphere, will retain the symmetr'y about the z axis and 

thereby be independent of¢. For the particular case of polar coordin-

ates and axial symmetry the term involving in Equation (VI-15) is 

zero and the solution involves the use of Legendre functions. In,each 

of the four regions the potential can be expressed by (59) 
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Figure 29. Polar Coordinate System. 

I 
1, 

Figure 30. Relation of Volume Occupied by Cells to Volume 
Swept Out. 
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cp 0 

l 

oo n B. r-(n + 1)) ~ (Ao r '+ _ P (Cos 8); i 
n=o in in n 
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1 - 4~ (VI-17) 

where the P (Cos 8) are the Legendre functions and the Ao and Bo are n · · 1n 1n 

constants to be determined by the application of Equations (VI-13) and 

(VI-14), Since the normals to the boundaries are radial, Equation 

(VI-13) becomes 

C J 3r 
(VI-18) 

The two equations at each of the three boundaries gives,a total of six 

equations; but there are eight sets of constants to be determined, The 

other two sets are determined as followso The potential 'Pl is requireo. 

to be finite at the center of the sphere, This sets all of the Bln = 0. 

The potential at a large distance from the sphere should be unaffected 

by the sphere and,so remain uniform and equal to its original value of 

- E Cose, 
0 

This is satisfied only if A
41 

The six sets of constants can now be determined by solving the six 

sets of boundary conditions, which are 

<P 3 

and 

and 

and 

and 

(, 
2 

3 cp 
1 

= 

= 

3¢ 
3 

c)ip 
4 

ar 

at r 

at 

at r = 

a l' 

(VI-19) 
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The ~PPf9Pfi~te forms of~. and 
1 

are obtained from Equation (VI-17), 

Th~ 9l~ebr4 ts som~what invqlved and will not be given here. The 

crqcial part o~ the solution ~s setting equal the coefficients of like 

Legendre functions. The results are: 

Ain = 

A21 = 

B21 = 

where 

B. = O; nil, 1n 

All (~1 + n2) 

3~2 

All ( ~2 
3 

- ~l)al, 

3 ~2 

- E 
0 

(VI-20) 

(VI-21) 

(VI-22) 

(VI-23) 

(VI-24) 

(VI-25) 

(VI-26) 

(VI-27) 



and 

= o. 

The ~olutions ~or the potential~.are then 

cpl A
11 

r Cps 8, ~2 (A21 r + 
B21 

Cos e ;;: - -) 
2 

r 

B31 B 
'I>3 = (A31 r +7) Cose~ cp4 = (A41 r + _il) 

2 r 

Pl (Cos e) = Cos e , 

+ 
Oeterminatton of E Fields 

r 
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(VI-29) 

(VI-30) 

(VI-31) 

Cose, 

(VI-32) 

+ 
Fr,om :E;qui;itio11 (VI..,.11), it i$ a simple matter to derive the E fields 

. in each.region. Since the constants are all proportion~l to - E, it is . 
0 

convenie~t to iniroqupe a new set of constantp defined by: 

All = \: .. ~ AlEo B21 = - B2Eo 

A21 = - A E B31 = B3Eo 2 Q 

A31, = - A3:I::o B41 = - B4Eo 

I:n ~phe~icaJ, c;.09rdipate!=l the del operator is 

? = A a + r-. ar a l.L + 
r ae 

A l a 
cp rsin8 acp ' 

(VI-32) 

(VI-33) 

where r, 6~ and¢ are the appropriate unit vectors. Since the potentials 



a.re independent o .f ~, the . third term is zero and ·we, have 

-+ A a~ 
E =-r - -ar 

A 1 a~ e--­
r ae 
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(Vh34) 

App:J,ying this equation to each of the potentials in Equations (VI-16) 

ijnd (Vl~31) gives the orig:i,nal.field and,those in each region as 

-+ 
(~ e sin E = E Cos e - 8) Q 0 

-+ 
<r e - @ ~1 ;= EA Cos sin 8) 

Q ;L. 

-+ z:a2 B 
[r(A2 

A 

+ ..1.) e] E2 = E - _,.......) Cos 8 - e (A2 sin (VI-35) 0 3 3 r r 

-+ 2B
3 

B 
E = E [r(A:,3 --) Cose - e (A3 + ..2.) sine] 
~ 0 I,"3 3 r 

2B4 
B 

-+ 
[r~1 

A 

(1 + j) e] E4 = E -3) Cose - ~ sin . 
0 r r 

Evaluation of the Energy Integral 

Now that the eleGtr:i,c fields are known.in a:p. three regions of the 

model, the time averaged energy of the body can be determineQ by evalu-

ating the integral given in Equation (V-54). It is the sum of integrals 

over each of the three volumes; v
1 

of the inner sphere, v2 of the first 

shell, an~ v
3 

of the second shell. That is 

w I: 

<1 - 2-) i * + } ~4 o • E3 dv • (VI-36) 



From Eq~ations (VI-35) 

+ * ·. -+ 2 B2 2 2 
E

0 
• E2 F E

0 
[A2 - '""I (2 Cos e - sine)] 

r 

-+E * -+ 2 _ .B3. 2 2 
0 

'E
3 

~ E
0 

[A3 r 3 (2 Cos e - sin e)]. 

The ~ntegral over the ~nner sphere becomes 

* ~l 2 ~4 (1 - ~)E A 'v 
;4 0 1 1 

The integral over the £1:rst sh.el:J.. is 
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(VI-37) 

(VI-38) 

(VI-39) 

It should be noticed·tpat the portion containing the B2 term and the 8 

c;iependence.integrates to zero and so has no effect on the energy of the 

body, Sim:J.larly the second shell integral is 

sin e drded cp 

* = ~4 

( 3 a 3) 
~3 4TI a3 - 2 )A E 2 

(l - ~) ( 3 3 o (VI-40) 

Upot:1 substitution of Equations (VI-38), (VI-39), a:b.'d (VI-40) into Equa-
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tion (VI-36) the energy of the body is seen to be 

'ITE. 2 * ~4 3 3 3 w = --
0

- Re {f-{ (~4 - ~l)Alal + (~ - ~2)A2(a2 al) 3 4 
4 

( ~ ~ .) ( 3 3 ] + 4 - 3 A3 a3 - 8 2) }. 

(VI-41) 

Force in Nonuniform Field 

The preceding derivation has been based on the assumption of a 

uniform field prio; to insertion of the body. Since the very natu're of 

dielectrophoresis requires that the field be nonuniform, it is legiti-

mate to question the validity of applying these results.. The use of 

the uniform field resultS, is certainly an approximation but if the field 

does not: change radically over the dimension of the body then the ap-

prOJ!:imation is a good one, with the cor.rection being small. This can 

be showr>r by ~omparing the potential inside a sphere in a uniform field 

to t:hat inside a sphere i~ the.radial field of a point charge as given. 

by Stratton (59), The first correction term is smaller than the main 

term by at least the factor a/d, where a is the sphere radius and dis 

the 4istance of the center from the charge. For practical applications 

this ratio is usually quite small, so that the uniform field boundary 

conditions may be applied. Had the original field been assumed nonuni-

form, the eval~ation of the volume integrals would have been much more 

c;omplicat;ed, 

The, force on t:he two.,,shelleq sphere is obta,ined by taking the neg-

ative gradient of Equation (VI-41), Since the media are assumed iso-

tropic that gives 
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The valu~$ of A
1

, A2 , and A
3 

are obtained from Equations (VI-21),(VI-23), 

(V~~27) and (VI~32) and substituted into (VI-42) to give, after some 

rearrangement:, 

-+ 
(VE 2) { *<Nl + N2 + N3)} 

F = - 'IT Re . 0 ~4 Dl + D2 (VI-43) 

w;i.th 

9~ 2 ~3 ( ~4 ~ 
3 3 3 

Nl - ~l)al a2 a3 (VI-44) 

3~3<~1 + 2 S) <~4 (2) (a2 
3 3 3 3 

N2 - - al )a2 a3 (VI-45) 

3 
~3) (a3 

3 3 
N3 - a3 (~4 - a2 ) Xl (VI-46) 

3 
Dl - a 3 ( ~ 3 + 2 ~ 4) Xl (VI-47) 

and 

3 
- ~} X2 D2 - 2a2 ( ~4 (VI-48) 

where 

~quation (VI-43) gives the force on a two-shelled sphere in a non-

uniform electric field, The following assumptions have been made 
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during th~ derivation. 

1, The applied field varies sinusoidally in timec 

2. The media are isotropic, That is, E and 0 are scalars rather 

than tensors and are therefore not a function of field orientation, 

3. The media are linear which means that E and o are not func-,-

-+ 
tions Qf the fieid strength E, 

4, The media can exhibit time lags of response implying that E 

and o can be com:plex scalars dependent on frequency. 

5. The frequency of the field is assumed to. be low enough to per-

-+ 
mit the E field to be derived from a scalar potential alone. 

6. The potential inside the sphere is assumed to be approximately 

that of a sphere in a uniform field, 

Equation (VI-43) may be more.easily evaluated if it is written in 

terms of dielectric constants (or relative permittivities) rather than 

in terms of permittivities,. A relative dielectric factor l;r can be de-

fined.by 

l; = l; C € 
r o 

(VI-51) 

where E is the permittivity of free space, Since l; appears three 
0 

times in both the N terms and the D terms of Equation (VI-43), the 

value of (Nl + N2 + N3)/(Dl + D2) remains unchanged if l; is everywhere, 
r 

substituted for l;. When l;4rEo is substituted for l;4 then Equation 

(VI-43) becomes 

-+ 
F = - TI.E 

0 

(Nl. + N2 + N3) 
VE 2 { * r r r} 

o Re l;4r Dl + D2. ' (VI-52) 
r r 



where the subscript r indicates that ~ is used in place of i; every­
r 

where it appears. 
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CHAPTER VII 

PERIVATION OF YIELD FOR A RADIAL FIELD 

In the previous chc3.pter, a force expression was obtained for the 

two-shell ~odel in any nonuniform electric field. By specifying the 

electrode geometry, one can determine the resulting field and the cor-

responding force for a particular case. Once the force on the body is 

known, its motion is predictable and the rate of collection of a sus-

pension of similar bodies can be found, Since the experimental studies 

util::t.zed a pin~pin.field, this geometry will be assumed for the calcu-

lations. 

Force in a Radial Field 

The electric field between two pins is essentially that between 

two separated spheres, The field strength is a complicated function of 

position, depending on both angle and distance, However, near one of 

the spheres, the field is approximately the same as that produced by 

concentric spheres, so that this will be the geometry considered, 

The potential at some rc:ldius r between two concentric spheres of 

qi = 
0 

q,lrl (r2 - r) 

(r
2 

- r
1

) r (VII-1) 

where q,l is the peak A.C. potential of the inner sphere, and ~2 0, 
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Since 

-+ <\r1 
( 

r2 
r ) E = V<Ii - r 

0 0 2 r -r 2 1 
(VII-2) 

2 2 2 
E 2 <Iil rl r2 

= 4 . 0 2 r (r
2 

- r ) 
1 

(VII-3) 

and 

= (VII-4.) 

then it follows from Equation (VI-43) that the force on a two-shelled 

sphere placed in this field is 

-+ 
F = (VII-5) 

where r is the radial unit vector and xis defined as 

X = (Nl + N2 + N3)} 
Dl + D2 ' (VII-6) 

The negative sign in F indicates that the force is in~ard towards the 

re!:!;ion of strongest field when xis positive .• 

Yield for a Radial Field 

As the particle moves under the action of the dielectrophoretic 

force given in Equation (VII-5), it will experience a viscous drag 

force opposing its motion, The viscous force on a spherical particle 

is given by the Stokes relation 

= (VII-7) 
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where n is the viscosity of the suspending fluid, :Vis the particle 

velocity, and all quantities are in MKS units. Assuming the particle 

to b~ in equilibrium means that 

_,,_ 
--;",,.-

F + F' 0 d - ' 

Substituting in this equation for F and Fd and solving for the .instan-

taneous velocity gives. 

2 2 
2 <Pl rl2 r }\ r 

-+ 2 
V -3 5 / 

(VII-8) 
na2r (r2 - rl 

The time required for a particle to move from a radius r to the 
0 

center electrode is given by 

t = /1 r dr 
= j 

r ·+ 
0 V 

-+ 
Substitution for v from Equation (VII-8) results in 

For r 
0 

t = 

t "' 

6 
> 64r

1 
and 

6 
- r ) 

1 

(VII-9) 

(VII-10) 

(VII-11) 

The pearl-chains, into which tl;le cells form~ are approximately 

cylindrical in shape. The volume of a pearl-chain is then approximately 



V c = yda = 
2 yr

1 
d&l 
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(VII-12) 

where y is the length of the chain (yield) and do is.its cross sectional 

area which at the point of attachment subtends a solid angle d&l at the 

cent~r of the electrode. If r >> c the volume of suspension swept out 
0 

to form the chain during time tis just the volume of the cone of solid 

angle drl extending to a distance of r as shown in Figure 30. This 
0 

volume is 

The volume of cells in 

V 
s 

= 

this 

3 3 3 
r - r

1 
r 

_o ____ d&l ::. _o_ d&l 
3 3 . (VII-13) 

cone is given b y 

4na.
2 

3 

V = CV 
G 3 s 

(VII-14) 

where C is the cell concentration (cells/volume), Combining Equations 

(VII-12), (VII-13), and (VII-14) gives the yield as 

y = 

3 Solving Equation (VII-11) for r and substituting gives 
0 

Substituting this in the previous expression gives the yield as 

y = 

(VII-15) 

(VII-16) 

(VII-17) 
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This shows that the yield is linear with voltage and cell concentration 

and is proportional to the square root of the elapsed time. These re­

sults agree with experiment as already discussed in Chapter III and 

shown in Figures 10, 11, and 12. Equation (VII-17) also indicates that 

the yield is related to the square root of the quantity containing the 

permittivity, conductivity, and frequency terms. It remains to be seen 

whether x as defined in Equation (VII-6) can predict the proper experi­

mental behavior, 



CHAPTER VIII 

CALCUl.,ATED FREQUENCY AND CONDUCTIVITY DEPENDEN'CE OF YIELD 

In the previous chapter, a theoretical equation was derived whicl;J. 

expressed the yield for a spheric~! electrode system. It correctly 

predicted the observed dependence.of the yi.eld on the voltage, cell con­

centration, and time. It w;i.11 now be determined whether or not it also 

correctly predicts the observed frequency and cqnductivity dependence~ 

To make this check, the quantity x, defined in Equation (VII~6), must 

be evaluated in terms of th~ physical parameters which describe our 

model yeast cell in aqueous suspension, This means that numerical 

values must be supp~ied for the various perrnittivities, conductivities, 

and cell dimensions. 

The fact that xis.the real part of a complex expression which it­

self is a complicated combination of complex quantities means that the 

evaluation of x for a particular set of parameter~ is a very involved 

computation algebr~ically. The use of a digital computer is therefore 

to be recommended, particuiarly if the computer can handle complex 

operations, Even.with the help of a .computer it is desirable to sim­

plify the expression as much as possible, based on the experimental 

data available concerning the various parameters, 

Restrictions, Simplifications, and Chosen Values 

In general, we.have permitted the quantities e and cr to be complex, 
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However, this is not necessarily a requirement for the frequency range 

in which we are. interested. If some of the mechanisms are such that 

appreciable relaxations do not occur until much higher frequencies, 

then it is justifiable to assume that the.corresponding parameters are 

real. It should be emphasized that even though E: and o may be real and 

haye no freq\lency dependence tQemselves, their combination to form~ is 

still complex, and is frequency dependent; and it is the s's which ap-

pear in the equ,a tion for x ; 

Permittivities 

With the aim of simplifying the calculations, we examine the be­

havior of the permittivities in each of the various regions of the model 

cell. In each case, the polarization will be assumed to be produced by 

rotating dipoles~ 

The suspending medi\lm is essentially a dilute solution of salt ions 

in water. As di.scussed in· Chapter IV, the relaxation for water occurs 

above 1010 Hz while that for ionic solutions is also in this range. 

Thus· for measurements. involving frequencies below 108 Hz, E: 
4 

can be con-

sidered constant and real. By the same argument the permittivity of the 

ion shell and that of the interior, which is also essentially a salt 

solution, can be considered real, On the other hand, the membrane is 

composed primarily of proteins and lipids. According to Oncley (40), 

the relaxation frequency for .these materials is in the range 105 - 107 

Hz; so that this relaxation falls in th.e high frequency end of the f:re-

quencies investigated. However, for simplicity, this relaxation will 

be assumed to have a negligible effect so that.rc:
3 

may be also considered 

real. Since this assumption is not completely justified, an~ deviation 
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of the predicted results from the experimental results in the 105~10 7 

Hz frequency range could well be due to e
3 

relaxation. 

Conductivities 

The relaxation times for the conductivity of ionic solutions have. 

been treated in detail by Falkenhagen (60), l'he relaxation time can be 

approximately related to the conductivity by 

T 
(J 

(VIII-1) 

when o is expressed ip mho/m, The critical frequency is then given 

approximately by 

f 
(J 

1 = --
2'ITT 

(J 

2o•10l.O. (VIII-2) 

-4 Generally the conductivities of ionic solutions are greater than 10 

mho/m, which implies that 

f > 2•106 Hz, 
(J 

(VIII-3) 

Since the majority of the measurements are taken below 107 Hz, Equation 

(VII-3) allows the conductivities of the ionic regions (o1 , o
3

, and o
4

) 

to be considered real and frequency independent. 

Again the membrane presents a different set of conditions. As a 

-7 rule, the.conductivity of membranes is quite low, ranging from 10 to 

-4 10 mho/m (25), If the mechanism is assumed to be ionic conductance, 

then Equation (VII~2) shows the relaxation frequency to lie in the 

3 6 range from 2°10 to 2•10 Hz,. The conduction mechanism is.probably not 

a pure ionic conduction so that f is not restricted to this range, but 
(J 
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this analysis does show that the relaxation of the membrane conduction 

may well occur in the frequency range of interest. For this reason, 

0 2 must remain complex, 

Typical Values 

By considering all of the permittivities and conductivities except 

0 2 to be real, we have reduced the number of quantitie~ which require a 

numerical value to the following thirteen: 01 , o2s' 0200 , T02 , 0
3

, 0
4

, 

s1 , c:
2, c:

3
, c:

4
, a

1
, a2 , and a

3
• For some of these quantities, experi..,. 

mental values are available while the others will have to remain un-

known and serve as variables in the calculations. 

Some typical cell characteristics are given by Schwan (25) as: 

E:lr - 60 

E:2r - 9 

01 - • 5 - 1 

0
2s -

a - a -2 1 

10-7 - 10-4 
(VIII-4) 

where the conductivites are in mho/m, a 2 - a1 is the membrane thick~ 

ness, and the relative permittivity or dielectric. constant is defined 

in terms of c: 0 , the permittivity of free space, as 

E: = E/E: , r · o (VIII-5) 

The suspending medium, being an aqueous salt solution, has 



120 

80 (VIII-6) 

and a conductivity which is approximately that measured as the suspen­

sion conductivity. It will therefore vary from 10-4 to 10-l mho/m de-

pending on the salt concentration and will be a controllable. variable, 

There are no accepted experimental values for the permittivity, 

conductivity, and thickness of the ion layer, Hence, these will be 

assigned what appear to be reasonable values. Since the ion layer is 

essentially a more concentrated solution of the suspending medium, it 

would be expected that the permittivity would be somewhat less than 

that of pure water and that the conductivity would be higher. The 

dielectric constant is set at 40, and the conductivity is assumed to be 

proportional to the suspension conductivity. That is 

= 40 

and (VIII-7) 

= 

where the proportionality constant his also a variable for the calcula-

tions. The thickness of the ion layer is chosen to be 

= 
-9 4·10 m. (VIII-8) 

There are no known methods of isolating a purely conduction relax-

ation in cell membranes, and as a result there are no experimental 

values for (J2oo and·Tz, These also, will have to be determined after 

some initial calculations have been made. 

The final parameter to be specified is a
1

, the radius of the inner 
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sphere, which is essentially the radius of a typical yeast cell. From 

microscopic observation, the average radius has been determined to be 

= -6 4•10 m. (VIII-9) 

Numerical values have now been assigned to all of the parameters 

except cr 200 , Tcr 2' h, and cr4 • For a particular experimental value of cr
4

, 

these three quantities are assigned values and xis calculated as a 

function of frequency. The res~lts are then plotted and compared to the 

experimental yield curve for that cr
4 

since according to Equation 

(VII-17) the yield.is proportional to x. Changes are made in T200 , 

Tcr 2 ' and hand the process is repeated. When the graphs agree as 

closely as possible over the entire frequency range used, cr 200 , Tcr 2, and 

hare assumed to be correct and.are fixed at these values. A different 

experimental conductivity is then chosen and with all of the parameters 

at their previous values, the frequency dependence of x is again calcu-

lated. If the theory, the model, and the chosen values are correct, 

then this distribution should compare favorably with the experimental 

results. 

The above procedure has been carried out for the experimental con-

ductivities given in Figure 14. The numerical calculations were made 

utilizing an IBM-360-50 digital computer. For a discussion .of the 

specific program used and its operation, see Appendix B, The values 

used for the parameters are shown.in Table I, and. the graphs of the 

results are presented in Figure 31, These should be compared with 

Figure 14. There are two important similarities between the sets of 

data. One is the corresponding shapes; the low frequency maximum, the 



TABLE I 

VALUES OF PARAMETERS USED IN CALCULATIONS 

FOR LIVING. YEAST CELLS 

Quantity 

T 
a 

h 

Value 

10-S m 

60 

9 

40 

80 

1.0 mho/m 

-6 . .. 10 mho/m 

-3 10 sec. 
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mid-frequency minimum., and the high frequency maximum for each case. 

The other is the shift of the curves to the right as the suspension 

conductivity is increased. 

A comparison of the theoretical and experimental results over a 

wider frequency range is shown in.Figure 32, Here the experimental 

results of Figure 13 are reproduced along with those calculated for cr
4 

-2 
equal to 10 mho/m, Although the fit is not perfect, it is seen that 

the general shapes are the same, including a high frequency cutoff at 

8 about 10 Hzo 

In succeeding caltulations the various parameters were allowed to 

change to see which part of the theoretical curve was affected by each· 

and tn what manner. It was found that the high frequency cutoff point 

was largely determined by the conductivity of the inner sphere. An in-

crease in cr
1 

increased this frequency, The low frequency response was 

found to be largely an effect of the relaxation of the membrane con-

ductivity, Without this relaxation, the yield did not pass through a 

minimum and for the high conductivity suspensions, was zero at all low 

and medium. frequencies such as shown in Figure 33. The frequency at 

which the relaxation effect became important was determined by the re-

laxation time, The magnitude of x at· the mid-frequency minimum is 

controlled by both the conductivity and relative thickness of the ion 

layer, As its conductivity is increased (or its thickness increased), 

the minimum becomes less pronounced and the curve flattens out, The 

high frequency peak can not be attributed to any particular parameter 

so it is likely a result of the entire model, The experimental datq 

in Figure. 32 shows that in the neighborhood of 107 Hz, the yield levels 
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off somewhat before dropping to zero, This same result has been seen 

for other data taken in this laboratory by W. Chen, Since the theoreti0
• 

cal curve does not predict such a response, it could be due to a relax.a.-

tion process not considered. As was mentioned earlier, the relaxation 

of the large organic molecules .in the membrane is in this region and 

could be responsible for this deviation of theory from experiment. 

Application to Dead Cells 

It is interesting to apply the theoretical method to a model for 

dead yeast cells and compare the results with experiment. This would 

lend constderable support to the theory if it could also predict the 

response of dead cells using reasonable assumptions for their electri-

cal parameters, 

Toward this effort, calculations of(x were made with the follow--

ing assumptions: -6 the cell radius was reduced to 2•10 mas supported 

by microscopic measurements; the membrane was assumed to have been made 

slightly porous by the killing process, allowing the conductivity of 

the central sphere to be equal to that of the suspending medium; all 

other parameters were unchanged from those used in live cell calcula-

tions. Computations were made for values of '\ corresponding to the 

experimental data of Figure 18, and the results are show-n in Figure 34, 

The two essential characteristics, no low-frequency minimum and a lower 

cutoff point,. are predicted. The shift with increasing conductivity 

is to the right, just as in Figure 22; but the yield does not decrease 

in magnitude as experiment shows it should. 

These results are encouraging, especially in light of the diffi-

i.:ulty 0f rf,p3';oduci.ng the experimental data. The prediction of the gen-
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eral chara~teris~ics ~ndicates that at l~ast the theory is headed in 

the right direction~ perhaps needing refinements in the models as more 

is lear~ed about the electrical properties of the cells. Once these 

properties are known and a suitable th~ory is applied, dielectrophore­

sis wi~l truly become a useful tool for microbiological research, By 

&tudying the ceil behavior before and after the application of some ex~ 

ternal ag~nt, the effect of the agent and its sight of action might be 

quick~y determ~ned, 



CHAFTER IX 

SUMMARY AND DISCUSSION 

Summary 

lt hAs been known for some time that dielectrophoresis could be 

used tp situdy the electrical p:i::operties of materials. Recently it has 

been applied succes~fµlly to living organisms. The work presented here 

desicn:·il>es the investigation in cons;i.derable detail of the behavior of 

yeast cells in nonuniform electric fields. The experimental procedures 

and necessat"y .equipment have beet). described.. The ''yield'' was ~elected· 

as the best <;lesc::riptive depel)dent variable, It expre$ses the. length 

of the sta(;~s or chains of cells i:;ollected on the electrode in a given 

time, The e~perimental variation of the yield has been reported as a 

functton of various physical and biological parameters. It was found 

to be line~:ir w:i,.th voltage ani;l Cfi!.ll concentration, proportional to the 

square root of the time, and to be a complicated function of frequeney, 

suspensio~ conduativity, and biological parameters. 

The question arises as to how a particle such as a yeast cell, 

whose 1,11ajor conS1tituents have dielectric constant.s each less than that 

of wat;er can exper:i,.ence a stronger dielectrophoretic forc;:e than an 

equivalent volume of water, Simple theory concerning insulating 

material$ does not a;).],.ow this result but requires the stronger force 

to be experienced. by the material o:!: the higher dielec;tric constant:. 

Clear+y the observations call for a deeper analysis than that for the 
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simply polari~ing dielectrics. We have in fact to deal with a composite 

system which c:onta~ns both co~ductive and polarizable materials. Just 

as clearly tqen, both poiaritation and conduction must be included in 

the analysis. 

Thel;'e a1;e two a,pproaches whi.ch can be taken toward · answering this 

qµes~ion when both polal:'i,zat;ion and condµction must be considered. One 

:Ls th~ "effect;i.ve'' poh.ri2;a;;Lop viewpoint which attributes an overall 

ef:j;ective polarizabil:i,.ty to the particle, and·thus arrives at an "effec-. 

t;i.ve d:i,electriq com~tant", This approach leaves some doubt as to how 

the force sqo'l.ll,d be calculated. 

Tne second approach is thro~gh energy considerations, wherein the 

en~rgy in the system is considered be~ore and after the particle is 

introd.ucec;i, Th:i,s can be brol<.en dQml as follows: When· the charge on 

the conductors. pi;-oq.ucing the electric field does not remain constant; 

not all of the ~hange in energy .of the system goes into work done on 

the.test body, ~art also goes into work done at the electrodes in the 

movement of cllarge. It is therefore nec:essary to have an-expression 

for the.energy a:;isociated wi.th.the body only, The forc;e may then be 

easily 9btained by tak;ing tl'ie negative gradient of the energy function. -

The advanta~e of this approach is its straightforwardness, All that 

must be kno~ c;1re the electric f:l.eld, the permittivity, and the con­

ductiv~ty throughqut space. 

The energy app')l'oac'h has been selected here and a derivation has 

been given for the for~e 011 an arbitrary particle in an arbitrary sus~ 

pen,ding 11\edi:um,. The resul,t is general to the extent that sinusoidal 

fields are .c~nsidered and al.1 of the constitutive pGl-rameters are al­

lowed to be complex. This permits the conqµctivity a and permittivity 
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8 to each be associated with a separate physical mechanism, having its 

own .frequency dependence; i.e., a dual mechanism approach, 

In order to apply the force expression to a yeast cell in aqueous 

suspension, a model was chosen which could be given,properties compara­

ble t;o that of a suspended cell. . 'l'he mo.de! consisted of a sphere en­

closed by two thin shells placed in an external medium. The inner 

sphere was to represent the cell corpus proper, the first shell repre­

~ent:ed the cell membrane, and the second shell was to approximate a 

su:t:"rounding ionic atmosphere. To facilitate the derivation of the 

electric fiel,ds for this particular model, some simplifying but reason­

able assumptions were made. These were that the parameters o and£ were 

~ie],d :independent, were not functions of direction, but could be func­

tiqns of frequency, that the frequency was low enough to permit the. 

field to be derived from a scalar potential function, i.e., magnetic 

forces were neijlected, and that the potential throughout the sphere 

was approximately equal to that for a sphere in a uniform field, 

Raving obtained an expression for the force on the model cell, a 

derivat:f,.o'Q. was then made t;o obtain the expect:ed yield for a suspens:i.01;1 

of these particles in a field of spherical geometry. The result showed 

the yield to be linear with voltage and concentration, and proportional 

to the square root of .the elapsed time; exactly the experimental results. 

The frequ,epcy clependence of the yield was.seen to be contained in the 

real part of a complex expression involving the complex dielectric 

factor of each 1;:egion, Assuming reasonable numerical values for the 

model parameters, and assum:ing all of them non-complex except o2 , the 

membrane conductivity, the dependence of the yield on frequency and 

suspension conductivity was calculated using a digital computer, It 
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was found to have the same .genetal features as the experimental results 

and to furnish a, gratifyingly good description of the observations, 

With only minor changes in the valµes of the parameters, the theory was 

~lso shown to apply to yeast cells which had been killed by autoclaving. 

Discussion 

Several conclus;i.ons may be drawn from this work. It has experi­

mentally c;lemonetrated the applicability of d;i.electrophoresis to. living 

org4nis~s. A detailed theoretical analysis has shown that the frequency 

anp. S\.\EIJ)ension c;::ond1.1c;::tivity are the two parameters which elucidate the 

dependen~e of the yield on the particular organism. 

The qualitative agreement between the experimental and theoretical 

resql~s suppo;ts the energy approach to the explanation of dielectro­

phofesis. It; also implies that the frequet:1cy dependence is due in most 

part ta the variaUon of the average values of the electric fields in 

t;he diUerent regions, rather than due largely to the general frequency 

dependence of the conduc;tivities and permittivities themselves through­

out.the eel], and medium. 

The only frequency dependent qu~ntity found necessary in our theo­

retical, m9del was that of a.conductivity relaxation in.the cell membrane 

which provides for the low frequency collection. It is expected .that 

the inclusion of other parameters would only change the details of the 

resu:Lts apd not the overa],.l 1:>ehavior. It might still be .desirable to 

conaider the more general case of all of the parameters being complex 

in Q't'd,et;' to obtain information al;>out a specific region, but that is left 

;for the future, 

Certainly the two shell model used is not,expected to describe 
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exactly an organism so complex as a living cell. In fact, more de­

tailed mod!::!ls can easily be envisioned. One which would maintain the 

spher;i.cal symmetry, and thus only complicate the algebra, would be a 

model with tht'ee shells. In this case the extra shell could be con­

sidered as a charge layer inside the.membrane. Or the extra layer might 

be given.~he properties of the cell wall and considered to lie between 

the membrane and the outer ion layer. More complicated models could be 

cons~ructeq to take into account the eccentricity of the cell, or to 

represent various cytoplasmic bodies. Carried to the ultimate, each 

molecular species :in each region could be given its particular electri­

cal characteristics; but the corresponding model and its mathematical 

solution would quite possibly be hopelessly complex. 

The attracUve part o:f the present model approach to representing 

the behavior is that it gives a physical insight into the problem. It 

allows separate characteristics to be ascribed to the different major 

parts of the cell, which is much more pleasing than to try to represent 

the entire cell by !;!Orne empiri,cally "effective" para'!lleters as has been 

done by some authors (49, 61). The division of the conduction and 

polarizatio~ into two distinct physical processes is also satisfying to 

the purist who prefers that mathematical constructs be expressions with 

physical ~eaning. 

The ~~ture for dielectrophoresis seems bright indeed. Now that the 

experimental techniques have been devised and a workable theory develop­

ed, the investigation of other organisms can begin in earnest. The re­

sponse of other organisms may be different from that of yeast, but prob­

ably only in detail, since the gross electrical characteristic of most 

microorganisms are approximately the same. With the inevitable refine-
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m.ent of teq.qniques, such ;aa the 1;1tudy of .cells all. in the same growth 

1;>hase or the study of a single cell, many of the errors and nonrepro~ 

dllcibi+ities Qf this work will be eliminated, and these details will be 

m.o:re easily o'bservabl,e. The ca1,1se and effect relationships between 

the t;i;~~tment ~nli response of a c~Ll will th.en be quiokly determipable, 

thqs m.1;1Jtini dielec;t~ophoresisa very handy tool for the microbio:l.ogist. 

:,-: 
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APPENDIX A 

CONDUCTIVITY CONSIDERATIONS 

It has been seen that conductivity plays a very important role in 

dielect;i;ophoreeis. This is so bec;ause it helps to determine the bound-

-+ 
ary cc;,nditioµs on the E fields at the material inteifaces, It is there-

fqre important to be able to determine .experimentally accurate values 

for cond'\lc.tivities at var;i.ous frequencies. 

For sqlid materials, the measurements are rather simple and 

straightforward, On the other hand, determining conductivities in 

moder~t~ly and eyen poorly conducting liquids presents some prominent 

o~stacles, For D,C. voltages, especially, and less importantly for 

high trequency A.C., electrolysis occurs at the electrodes. For low 

frequency A.C, voltages, capacitance effects in the form of electrode 

pc;>larizat:ic;:mi;; enter into the analysis. At high frequencies stray ca-

pacitanc;.es and inductances must be considered. It is only in the radio 

3 6 frequency range of 10 - 10 Hz that a somewhat simple approach can be 

taken. The prob~em becomes one of trying to determine the properties 

of.the test material without introducing large errors due to the meas-

uring devices themselves. 

:aackground Theory 

The conduc;.tivity q is defined for a particular medium in terms of 

the current de~stiy and the electric field by 
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(A...,1) 

If the media are isqtropic then these vectors can be replaced by their 

scalar magnituqes. For a rectangular sample elewent of thickpess !land 

cra~~-sectional area A, the current I passing through the element can 

be expressed in terms of the potential V dropped across the element by 

Then 

0 

I 
A 

= 

= 

I !l 

VA 

V 
0 !l 

= 

sin~e the resistan~e R is equal to V/I. 

Similarly the pennittivi,ty is defined as 

-+ -+ 
D = sE 

and fiom Gau~~' Law for an element between two charged plates 

q = PA = e:EA = 
VA 

!l 

(A-2) 

(A-3) 

(A-4) 

(k-'5) 

where q is the charge O!l one of the plate!?, Since the capac,itance C 

is defi,ned as q/V, the following relation for sis obtained, 

s. 
C!l 

= -. -
A (A-6) 

For a parallel plat~ configuration tben, sand 0 can be detennined from 

the capacitance, resistance, and the geometrical dimensions of the 

sample. Th~ usual method for d~termining Rand C is to use an imped-

ance bridge and balance the sample against a parallel arrangement of a 

variable capacitance and a variable resistance. The measured values do 
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not ordinarily correspond to the true values because of the introduction 

of the errors already cited; electrolysis, electrode polarization, as 

wel~ as stray c~pacitances and inductances. 

Case of Electrode Polarization 

As an example of the diffic4lties in obtaining the true parameters 

from the measured cmes, coni;ide;r the simple case of the sample capaci-

tance an4·resistance in parallel, combined with electrode capacitances 

in s~ries as shown in Figure 35, C is the sa~ple capacitance, R is the 

samp:)..e resisti;nce and C' and C" are surface capacitances at the liquid-

electrode interfaces. The impedance of the R-C netwqrk at an angµlar 

:freqµency w is 

= 
R 

- j 

rhe impedance of the total network is 

z = 

where 

R 

C 
s 

is the total series capacitance. 

C' + C" 

(A-7) 

1 + ;c), (A-8) 
s 

(A-9) 

If the impedance is measured as a parallel R-C combination as 

shown in Figure 36, th~n it is 

R WR 
2c 

ZM 
.m 

j ( m m 
2) = 

1 + w2R 2~ 2 1 + w
2
R 

2c 
(A-10) 

m m m m 



C 

c' 
R 

Figure 35. Electrical Model for Conductivity Measuring Device 
Iqcluding Electrode Polarization. 
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Figure 36. Equivalent Circuit as Measured o~ an Impedence Bridge. 



Equating real and imaginary parts gives 

and, 

C :;:: 

R = 

R 
m 

R 

2 2 2 
R ( 1 + w C R ) 

m 1 + w2C 2R 2 
m m 

For conquct;ing solutions at low frequencies, 

and Equation (A-ll) becomes 

Solving thts ~quation for R and assuming that 
m 

gives 

wRC « 1 
m 

R = m 
R 
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(A-11) 

(A-13) 

(A-14) 

(A-15) 

(A-16) 

Since w2RiG 2 
<< 1 for many cases of interest, the measured value of 

m 

the resistance can be much higher than the true value. 

in the same manner, the true capacitance can be quite different 

from the measured capacit1;1nce., In fact~ as stated by Slater and Frank 

(58, p.lO(i)", •• there is no experimental way of finding the dielectric 

constant pf a good conductor.at low frequencies", indicating that for 

these conditions it is impossible to relate the true capacitance to the 
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measured capacitance. 

As an e:icample of the magnitude of the possible error in resistance 

-2 measureJQ.imts, ;F;i.gure 37 shows the resistance of a standard 10 N solu-

tipn of KCl as measured using parallel stainless steei plates over the 

2 4 frequency range Z.5•10 - 5•10 Hz, As can be seen, the measured re~ 

sistan,ce changes by 50% over this range. For more concentrated solu-

tions, the results are ~ven more erroneous. 

Experimental Solutions 

Althqugq in the above case the sample parameters cannot be easily 

relate9 to the measured quantities, there are some experimental tricks 

which C/:ln be used to get·around this problem. One is to make the inter-

facial capacitarice as l!:lrge as possible. Then the contribution of this 

qua~tity to th~ total impedance can be made small enough to be neglected 

as can be seen in Equation (A-8). This is most often done by adding a 

coating of platinum black to a.set of platinµm electrodes, a procedure 

which was introduced by Kohlrausch (62). 

Another method of sorting out the sample effects from the electrode 

effects is to vary the interelectrode spacing, This changes the bulk 

parameters without alteririg those at the interfaces. This type of ap~ 

proach has been used by Jories (63), 

Other variations have been used and a considerable number of papers 

hc;1ve c;1ppeared discussing them (64 - 67). An excellent review with em-

phasis on biological suspensions has been given by Schwan (69). Several 

te:ic~s aiso treat t4e problems involved in making conduction measurements 

(34, 4~, 70), so that further detail is not necessary here. Suffice it 

to say that the measurement method being used is possibly causirig ser-
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Figure 37. Resistance at Different Frequencies of 

a Standard l0-2N KCl Solution as 
Measured With Stainless Steel 
Electrodes, 
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ious error if either of ~he following tests on standard solutions fail: 

(1) The measured resistance of a particular solution must be frequency 

;i.nd~pendent; (4) The g~ometrical "c;.onversion factor" for changing from 

resistance to conductivity must not vary with the conductivity of the 

stan4ard solutions. 



APPENDIX B 

COMPUTER PROGRAM FOR CALCULATING FORCE 

AND YIELD FOR A TWO-SHELL SPHE~E 

The gener~l force expression for a sphere with two shells is given 

in terllls of relative parameters by Equation (VI-52) as 

-+ 
f = - 'TT 

(Nl + N2 + N3) 
" 2 { [ * r r r ]}. i:: vE

0 
Re E; 4r , o (Dl. + D2) 

r r 
(B-1) 

where the ter:\"(\s are defined in Equations (VI-44-51). Making the deUni-

tiqn 

gives 

w ,... 

-+ 
F = TIE 

0 

Nl 
r 

+ N2 + N3 
( Dl 

r 

r r), 
+ D2 

'iJE 
2 

Re (W). 
0 

r 

Comparing Equation (B-2) with Equation (VII-6) shows that 

= xh 
0 

= Re (W). 

(B-2) 

(B-3) 

(B-4) 

For a field produced by spherical electrodes, Equation (VII-17) 

~ shows ~hat the yield is proportional to x • This implies that the yield 

[ ~ is also prppo;tional to Re (W)J .• The evaluation of Re (W) as a 

function of frequency then permits the calculation of the frequency de-

pendence of both the force and the yield. The latter can be compared 

14$ 
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with e~perimental yield determinat:i.ons, 

To faciU.tate the computation of W at various frequencies, an 

I~M..,369-50 computer was used, The program used was written in FORTRAN 

IV and is shown in Figure 38 for the particular case of dead cells, The 

calcu],.at:io11s are do~e ~n douqle precis:i.on, giving 16 significant dig:i.ts 

to ea~h number~ The general flow of the program il:i as follows: 

1, Define the size of those quantities which are to be arrays. 

2. Define those real quantities which are to be double preqision, 

3, Define those qua~tities which are to be complex double precis-

ion, 

4. Denote the real part p:1; W by R through an EQUIVALENCE state-

ment, 

5, Read from d~ta cards and print the values for the sphere and 

s~ell dimensions, the die:).ectric constants of the four media, the D.C. 

condt,1cUvities of the four media, and the high frequency conductivity 

and relaxation time for the membrane. 

6, Fqrm t:he effective d;lelect:ric constants and conductivities, 

DCA(K) and SA(l<) respective;l.,y, for the four model regions at a part:i.cu..,. 

lar frequency. 

7. Compute the relative complex dielectric factor I;. denoted in · · ri 

the prog;am by C(l), 

8. Calculate w, 

9, Take the square root. of R, the real part of W, :i.f it is pos:i,.-

tive, This q~antity Y is proportional to the y~eld. 

10, Print the conductivities of the suspending medium and outer 

shell, freq~ency, R, and Y, 

11. ?-epeat from step 6 us in$ a· dif;ferent frequency until the calcu-
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--(.--T,W-SHELL-OOtJ(iLE l'RfcCISlllN, SU) IS FUNCT(fkEtJl,- ·1r~PUT 4CARiJ!>/SET 
C S141 VARIES OVER EXPERIMENTAL RANGE: E-4 TO E-l 

C 
l 
i 
3 

DI MENS I ON OC I 41 , SI 4 I , FR E Cl I 'l I , Y S 1) I fl l , SIN F ( '• I , SZE RO ( '• l , TS I 3 I 
DI MF. NS I ON OT S l ( '•) - --· -·-- ---·---------··-·-

OOlltl LE PRECISION Al8l,llCAl 11),SAl4l,AlC,A?C,A3C,Al23C,A21D2l 
4----·---- DDlHlL[ PRECISION AJD32,R ·-- - ---

5 OOUKLE PRECISION Y,OSQRT 
"C (J',1 PL E x *TC-GZ3-;r,3-4-;-;:; T2--;-w.T-;Trzt2-;T{r.T;lT32-;Tl2T;-:~ 3 t- , C 4 CO r~ , vlZ 

1 CUMPLFX*lh Nl,N2,N3,N;o1,02,o,w ,C(41, OCONJG 
--8-- - E OUIVALENCE I W, R 1·----·- ------------ -··-··· ------·--·--··---------·--·--·-----------------

9 oco = 8,854E-l2 10 --- -- - K = ·2 . . . .. - - .. ·-----------------·-··-···-·-- ·-· -------------------·--·--------- -------

11 l REfiDl5d01 Al,fll2,A23,COt,Sl,IDC!ll,l=l,41,(SIJl,J=l,41 
.,.....,...,~, STll.Tr2T;TST2T-----;-51TlFTTJ"";TSDT ______ _ 

12 10 FORMAT l4EB,l/BE~.l/2E8,ll 
-n--·--------wR nr-1 6·;1,3 )ATiAl;,; A? 1,CONST~ I DCTIT,T=T;4 r,(STJl",T=T,7tr--------- --

1 ,SINFl21,TS121 ,Sli\JFl31,TSl31 
"Tt;·------·ra·FoRM AT I /20X, 1 I NPUT"O ATA' ,l 4 I li(5X ;n .'.i. 7 II) nr·-----·- ·------------------

15 A?= Al+ Al2 -,-6 A3 = A7.~+-1173~~-~-------------------------
lJ on 9 MM= t,4 

·To···------···- 0[ A I MMl ·= DC I Ml.Ir··-------------

19 SAIMMI = SIMM) 
·- 2 o ·- ------· ---9- --CONT -[ NU~ --- ·- ----~---- -----·---- --~----------· . 

21 S7EROIKI = SIKI 
22 , w P t 1t 1 6 , 2n 
2 3 2 l F O R.'I AT ( 13 X , 1 S I 4 I ' , l 6 X, 1 S I 3 I ' , l 2 X , ' FR E QU c NC Y ' , l 3 X , ' RE AL I ·,i I ' , 2 l X, 

---·-·--------·- · ·1 ·-·,·v ,. ,-,-·---------···-·- -- ·--·····---- ---·-··-····--· ·-· ---------------·-·- .. --· -----------~----- -------
24 SAil) = SAl41 

--25-···---· -··--------····-SA ("3 r-·-:=-···s·Ar4·r·-·*""""CONST ------·--···-··-

26 MZ = l 
ti 80 Oil ,u 
28 ',0 FRE(J(ll = 10,**ll+ll 
29 Ml -= 2 - . ------·----------··----------··-·· 

30 GO TO 33 
3r-----1rFDEO nr·= · 1.-*FREQ{l ,----- . 
32 Ml= l 

.-, i 3TtJ1·1FG"Rc-=~'l 3 2 * F~1:trt11----nc-o-
34 OMEGA= OMEGRL/OCO 

·35··----------ors1 l K ,--=-T;+( nMEGA*TSIK I 1**2 ---- ---- -·------·---------·--···-·-

] 6 DC A I K I = DC l K I - I S l E; RO I K I - S I NF l K ) I* T S l K ) II I) CO* Cl T S ti K I I 
·3,---------- SAIK I = S INF {KI .. +TS I ERO ( Kl ..CSINF( Kl I /OTS1 l Kl- --------------

38 on s L = 1,4 
:,q 5 1~ 1 u-:0uc;;,rrr-n-;,,r;-r=-s-A,T'l""'*1-C-;-,l--;1,-r1,..,n;-Hi:------
,,o G 12 CI l I + 2 , *CI 2 I 
41 ··------------- G23 - ·c In + 2. ~·c n 1 
42 G34 CDI + 2,*Cl41 
43 Gl2 - Clll + 2,*CIZI 
44 H4 l C ( 4 I ., CI 11 
45 H1,7-=-cT4-r,;-c·1-,.~-------~----
4& H4-~ Cl41 - Cl31 
47 - Hl2 - Cl3J - C(ZJ 
48 H21 C(21 - Clll 
49 -·--·----------·----- A lC. Al ~*3 

50 A?C A2**3 
-i;- A ... 3"C-="7iTfl'1-----------------------------"---

~2 Al23C = AlC*A2C*A3C 

fig1,1re 38. k FORTRAN IV Program for Computing x and x 2 for Dead Cells at 
Different Frequencies. 
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Figure 38 (Continued) 

53 A23021 = il2C•A3C*I A2C-At CI ·------------
5', A303? = A3C*IA3C-A2CI -·--ss·-;---------,r3·F--;--·G-f2"• G2 3 * A2(. -.- ·2 • tiH2 f •H3 2 .-A-re---- --------------------------------------------
5~ C4CON =OCONJGICl411 
S1 1 NI 9.•tlzl•C(11•H4l*Al23C 
58 N2 = 3.•Clll*Gl2•H42•A23021 
~'I .. -,..3- ;.··H4lfA3032•NIF ....... -- -· 

60 DI= A3C*Gl40N3F 
6-i -----·--(lz-·-~ -z~ •A}C 'Ii'• 3 • IG i 2•H32*A2C·+ G]Z•Hil •Attf. ·······-·---- -----·-·---··- -------··-

62 N = -C4CON•INl+N?+Nll 
63 , o = DI till 

.. 1,4 ____ ; W_ = .. N/J) ---·-------------·----------·--·-··---------· _ 
65 IFIR,GT.O. I Gil TO 30 
66 Vs O. 
67 GO rD 31 
68 30 V = OSQRTIRI 
1.9 31 WRHElb,1101 SA.141,SAlll,FREQll l,R,Y 
70 110 FORMAT(2IIOX,D9.21,IDX,E9,2,IOX,Dl4,7,IOX,Dl4,71 
71. IFIMZ.EO.ll GOTO 32 -------·---- -------------··· 

.. 7l _ 4 _CONfJNUE _ -- _ ·····-·---·--·-----------------··---------·--·---···-· 
1) WRITElb,221 
74 22 FORMATIIOXI 
75 15 CONTINUE 

. _1,; _______ GO .TD_ I _ ..... ------------------------ . ·-····-···- ___ -··-···- . -·····-··-----------
11 ENO 

HNTMY 

INPUT DATA 
o.2ooooooe 01 - o.1ooooooe-01 o,400000Tf::02 0;49 oo o O<fE - 04 -----·-··-···-------------

0,6000000~ 01 0,9000000E 01 0,4000000E 02 
o.1oooooobo1 · o.1ooooooe-o~ 0,4,,oiJoociE oo 

0. e ooo o oo e 02 a·: 2 BO 00 00 E ::·01·-· --·--------· -- -----------·--··-···-···- .. 

0.9'100004E-Ob 0,9999999E~03 O.IOOOOOOE 02 O,IOOOOOOE-04 

------~1_41_ ________ .s1.J1________ rneourncv -····-··-·REAL.IWl y 
----~---------

O,l&0-03 0,140 01 O,IOE 03 0,616372411 03 0,24~?6°~ll O? 
o.2ao~o1 o,14D 01 o,30E 03 o.61 1,402w 01 o,z47,i71,,n n? 

. 0,280-03 0,140 01 O,IOE 04 0,61483120 OJ ________ 0,?47'1~791l o;, 
Q,280~03· -- 0,140 QI O,lOE 04 0,6223822D 03 ··o:z~cj47syo-0? 
0,280-03 0,14D 01 O,IOE 05 0,63752830 OJ 0,252',q·12n 02 
0,28D-03 o, 14ll 01 -o.fOE -os o.63'J7161D o, ------o.z•;r,1,111 rj~--

o.2eo-03 0,140 01 0,IOE Ob 0,61714120 OJ 0,2'•-'',2330 1'7 
0,281l-03 0.1,,D 01 Q,JOE 06 0,46.4306',ll OJ 0,21'>'.H7P p·, 
0,2D0-03 0,14D 01 O,IOE 07 0,834422~0 02 0,913'>67'>0 OJ 
0,281l-03 0,140 01 (),JOE ·oi- --iJ.-45'(5964[) 02 -0,006:10:.100 on 
0,28()-03 0, 140 01 O,IOE 0~ -0.64339820 02 -0.')')000l10/l nn ·----·o:·2a[i.:o'i ______________ 0:1~0 oi ------o~3<>E oa-----·:.5;1,i;ii224so·o2 - - - --o.oooioooo rn-

INPUT DA.TA 
G,2000000E 01 . O,l'lOOOOOE-01 ... Cl,400000IE-02 0.4~00000E 04 --------------------· -
o.,ooooooE 02 0,9000000E 01 o.~OOOQOOE 02 O.BOOOOOOF 02 

-·o;·ioifrlOOOE.:03 O,IOOOOOOE~O~ 0,4900000E 00 0.2106000(-07 --~--------------------·--·-
0,9900004E-06 0,9999999[-03 O,IOOOOOOE 02 0,1000000[-04 



152 

lations have been made at all of the desired frequencies. 

12, Rea~ a new set of data and make the calculations for this set, 

This. part:icular program allows some flexibility in that SINF(3), 

the high frequency conductivity of the outer shell, can be used with 

its rela:K:atipn t:l.~e. For the best results though, this is not needed 

ari.4 so is read in equal to SZER0(3). The parameter CONST gives further 

£1exib;i.lity :i,p that it can be used to relate two or more variables. It 

was useg :l.n tlhis connecti<;>n to relate SA(3) to SA(4), thus overriding 

t:b,e read, in value for SA,(3), Note that in statement 24, the conductiv­

ity ;i.n,:l,d~ the cell is ass\Jrmed equal to that of the suspending medium. 

This assumption for dea4 cells is .not applicable to other situations 

aAd so in that case should be deleted. 



A - Ciossectional area 

Ain ~ Legendre Coefficient 
I 

A. ~ See Equation (VI-32). 
l, 

APPENDIX C 

Ll;ST OF SYMBOLS 

a - p~rticle radius, ellipsoid axis 

a1 , a2, a
3 

- radii of spheres in two shell model 

-+ 
B - magnetic induction 

p - ellipsoid axis 

Bi - See Equation (VI-32) 

Bin - Legendre Coefficient 

C - Capicatance; particle concentration 

-+ 
D - Electric displacement 

-+ 
P - Total Displacement 

Dl, D~ - See Equations (VI-47-48) 

d ~ sample thicknes~ 

~ 

E - Ele~tric Field Strength 

-+ 
F - Force 

f - f1;equency 

f - critical frequency for conduction relaxation 
C1 

-+ 
H - Magnetic Field 
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I - C1rrient .. 

if~ Surface density of free current 

-+ 
J - Total current density 
,+ 

J0 - Cond~ction e4rrent d~nsity 

jp ~ D~splacement aurrent density 

K - Complex conduction factor 

k ... Boltzmann's constant 

Lf, L2 - See Equations (VI-28-29) 

i - Sample thickness 
,+ 

M - Magnetization 

~ 
n - Unit outward normal 

Nl, Ni - See Equat;i,.qns (VJ:-44-45) 
,+ 

P - Electric polarization 

R .... Res;i,.1:1tance 

r - Radius, polar coordinate 

T ~ Kelvin temperature 

U - Time mean electric field energy 

V ~ Vqltage, volume 
,+ 

v - velocity 

w - Time average~ energy of a body 

Xl, X2 - See Equations (VI-49-50) 

Y · - Adm:i,.ttallee 

y - Y;f,.eld 

Z - Impedance 

~ - Permittivity 



e' - Real part of .e 

e" - Imaginary part of e. 

e .., Effective permittivity 
e 

e ,.. Permittivity at +ow frequencies (static) s 

e - ~erm~ttivity at high frequencies 
00 

~o ~ ~ermittivity of free space 

n ,.. Vieicosity 

nf - Surfac~ density of f~ee charge 

a.., :Poiar ~oordinate, phase angle. 

µ ~ Micron (10-6 m) 

~ .... Cqmplex dielectric factor 

~r - Relative cc,mplex dieiectric factor 

p - Volume density of charge 

pf - Volume density of free charge 

a - Conducttvity 

q~ - Rial part of a 

a" - lma$inary pa:rt of er 

a - Etfective conductivity 
~ 

a 'T'" Cc;,nductivity at low f:requencies (static) 
s 

a - Conductivity at high frequencies (static) 
00 

, - Volume element, relaxation time 

, ~ Relaxation time for permittivity 
~ 

, ~ Relaxation time for conductivity 
a 

g, - Potential function 
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4> - Polar coordinate 

x - Force parameter, See Equation (VII-(5) 

~ ~ Pq~ential function 

w - Angular frequency 

~ - Del Operator 

Re(~)~ Real part of~. 
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APPENDIX D 

ERROR ANALYSIS 

The sources of error involved in the yield measurements h;:i.ve been 

pointed out in Chapter III. The effect of these errors on the yield 

will now be considered for those which can be given numerical estimates. 

Since a large number of measurements was not taken for each set of con~ 

ditions, an empirical statistical analysis is necessary. The theoreti-

cal expression for the yield given by Equation (VII-17) will be assumed 

to apply and the propagation of error through this equation will be de-

termined. 

The deviation in the yield, assuming it to be a function of C, ~1.' 

o, and f, is given by standard methods as (75, p. 273). 

S = [(w S )
2 + (w~S~)

2 + (w. S )
2 + (w S )

2 + (wfS£)
2 + (w S )

2
]~ (D-1) 

y c c ~ ~ t t o o r r 

where S. is the deviation and w. is the weighting factor for the para~ 
1 1 

meter i, and r refers to the error in reading the scale. The probable 

error is obtained from this expression as (75, p. 255). 

P.E. = 0.67 S • 
y 

(D-2) 

Using experience with the apparatus as a basis, the values of the prod~ 

ucts w.S. are estimated to be: 
1 1 
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w s == 0.05y 
C C 

0.03 (1 lo~ f 
w<PS<P = + ) y 

7 

wtst = 0.02y 

w s = 0.05y 
CJ (j 

wfsf = 0.02y 

w s = 0.25 . r r 

These values give the probable error as 

P.E. = (0.67) [{0.0058 + 0.0009 (1 + ~)2} y
2 + 0.0625]~. (D-3) 

which has been evaluated for the yield and tr; shown in. Figure 13. 

These error limits express the conf:ldenc:e with which a particular 

curve can be drawn. Since the errors 1xm.sidered do not take into ac-

count such factors as cell age, cell size, cell makeup, and growth con-· 

ditions, caution should be used when making quantative generalizations 

about behavior. Thus, when any of these quantities might be different, 

such as when a different culture of cells is used, the yield will gen·-

erally not be reproducable within the error limits. 

An example of just such a situation occurs when Figure 13 is com­

pared to the curve of Figure 14 when a= 1.56•10-2 mho/m. On a log 

-2 3 scale, 10 mho/m lies about two thirds of the way between 2,12·10-

-2 and 1. 56· 10 mho/m so that one might expect the curve of Figure 13 to 

lie between the two middle curves of Figure 14. This is, in fact, the 

5 5 case for frequencies up to 10 Hz. Howevert above 10 Hz, the yield in 

Figure 13 exceeds all results shown in Figure 14. This would indicate 

some uncontrolled difference between the cells used in the two studies. 

One :f'm:ther comment on errors concerns the comparison of experi-
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mental results with theory. In the derivation of Equation (VII-17), 

the yield was rela~ed to the nqmber of .cells collected by assuming that 

the pearl chains were of equal length and cylindrical in form. As is 

obvious from the photographs of figure 9, this is not.the case, The 

question arises as to whether some.other methpd might be used to esti.,­

Illate the number of cells collected. 

Two methods which come immediately to mind are the direct count of 

all .. of the collected cells in place and the coui,t of the cells after 

they have been .removed to some suitable detection device. Irt the first 

c<;1.,se, the optics at the electrode are poor and a direct count at the 

surface would not only be tedious but also inaccurate, This would be 

particularly true for organisms smaller and more transparent .than yeast. 

The second.method would be superior to the yield if it were possi­

ble to remove, t:he collected cells with.out .losing some or without gaining 

some which had not collected. In practic~ this is a difficult require­

ment to meet. 

Thus, the.two obvious alternatives to the yield as a measure of the 

number. of cells collected, would require more involved experimental pro­

cedures and yet do not appear to be significantly more reliable. For 

routine.work~ then, the yield seem1;1 to be the best measure of the col­

lection. Pe3:haps a useful compromise, in the form of a yield calibrated 

in.tenns of a.direct count, would be the optimum approacl:t, 
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