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AN APPLICATION OF PATTERN RECOGNITION THEORY TO WEATHER
PREDICTION USING QUANTiZED RADAR DATA

CHAPTER I

INTRODUCTION

Pattern recognition techniques have been applied to a variety of
useful applications: character recognition, speech identification, and
electro-cardiogram diagnosis. But the increasingly important need for
short-term weather prediction has received little attention. An auto-
matic short-term weather forecasting system will certainly be an inte;
gral part of future automated air traffic control. Until recently the
data obtained about the small scale features of the weather was already
hours old before it could be reduced to a form suitable for automatic
prediction. The National Severe Storms Laboratory, Norman, Oklahoma,
a division of the United States Department of Commerce's Environmental
Science Services Administration, has devised a procedure for recording
on magnetic tape the weather information contained in a normal plan
position indicator (PPI) radar scan minutes after it occurs (25).

Having overcome the problem of suitable data acquisition, the
next step is the formulation of a workable prediction scheme. Although
a prediction plan has already been proposed (22), it is only a first
order approach to the problem and neglects important features of the
weather that could be used for prediction. The short-term weather
prediction scheme to be presented in this paper extends and modifies
the earlier plan and, for this.reason, may be regarded as a second order
approach. Although each part of the proposed prediction plan has a
theoretical foundation, the manner in which the parts are interconnected
classifies the entire scheme as heuristic.

A review of the fundamentals of radar meteorology and the method
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used by the National Severe Storms Laboratory to obtain the digitized
weather data will be discussed. The purpose for presenting this meteo-
rological material is twofold. First, because of the interdisciplinary
approach to solving the problem of short-term weather prediction, it is
necessary for those not having a background in meteorology. Secondly,
necessary definitions must be presented in order that they may be referred
to throughout the study.

After establishing a meteorological foundation, a development of
the already known prediction plan is presented. Several modifications
of the proposed plan are discussed and the results tabulated for two
actual storms. By comparing‘thé_several schemes used, it is hoped that
a firm basis will be established from which future automated forecasting

schemes can be devised.



CHAPTER II
RADAR METEOROLOGY

The Equivalent Radar Reflectivity Factor

In the application of radar to detect meteorological phenomena, the
basic radar equation is modified and a new term, equivalent radar reflec--

tivity factor Ze’ is defined. The basic radar equation is

Ptczhzo
P & w—mm—— . (2.1)

T 6411'3114

where

- Echo power received

Power transmitted

Range of target

Antenna gain

Q @ x Y ™
1

Radar cross section of target

A

Wavelength

Equation 2.1 gives the echo power returned from a single target of
radar cross section g. The radar cross section ¢ is not the physical
cross section of the target, but is the ''backscattering cross section".
It is defined as "the area intercepting that amount of power which, if
scattered isotropically, would return to the receiver an amount of power
‘equal to that actually received" (1). However in the case of meteorolog-
ical targets, such as rain, snow, and hail, there are allarge number of
independent scatterers. If there are N particles per unit volume and
the radar cross section of the i th particle is O then the average
total backscatter cross section per unit vglume is ;- The total
radar cross section may be expressed as Vﬁf a;
that the radar beam can effectively illuminate.

, Where Vm is the volume

3
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A radar with vertical beamwidth Py horizontal beamwidth eB, and
pulse duration time 7, will illuminate a volume at any instant that can
be approximated by an elliptic cylinder. If c is the velocity of propa-~
gation, then the length of the radar pulse in space is h = ¢1. The power
backscattered by particles at range (R + h/2) from the leading edge of
the pulse will arrive at the antenna at the same time as energy backscat-
tered by particles at range R from the trailing edge of the pulse; there-~

fore the depth of the volume is h/2. Hence, the volume illuminated is

v = w(q;—B R) (—:_3 R) 2— . | (2.2)
Because of the motion of the precipitation particles relative to
each other and the motion of the particles as a whole relative to the
radar set, there is considerable variation of the received energy from
pulse to pulse. Slowing the scan rate and taking the average of the
returned power results in a smoothing of the signal fluctuation from
these random motions. By using the approximate relation, G = 4n/¢BeB,

the average received power may be written

_ podh o
P_ = Z (2.3)
r 128nR2 -

If the wavelength is much greater than the circumference of a
scattering particle of diameter Di (Rayleigh scattering region), it can
be shown (p.27, Batten) that the radar tross section'is

n5D 6

a.=-;4—i—|KI2. 2.4)

The constant lKI 2 depends on the wavelength‘and the dielectric constant
of the scatterer. For A = 10cm, the value for water at 10°C is approxi-
mateli 0.93, while |K| 2 for ice is about 0.197. When ice acquires a
thin coating of water, the value for [K| 2 is almost that of an all water

particle (I). Hence the value for |K| 2 can be considered a constant for



summer precipitation.
Substituting Equation 2.4 in Equation 2.3, the average received

power is

4 N <
s PtGhﬂ l 2 6 ,
128 A"R i=1

- ' N -
The radar reflectivity factor Z is defined as £ Di6 (mm6 m‘3) and
i

is a measure of particle size and distribution., Equation 2.5 then

becomes
“1>“r=-9§ zZ (2.6)
R

where C is a constant for a particular radar and precipitation situation.
Equation 2.5 shows that the return power is dependent on the size of the
scattering particles and the range. After range-square normalization,
the return power is directly proportional to the size of the scatterers.
Hence, the return energy is a measure of the size and distribution of

the precipitation particles.

Equation 2,6 was derived for scatterers in the Rayleigh region.
However by a slight modification, the equation can be made applicable
for all regions of meteorological interest. By summing both sides of
Equation 2.3 over all particles and then rearranging, the reflectivity

factor is

Xa = :
Z=—5———2— Z g, - . 2.7)
n IKI i=1

Outside the Rayleigh scattering regionm, Equatioﬁ 2,7 can be used to define
an equivalent radar reflectivity factor Ze' The defining equation for

Ze is

N

x&
Ze=?——2— O'i . (2.8)
kP T
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The equivalent radar reflectivity factor is defined as ''the reflectivity
factor associated with Rayleigh scatterers having the same radar cross
section as the actual scatterers" (8). After rearrangement, Equation 2.8
becomes
5 2
i id
o, = % Ze . (2.9)
A
Substituting Equation 2.9 into Equation 2.3 allows the average return

power to be written as

PthAh 2
P_= > |kl "z . (2.10)
128 A°R e
Hence,
- C .
P = 2 Z, - (2.11)

Since Ze is a measure of particle size and is not confined to the
" Rayleigh scattering region, the average received echo power is a measure

of the particle size and number for all regions of interest.

The WSR-57 Weather Radar Imnstallation

The WSR-57 radar installation at the National Severe Storms Labora-
tory located in Norman, Oklahoma, is essentially the same as many United
States Weather Bureau stations. The characteristics of the National
Severe Storms Laboratory radar is summarized in Table 2.1 (21).

The radar transmitter and receiver circuits are mounted on the
drive pedestal with the antenna in an air conditioned fiberglass radome
atop a 75 foot tower. The radar is a conventional non-coherent system
using a balanced mixer and a low noise preamplifier. A block diagram
of the rad&r installation is shown in Figure 2.1 (21). A sensitivity
time control (STC) bias providés inverse range-squared intensity normali-
zation to an accuracy of 1db for targets between 20 and 100 nautical miles.
Because of the extreme range of signals for meteorological targets, the

range normalized signal is applied to an IF amplifier with the logarithmic

-
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characteristics required for accurate output voltage representation of

unattenuated signals.

TABLE 2.1

CHARACTERISTICS OF THE WSR-57 RADAR INSTALLATION
AT THE NATIONAL SEVERE STORMS LABORATORY

Wavelength 10 cm,
Peak Power 450 kw,
Pulse length 4 ysec.
Pulse repetition

frequency 164 per sec.
Minimum detectable

signal -110 dbm¥*
Beamwidth 2 deg.
Antenna gain 38.5 db

Azimuthal scan rate 2 rpm for PPI display .45
rpm for magnetic tape

* The threshold signal choosen for display is
-104 dbm, corresponding to Ze = 10 mm® m-3
at 100 nautical miles.

The video output of the logarithmic amplifier is sent to a signal
integrator for averaging before quantization. The log video passes
through an amplifier whose output is integrated into 200 range intervals
of 0.65 nautical miles each. The processing range of 131 nautical miles
may be adjusted to the location of echoes of greatest interest. For
this study the range of interest was 20 to 100 nautical miles; therefore,
the processing range was 20 to 151 nautical miles. The outputs of the
integrators are fed to a digital translator for recording on magnetic
tape. ’

The function of the digital translator is to provide the necessary
circuitry to convert the information contained in the integrated video
to a suitable form for storage on magnetic tape. A record is made of
the integrated video for each two degrees of azimuthal antenna rotation.
Each record is divided into eighty range intervals of 1.375 nautical
miles each. The signal representing each interval is quantized into

seven levels and encoded by a BCD matrix for storage on magnetic tape.
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Since a complete plan position indicator (PPI) scan contains 180 records,
the entire scan contains 14,400 discrete video samples. The quantized
levels are referenced to the logarithm of the equivalent radar reflectiv-
ity factor; therefore, the recorded values are log Ze truncated to the
lower whole number.

Auxiliary circuits provide observation time in digital format and
automatic control of antenna rotation. The antenna must be slowed from
its normal rate of 2 rpm to below 0.45 rpm when data is being recorded
on magnetic tape.

The first quadrant of a B-scan digital output is shown in Figure 2.2.
The B-scan configuration has range as abscissa and azimuth as ordinate.
The first four digits in the first record (the north azimuth) is the
time of the start of the radar scan. The remaining digits in the first
line refer to the categories of the equivalent radar reflectivity factor
Ze in range steps of 1.375 nautical miles. The following 179 lines
complete the PPI scan. Line number 181 contains the time for the start
of the next scan. A new scan may be started every 140 seconds; however,

for this study a new scan was started every fifteen minutes.

Conversion to Rectangular Form

The range-azimuth form of the B-scan configura;ion is not readily
applicable to prediction calculations. The intensity categories of the
B-scan represent different areas. For the prediction method used in
this study, it is desirable that each intensity category be a measure of
the equivalent radar reflectivity factor for equal areas. A conversion
is performed that changes the polar form of the B-scan to rectangular or
square form.

Several rectangular patterns are given in Appendix C. The pattern
shown in Figure C.3 is the rectangular pattern for the partial B-scan of
Figure 2.2. The entire rectangular pattern contains 6,400 squares, each
representing an area of 6.25 square nautical miles. Only those intensity
categories for range locations between 20 and 100 nautical miles are
considered. This is the optimum range of the radar installation (2) and
involves 10,800 points of the original B-scan. There are 4,948 squares

of the rectangular pattern that represent the optimum range. The
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remaining 1,452 squares represent area outside the optimum range and are
dgéignated as X's in the rectangular patterns.

Because of the reduction in the number of data points, the conver-
sion from B-scan to rectangular form results in an averaging of the
original data. Each intensity category of the B-scan represents the
logarithm of the reflectivity factor for an area whose shape is a portion
of a circular sector. These B-scan areas vary from 1.0 square nautical
miles at 20 nautical miles to 4.9 square nautical miles at 100 nautical
miles. A square of the rectangular pattern has area in common with
several of these circular areas, 1If Al’ Az, o« ey An are the areas
that the B-scan has in common with a given square and if Il’ 12, . o s
In are the associated intensity categories, then the intensity category

I for the square is given by

0 1
I=|Log z Ai°101 + K (2.12)
i=1"6.25

where [x] denotes '"the 1afgest integer less than or equal to X.'" The
constant K can be empirically chosen for proper weighting of the inten-
sity categories. For this study, K was chosen so that the percentage
of total area covered by a nonzero intensity category is approximately
the same for both the B-scan and the rectangular pattern. The value of
K used was 0.3979400. This choice of K also leads to another interpre-
tation, If 30% or more of the area of .a square is covered by an inten-
sity category and 70% or less is covered by the next lower intensity

category, then the larger intensity category is chosen for the square.

The Radar Reflectivity Factor as a Measure of Severe Weather

The equivalent reflectivity factor can be used as a measure of
severe weather. Several studies (1,8,9,10,17,19) have been made indicat-
ing a direct correlation between high reflectivity factors and severe
weather. Equally important, there is also a direct correlation between
low reflectivity factors and an absence of severe weather. As indicated

.before, the variation of the reflectivity intensity over the range of

meteorological interest necessitates the use of log Ze instead of Ze‘
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Therefore, the categories of intensity refer to log Ze rounded to the
lower whole integer. These categories are the integers that appear in
the B-scan coﬁfigufation of Figure 2.2.

Severe weather activity consists of heavy precipitation in the
form of heavy rain and/or damaging hail along with strong winds and -
severe turbulence. Of the two, heavy precipitation is associated with
the maximum intensities in the storm cell, while severe turbulence may
occur up to 15 nautical miles from the maximum intensities.

An empirical formula has been developed by Marshall and Palmer (1)
which is representative for most rains and gives a relationship between

the rainfall rate R (mm/hr) and the equivalent radar reflectivity factor

z, (om® /m3) .

Z_ = 200 rl:6 2.13)

Table 2.2 gives the rainfall rate for various categories of intensity in

the absense of hail.

TABLE 2.2
RAINFALL RATE VERSUS REFLECTIVITY FACTOR
z, (mm6/m3) R (in/hr)
10t 0.0066
102 0.0256
10° 0.175
10% 0.454
10° 1.82
10° 8.04

In a study by Ward, et al. (19) it was found that eighty-five per-

cent of hail occurrences in Oklahoma are associated with equivalent radar

reflectivity factors Ze greater than 105 mm6/m3. Whenever Ze is less

than 104 mm6/m3, hail was rare and small. It has become common practice
to consider a Ze which is greater than or equal to 10S mm.6/m3 as an

indication of damaging hail.
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In two reports, Lee (9,10) compared measurements of turbulence
and the corresponding equivalent reflectivity factors. It was found
that severe turbulence is almost wholly confined to storms in which the
maximum radar reflectivity factor Ze.is 104 mm6/m3 or greater, It was
also found that the chance of severe turbulence is small (less thzn 6 3
mm /m” .,

Although the greatest turbulence is usually encountered near the area of

one percent) if the maximum radar reflectivity Ze is less than 10

maximum reflectivity, in 20% of the cases it occurred as far away as
fifteen nautical miles,

Assigning terms such as light, moderate, and heavy to weather
phenomena becomes a matter of some choice. As indicated above, the
possibility is high that severe activity is associated with an intensity
category of 4 or greater. Hence, those locations will be classed as
"gevere echo'. Locations where the return power is below the minimum
detectable level of the radar will be classed as '"no echo'. Values of
intensity between ''no echb" and "severe echo'" will be classed as "light
echo". The rectangular intensity class pattern for the intensity cat-
egory pattern of Figure C.3 is given in Figure C.6. The blanks denote
"no echo"” locations, the L's denote '"light echo" locations, and the S's
denote "severe echo" locations. As before, the X's indicate locations
outside of the optimum range of the radar.

Although the intensities may be classified in as many groups as
there are intensity categories, it is felt that three classes contain
sufficient weather information and yet allow a relatively few number of
probability events needed for prediction. These probability events will
bé discussed in Chapter III.

Actual Weather Situations

' The actual weather situations used in this study were supplied by
the National Severe Storms Laboratory as representative of severe thunder-
storm systems. There are two storm systems on May 5, 1967 and May 13,
1967, The storm sequence on May the 5th contains 26 patterms from 0855
CST to 1509 CST, while the storm sequence on May the 13th contains 24
patterns from 1241 CST to 1827 CST. The spacing of the patterns within

each sequence was approximately fifteen minutes.



CHAPTER III
THE SUBPATTERN NEIGHBORHOOD PREDICTION PLAN

The objective of the prediction plan is to comstruct a rectangular
prediction pattern at some future time by considering information about
previous patterns within a storm sequence. Weather patterns change in
two ways. First, there is an overall motion of the weather pattern,
and second, there is a building and decaying of the small scale features
(intensity classes). Although each change will be predicted separately,
the predicted pattern motion will be used for predicting the intensity
classes. The motion of the patterns will be determined using a correla-
tion function between the patterns, while the intensity classes will be
predicted using a method similar to one proposed by C.K. Chow for char-
acter recognition (3). For character recognition, the pattern is classed
according to the letter it represents, while for weather prediction, the

weather system itself determines the classes used for prediction.

Prediction of Pattern Motion

The use of correlation techniques for determining pattern displace-
ment and pattern development was proposed by Hilst and Russo (6) and
described in detail by J. W. Wilson (22). The method consists of super-
imposing two rectangular patterns taken at different times, shifting
one with respect to the other and determining the best fit of the pat-
terns. This is implemented by computing the correlation coefficient
for an array of spatical lags and then selecting as the best fit those
spatical distances cdrresponding to the maximum correlation coefficient.
The lag distances associated with the maximum correlation coefficient
are a measure of the linear displacement between the patterns in question.
A rectangular pattern is considered as an 80 x 80 element array (See
Appendix C). The rows of the array are numbered from bottom to top,

and the columns are numbered from left to right. The elements of the

14
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array are integers representing intrfasity categories of the weather pat-
terns. The matrix elements corres ,onding to locations of the weather
pattern denoted by X's are assigned the value zero. A typical element
of a pattern Y is yij’ where yij is an integer between and including O
and 6 representing the intensity category of the jth element of the ith
row of the matrix. -

Although the correlation coefficient used by Wilson was not used
for the determination of pattern motion in this study, it is described
here for comparison. If X and Y are two rectangular weather patterns
and if x
(Oixij
tively, then the correlation coefficient r is given by

13 and yij are integers representing the intensity categories

s yij < 6) of the (i,j)th locations of patterns X and Y respec-

=2
Z ik, 341 = %)
2 ]
Ly =D

r2(k,1) = 3.1)

where X is the ensemble average of the intensity categories of pattern X,
The summations of Equation 3.1 are only over those intensity pairs such

that either X, is not zero, The average X is determined

3 °F Yitk, 41
from those intensity categories that appear in the summation of the
denominator of Equation 3.1l.

The motion of the patterns is determined by computing r(k,l) from
Equation 3.1 for several pairs of intégers, (k,1). The lag integers that
correspond to the relative motion between patterns X and Y are those
integers K and L such that Equation 3.2 is satisfied.

r(K,L) = max {r(k,l)} i (3.2)
k,1

The lag integers are used to describe pattern motion in the follow-
ing manner, If K and L are the lag integers, then starting with the
patterns aligned, pattern X is moved K sduares north (up) and L squares
east (right) for'the best fit as given by Equations 3.1 and 3.2. The
velocity of motion would be v = 2.5 qKZ + L2/T knots, where T is the

time between patterns in hours. The motion is due primarily to
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¢loud movement and new cell development (3). The latter can cause
the apparent velocity to be as high as 50 to 60 knots.

Instead of using a correlation coefficient to determine the lag
distances, a discrete correlation function (11) is used in this paper.
The correlation function between the previously defined patterns X and

Y is given by

80-k 80-1
ok, 1) = Z Z X 3Yi+k, j+1 ° 3.3)
i=1 j=1

Equation 3.3 is modified when either k or 1 is negative. The limits of
the summation must be changed to insure that the range of the subscripts
i, j, i+k, and 3+1 is not less than one nor greater than eighty. The
lag integers that correspond to the motion are those integers K and L

such that Equation 3.4 is satisfied.

o(K,L) = max {w(k,l)} . (3.4)
k,1

There are several reasons for using the correlation function of
Equation 3.3 instead of the correlation coefficient of Equation 3.1.
Although a correlation coefficient could be used, the particular coeffi-
cient of Equation 3.1 is derived using the fact that the pattern Y is
formed using a best fit polynomial regression curve (p. 243, Spiegel),
which is not the case. Another reason is that since no particular use is
to be made of the coefficient other than to maximize Equation 3.4, a
normalized coefficient such as given in Equation 3.1 is.not needed. Lastly,
there are fewer operations involved in computing'the correlation function
of Equation 3.3 as compared with the correlation coefficient of Equation
3.1. This last reason is the most important when considering real-time
computer simulation of a.prediction plan using these coefficients.

Kessler and Russo (7) have reported that for a given time difference
between patterﬁs, the lag integers that correspond to the maximum correla-
tion coefficient as determined by Equations 3.1 and 3.2 are slowly vary-

ing for a particular storm sequence. They also noted that the predicted
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velocity based on the fmmediately preceding observed veloceity, the
previous average velocity, or the previous velocity trend are about
equally good.

Based on their findings and the fact that the lag integers K and
L found for the actual storm sequences from Equations 3.3 and 3.4 are
also slowly varying (Seé Figures 3.1 and 3.2), the predicted velocity
for the prediction scheme proposed in this study was taken as the immedi-
ately preceding observed velocity. There are four'time intervals for
the May 13th storm sequence where the lag integers were not slowly vary-
ing: (1) 1457-1512 CST and 1512-1527 CST, (2) 1542-1556 CST and 1556~
1612 CST, (3) 1657-1712 CST and 1712-1726 CST, and (4) 1712-1726 CST and
1726~1742 CST. These large variations in K and/or L were due primarily
to the fact that for these time intervals most of the cloud pattern
was moving out of optimum range and therefore off the PPI scan. There
were no incidences where the lag integers were not slowly varying for

the May 5th storm sequence.

A Prediction Plan

J. W. Wilson has proposed a prediction scheme utilizing Equations

3.1 and 3.2 (22).. If Xl, Xz, e v e s X" is a time sequence of storm

+1

patterns, then the prediction pattern X ™" for the end of the next time

interval is formed as described below. The lag integers Kn and Ln are

determined between patterns Xn-1 and X". The prediction pattern §1n+1

n+ . . .
that corresponds to the actual pattern X 1 which will occur fifteen min-

utes later is formed by making the following assignments for all intensity

~ n+l | ~n+tl
classes xij in pattern X :

~ ntl n
4K, 3L - %y (3.5)
n n

where x.n is the intensity class of location (i,j) in pattern X",

ij
As an example consider the patterns for 1357 CST and 1412 CST of

the May 13th storm sequence shown in Figures C.l and C.2. The lag inte-
gers corresponding to the maximum correlation coefficient for the pat-

terns was found to be K= 2 and L = 4. The prediction pattern for 1427
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CST was formed by translating the 1412 CST pattern two squares up and
four squares to the right. The prediction pattern is shown in Figure
C.5, while the actual pattern that occurred on May 13, 1967 at 1427 CST
is shown in Figure C.3. The locations denoted by N's for the pattern in
Figure C.5 and subsequent prediction patterns are those locations where
no prediction was attempted. Information outside the optimum range of
the preceding patterns would have been needed to form a prediction for
these locationms.

Although this prediction scheme is easily implemented, it's major
disadvantage is that it does not predict changes in the small scale
features of the weather. In order to predict these changes, more of the
information contained within a pattern must be studied. It is this
investigation of pattern features and the formation of a new prediction

plan that forms the purpose of this paper.

A New Prediction Plan

Division into Subpatterns

From the preceding discussion, the overall pattern motion can be
determined using Equations 3.3 and 3.4. This leaves the problem of deter-
mining the intensity category integer to be assigned each location within
the optimum range of the prediction pattern. A possible solution to the
problem is based on an intuitive knowledge of weather activity, namely,
weather activity at a location is more dependent on activity at nearby
locations than activity at locations remote from the given location.

The area involved in predicting the intensity category of a loca-
tion may be as small as another location (Wilson's translation method)
or as large as the whole pattern. The area chosen for the prediction
plan of this paper is that of a square and its immediate meighbors; the
area consists of nine (3 x 3) grid squares of a.rectangular pattern.
This can be considered as the next step in area size above that of the
previously described translation plan. Each rectangular pattern is di-
vided into approximately four thousand of these 3 x 3 overlapping sub-
patterns. Subpatterns containing X's are not used for prediction.

As a first approximation, it is assumed that the subpatterns have

motion identical with the motion of the overall pattern. For the relative
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short time intervals involved, this is an adequate approximation. For
larger time intervals, various storm cells may move in directions quite
different from that of the overall pattern (20).

Since each subpattern contains nine squares and the intensity
category for each square may vary from zero to six, there is a possibility
of 79 distinct subpatterns. As discussed in Chapter II, the intensity
categories may be grouped into three intensity classes (''no echo", "light
echo", and '"severe echo"). This class grouping reduces the number of
distinct subpatterns to 39. The class grouping also reduces the sample
space used to determine necessary probabilities used for prediction.

The reduction of the sample space is discussed 1atef in the chapter.

For the purpose of computation, the following correspondence be-

tween the intensity classes and the integers is coﬁvenient:
"no echo" -1

"light echo”" - 2
"severe echo' - 3

Prediction of the Intensity Classes ‘

After thellag integers have been determined, the next step of the
prediction scheme is the classification of the subpatterns. Consider
the time sequence of storm patterns Xl, XZ, o« o ey X", 1f the lag
integers between patterns 1 and X', 1<m< n, are K and L , then
each subpattern of the rectangular pattern Xw-l is automatically classi-
fied by the weather system itself in the following manner. If wij is
a subpattern having center location (i,j) in the rectangular pattern
X?-l, then the subpattern Wi. belongs to the class q, where q is the
integer representing the intinsity class of location (i+Km, j+Lm) of
pattern X",

The statistical properties of the arrangement of the intensity
classes within a subpatterns and the class to which the entire subpat-
tern belongs is considered as the past history of the storm sequence Xl,
. e e ,Xn and is used to determine a prediction pattern §7n+1 for the
end of the next time interval. Information about the subpattern wij
of pattern Xn is used to predict the intensity class of location (i+Kn,

j+Ln) in the prediction pattern i‘n+1, where Kn and Ln are the lag
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integers between patterns x“'l and X", By considering each valid sub-
pattern of Xn, a complete prediction pattern §n+1 can be formed.

"Along with the formulation of the actual prediction of intensity
classes, a brief discussion of the decision theory used will be given
(pp. 43-50, Nilsson). Basic to decision theory is the provision for a
loss function. The function A(q)m), 1 < q, m < 3, represents the loss
if the machine (prediction scheme) predicts a subpattern as ¢, when the
actual category was m. A machine that minimizes the average loss func-
tion is called a Bayes or optimum machine (15). The conditional average

loss for each possible prediction q is given by

3
W @=)  Aalm pmiu) (3.6)

1] m=1

where p(m rwij) is the probability that the subpattern will belong to
the class m, given that the subpattern wij occurs.

The intensity class of location (i+K, j+L) of pattern Xn+1 is pre-
dicted to be qo, where Lwi' (qo)‘i Hﬂij (q) for all values of ¢ =1, 2,
3. There is a different conditional average loss function for each sub-
pattern wij' By minimizing the conditional average loss for each subpat-
tern, the value of the conditional loss averaged over all possible sub-
patterns is minimized.

With the use of Bayes' rule and a specified loss function, the
prediction scheme can be greatly simplified. Using Bayes' rule, p(m lwij)

is given by
| P, Jm)-p(m)
p@lw, ) = . , (3.7)
1]
p(Wij)

where p(wijJ m) is the probability that subpattern wij occurs, given
that the subpattern belongs to the class m; p(wijl m) is regarded as the
likelihood of m with respect to wij; p(m) is the a priori probability
of occurrence of class m; and p(Wij) is the probability that wij occurs
regardless of the class to which it belongs.

Using Equation 3.7, Equation 3.6 may be rewritten as
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1 1] m=1

(3.8)

Since p(Wij) is a common factor in the computation of LW" (9), then
1]

the value of g that minimizes Equation 3.8 also minimizes

3
y @ =%" Majm-p@, m)-pm).

(3.9)
1] m=1

Although many loss functions could be used, a simple as well as
realistic loss function is given by

rgim) = 1 - éqm s (3.10)

where § m is the Kronecker delta function. This loss function represents
no loss for correctly classifying a subpattern, but gives a loss of one

for misclassification.

Substituting the loss function of Equation 3.10 into Equation 3.9

yields
3
L @=) G Impm - (3.11)
1] m=1
m#q
3
Since p(wij) = jz: p(Wij‘m) + p(m), then Equation 3.1l becomes
m=1

L, (= p(Wij) - p(Wiqu)-p(q)

(3.12)
ij

Because the term p(Wij) is common in the calculation of lw_. (q) for
1]
each q, then minimizing Equation 3,12 can be accomplished by maximizing

p(Wij,q) = p(wijlq) - p(q) » (3.13)
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~where p(wij,q) is the joint probability that the subpattern wij accurs

and the subpattern belongs to the class q.

1f Kn and Ln are the predicted lag integers between patterns x“‘l
and Xn, then using the special loss function of Equation 3.10 the optimum
machine makes its prediction for each location of the prediction pattern

§ﬂ+1 by the following steps:

1. Each valid subpattern W j of pattern X" is presented to the
machine.

2. The machine calculates p(W q) = p(Wiqu) - p(q) for q =1,
2,3.

3. The machine predlcts that the intensity class of location
(i+K, j+L) of pattern Xxrtl yi11 be the intensity class q for

whzchp(w q0)>p(w .» gq) for q = 1, 2, 3,

Conditional Probabilities

The determination of the conditional probabilities pﬂﬂijlq) repre-
sents a major area of the prediction scheme. Because of the slow vari-
ation of the storm patterns, it is assumed that if the probabilities
can be estimated for previous patterns, then these probabilities can be
used as the predicted probabilities for the next pattern. Since the
variation between storm sequences may be large (7), only patterns from
the same storm sequence are used for estimating the probabilities. The
number of previous patterns used to estimate the conditional probabilities
varied among the different prediction schemes. This will be discussed in
Chapter IV.

Consider the subpattern Wij shown in Figure 3.3. The integers L
represent the intensity classes of locations (r,s), 1< r,s < 3, of the
subpattern Wij having center location (i,j) in the entire rectangular
pattern.

If the intensity class Vs of location (r,s) in the subpattern wij
is statistically independent of the intensity classes of all other loca-
tions in the subpattern, then the conditional probability p(Wijlq) is
given by

p(WiJ.Iq)= I I p(Wrslq) , (3.14)

-
IAIA
n A
IAIA
ww
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wheie p(wrslq) is ﬁhe conditional probability that the intensity class
of subpattern location (r,s) is L given that the entire subpattern
wij belongs to class q. However, for weather phenomena the intensity
class for a location is not statistically independent of the intensity
classes of other locations. For example, a "severe echo" location is
more likely to occur next to another 'severe echo" location or even a
"light echo' location than next to a ''mo echo" location. Prompted by
this observation, ''mearest-neighbor dependence' similar to that proposed
by C. K. Chow for character recognition (3) was assumed for the weather

data.

(i+1,3-1) . (i+1,3) : (i+1,§+1)

Y33

(1,3-1) . (5 . (i,5D)

22 . Y23 y

(i-1,3-1) . (i-1,§) . (i-1,3+1)

W13 .

- . o e . . . L] . . e o s o « o . e o . . .

Figure 3.3. The subpattern Wij

Under the assumption of ''mearest-neighbor dependence'" the intensity
class of a location depends upon the intensity classes of its nearest
neighboring grid squares and its position within the subpattern. The con-

tional probability p(Wij|q) is then given by

p(wi_'l'q) = I I P(Wrs Wr_l’ss wr,s-l’ q) ’ (3-15)
r< 3
s<3

P.
INA
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where p(wrs|w ) 1s the conditional probability that the

r-l,s; wr,s-l; q
intensity class of subpattern lgcation (r,s) is wrs’ given that the
intensity class of the nearest square below was wr-l,s’ the intensity
class of the nearest square to the left wgs wr,s-l’ and entire subpattern
wij belongs to the class q. Equation 3.15 involves only the south and
west neighbors (below and to the left). The dependence on the north and
east neighbors (above and to the right) are given implicitly by Equation
3.15. '

Equation 3.15 extends the number of grid squares needed to form
the conditional probabilities used in Equation 3.13. The extended sub-

pattern is shown in Figure 3.4.

D de2) . il . (L) . (LD .

Y92 X

: (i-1,3+2) : (i-1,3-1) . (i-1,3) : (i-1,3+1) .

. Wlo . Wll - wlz . W13 .
. . (i-2,3-1) . (i-2,3) (i-2,3+1) .
. w01 . wOZ W03 .

. L] . . .
. L] e s 8 @& . e e o o e« 0 * e s ® 8 & o o o LI ] LI ¢ o [ )

Figure 3.4 The extended subpattern Wij

Extending the subpattern in this manner affects only the manner in which
the subpatterns are chosen. Since the subpattern is extended to include

the row w,, and the column in’ care must be taken to insure these exten-

0]
sions do not contain an X or lie outside the 80 x 80 rectangular pattern
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grid.
A basic flow chart for the computer simulation used for prediction

is given in Appendix A.

Probability Events

The conditional probabilities p(wrs|w H wr,s-l; q) are deter-

r-1,s
mined or estimated by counting the frequency with which a probability
event occurs (See Appendix B). The sample space (16) from which the
conditional probabilities are determined contains all possible outcomes
of the four integers LA wr-l,s’
positions W can have within the subpattern. The sample space contains

W 4> and q as well as the various
r,s=1

9 x 3" = 729 points or different outcomes. Each point is denoted by the

ordered 6-tuple (r;s;wrs; wr-l,s;

An event of the sample space was chosen as three points such that

wr,s_l;q)-

each point has the same value for r,s,w v, 6-1° and q. This can be
, S~

r-1,s’
cae = . Jio . 5 _
denoted as the subspace (r;s; : wr-l,s’wr,s-l’q)' There are 3~ = 243

‘disjoint events in the sample space. Each event contains three subevents,

which are the various intensity classes the location (r,s) may assume
within each event.

It is of interest to note that if the seven original intensity
categories had not been reduced to the three intensity classes, then
the sample space would contain 9 x 79 = 21,609 points or outcomes. Since
each pattern contains approximately four thousand subpatterns, each con-
taining nine squares, there are roughly 9 x 4000 = 36,000 occurrences per
pattern. The number of occurrences should be as large as possible when
compared to the size of the sample space. The primary reason for group-
ing the intensity categories into intensity classes was the reduction
in the size of the sample space. Since the number of occurrences per

pattern remains the same, then the desired improvement in the ratio of

the number of occurrences to sample space size is accomplished.



CHAPTER 1V
PREDICTION RESULTS, CONCLUSIONS, AND RECOMMENDATIONS

The prediction schemes given in Chapter III were applied to the
two representative storm sequences. Two types of computer runs were made
using the computer simulation given in Appendix A. The first type used -
known parameters between the two' rectangular patterns X" and Xn+1 to
"predict' the second pattern Xn+l. Although this first type is not
actually a prediction, in that it does not use past information to pre-
dict future patterns, it does give an indication of how well the predic-
tion schemes work, whenever the actual parameters are known for each
prediction method. In the case of the subpattern neighborhood method,
this can be regarded as a test of the '"mearest neighborhood dependence"
assumption and the use of the Bayes machine for prediction. The second
type of computer run was an actual prediction, because information ob- .

. . . n+1l
tained from the previous patterns in the storm sequence Xl, s 5 5 3 X

o+l that would occur fifteen

was used to predict a rectangular pattern X
minutes after pattern X", This was not done as an actual on-line pre-
diction, although no reasons have been found why actual, real-time pre-

dictions could not be made.

Prediction Results Using Known Parameters

Both the translation scheme proposed by J. W, Wilson (22) and the
subpattern neighborhood scheme proposed in this paper were tried for
known lag integers in the case of the translation method and known lag

integers and probabilities in the case of the subpattern neighborhood

method.
. ] .
In the case gf Wlls§21s method, the lag integers Kn+1 and Ln+1
between patterns X and X were found using Equations 3.3 and 3.4. A

+1 1

"prediction"” pattern ™" that corresponds to the actual pattern x™t

. s e . . ~ ntl .
was determined by assigning the intensity class xi? for each location

28
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of pattern Xn+1 as follows

~ n+l
X = X, , (4.1)
1] K
where x" is an element of the rectangular pattern X",
For the subpattern neighborhood prediction scheme, the lag integers
K and L between patterns X" and xn+1 were found as for the trans-
n+l n+l
lation method above. Using these lag integers, the frequency of occur-
rence for each possible outcome of the probability sample space was
determined between the patterns X" and Xn+1. From the frequencies of -

occurrence, the conditional probabilities p(wrsl w w 1;q) were

- ’ -
estimated using Method I described in Appendix B. rT;ésin:;:sity class
probabilities p(q) were taken as the relative frequency of occurrences
for each intensity class of pattern Xn+1.

The conditional probabilities p(wijlq) were calculated using
Equation 3.15 for each valid subpattern Wij of pattern x". The joint
probabilities p(Wij,q) = p(q) - p(Wiqu) were calculated and the pre-

dicted intensity class for location (i+Kn+l,j+L ) in the prediction

, nt+l
pattern §n+1 corresponding to the actual pattern X was chosen to be

the class 94 for which

p(wij,qo) = max {p(wij, q)) . (4.2)
q

Both methods were applied to the 26 patterns of the May 5, 1967
storm sequence and the 25 patterns of the May 13, 1967 storm sequence.
The actual intensity class pattern for 1427 CST, May 13, 1967, is given
in Figure C.6 of Appendix C. The patterns resulting from using the
translation method and subpattern neighborhood method for the 1427 CST
pattern of the May 13th sequence using known parameters are given in
Figures C.7 and C.8 respectively. The cumulative storﬁ sequence results
for both methods are given in Tables 4.1 and 4.2.

Since the prediction of severe weather activity is a major con-
cern of weather forecasts, most of the discussion will be to judge the

various predictions schemes on how well they predict "severe echo"
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TABLE 4.1
RESULTS USING THE TRANSLATION METHOD

WITH KNOWN PARAMETERS

May 5, 1967 May 13, 1967

Actual number of '"no echo"

locations 107,666 111,007
Number of '"mo echo" locations

predicted correctly 96,946 101,528
Percentage of "no.echo" loca-

tions predicted correctly 90.0 91.5
Actual number of "light echo"

locations 15,453 2,520
Number of "light echo" loca-

tions predicted correctly 10,541 1,415
Percentage of "light echo"

locations predicted correctly 68.2 56.1
Actual number of "severe echo" ,

locations _ 581 277
Number of "severe echo" loca-

tions predicted correctly 268 128
Percentage of '"severe echo"

locations predicted correctly 46,1 46.2
Number of "no echo" or "light

echo" locations predicted as

"severe echo". locations 325 144
Adjusted percent predictability

of "severe echo" locations. 29.6 30.4
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TABLE 4.2

RESULTS USING THE SUBPATTERN NEIGHBORHOOD
METHOD WITH KNOWN PARAMETERS

May 5, 1967 May 13, 1967

Actual number of "no echo"

locations 107,666 111,007
Number of '"mo echo'" locations

predicted correctly 89,717 92,988
Percentage of '"no echo"

locations predicted correctly 83.5 83.1
Actual number of "light echo"

locations ' 15,453 2,520
Number of "light echo'" locations

prediqted correctly 4,401 1,114
Percentage of "light echo"

locations predicted correctly 28.5 44.3
Actual number of '"severe echo"

locations 581 277
Number of '"severe echo' locations

predicted correctly 271 183
Percentage of ''severe echo"

locations predicted correctly 46.8 66.1
Number of '"no echo'" or "light

echo" locations predicted as

""severe echo' locations 56 43
Adjusted percent predictability

of "severe echo" locations 42.5 57.2
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locations. Two bases will be used for judging the prediction schemes.
The first is simply the percent of "scvere echo" locations predicted
correctly. The second judges the schemes on whether or not large over-
prediction of '"severe echo" locations occurs. This is important because
overprediction not only leads to meaningless results for the first basis,
but dlso causes a lack of confidence in real situations. The second
basis is given in the rows of the tabulated results labeled "Adjusted

percent predictability of 'severe echo' locations'" and is computed by

N
Adjusted percent predictability = N : N (4.3)
a )
where
Nc = Number of ''severe echo" locations predicted correctly
a = Actual number of ''severe echo' locations
0 - Number of 'no echo" or '"light echo' locations predicted

as "severe echo' locations

For the results of Tables 4.1 and 4.2, it is clearly evident that

the subpattern neighborhood scheme does much better than the translation

method for the May 13th storm; however, the results for the May 5th storm
are about the same for the first basis for judgement, while the adjusted
percent predictability of '"'severe echo' is larger for the subpattern
neighborhood method. :A typical pattern for the May 5th storm sequence
is shown in Figure C.4. The May 5th storms are larger and more wide-
spread, while the May 13th storms are more concentrated. By separating
large storms into smaller areas of activity it would appear from the
results that the predictability should increase. The 66.1 percent pre-
dictability for the May 13th storm sequence is sufficient reason for
using the subpattern neighborhood method as a basic scheme for weather
prediction.

Also important is the predictability of severe activity in an area
larger than the 6.25 square nautical mile area of one grid. The predict-
ability in an area of nine (3 x 3) squares was determined. The results
of Tables 4.3 and 4.4 show the predictability of severe activity in the
larger area, The subpattern neighborhood method was markedly better

than the. translation method for the May 13th storm sequence, while the
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TABLE 4.3

RESULTS USING THE TRANSLATION METHOD WITH KNOWN
PARAMETERS IN AN AREA OF NINE SQUARES

May 5, 1967 May 13, 1967

Actual number of "severe
echo" locations 581 277

Number of areas that were
correctly predicted to
contain a "severe echo"
location 486 224

Percentage of areas that were
correctly predicted to contain
a "severe echo" location 83.6 80.8

Number of areas containing only
"no echo'" or "light echo"
i locations that were incorrectly
predicted to contain a
"severe echo" location 98 43

Adjusted percent predictability
for "severe echo' areas 71.6 70.0
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TABLE 4.4

RESULTS USING THE SUBPATTERN NEIGHBORHOOD METHOD WITH

KNOWN PARAMETERS IN AN AREA OF NINE SQUARES

May 5, 1967

May 13, 1967

Actual number of ''severe
echo" locations

Number of areas that were
correctly predicted to contain
a "severe echo'" location

Percentage of areas that were
correctly predicted to contain
a '"severe echo" locatioms

Number of areas containing only
"no echo' and "light echo”
locations that were incorrectly
predicted to contain a ''severe
echo'" location

Adjusted percent predictability
for "severe echo' areas

581

465

80.0

22

77.1

277

243

87.7

14

83.5
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results for the May 5th storm sequence is about the same for both methods.

Results for Actual Predictions

Actual predictions using the translation method were made for the
two storm sequences. This method was discussed in Chapter III and involves
only a prediction of the lag integers. As discussed earlier, the predict-
ed lag integers between an actual pattern X" and the prediction pattern
ﬁ'n+1 corresponding to the actual pattern Xn+1 was taken as the computed

1

lag integers using Equations 3.3 and 3.4 between the patterns X" and

X",

The prediction pattern for 1427 CST of the May 13th storm sequence
is given in Figure C.10. The actual intensity class pattern that occur-
red on May 13th, 1967 at 1427 CST is shown in Figure C.6. The cumulative
prediction results, using the translation method, are given in Table 4.5
for individual grid locations and in Table 4.6 for an area of nine squares.

- Three modifications of the subpattern neighborhood scheme were used
for prediction. The first, called Scheme A, consisted of estimating both

the conditional probabilities p(wrs]w LA 1;q) and the intensity
;8=

1 e
class probabilities p(q) from the app;ogézate frequency of occurrences
taken from all previous rectangular patterns in a particular storm sequence
The estimated intensity class probabilities were taken as the relative
frequency for each intensity class. This was the method used to estimate
the intensity probabilities for all schemes, although the number of pre-
vious patterns used in a sequence varied. The conditional probabilities
for subevents of an event which had occurred were determined by Method I
of Appendix B. If an event had not occurred, then the subevents were
estimated to occur with a probability of zero. The predicted lag integers
were found in the same manner as was used for the translation method. The
predicted intensity class pattefn using Scheme A for the 1427 CST pattern
5f the May 13th storm sequence is given in Figure C.10, The actual pat-
tern that occurred is given.in Figure C.6.

The second subpattern neighborhood method, called Scheme B, was
similar to the first except for the number of patterns used and the
estimation of the conditional probabilities. Instead of using all pre-

vious patterns in a storm sequence, only the immediately previous five
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TABLE 4.5

ACTUAL PREDICTION RESULTS USING THE TRANSLATION METHOD FOR
THE STORM SEQUENCES OF MAY 5, AND MAY 13, 1967

May 5, 1967 May 13, 1967

Actual number of '"mo echo"
locations 103,126 106,190

Number of ''mo echo' locations
predicted correctly 92,530 97,170

Percentage of ''no echo"
locations predicted correctly 89.8 91.5

Actual number of '"light echo"

locations 15,085 2,411
Number of "light echo'" locations
predicted correctly 10,245 1,329

Percentage of "light echo"
locations predicted correctly 68.0 55.1

Actual number of "severe echo'

locations 541 244
Number of '"severe echo
" locations predicted correctly 230 255

Percentage of '"severe echo"
locations predicted correctly 42,5 46.3

Number of '"no echo'" or 'light
echo" locations predicted as
""severe echo' locations 319 138

Adjusted percent predictability
of "severe echo" locatiomns. 68.5 : 73.5
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TABLE 4.6

ACTUAL PREDICTION RESULTS USING THE TRANSLATION METHOD IN AN
AREA OF NINE SQUARES FOR THE STORM SEQUENCES OF
MAY 5, AND MAY 13, 1967

May 5, 1967 May 13, 1967

Actual number of '"severe
echo" locations 541 255

Number of areas that were
correctly predicted to
contain a '"severe echo" .
location 442 215

Percentage of areas that were
correctly predicted to contain
a ''severe echo" location 81.6 83.4

Number of areas containing only
nmo echo" or ''light echo"
locations that were incorrectly
predicted to contain a '"severe
echo" location 104 38

Adjusted percent predictability
for "severe echo' areas 68.5 73.5
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were used, This results in four pairs of patterns from which to count
the required frequency of occurrences. For subevents of an event that

~ had occurred at least once in the previous four pattern pairs, the con-
ditional probabilities were estimated using Method II of Appendix.B. For
events that had not occurred, the conditional probabilities of each sub-
event was estimated as equiprobable or 1/3. The lag integers were pre-
dicted as before. The only difference between the third method, called
Scheme C, and the second method was that for Scheme C the conditional
probabilities for events which had occurred were estimated using Method
111 of Appendix B.

The cumulative results of the three prediction schemes for both
storm sequences are shown in Tables 4.7 and 4.8 for individual grid lo-
cations and in Tables 4.9 and 4.10 for an area of nine squares.

Comparing the translation method (Tables 4.5 and 4.6) and the
subpattern neighborhood schemes (Tables 4.7, 4.8, 4.9, and 4.,10) for the
predictability of "severe echo'" locations shows that the translation
method is better. As indicated previously for the case of known pre-
diction parameters, the results for the May 13th storm were better than
for the May 5th storm. Because of the slow variation of the lag integers
(Figure 3.1) and the fact that the "nearest-neighbor dependence" assump-
tion worked for known parameters, it can be concluded that the estimated
probabilities are the primary cause of the lower predictability of severe
activity for the subpattern neighborhood method.

A comparison of the three schemes of the subpattern neighborhood
method was made for the best scheme to use for future study. The three
subpattern neighborhood schemes use the same frequencies of occurrences
to estimate the probabilities until six patterns of a sequence have
occurred. This involves the prediction for four patterns since two pat-
terns must occur before a prediction can be made. The results for the
first four prediction patterns of each sequence are shown in Tables 4.11
and 4.12 for individual locations and in Tables 4.13 and 4.14 for an area
of nine squares.

A comparison of the results from Tables 4.11 and 4.12 shows the

methods to give about the same results. However, Scheme C, which
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TABLE 4.7

ACTUAL PREDICTION RESULTS USING THE SUBPATTERN NEIGHBORHOOD
SCHEMES FOR THE STORM SEQUENCE OF MAY 5, 1967

Scheme A Scheme B Scheme C

Actual number of '"no echo"

locations 103,126 103,126 103,126
Number of "no echo" locations

predicted correctly 85,599 85,628 85,661
Percentage'of "no echo"

locations predicted correctly 83.0 83.0 83.0
Actual number of "light echo"

locations 15,085 15,085 15,085
Number of "light echo"

locations predicted correctly 3,183 3,270 3,157
Percentage of '"light echo'

locations predicted correctly 21.2 21.7 20.9
Actual number of '"severe echo"

locations 541 541 541
Number of "severe echo'

locations predicted correctly 112 101 74
Percentage of "severe echo"

locations predicted correctly 20.7 18.7 13.7
Number of "no echo" and "light

echo" locations predicted as

"severe echo' locations 155 160 104
Adjusted percent predictability

of "severe echo' locations 16.1 14.4 11.5
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TABLE 4.8 |
ACTUAL PREDICTION RESULTS USING THE SUBPATTERN NEIGHBORHOOD

SCHEMES FOR THE STORM SEQUENCE OF MAY 13, 1967

Scheme A Scheme B Scheme C

Actual number of '"no echo

locations 106,190 106,196 106,190
Number of "no echo" locations

predicted correctly 88,762 88,840 88,892
Percentage of ''mo echo"

locations predicted correctly 83.6 83.6 83.6
Actual number of '"light echo"

locations 2,411 2,411 2,411
Number of "light echo"

locations predicted correctly 663 541 340
Percentage of ''light echo”

locations predicted correctly 27.5 22.4 14.1
Actual number of '"severe echo"

locations 255 255 255
Number of '"'severe echo" locations

predicted correctly 83 80 46
Percentage of '"'severe echo"

locations predicted correctly 32,6 31.4 18.0
Number of "no echo" or "light

echo" locations predicted as

"severe echo'" locations 141 126 69
Adjusted percent predictability

of "severe echo" locations 21.0 21.0 14,2
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TABLE 4.9

ACTUAL PREDICTION RESULIS USING THE SUBPATTERN NEIGHBORHOOD
SCHEMES IN AN AREA OF NINE SQUARES FOR THE
STORM SEQUENCE OF MAY 5, 1967

Scheme A . Scheme B Scheme C

Actual number of '"severe
echo" locations 541 541 541

Number of areas that were
correctly predicted to contain
a '"severe echo'" locations 309 291 230

Percentage of areas that were
correctly predicted to contain
a "severe echo" location 57.1 53.8 42.5

Number of areas containing
only '"no echo" or "light echo"
locations that were incorrectly
predicted to contain a 'severe
echo" location 54 71 46

Adjusted percent predictability
for '"severe echo'" areas 52,0 47.6 39.2
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TABLE 4.10

ACTUAL PREDICTION RESULTS USING THE SUBPATTERN NEIGHBORHOOD
SCHEMES IN AN AREA OF NINE SQUARES FOR THE
STORM SEQUENCE OF MAY 13, 1967

Scheme A Scheme B Scheme C

Actual number of "no echo"
locations 255 255 255

Number of areas that were
correctly predicted to

contain a "severe echo"
location 181 176 121

Percentage of areas that
were correctly predicted
to contain a '"'severe echo"
location 71.0 69.0 47.5

Number of areas containing
only "no echo" or "light
echo'" locations that were
incorrectly predicted to
contain a "severe echo"
location 57 52 36

Adjusted percent predictability
for "severe echo' areas 58.0 57.4 41.6
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TABLE 4,11

ACTUAL PREDICTION RESULTS USING THE SUBPATTERN NEIGHBORHOOD
SCHEMES FOR THE FIRST FOUR PREDICTION PATTERNS OF

THE STORM SEQUENCE OF MAY 5, 1967

~

Scheme A Scheme B Scheme C

Actual number of "no echo" '

locations 18,019 18,019 18,019
Number of "no echo' locations

predicted correctly 15,257 15,262 15,266
Percentage of '"mo echo"

locations predicted correctly’ 84.7 84.8 84.4
Actual number of "light echo"

locations 1,662 1,662 1,662
Number of "light echo'" loca-

tions predicted correctly 464 453 432
Percentage of "light echo"

locations predicted correctly 26.9 27.2 26,0
Actual number of ''severe echo"

locations 111 111 111
Number of '"severe echo"

locations predicted correctly 37 39 32
Percentage of "severe echo"

locations predicted correctly 33.3 35.2 28.9
Number of '"no echo" or '"light

echo' locations predicted as

"severe echo" locations 73 51 58
Adjusted percent predictability

of "severe echo" locations 20.1 24,1 21.5
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TABLE 4.12

ACTUAL PREDICTION RESULTS USING THE SUBPATTERN NEIGHBORHOOD
SCHEMES FOR THE FIRST FOUR PREDICTION PATTERNS OF THE
STORM SEQUENCE OF MAY 13, 1967

Scheme A Scheme B Scheme C

Actual number of '"mo echo"

locations 19,109 19,109 19,109
Number of "no echo" locations

predicted correctly 15,584 15,603 15,620
Percentage of '"'mo echo"

locations predicted correctly 81.5 81.7 81.7
Actual number of '"light echo"

locations 571 571 571
Number of "light echo" locations

predicted correctly 253 184 81
Percentage of "light echo"

locations predicted correctly 44 .3 32,2 14,2
Actual number of '"severe echo"

locations 112 112 112
Number of "severe echo"

locations predicted correctly 31 32 13
Percentage of '"severe echo"

locations predicted correctly 28.0 28.6 11.6
Number of '"no echo" or "light

echo" locations predicted as

"severe echo'" locations 54 60 32

Adjusted percent predictability
of "severe echo'" locations 18.7 18.6 9.0
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TABLE 4.13

ACTUAL PREDICTION RESULTS USING THE SUBPATTERN NEIGHBORHOOD
SCHEMES FOR THE FIRST FOUR PREDICTION PATTERSN IN AN AREA
OF NINE SQUARES FOR THE STORM SEQUENCE OF MAY 5, 1967

Scheme A

Scheme B

Scheme C

Actual number of 'severe echo'
locations

Number of areas that were
correctly predicted to contain
a "severe echo'" location

Percentage of areas that were
correctly predicted to contain
a '"severe echo' locations

Number of areas containing only
"no echo'" or "1light echo"
locations that were incorrectly
predicted to contain a ''severe
echo" location:

Adjusted percent predictability
for "severe echo' areas

111

91

82.0

11

74.5

111

93

83.3

13

75.0

111

79

71.1

13

63.8
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TABLE 4.14

ACTUAL PREDICTION RESULTS USING THE SUBPATTERN NEIGHBORHOOD
SCHEMES FOR THE FIRST FOUR PREDICTION PATTERNS IN AN AREA
OF NINE SQUARES FOR THE STORM SEQUENCE OF MAY 13, 1967

Scheme A

Scheme B

Scheme C

Actual number of ''severe
echo! locations

Number of areas that were
correctly predicted to
contain a "severe echo'
location

Percentage of areas that were
correctly predicted to contain
a '""severe echo” location

Number of areas containing
only '"mo echo'" or "light
echo" locations that were
incorrectly predicted to
contain a "severe echo' loca-
tion

Adjusted percent predictability
for "severe echo" areas

112

74

64.2

28

51.4

112

74

66.2

29

52.5

112

30

26.8

21

22.6
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estimates the conditional probabilities using Method IIT of Appendix B,
gives substantially poorer results for the May 13th storm sequence than
the other two schemes. A comparison of Tables 4.13 and 4.14 gives about
the same results as for Tables 4.1l and 4,12, although Scheme C gives
the poorest results of all schemes for both storm sequences. This can
be attributed to the manner in which the conditional probabilities are
estimated, Scheme C uses Method III of Apendix B. Method III gives
the largest adjustment to the conditional probabilities of subevents
that have not occurred or occur infrequently. This can contribute to
overadjusted probabilities and therefore cause errors in prediction.
Method I, used in prediction Scheme A, gives no adjustment to nonoccur-
ing subevents and Method 11, used in prediction Scheme B, gives only

minor adjustment;

Recommendations

Although the prediction results for the subpattern neighborhood
schemes (Tables 4.7, 4.8, 4.9, and 4.10) were not as good as the trans-
lation method, it is not believed that the method of subpattern neigh-
borhood prediction should be abandoned without further investigation.
The prediction results for some individual patterns were quite good
when compared to the translation method. The usefulness of lag integers,
as proven by Wilson (22), and the results shown in Table 4.2 and 4.4
for the '"mearest-neighborhood dependence'" assumption and the Bayesian
decision rule indicate these are all good features for a prediction
scheme,

There are several possible causes for the lower than anticipated
prediction results using the subpattern neighborhood method. Whether
or not they are the only causes can only be conjectured for the present.
One possible cause is that reducing the seven intensity categories to
three intensity classes causes a loss of needed resolution, thereby
reducing the predictability. It must be remembered that increasing
the resolution increases the number of prediction classes which affects
the size of the predicfion machine, A simple increase in class size to
four classes increases the sample space to 9 x 4& = 2,304 points. This

increase in size means an increase in the time needed for predictionm.
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Another possible cause, which should be investigated before the
size of the prediction scheme is increased, is that a basic assumption
made about the weather data was invalid. The weather data was assumed
to be slowly varying with time and to be independent of position within
the entire pattern. If fhis assumption is not valid, then poor predict-
ability can result due to an averaging of the conditional probabilities.
To correct for a possible space and time variation in the probabilities,
several modifications are suggested.

The first suggested modification is the subdivision of the pat-
terns into separate cells or storm centers, This has been previously
proposed (20) and is presently under study at the National Severe Storms
Laboratory. This recommendation is based on the fact that the overall
predictability of "severe echo" was better for the concentrated storms
of May 13th. The lag integers and the frequency of occurrences used to
determine the conditional probabilities could then be found for each cell.
The conditional probabilities estimated from frequency of occurrences
for an entire pattern are an average of the individual characteristics
for each cell. Separating the pattern into cells and estimating the
conditional probabilities for each cell preserves the cell's individual
characteristics.

Another modification that could aid in the estimation of the con-
ditional probabilities would be to establish whether the cell was build-
ing and decaying, then the resulting conditional probabilities estimates
would be an average of the two mechanisms. However, if the frequency of
occurrences were separated into sections representing increasing and
decreasing parts, then using the appropriate part to estimate the con-
ditional probabilities could overcome the misleading results caused by
averaging. ,

A major problem in the above modifications is that the number of
occurrences used to estimate the required probabilities will be reduced
from those of an entire pattern. As a result, using Method I of Appendix
B to estimate the conditional probabilities would lead to more conditional
probabilities that are zero. These zero conditional probabilities could

lead to nonpredictable intensity classes using Equation 3.15. This
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nonpredictability results from the fact that the conditional probabili-
ties pﬂdij|q) computed from Equation 3.13 would be zero for q = 1,2,3.
Hence each joint probability p(Wij, q), 9 = 1,2,3, would have a proba-
bility of zero; therefore, no decision could be made as to which class
to choose as most likely. This can be overcome by using a metﬁod like
Method II of Apendix B, where those probabilities computed to be zero
are adjusted to a small positive number.

Although elaborate procedures could be devised to estimate the
probabilities, it must be remembered that as the complexity of the
method increases the time required for a prediction also increases.
Nothing will be gained if the prediction comes too late to be used ef-
fectively. The proposed modifications should not increase the prediction
time appreciably since they only divide the large prediction scheme into
smaller parts, ,

It is believed that the prediction scheme presented in this study
could be used as a basis for future schemes which could be easily imple-

mented for automated short-term weather forecasting.
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APPENDICES



APPENDIX A
COMPUTER SIMULATION

Although the results given in Chapter IV were determined from
a computer program written in FORTRAN IV language and run on an IBM
360/40 computer, the results are-computer.and language independent.
The simulation flow chart for the subpattern neighborhood prediction

method is given in Figures A.l and A.2,
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Figure A.1. Simulation flow chart of the subpattern
neighborhood prediction method
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from Figure A.1l
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p(Wijlq) = 1 J r L 3 p(wrslwr-l,s;wr,s-l;q)
1 g:s §:3
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of the prediction pattern ﬁn+1 will be q
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to Figure A.1l

Figure A.2 Continuation of the simulation flow chart
from Figure A.1




APPENDIX B
ESTIMATION OF THE CONDITIONAL PROBABILITIES

Three methods were used to estimate the conditional probabilities
used for prediction. The first method used (Method I) was to estimate
the conditional probabilities for a subevent simply as the relative
frequency of occurrence for each subevent within the event subspace.

The second method (Method II) involved a plan By C. K. Chow {(3), where
the probability for a subevent of an event subspace that had not occurred
is assigned the value 1/3 and the probability of a subevent that had
not occufred in an event subspace that had occurred is assigned the prob-
ability ¢ , where ¢ is a small positive number. The conditional probabil-
ity for subevents that have occurred are estimated approximately as the
relative frequency of occurrence for the subevent within the event sub-
space (See Examples). The third method (Method III) estimates the con-
ditional probabilities in the following manner, If fl’ fz, and f3 are
the frequency of occurrences for the subevents, then the probability P,
for each subevent is given by

£, + 1

p, = ——, (B.1)
F+3

where F = f1'+ f2 + f3. Method III adjusts the probabilities more for

subevents within an event subspace that has a low frequency of occurrence
compared to event subspaces that occur frequently. Each method will be
demonstrated for two examples,

For the examples, let f(wrs |w wr,s-l;q) be the frequency

r-l,s;
of occurrence of the subevent that the intensity class of location (r,s)

of the subpattern is LA the intensity class of the location below is

W the intensity class of the location to the left is Vooee1? and
,S=

r-1,s’
the entire subpattern belongs to the class q. The event is the occurrence

56
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of the intensity class w in the location below, the intensity class

r-1l,s

wr o1 in the location to the left, and entire subpattern belongs to the
,§=

class q, independent of the intensity class location (r,s). Let T be

the frequency with which an event occurs, then T is given by
3

= . M B-l

T Z f(wrslwr-l,s’ Wr’s_laQ) ( )
w =

EXAMPLE 1 rs

f(w32=1| w22=1; y31=1; q=1) = 11,762

£(Wy,=2 | Wy,=15 Wy, =15 g=1) = 32
f(W32=3 I W22=1; W31=1; q=1) = 0
T = 11,79
Method I:
p(w32=1 |W22=l; W31=1; q=1) = 11,762/11,794 = 0.9973
P(Wy=2 | wy,=1; wyy=15 q=1) = 32/11,794 = 0.0027
P(w3,=3 | Wy,=1; Wy =15 q=1) = 0/11,79% = 0.0000
Method 1II: e = 0.0004
p(w32=1 |W22=1; w32=l; g=1) = 0.9973 - ¢/2 = 0.9971
P(Wy,=2 | W,y,=1; Wy =15 g=1) = 0.0027 - ¢f2 = 0.0025
P(Wy,=3 Jwyy=15 way=15 g=1) = e = 0.0004
Method III:
- e o 1. o1y o 11,762 + 1 _ 11,763 _
Pu3p=1 | vyp=ls wy=ls =) = 17555573 = 1,797 - 09971
= =1 =1: a=1) = 32 + 1 _ 33 _
P(Wy,=2 | Wyy=13 Wy =15 a=1) = qy5g—F = 77797 = 0-0028
= =1 =1: aq=1) = 0+ 1_ 1_
EXAMPLE 2
f(w33=1 | w23=2; w32=3; q=2) = 0
f<W33=1 l w23=2; W32=3; q=2) = 13
f(W33=1| w23=2; w32=3; q=2) =
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Method I:

0/19 = (0.0000

P(wga=1] wya=2; wy,=3; q=2) = 13/19 = 0.6842
Method 1I: ¢ = 0.0004
P(Wyqa=l] wy,=25 wy=35 q=2) = ¢ = 0.0004
P(Wya=1] wyg=2; wyy=3; q=2) = 0.6842 - ¢/2 = 0.4840
P(Wy,=l| W,y =25 Wy =35 q=2) = 0.3158 - ¢/2 = 0.3156
Method III:
= 0. v =1e a0y = O F1 1 _
- o w mae emoy o 3L 14
P(W33-l|w23 ’H w32"3’ q=2) = 19+3° 22 = 0.6363
‘ = =/ =4 o= = 6 + 1 = _7 o
P(wyg=l [ wyy=2; wy,=35 q=2) = g3 = 3z = 0.3182
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APPENDIX C
RECTANGULAR PATTERNS

This appendix contains actual rectangular patterns for selected
storms in both sequences as well as certain prediction’ patterns result-

ing from the methods discussed in Chapters III and IV.
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=NWLNO DO

60

UNITS TENS TWENVIES THIRTIES FORTIES FIFTIES SIXTIES SEVENTIES
12345678901234567890123456789012145678901234567890123456789012345678901234567890

AXXXXXXXAXKKKAKXXXAKX XXX XXX XAXX XXXXXXKXXXXXXXXKXKK XXX KXXXXKKK X
XXXRNXKXXXX AKX XRXKXXXKXNX XX XXXXXXXXKXXXAXKKK XN KKK XXX X
XXXXXRXAXXAX XXX XXKK X XXX XX XXXXXXXXXXXKXXXNN XXX KK
XXX XXX XXXXXXXXXKXXX XXX AXXXXXXAXXXXXXAXXKKXK X
AXXXXXXXKXKXXXK XXX XX XXXAXXAXXXXXXXNXXKK X
AXXXXXXXXXXXXXK XXX XXXXXXXXXXXKXNKKK X
XXXXXXXAXAXXXXX XX XXXXXXXXXXXX KKK KX
AXXXXXXXXXXXXXXX XAXKXK KK KKK XXXKX
XXX XXXXXXXX XXX XXXXXXXXXXXKK X
XXXXXXXXXXXXX ) XXXXXXXXXXXKX
AXXXXXXXXXX X 221 XXXXXXKXXXXX
XXXXXXXXXXX 2221221 XXXXKXK XXX X
XXXXXXXXXX 11 22233211 XXXXXXXXXX
XXX XXXXXX 122234433121 AXXAXXXAK
XXXXAXXX 13322355431 XXX XXXXX
XXXXXXXX 123333233 XXXXXKXX
XXXXXXX 1234444321 XXXXXXX
XXXXXX 1%, 1333431 XXXXXX
XXX XX 1331211222 XXXXX
XXX XX 344332 XXX XX
XXXX 11 3644421 XXX X
XXX X L1122 1344311 XXXX
XXX 2322332144431 XXX
XXX 222343323322 XXX
XX 2332334432 XX
XX 1321134332 XX
XX 1121 XX
X X
X X
X X
X 11 3
22
XXXXXXXX
XXXXXXXXXXXX
XX XXXXXXXXXXXX
XXXXXXXXXXKKXX
XXXXXXXXXXXXXXXX
o XXXXXXXXX XK XXX XK
XXXXXX XXX XXKXKXX
XXXXXXXXXXXXXXXX
AXXAXXXXXXAXXX XX
XXXXXXXXXXXXXXXX
XXXXXXXXXXXXXXXX
XXXXXXXXXXXXXXXX
XXXXXXXXXXXXK X
XXXXXXXXXXXXXX
XXXXXXXXXXXX
XXXXXXXX
X X
X X
X X
X X
XX XX
%X XX
XX XX
XXX XXX
XXX XXX
XXXX XXXX
XXXX XXXX
XXXXX XXXXX
XX XXX XXXXX
XXXXXX XXX XX
XXXXXXX XXXXXXX
XXXAXXXX XXXXXXXX
XNX XXXXX XXXXXX XX
XXX XXXXXX XXXXXXXKX
XLAXX XXX XX XXXXXXXXXX
XXXXX XXX XXX XXXXXXXXKK X
XXXXXXXXXXXX XXXXXXXKKXKX
AXXXXXXXEXXXX XXXKKXXXXXXK K
XXXXXXXXXXXXXX XXXXXXXXXXXXK X
XXXXXXXXXKXXKXX X XXXKXXXXKKXXKXKX
XXXXXXXXXXXXXXXXX XXXXXXXXXXKKXXXK X
XXX XXXXXXXXKXXK XXX XXXXXXXXXKXXKXXKK X
AXXXKXXKXXXXXXKXXKXX XXXXXXXXXXXXKXK XXX X
NAXXAXXXKXKXXXXXKK XXX X XXXXXXAKXXXXXXKK XXX K K
XXXXXXXXXXXXXXKXKKXXXXXX XXX XXX XXX XXXXKXKKKXKKK K
XXXXXXXXXXXXXRXXKKXKXK XXX KX XXXXXXKXXXXXKKXKXKXXKXN KKK X X
XXX XX XXX XKXXKXKXKKK AKX XXKXX KKK X XXXXXXNXLXKXXXXXXXXXX AN XXX XN KX X

123456768901234567890123456789012345678901234567890123456789012345678901236557890
UNITS TENS TWENTIES THIRTIES FORTIES FIFVIES SIXTIES SEVENTIES

FIGURE C.l. RECTANGULAR INTENSITY CATEGORY PATTERN FOR 1357 CST, MAY 13, 1967
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61

UNITS TENS THENTIES THIRTIES FORTIES FIFTIFS SIXTIFS SEVEVTIES
1234567890123456789012345678901234567890123456T7890123456789012345678901234567890
AXXXKXXKKKXKKKKXKKXKXKXKKK XXX XX NXNXXKXXXXXXMNXAXKXXNXXKXXXXXX X

XXXXXKXXXXXXXXXXXXKKXKXKXX XXX X XXXXXXH AKX KXXKN KX KKK K XAK K X
KXXXXXKKXKK LXXKXKXXXXX XX XAXXXAXXXNXXXNXXXXXAXX XX
XXX XXXXXKXXAXXKXX KKK XX XXXXXXKXXKXXXXXKAXKK KX
XXXXKXXXXKKXXXXXKXXX NXXXUAKXXEXKXXXXAXXX
XXXXXXXXXXXKXXX XXX AXAXAXXXXXXKXXXXK X
XAXXRXAKXXXKXXXK XX 1 XXXXXXXNAXXXXXAAX
XXXXXXXXKXXXX XX X 2231 AXXXKXXAXXKXKXXXX
AXXXXXXX XXX XXX 2332 XXXAXXXANXXXXX
XXXXXXXXXXXXX 121222211 RXXXXXXXXXX XX
XXX XXX XXX XXX 2322221 XXXXXXAXKAXX
AXXXXXXXXXX 11 33443321 KXXXXXXXXXX
XXXXXXX XXX 12223444421 XXXXXXXXXNX
XXXXXXXXX 23333334 XXXXXXXKX
XXX XXXX X 122344433221 XXXXXXXAX
XXX XXXX X 13223443321 XXXXXXXX
XXXXXX X 2443322111 XXXXXXX
XXXXXX 23443221 XXXXXX
XXXXX 12 26443222 XXXAX
XXXXX 12212344321 XXXXX
XXXX 12212722344432 XXX
XXXX 23321233342321 XXXX
XXX I 3442211 XXX
XXX 1 2121 XXX
XX XX
XX XX
XX XX
X X
X X
X X
3 i1 X
22
XXXXXXXKX
XXXXXKXXXXXX
XXXXXXXXXXX XXX
XXXXXXXXXXXXXX
AXXKXXXKXXXKKX KX
XXXXXXXXXXAXKX X X
XXXXXXXXXXXXKX XX
XXXXXXXXXXXXKXX X
XXXXXXXKXXKXKKX X
XXXXXXXXXX XXXX K X
XEXXXXXKXXXXXKKX XX
XXXXXXXXX XX XXX XX
XXXXXXXXXXKXKX
XXXXXXXXXXXXXX
XXXXXXXKXXAX
XXXXXXXX
X X
X X
X X
X X
XX XX
XX XX
XX XX
XXX XXX
XXX XXX
XXXX XXXX
XXXX XXXX
XXX XX XXXXX
XXXXX XXXXX
XXX XXX XXXXXX
XXXXX XX XXXXXXX
XXXXXXXX XXXXXXXX
XXX XXXXX XX XXXXXX
XXX XXX XXX XXXXXXXXX
XXXXXXXXXX XX XXX XXX KK
XXXXXXXXXXX XXXXXXXXKXXX
AXXXAXXXXXXX XXXXXXXRKNKX
XXXXKXXXXXX XX XXKKXXKXXXXXXX
XXX XXX XXXXXAXX XXXXXXXXXXX XK XK
XXXXXXARXRXXXAR R XXXXXXXXXXXXXXXX
XXXXXXXXXXKKXXX XX XXXXXXXXXXXXXXKK X
XXXXXXXXXXXXXXKXXXX XXXXXXXXXXXXXXXXXX
XXXXXXXXXXKXXXKXX XK XX XXXXXAXXXXXXAXX KKK XX
XXAXXXXKXXX XXX XX XXXXXX XXXXKXXKXXKXXXKXX XX KK X
KXXXXXKXXXXXXXXXXXX XXX XK XXXXXXXXAX XXXXXXXXXXXKXX
XXX XXEXXXXXXKXKXXARKXKX X XXX X XXEXXXXKKX XXX XK XX KX XKXXX XXX
AXXAXXXKKXXXXXXKXXXXXKX X XXX XX XXX AXXXAXKKXXXXXKXHAAXXHHHK XXKXXKX X

12345678901234567890123456789012145678901234567890123456789012345678901234567890
UNL TS TENS THENTIES THIRTIES FORTIES FIFT IES SIXTIES SEVENTIES

FIGURE C.2. RECTANGULAR INTENSITY CATEGORY PATTERN FOR 1412 CST, MAY 13, 1967
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=NWSH N ygo O

UNITS TENS

62

TWENTIES THIRTIES

FORTIES

FIFTIES

SIXTIES SEVENTIES

123456789012345676901234567890123456768901234367890123456789012345678901214567890
XXXXXXXKAXX XXX KX XXX XKHNKX KX XK
XKKXXXXXKKKKEXXXXKKAXNX XXXXX
XXXXXXXKXKK XXX XAXXXXK XX

KXXXXXXAXXX XXX XXX XXXXXXKAXXXXKX
XXXXNXARXKXXXXKXAXXXXKXXK X
XAXXXXXXXAXXAXXXKAXKXKN KX

XXX XXX XX XXXXKX XX XX XXXX 121 XX XXXXXKKXXXK KK KKAKAXKK
AXXAXXXXXXXKXXX XXX XX 1 1221 XXAKAXAAXK XN XK AN K XK
XXXAXXXXKXX XXX XK XX 21233 XAAXXXXXXXKAXXAAKK
XAXXXXXX XXX XXX XXX 11332 XXXKXAXAXKLXKAKK KK
XAXAXKXXXXAXAAX X 122221 XXXXXXXXXXXXXXKX
XXXXXAXXXXXXXX 2333321 XXKAXXXXKXAXN KX
XXXXXXXXXXXXX 1224433221 XXXXXAXXXAAKK
XXAAXXXXXXXX 11223443221 XXXXAXXXXAXX
XXXXAAAXXXX 1223223432 XXAXXXX XXX XX
XXXXAXXXXX 22223433223321 XXXXXXXXXX
XXX XXXXXX 23333333231211 NAXAXXAXX
XXXXXXXX 26443344422 XXXXXXXX
XXXXXXXX 3443344431 XAAKXXX X
XXXXXXX 2443333221 XAXXX %X
XXXXXX 12343322 11 XXXXXX
XXX XX 244443211 XXXXX
XXX XX ' 144443211 XXXAX
XXX X 232321 XXX
XXXX XXXX
XXX XXX
XXX XXX
XX XX
XX XX
XX XX
X 1 X
X 1 X
X X
X 11 X
12
XXXXXXXX
XXXXXXXXXXXX

XXXXXXXX XXX XX

AXXXXXKXXXXXXX

XXXXXXXXXXXXXXXX

XXXKLKXXKXKKXKXX

XXXXXXXXXXXXAXX X

XXXXXXXKKXXAXAX XX

XXXXXXXXXXXXXXXX

XXXXXXXXXXXXXXXX

XXAXKAXXXXXAXXXX X

XAAKXAXXXXXAKNX XX 1

XXXXXXXRXXXX XXX

XXXXXXXXXXXAXK

XXXXXXAXX XXX
XXXXXXXX

X X
X 1 X
X X
X ’ X
XX XX
XX XX
XX XX
XXX XXX
XXX XXX
XXXX XXX X
XXX X 1 XXXX
XXXXX XXXXX
XXXXX XXXXX
XXXXXX XXXXXX
XXXXXXX XXXXXXX
XXX XXXXX XXXXXXXX
XXX XXXXX XXXXXAKX
XXX XXXXXX XXXXXXXXX
XAXXXXXXXX XXXXXXXXK X
XXXXXXXX XXX XXXXXXXXXXX
XXX XXXXXXXKX XXXXXXXXXXKX
XXXXXXXXXXXXX XXX XXXXXXKKXX
XAKXXXKXKXX XXX XXXAXKXXXXAAK XX
XXXXXXAXRXXXXXXX X XXXXXXXXXKXXX XK X
XXX XXXXXXXXXXXX XX XRXRXKKXXXX XXX XXKK X
XXXXXXXXXXXKXX XX XXX XXAXKXXXXHXNAXXX XXX X
XXXXXXXKXXX XXX XXKXXX XXXXXXXXXXEXXXAXXK KX
XXXXAKXXXXXXXXX XX XXXXX XXXXXAXKKXXX XK XAAKN X X X
XXXXXXXXXKXXXXXXXXX XXX XXX XXXNXXXAXK XXXXXX XXX XXX KX
XXXXXKXXKXXXXXXXXKXXXX XX XXX XXXXXKXXXXXXXX KKK KKXXKAXKK X
XXXXXXXAXXXAAXXXLXXXXA XK XXX KKK X XXXXXXXHXKKKHAXLHXKKK KK KXXXKK KK

12345678901234567890123456789012345678901234567890123456789012345678901234567890

UNITS TENS

TWENTIES THIRTIES

FORTIES

FIFTIES

SIXTIES SEVENTIES

FIGURE Co3. RECTANGULAR INTENSITY CATEGORY PATTERN FOR 1427 CST, MAY 13, 1957
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-NWENC DO

UNITS TENS TAENTIES

63

THIRTIES FORTIES FIFTIFS SIXTIFS SFVENTIES

L23456789001234567890123456789N0123456799012364567890123456T7R89N0123454789012364567890

KXXXKXXKXKXKXAKXKKKX KKK XKXK AKX K 12333383383 9323338383833338¢448%4
AXKXXRXXXNXKXKXXXRKAKAXXXX K 1832833302333 488388 2082248444
XUXXNAXAXXK XXXX XXX KKK KX AXXREEXEXRXXXX XXX K KA XK K
XXXXXXXXXXKXXXKXXXXAXX X X t XXXYXXAAXXKAXKNXXK XX XK X
AXXXXXXXXXXXXXX XY XX K 1111111 XXXXXAXXXAXKXKX XX KKK
XXXNXXNKXRRXX XXX XY X 111 1111 1111122221211 12111111 XXX XXX XKXAK K XK KKK
XXKXXXXXXXXX XXX XX 11 111 111122222221111122111 XXXXXXAXX AKX XX XL X
XXXXXXAXRRXXKKX X ] 121111 1222222211111111221 XAXXXXXXXXXRX XA X
XXRNXAKKXKR XXX 1 111 122222222111 122222111 XXXXXXXXXXXX KK
XXX XXAXXKXXXX 1112222222222211122222222211121 XXXAXXKKX XX XXX
XXXXXXXXXKXX 112211122222111221222233332111 XXAXNXXXNAX X
XXXXXXXXX XX 111112211 L1111110 3433311 XXXXKXAKXKXX
XXAXXXXXXX 1221 12211 XAYEXKXAAX
XAXXXXXXX 1 111121 222212211 XAXXXXXXX
AXXXXXXX 12 1 1 1111111112222222333333321 XXXXXXKX
XXXXXXXX12212 111122122333322343333221 XXXXXXXX
XXXXXXX122L 1 111222223333333344332331 XXXXXXX
XXXXXX 222222 1 112222233333333344432332 XXXXX X
XXXXX122232332212122223333433343233333233221 XXXXX
XXXKX23333332211222332144464643722332222 1111222 122 tt XXX XX
XXXX233332211111222333454443212222 3432 23221121121 XXX
XXXS53333321 1212333334443321 35431 13222231 11 XXxx
XXx3333321 111233344331 233211 1123221321 XXX
XXX333222 21213333) 1332233333129212) XXX
X¥l1a3,. 11 1220 144433343422332221 1 XX
xraitl 12t 134422 1112212221 11 XX
Xx11 1 1 1 11 1 XX
X 272821 2112222121 X
X 22211 233221223
X 1 1232222230
X 12222221 %
11 11 11 1211
XXXXXXXX 21311
AXXAXXXXXAXXX 1111 11221
XXXXXXKNKXX XXX 2327 1
XAKXKXKXX XXX XKXK 1212
AXNKANXXXXXXXAXX 1
XXXXXXHXXKXX XXX X
IXXXAXXRAXXKXXKXX
XXXXKH KX XK XX XXX
XXXXXXXXXXXKXXXX
XXXXXXXXXAXXXXKX
XXXXXX XXX KX XX XXX
XXXXXXKXAXXXXXXX
XXXXXXXXXKX XXX
XAXXXXXXXXRKXX
XXXXXXXXX XXX
XXXXX XXX
X X
X h
X t,
X .
XX
XX o
XX o,
XXX e
xX%XX AXX
XXXX XXX X
XXXX XXX
XXXXX XXXX X
SAREXX XXXXX
XXXXXX XXXXXX
XXXXXXX XXXXXKX
XXXKXXKKX XAXXXXX X
XXXXXXXX XXXXXXX X
XXXXXXXXX XXXH XXX KX
XXXXXXXXXX AXXXXXKXX A X
XXXXXXAXXXX AXXXX XXX X XX
XAXXKXXXXXXXX AXXXNXXKNXK KX X
XXXXXXXXXXXXX XXXXXXXXXKXXX
XXXAXXRKXXXX XX XXXXAXXXXKXAK X
XXXXXXXXXXXXXX XX XXX KXKXX XK KX
NXXAXXXXXXXXXXX XX XRXAXAXRXXARRAAK K
XXXXXXXXXXXXKKX XXX XXXAKXXXXXKXKKXKKK X
XXXXXXXXXXXXKXXXXXXX XXXXAAXXKXXXXLKX XX KK
XXXXXXXKXKXXKXXXXXXXXX XXXXXXAXXKXX XX KXX XK KK X
AXXXXKAXXXXXXXXXXXKAXK XX XXXXXXXXXR XXX XXX KXXXK XK X
XXX KXLXXKXXXXXXK XXX KA XX XXX XXXXXXKAXX XXX XXX XXX XX KK
XXXAXXXXXXXKRXRXKXKXHXKK KX XK KX XXX AXXXXXAXX KX XXX XXX KXXHKKK XXX XX AKX

12345678901234567890123456789012345678901234567890123456789012345678901234567890

UNITS TENS TWENTIES

FICURE Cob% RECTANGULAR INTENSITY CATEGORY PAVTERN FOR 1325 (ST,

THIRTIES FORTIES FIFTIFS SIXTIES SEVENTIES

MAY &, 1967
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NPT N

UNTTS TENS

TAENTTES  THIRTIES

64

FIRT(HS

FIFTIES

SIXTTES SFVINTISS

123650 TH40123456T890L2 3490 TBI017 145ATBINL2369ATRUN123654T4990123655T73901236547899
AXXXXXXXXAKKKX LYK XA KNANXAKK KX

XXX XAXXNA L XAXAKAL XA AKX
XXXXXXLAH XXKK KKK X KKK KK

XXXXKXXKKAXKRX KX XXX XXX XXXRXXXKX
XXX XKL XXKXXXKHLK K KXXX XK XXKKRXX
XXXXXXAXXKXK KKK KX AKX KKK XX

FAXARAXKXXXLXXXXXXXXXX
AXXXXXXXXXXXXXX XAXXXN
XXXXYXXXXRKXXXK X XXNN
XXX XXKKXXXXKXXXX X XN
XXXXXEXNXXKX XXX XN
AXXAXXXXXXXXXXNN
KXXXXXXXXXXXXNN
AXXXXXXXXXXKXNN
XXXXXXXXKXXXNN
KXXXXXXXXKNN

XXX XXX XXXNNN
XXXXXXXXNNN

XXX XXXXXNN
XXXXXXXNN

XXX XXXNNN

XXX XXNNN

XXX XXNNN

XAXXNNN

XXX XNNN

XXXNNN

XXXNNN

XXNNNN

XXNNN

XXNNN

XNNNN

XNNNN

XNNN

XNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNN

NNNNN

NNNNN

XNNNN

XNNNN

XNNNNN

XNNNNN

XXANNN

XXNNNNN

XXNINNN

XX XNNNNN

XXX NNNNN

XXX XNNNNN

XXX XNNNNN

XXX XXNNNNN

XXX XXNNNNNN

XXX XXX NNNNNN
XXXXXXXNNNNN

XX XXX XX KNYNNN

XXX XX XX XNNNNNN

XXX XX KXKKNNNNNN
XXX XXXXXXXNUNKNNN
XXXXXXXXXXXNNNNNN
XXX XX XXXXXXXNNNNNN
XXX XX XXXXXXXXNNNNINN
XXXXXXXXXXXX XX HNNNNNN
XXX XXXXXXXXX XXX KNNNNNYN

XXXXXXXXXKXX XXX KX NNNNNNN
XXXXXXXXXXXXAXXXXXXNNUNNNNM
XXXXXXEXXXKXXX XX XXX X NNMNNNNNY
XXXXXXXXXXXXKXXX LXK XXX A NNNNNANN Y
AXXXXXXXXXXXXKXXXKXXAX X XNHNNNNEINNR

1
2231
2332
121222211
7322221
11 33443321
12223446421
2331333343}
1223644633221
132234431321
2663322111
23443221
12 26432722
12212344321
12212322344632
23321233342321
1 34642211
1 2121

11
22
NNNNAUNNN
NNNNNNNNNNNN
XXKXXXXXNNNNNNN
XXXXXXXXXXXXNNNNY
XXXXXXXXXXXKXXNNYNY
XXXXXXXXXXXXXXNNNAN
XXXXXXXXXXXXXXXXNNNY
AXXXXXXXXXXXKXXXNVNN
XXXXXXXXXXX XXX XXNNMN
AXXXXXAXXXXXXXXXNNNN
XXXXKXXXXXXXKXXXNNNN
XXXXXXXXXXX XXX CXNNNN
XXXXXXXXXXXXXXKXNNN
AXXXXXKXXXXX XXX EXNNN
XXXXXXXXXXXXXENNN
XAXXXXXXXXXXXAN
RXXNAAXXKXXY
XXXXXXXX

XXXXXXAXAKAX XXX KKK A K
XEXXAT XKML KARKLX KKK KX
XANHF XK AKX A KRN Y
KX XXXKXXXYXXX KX KK
AXRARKXN XXX XK A
XXX XAXAK KN KX A K

XXX AXXXXAKK KK
XXXXXXX KKK K
XXXXXKXKAK XX
XXXXXN KX A X
XXXXRXX XA

XXX (LKL

XXXXXXXX

XXXXXXX

XXKX XX

XXX”AX

XXXXX

XX

XX XX

XXX

XXX

XX

XX

XX

X

X
X
X

ER 3

X

XX

XX

XX

X (X

XXX

XXX X

XXX

XXX (X

YAXKX

XXXXYAX

XXXXXX K

XXX XKLKK

YYX XX XAX

XXX YAXYX
XXXXXXXKKA
AXXXXXX{AA A

XY XXXARAXXXXXK

XXX XXXXYXAXNX
CRXX XX XAXXAX X
YXXKYXCXXXKXKEXKX
YUXRURY Y Y XXXXKKX X
XXXXXFYXXYYXXXXXYY
IXRLYXNXKY Y XXX XX AN

NS, XAXXXY P AXXXXYKAXY

ANNYXXXXY Y XX XY X XXX XXX AAX

XXXXXXXXXXKKXXX XXX XNKK XXX KK NNNINNSLNNNNNNG NNAGNSHRN YY) XXX XXX XX KX XK X

XXXXXXXXXXXKEXX XXX I XXX XX Y X XXX XXNNNYE NEANE RINANSANR XXX XX X XY XXX XXX XXX XXX X

12345678901234506739012 34545789012 3456 7A9012345ATRIIIPINGATEID 12345678901 236557890
UNITS TENS IWENTIES THIRTIES FDRIIES FIFTIES SIXTIES SFVENTIZS

FIGURE C.5%. PRELICTFI
FHE TRANVSLATION YETHOND FOR 14?27 (ST,

INFENSITY TATILTmYy 2ATE2IN OUNING
vav o1, 1es7

an
73
74
17
75
15
74
73
Lk

7
AQ
+4
67
s
45
54
63
6?2
18
82
59
58
57
55
56
54
53
52
51
59
%3
X
47
4%
45
44
43
42
41
49
39
38
a7
15
35
34
33
32
31
33
29
29
27
25
25
2%
21
21

23
19

17
14
16
14

12
1t

-_—N NS NI
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65

UNLTS TENS TWENTIES THIRTIES FORTIES FIFTIES SIXTIES SEVENTIFS
1234567890123456789012345678921234567999123456789)1236567A911234567897123656TA9)
KXAXXXAXXXKALXAXAXN XXX XXX XXXN XEAXXXXXAXR XXX KALXRAAAXNY XK KK

XXXRXXXXXXXXXXXKXKXX XX XX XXX XEXXXXXXHY AXAAKY X XA XAACK
AXXXXXXEXXXXXXXXKRXX KX XX AXXXXXXXKKAXXHYHA KK XL LK
XXX XXXXXYXXXXNXAKXKX AN LLL XXXXXXXXXANKAKKAXY KKK X
KX XXXXXXXAXXXXKXXKXX L LbuLL XXXXKXXAHKXNNKX KKK KX
XXXXXXXXNXXXKXX XXX LLLLtL XXXAXKKXXAKXREL LAY
XXXXXAXXXXKXXXX XX LLLet AAAXKKXXXAKXK XK LK K
XXXXXXXXXXX XX XXX LLLLit AXXAXXAAKKX XA KKK
XXXXKXXK XXX XXX LLLLLLL XXXAAAXKXAA KK
AXXXNXXXXXK XX LLLSSLLLLL XXXXNXKX XXX KX
XX KXXXXXXXXX LLLLLSSELLL XXXAKKX XXX K
XXXXXXXXXXX LLLLLLLSLL (38333338381
XXXXRXX KR X LLLLLSLLLLLLLL XXARXKXAK X
XXX XXXXXX LLLLLLLLLLLLLL XXXXXXXXX
XXXXXXXX LSSSLLSSSLL XXX XXX XX
XXXXXXX X LSSLLSSSLL XXXXXXKX
XXXXXXX LsstLeLLLt XXXXXXX
XXX XXX LLLSLLLL LL XXXXXX
XXX XX LSSSSLLLL XXX XX
XXXXX LSSSSLLLL XXX XX
XXX X LLLLLL XXX X
XXXX XXXX
XXX XX
XXX XXX
XX XX
XX (44
XX XX
X L X
X L X
X X
X LL X
LL
XXX XXX XX
XXXXXXXXXKXXX

XXXXXXKXX KKK KK

XXXXXXXXXXXL KX

XXXXXXXXXXXXRX KX

KXXKXKXXXKXXXKX X

AXXXXXXXXXXXKKX X

XXXXXXXXNXX XXX XX

XXXXXXXXXXXXXXXX

XXXXXKXXXXX XXX X X

XXXXXXKXXXXXXXXX

XXXXXXXXKXXXXXXK L

XXXXXXXXXXXXKX

XXXXXXXXXXX XXX

XXXXXXXXX XXX
XXXXXXXX

X X
X L X
X X
X X
xX XX
XX XX
XX XX
XXX XXX
XXX XXX
XXxx XXX X
XXXX [ 3¢ ]
XXX XX XXKXX
XXXXX XXX XX
XXXXXX XXXXXX
XXXXXXX AXXXLAX
XXX XXXXX XXXXXXXX
XXXXXXXX AXXXXKXX
XXX XXXXXX XXXXXKK KX
XXAXXXXXXXX KXXXX XK KX
XXXXXXXXXXX XXXAKXXKX X%
XXXXXXXXXXXX XXXXXXXXXK XX
XXXXXXXXXXXXX 1338434338383
XXXXXXXXXXXXXX XXXXKX XX XA AX
XXXXXXXXXXXXXXXX XXXAXKXKAXXXXK XX
ARXXKX XXX KK KKK KX XY AXXXXXK XXX XXX XK
AXXXKXXAXXXXXXX XXX XAXXXXXXXXAKX XKL LK
XXXXXXXXXXXXXXXXXNLX XXXXXXXXXAXKXLXX KKK XL
XXXXXXXXXXXXXXX XXX X XXX XXXXXXAXXXXKXK XK XXX XK
AXXXXXXXXXXXXXKEXK XXX XX XXXXXXXHXHKHXKXKXAK XKLL K K
XXAXXXKXXXX XXX KKK AKX XK XX XXX AXKXAKAXAXXKXXAKKCXACLACL KK

AXXXXXXX AKX XXKXXLKXXXXK XX XX XXX XX XXAXXXXXAXKKY XXX XXYXXAY KAXKLK XK
1234567890123645678901234567892312345678901234567R897123456789)1234567893123456789)
UNITS TENS THENTIES THIRTIES FORTIFS FIFTIFS SIXTIFS SFVENTIFS

FIGURE C.6 RECTANGULAR INTENSITY CLASS PATTERN FGR 1427 CST." MAY 13, 1947
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UNITS TENS THENTIES THIRVIES FORTIES FIFTIES SIXTIES SEVENTIFS
123456784901234506T7890123456T7892123456763)123456789)12345678921234567893123456789)
XXXXXXXXKXXXXRRXXAXXXX XK XX XXX XX XAXXKXXXXKXAXX KK XKAXK KKK XK KK KX

XXXXXXXXXKXKXXXKXKXXXXXXXKXX XXXXXXXHXXNXXKXXXXXXXKXXK KK X
XXXAXXXXXXRKAXXK XXX XX XX XX XXXKXXXAKXXXXXK KKK KKK KK X
XXXXXXKAKRX XXX XXX XX XX XXXXXKXXAXXXKKXKX XK K X X
XXXXXXXXXXXXXXX XXX XXN L XXXXXXXXXKXNKHN XXX KX X
XXX XAXXXRRX X XXX XX XNN LLLL XXXXXAKXXXXXX XK KKK
AXXXXXKXAXXK X XXX XXN LELL XXXXXXAXXXXX XX XXX
XXXXXXXAXXXXXXX XN tLeLeteet XXXAXXKXXXXXXK XK X
KXXXXXXXXXXXXXNN LLLLELL XEXXAXKXX XXX LA
XXXXXXXXXXXXXNY LL LLSSLLLL XXXAXXKXXKK KX
XXXXXXXXXXXXNN LLLLLSSSSLL XXXXXXXXXK XX
KXXXXXXXXXXNN LLLLLLLSLY XXXXXXXKKXX
XXX XXXXXXXNN LLLLSSSLLLLL XXXXXXXNKX
XXX XXXXXXNNN LLLLLSsiLLt XXXXXXXXX
XXXXXXXXNNN LSSLLLLLLL XXXXXXXX
XXX XXXXXNN LLSSLLLL XXXXXK L X
XXXXXXXNN LL LSSLLLL XXXXXXX
XXXXXXNNN LLLLLLSSLLL XXXXXX
XXX XXNNN LLLLLLLLLSSSLL XXLAX
XXX XXNNN Leeteeeeeseett XXX XX
XXXXNNN L LSSLLLL XXX X
XX XXNNN L LLLL XXXX
XX XNNN XXX
XXXNNN XXX
XXNNNN XX
XXNNN XX
XXNNN XX
XNNNN X
XNNNN LL X
XNNN LL X
XNNN NNNNNNNN X
NNNN NNNNNNNNNNNN

NNAN XXXXXXXXNNUNNVNY

NNNN XXXXXXXAX XX XNNNNN

NNNN XXXXXXXXXXXXXXNNNNN

NNNN XXXXXXXXXXXXXRXNNNNN

NNNN XXXXXXXXXAXXXXXXNNNN

NNNN XXXXXXXXXXXXXXXXNNUN

NNNN XXXXXXXXXXXXXXXXNYNY

NNNN XXXXXXXXXXXXXXXXNNNN

NNNN XXXAXXXXXXXXXXXXXNNNN

NNNN XXXXXXXXXXKXX XX XNYNN

NNNN XXXXXXXXXXXXXXXANNN

NNNN AXAXXAXXX XX XXX XXINN

NNNN XXXXXXXXKXXXXXNNN

NNNN XAXXXXXXXXXXXXN

NNNN XXXXXXXXXXXX

NNNNN XXXXXXXX

NNNNN

XNNNN X
XNNNN X
XNNNNN X
XNNNNN X
XXNNNN XX
XXNNNNN XX
XXNNNNN 134
XX XNNNNN XXX
XXX NNNNN XXX
XXX XNNNNN XX XX
XXX XNNNNN XXXX
XXX XXNNNNN XX XXX
XXX XXNNNNNN XXXXX
XXXXXXNNNNNN XXXXXX
XXX XXXXNNNNN XXXXXXX
XXXXXXXXNNNNN XXXXXXXAX
XXX XX XXX NNNNNN XXXXXX XX
AXX XX XXX XNNNNNN XXXXXXX KX
KXXXKXXXXXNNNNNY XXXXX XXX X X
XXX XX XXX XXXNNNNNN XXX IXXXXXXX
KXXXXXXXXXXXNNNNNN XEXXREXXXX XX
XXXXXXXXXXXXXNNNNNNN XXXXXXXXXXXKX X
XXXXXXKXXXXXXXNHNNNNN XXXXAXXXXXKXX X
XXXXXXXXXXX XXX KXNNNNNN XXXXXXXXXXX XX XXX
XAXXXXXXXXXXXXXXXNNNNINN XXX XXXXXXKXK XXX XX
XXXXXXXXXXXXXXX XXX NNNNNNNN XXX XAXXXXAX XX XK XK X
XXX XXXXXXXXXXXXXXXX XNUNNNNNN XYXXXXXAXALXXKK XXX XX
XXX XXXXXXXXXXXXXXXXXXXNNNNNNNNN NXXXXYXAXXXXXAXXXX XXX K X
AXXXXXXXXXXXXXX XXX XXX Y X NHNNNNNA NN MNNXXXXXXXAXXXXXXXXAXAXXAYX
XXXXXXXXXXXLXXXXXXX K LXK XXX NNNNNNNNNNNNMNNNNNY SN UV INCXXE XXX XXX XXX XXX X KK X
XXXXXXXXXXXXXXX XK X XXX XX XXX XXX XNHNNNNNNNNNNNNASNNN X XXXEX XXX XK RXX XXX XXX XXX XXX XXX XX

12345678901234567890123456769012345673901234567R09)12365678901234567897123456789)
UNITS TENS TWENTIES THIRTIES FORTIES FIFTIES SIXTIFS SEVENTIES

FIGURE Co7. PATTERIN RESJLTING FROM USING THE TRANSLATION MFTHOD
WiTH KNOWN PARAMETERS FOR 1427 CST, MAY 13, 1967

N WS N NDD



ENWSNP RO

67

JUNITS TENS FacNTles  PHIATIES  FURTIES FIFTIES SIXTIFS SEVENTIES
1234567990123656 7890423650 TH V1 234567890121456T3901234567890123456TAND173695T7A00
XXXXXNHAAXKAKR KKK KK R KLY LY A NN COUXXXAAAAXXAKF XX AX KKK AAXAA KKK

XUKRXKXKXXAKKXKKXARX WAL RN LK NN XXXARKAALLXAAKKKK KKK X
KXXXXXRXKXX KKK XX XXX KK X EXNNNG XXXXXXK XK XXXAHKAKARXAN AN
XEXXXAXXXXKAXAX XXXX XK Y NNNN (3932832283383 32¢8880 449
XXXXXXXXXAXXXAX XXKXXNYNN L. 1323223333883 338888 4]
XXYXXRXNXXXXY XK XX XNNNNN (S XXOAAXKK XX AAAKX KK X
AXKXXXXXXXKXXXX X XNNANN (S N 1328338323282 884%1
XXXXXXXXXXXXXXXKNHNN LLLittL EAKXKXXAXAAXX X AN
XXX XXXXXXXXXXXNNNNN LSSLLLL XXAXAAXKKXAKKK X
AXXAXXXAXKXX XN INN LLLLSSSLLL XXKXXXKXALK LK
XXXXXXXXXXXXNNNNN LLLLLLLsee XAKAKXKKXAX XXX
XXX XXXXXXXXNNNNN LLLSSLEL XAXXXXXKXX X
XXX XXX XXX XNNNNN LLeeLsiee XXXXXXKLLXK
XX XXX XXNNNNN LSSLLLL XXXXXKAKX
XXX XXXXXNNNNNN LSSLLL XXXAXXXK
XXX XXXXXNNNNN SSLLL XXXXX(KX
XX KXXXXNNNN® LSSLLL XXARXXX
XXX XXXNNNNN Lit LLSSSLLL XXXXXX
XXX XXNNNNNN LL LLLLSLL XXX
XXX AXNNNNN LLLLSLLL XXXXX
XXX XNNNNNN LLLL XXXX
XXX XNNNNN . XXX
XX XNNNNNN [ 1.4
XXX NNNNN XXX
X XNNNNNN XX
XXNNNNNN XX
XXNNNNN XX
XNNNNNN X
XNNNNNN NNNNNNNNNN X
KNNNNNN NNNNNNNNNNNNNN X
XNNNNN NNNNNNNNNNNNNNNN X
NNNNNN NNNNRNNNNNNNNINNY

NNNNNN NXXXXXXXXNNNNNNNNN

NNMNNN XXXXXXXXXXXXNNNNNNNN

NNNNNN NXAXAXXXAXXXXXXNNINVYY

NNNNNN XXXXXAEX XXX XXX NNNNNNN

NNNNNN XXXXXXXXXXXAXXX XNVYNNN

NNNNNN XXXXXAAAXXXXXKXXNNNNNY

NNNNNN XXXXAAXXXAAXXAX XNNNNNN

NNNNNN KXXXXXXAKX XAXNX X XNNNNNN

NNNNNN XXXXXAXAKXKXAX X XNNNNNN

NNNNNN XXXXKXXXXAXXXX X XNNNNNN

NNYNNN XXXXXXXXXXXXXXXXNNNNNN

NNNNNN AAXXAAAKXKAXXXKKXNINNN

NNNNNN XXXXXXXXXXXXXXNNNNNN

NNNNNN XXRXXXXX XXX XXXNNNNN

NNNNNNN XXAXXKXKANXXXNNYY

NNNNNNN XXXXXAXX

NNNNNNN

XNNNNNN X
XNNNNNNN X
XNNNNNNN X
XNNNNNNN X
XXNNNNNNN XX
XXNNNNNNN X
XXNNNNNNNN XX
XXX NNNNNNN XXX
XXXNNNNNNNN XXX
XXX XNNNNNNN XXX
XXX XNNNNNNNN XXxXX
XXXXXNNNNNNNN XXXXX
XX XXX NNNNNNNNN XXXXX
XX XXX XNNNNNNNN 1243389
XXX XXX XNNNNNNNN XXXXXXX
XXXXX XX XNNNNNNNN XXXXXXXX
XXXXXXXX NNNNNNNNN NXXXXXK KK
XXX XXXXXXNNNNNNNNN NXXXXXXXXX
XX XXX X XXX X NNNNNNNNN NXXXYXXXX KX
XRXXAXXX AKX NNNNNNNNNN NNXXXKXXAXKXX X
XXX XXXXXXXXXNNMNRNNNNY NVKXXXXXXXXXXX
XXXXAXXX XXX XXNNNNNNNNNN NNXXXXXXXXXXXXNX
XXXXXXXXKXXXXXNNNNNNNNNNN NVYXXXX XXX XXXX XX
XXXXXXXXXXXXXKXXNNNNNNNNNNN NNNKXXXXXXXXXX XXX XX
XXXXXXXXKXXX XXX KX XNNNNNNNNNNNY LLUEIS388338 8383384444
XXAXAXXAKXX X KX X XK XNNNNNNNNNNNNNN NYIIN XXX XXX XX XX KX XK XX XX
XXXXXXXXXXX XXX X XXX X KNNNNNNNNNNNNNNNN NANNNNNNNXXXXX XXX XXX KXXK K XXX
XXXXXXXXXXAXXNXXXXXXXXNNNNNNNNT NNNNNN NNNNNYNNNNXX XXX XXX XXX KX KX XXKXK KX
XXXXXXXAAKKX XXX XXH XXX XNNNNNNNNNNNNNNNNNNNNNS NN Y RNOO0000CXEXX XXX XXX XXX XX
XAXXXXXXXXXKXXXXXXKX XN XXX XX NNN NN NNNNNNXX XXX XXX XX XXX XXX XXX KX
XXXXXXXXXXKXXXAXKXXX KK KX XK KKK X K NNNNNNN HNINNNNNNNN OO XX XXX Y XX XXX XX XX XXX KK KX

1234567890123456T89012345¢.78971284567890123456789012345678901236557330123655793)
UNITS TENS TWENTIES THIRTFIES FORTIES FIFTIFS SEATIES SFVFNTLES

FIGURE C.8. PATTERN RESULTING FROM USING T4F SULAPLTTERN NF IGHRNRHAND
METHOD WITH ANOWN PAPAMFTERS FNR 1427 €ST, VAY 13, 1967
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UNITS TENS TWENTIES THIRTIES FORTIES FIFTIES SIXTIES SEVENTIES
123456789012345678901234656789012345678301234567890123455733312345573901234355743)
AXAXXAXAXXXXXXXIKXXXXKX KKK X XXX X XXXXXXXXXXKKHXXXXXXXKKXXXX XXX XX

XXXKXXXXXXXKXAK X XXX X XK XXX XX XXXXXXXXXXXXXXXXKKXXXX XK XK
XXXXXXXAXKKKIKXKNKXX XXX X XXXXXKKAKXXXXAXKKKXXKKK X
XXX XXXAXXKXXKKRXXXAXXXX XXXXXXXXXXXXXXXXK XXX XX
XXXXXXXKXXXXXXX XXXXXN L XXXXXXXXXK XXX KKK XX
XXXXXXXXXXXXXAXXXXNN Lt KXXXXXXXKXXXKXXKXXX
AXXXXXXXKXXXXXXXAN LLLL XXXXXXXKXXXXXXXXX
XXKXXXXXXXXXXXX XN [NSNRRANNE XHXOHXX XXX X KKK XX
XXXXXXXXXXAXXXNN LLLLLLL XXXXXXXXX XXX XX
AXRXXXXXXXXXXNN LL LLSSLLLL XXXXXXXXXXHXX
XXXXXXXXXXXXNN LLLLLSSSSLL XXXXXXXXKKK X
XXXXXXXXXXXNN LLLLLLLsSL XXXXXXXXXXX
XXXXXXXXXXNN LLLLSSSLLLLL XAXXX XXX KX
XXXXX XX XXNNN LLLLLSSLLLL XXXX XXX XX
XXXXX%XXXNNN LSStiLLLLL XXXXXXXX
XXXXXXXXNN LLSSLLLL XXX XK XX
XXXXXXXNN L LSSLLLL XXXKX KX
XXXXXXNNN LLLLLLSSLLL XXXXXX
XXXXXNNN LLLLLLLLLSSSLL XXXXX
XXX XXNNN LLLLLLLLLSLLLL XXXXX
XXXXNNN L LSSLLLL XXXX
XXXXNNN LoLLLL XXX X
XXXNNN XXX
XXXNNN XXX
XXNNNN XX
XXNNN XX
XXNNN XX
XNNNN X
XNNNN LL X
XNNN LL X
XNNN NNNNNNNN X
NNNN NNNNNNNNNNNN

NNNN XXXXXXXXNNNNNNN

NNNN XXXXXXXXXXXXNNNNN

NNNN XXXXXXXXXXXXXXNNNNN

NNNN TOXXXXXXXXXXXXXXNNNNN

NNNN XXXXXXXXXXXXXXXXNNNN

NNNN XXX XXXXXXXXXXAXXNNNN

NNNN XXXXXXXXXXXXXXXXNNNN

NNNN XXXXXAXXXXX XX XX XNNNN

NNNN XXXXXXXXXXXXXXXXNNIN

NNNN XXXXXXXXXXX XX XX XNNNN

NNNN XXXAXAAXKXXXXXXXNNN

NNNN XXXXXXXXXXXXXXXXNNN

NNNN XXXXXXXXXXXXXXNNN

NNNN XXXXXXXXXXXXXXN

NNNN XHXXXXXXXXX X

NNNNN XXXXXXXX

NNNNN

XNNNN X
XNNNN X
XNNNNN X
XNNNNN X
XXNNNN XX
XXNNNNN XX
XXNNNNN XX
XXXNNNNN xxx
XXXNNNNN XXX
XXXXNNNNN XXXX
XXX XNNNNN XXXX
XXX XXNNNNN XXXXX
XXXXXNNNNNN XXXXX
XXXXXXNNNNNN XXXXXX
XXX XXXXNNNNN XXXXXXX
XXX XXXXXNNNNN XXXXKX XK
XXAXXXXXNNNNNN XXXXXXXX
XXX XXXXXXNNNNNN XXXXXXXXX
XXXXXXXXXXNNNNNN XXAXXXXXXXX
XXXXXXXXXXXNNNNNN XXXXXXXAKK X
XXX XXXX XXX XXNNNNNN XXXXXXXXXAXX
XXXXXXXXXXXXXNNNNNNN XXXXAXXXXXXXX
XXXXXXXXXX XXX XNNNNNNN XXXXXXXXXXXXXX
XAXXXXXXXXXXXXXXNNNNNN A XXAKXXXXKXXXXKX XX
AXXXXXXXXXXXXXXXXNNNNNNN PR 33.33333338338333 334
XXXXXXXXXXXXXXXXXXNNNNNNNN o XRAXXRKK XXX XXX X
XAXXXXZXXXKAXXKXKXXXXNNNNNNNN & XXXXAXXXAXXXXXXXXXXX
AXXXXXXXXKXXXXKX KX XX XXNNNNNNNNN NXXXXXXXXXXXXXXXXXXXK KX
XAXXXXXXXXKXXKAXXX X XXX XXNNNNNNNNNNN NNNXXXXXXXXXXXXKXXXXXXXXXAX
KXXXXXXXKXXXAKXX XXX KAXXXXXXK X NNN NNNNNNNN NANVNXX XXX XXX XXX XXEXXXXXK XK XXX

XXXXXXXXKXXXXXAXXX XK XK X XXX XXX K XNNNNNNNNNNNNNNINNN XX XXX XXX XXX XXX XK XXX XK XK XXX XXXX X
12345678901234567890123456789012365678901234567890123456789012345678901234567890
UNITS TENS THENTIES THIRTIFS FORTIES FIFTIES SIXTIES SEVENTIES

FIGURE Ce9. PIEDICTED INTFNSITY CLASS PATTEIN USING
THE TRANSLATION METHOD FOR 1427 CST, “AY 13, 1967
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UNITS TENS

TWENTIES

69

THIRVIES FDRTIES FIFTIES SIXTIES SEVENTIZS

1234567890123456789012345678901234567890123456789012345676901234%5678901234557890

XAXXXXKKXAXXXAXXXXAXX AKX XXX XXX XNN
XEXXAXXXXXXKXXXXXXXXXX XX XXX NNN
XXX XXXXXXXXAXXXKKKX XXX XX XNNNN

XXX XXXXXXXX XXX KX XXX XXX NNNN

KXORXXXXX KX XK XK KX KNK KX KX
XAXXXKXKXXKHNXXXXKKKXKX KKK KX
XXXXKXXKXXNKKKKXXXKXKKX XK
XXXXKXXKKXAXX XXX XKL XX X

KXXXXXXXXXXXXXXXKXXXNNNN XXXXXXAXKNANXKXXXK KKK
XXXXXXXXXXXXXXXXXXNNNNN LLL XAXHXXKK KK KK KN AKX
XXXXXXXXXXXXXXXXXNNNNN LSt 1338223333843 833 8]
XXKXXXXXXXXXXXXXNNNY LLL KXXXKXAXKXX XX KK K
XXX XXXXXXXXXXXNNNNN LeLL XXXXXXKXX XXX X X
XXXXXXKXXXXXXNNNNN LstetL XXXAXXKXXX XXX
XXX XXX XXXXXXNNNNN SSSSLL XAXXAXXXKX KX
XXXXXXXXXXXNNNNN LLL LSSSL XXXXXXXXXX X
XXX XXXXXXXNNNNN SSLLL XXXXX KKK K X
XXX XXXXXXNNNNN LLLSSLLL XAXX KKK X
XXXXXXXXNNNNNN LSSLLLLL XXX XXXXX
XXX XXXXXNNNNN LL LLSLLL XXX XXKKX
XXXXXXXNNNNN L LSSLL XX XXX X
XXX XXXNNNNN LSLLL XXXXXX
XXX XXNNMNNN LLL LSSSLL XXX XX
XXX XXNNNNN LL LLLSSL XXXXX
XXX XNNNNNN LLLLLLSELL XXXX
XXX XNNNNN LL Sss XXX
XXX NNNNNN L L XXX
XXX NNNNN XXX
X XNNNNNN XX
XXNNNNNN XX
XXNNNNN XX
XNNNNNN X
XNNNNNN NNNNNNNNNN X
XNNNNNN NNNNNNNNNNNNNN X
XNNNNN NNNNNNNNMNNNNNNN X
NNNNNN NNNNNNNNNNNNNNNNN

NNNNNN NXXXXXXXXNNNNNNNNN

NNNNNN XXXXXXXXXXXXNNNNNNNN

NNNNNN XXXXXXXXXXXXXXNNNNNNN

NNNNNN XXXXXXAXXX XXX XNNNNNNN

NNNNNN XXAXAXXXRX XX XXX XXNNNNNY

NNNNNN XXXXXAXXXXXX XXX XXNNNNNN

NNNNKNN XXXXXXXXXKXXXKXXNVNNNY

NNNNNN XXXXXXXXXXXXXXXXNNNNNN

NNNNNN XXXXXXXXXXX XXX XXNNNNNY

NNNNNN XXXXXXXXXXXXKXXXNINNNY

NNNNNN XXXXXXXXXKXX XXX XNNNNNN

NNNNNN XXXXXXXXXXXXXXXXNYNNN

NNNNNN XXXXXXXXXXXXXXNNYNNY

NNNNNN XXXXXXXXXXXXNXXNNNNN

NNNNNNN XXXXXXXXXXXXNNNN

NNNNNNN XXXXXXXX

NNNNNNN

XNNNNNN X
XNNNNNKN X
XNNNNNNN X
XNNNNNNN X
XXNNNNNNN XX
XXNNNNNNN XX
XXNNNNNNNN XX
XX XNNNNNNN XXX
XXX NNNNNNNN XXX
XXX XNNNNNNN XX XX
XXX XNNNNNNNN XX XX
XXX XXNNNNNNNN XXXKX
XXX XXNNNNNNNNN XXXXX
XXX XX XNNNNNNNN xXXXXXX
XXXXXXXNNNNNNNN XXXXX XX
XX XXX XXXNNNNNNNN XXXXXX XX
XXX XXXXXNNNNNNNNN NXXXXXXXX
XXX XXX XXXNNNNNNNNN NXXXXXXXXX
XXXXXXXXXXNNNNNNNNN NXXXXXXXXXX
XXXXXXXXXXXNNNNNNNNNN NNXXXXXXXXXXX
XXX XX XX XXXXXNNNNNNNNNN NNXXXXXXXXXXXX
XXXXXXXXXXXXXNNNNNNNNNN NNXXXXX XXX XXXXX
XXXXXXXXXXXXXXNNNNNNNNNNN NVAXXXXXXXXX XXX XX
XXX KRR XXX X XXX X KNNNNNNNNNNN NYNXXXKXX XXX X XXX XX

XXXXXXXXXXXXXXX X XNNNNNNNNNNNN
XXXXXXXXXXXXXXXK XXX NNNNNNNNNNNNNN
XXXXXXXXXXXXXXXXNXKX XNNNNNNNNNNNNNNNN

NNNUXXXXXXX XX XXX XXKXX
VVNVNNXXXXXXXXXXXXXXXK KX
NNANYNYNXX XXX XXKXXXX XXX XXX XX

XXXXXXXXXXXXKXXX XX X XXX NNNNNNNNNNNNNNNNNNNNNNNYNANYINNNSINNXOXOE XXX XX XXX XXX X X
XXXAXXXXXXXKXXXXXLXXKX XX NNNNNNNNNNNNNNNNNNNNNNNNNNNNN YN0 XXKK XX XXX X KX K K
XXXXXXXXXXXXXXXXXKXXKX XX XXX NNNA NNNNNNN NNNNNX XXX XXX XX XXX XXX XK XXX K KKK KK
XXXXXXXXXKEXKKKKKXKKKK KX KKK KX KK NNNNNNVANNINNANNNN XXX XXX XX XXX XXX XXX X XXX XX XXX A X
123456789012345678901236567890123456789012345678921236455733212345573321236455733)

UNITS TENS TWENTIES THIRYJES FORTIES FIFTIES SIXTIES SEVENTIES

FIGURE C.10,
NEIGHBORHOOD METHOD FOR 1427 CST,

PREDICTED INTENSITY CLASS PATTERN USING YHF SUBPATTERN
HAY 13, 1967
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