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## LIST OF SYMBOLS

| $A^{\prime}$ | the transpose of the matrix $A$ |
| :---: | :---: |
| $A^{-1}$ | the unique inverse of a square matrix A of full rank |
| $\mathrm{A}^{-}$ | any generalized inverse of the matrix $A$ |
| $A^{\frac{1}{2}}$ | the square root of a symmetric matrix A defined by $A^{\frac{1}{2}}=C^{\prime}$ DC where $C$ is an orthogonal matrix and $D$ is a diagonal matrix such that $A=C^{\prime} D^{2} C$ |
| $A \otimes B$ | the Kronecker Product of the matrices A and B defined by $A \otimes B=\left(a_{i j} B\right)$ where $A=\left(a_{i j}\right)$ |
| $\mathrm{ch}_{\mathrm{i}}(\mathrm{A})$ | the $i^{\text {th }}$ largest characteristic root of A |
| $\mathrm{I}_{\mathrm{q}}$ | the identity matrix of order q |
| ${ }^{\circ} \mathrm{p}$ | the ( $\mathrm{p} \times 1$ ) vector of zeros |
| ${ }^{0} \mathrm{p}, \mathrm{q}$ | the ( $p \mathrm{x} q$ ) matrix of zeros |
| R(A) | the rank of the matrix A |
| $\operatorname{tr}(\mathrm{A})$ | the trace of the matrix $A$ |
| V (A) | the vector space spanned by the rows of the matrix $A$ |

## INTRODUCTION

This study presents an extension of large sample procedures for estimation and hypotheses testing problems for multivariate linear models, as it describes situations that cannot be analyzed under the Standard Multivariate (SM) general linear model. Kleinbaum (12), has developed the theory to deal with the Growth Curve Multivariate (GCM) model and the More General Linear Multivariate (MGLM) model, which is applicable to the problem of missing observations among the dependent variables in the SM model with known design matrix. The author extends the results of Kleinbaum to include an analysis of covariance model with missing observations among the independent variables (or covariates) as well as among the dependent variables. This is accomplished by using the same linear model structure as Kleinbaum to handle the problem of missing observations among the dependent variables and then employing a modification of the covariance method of Zyskind, Kempthorne, et al (28) to replace missing observations among the independent variables by their least squares estimates.

Chapter I contains a discussion of the Multivariate Analysis of Covariance (MAC) mode1, gives a brief discussion of estimation and hypothesis testing for the MAC model and describes experimental situations for which the MAC model does not apply.

In Chapter II a review of the literature dealing with missing values in linear models is discussed. In particular, a detailed description is given of the approach of Zyskind, Kempthorne, et al
to the problem of missing values on the dependent variables of a univariate linear model and the approach of Kleinbaum (12) to the problem of missing values among the dependent variables of a multivariate linear model.

In Chapter III a general form of the MAC model is developed which employs a modification of the covariance method of Zyskind, Kempthorne, et al (28) to handle missing observations among the covariates and uses the linear model structure of Kleinbaum (12) to handle the problem of missing values among the dependent variables. The model is called the More General Multivariate Analysis of Covariance (MGMAC) model.

Chapter IV extends the results of Kleinbaum (12) concerning the problem of BLUE estimation in the More General Linear Multivariate (MGIM) model to the problem of estimation of estimable linear sets of the design and regression parameters in the MGMAC model. Unbiased and consistent estimation of the variance-covariance matrix $\Sigma$ is also discussed along with a procedure suggested by Schwertmann and Allen (21) for obtaining a positive definite and consistent estimate of $\Sigma$ when the unbiased and consistent estimate suggested by Kleinbaum (12) is negative definite.

In Chapter $V$ Best Asymptotic Normal (BAN) estimation of estimable linear sets of the design parameters is considered for the MGMAC mode1. Test statistics constructed from BAN estimators and consistent estimators of the variance parameters are also discussed.

Chapter VI summarizes the results of this report and suggests some possibilities for further research.

## CIIAP'TER I

## MULTIVARIATE ANALYSIS OF COVARIANCE MODEL

The Multivariate Analysis of Covariance (MAC) Model is based on the multivariate linear model

$$
\begin{align*}
& E(Y)=X \alpha+Z \beta  \tag{1.1}\\
& \operatorname{Var}(Y)=I_{n} \otimes \Sigma
\end{align*}
$$

where $Y$ is an ( $n \times p$ ) matrix composed of p -variate responses on n individuals,
$X$ is an ( $n \times m_{x}$ ) known design matrix of rank $R(X)=r_{x}\left(\leq m_{x} \leq n\right)$ corresponding to the classificatory variables of the model, $\alpha$ is an ( $m_{x} \times p$ ) matrix of unknown parameters, $Z$ is an ( $n \times m_{z}$ ) matrix composed of concomitant variables, $\beta$ is an ( $\left.m_{z} \times p\right)$ matrix of unknown concomitant parameters, $\operatorname{Var}(\mathrm{Y})$ is the ( $n \mathrm{p} x \mathrm{np}$ ) variance-covariance matrix of the ( $n \mathrm{p} x \mathrm{x}$ ) vector defined by putting the rows of $Y$ underneath each other in a long column vector, $\Sigma=\left(\sigma_{\mathrm{rs}}\right)$ is a (p x p) positive definite matrix of usually unknown parameters which represents the variance-covariance matrix of any row of $Y$,
and $I_{n} \otimes \Sigma$ is the Kronecker Product of the matrices $I_{n}$ and $\Sigma$.
The MAC model may be more concisely represented by using the following definitions:
$A=(X: Z)$ is the ( $n x m$ ) design matrix constructed by horizontally augmenting the design matrix $X$ by the matrix $Z$ where $m=m_{x}+m_{Z}$,
$\gamma=\binom{\alpha}{\beta}$ is the ( $m \times x$ ) matrix of unknown parameters constructed by vertically augmenting the parameter matrix $\alpha$ by the parameter matrix $\beta$.

Thus, the MAC model may be written as follows:

$$
\begin{align*}
& E(Y)=A_{\gamma}  \tag{1.2}\\
& \operatorname{Var}(Y)=T_{n} \mathbb{Z}
\end{align*}
$$

## Variate-Wise Representation of the MAC Model

The MAC model may be alternatively represented in a variate-wise representation by making the following definitions:
$\underline{y}_{s}$ is the ( $n \times 1$ ) vector which denotes the $s^{\text {th }}(s=1, \ldots, p)$ column of Y ,
and $\underline{r}$ is the $(m \times 1)$ vector which denotes the $s^{\text {th }}(s=1, \ldots, p)$ column of $\gamma$.

Thus, $Y=\left(\underline{y}_{1}, \ldots, \underline{y}_{p}\right)$
and $\underline{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{p}\right)$
so that the MAC model may be described as

$$
\begin{align*}
& E\left(\underline{y}_{S}\right)=A \underline{r}_{S}, \quad s=1, \ldots, p  \tag{1.3}\\
& \operatorname{Cov}\left(\underline{y}_{r}, \underline{y}_{S}\right)=\sigma_{r S} I_{n} \text { for all } r, s=1, \ldots, p
\end{align*}
$$

The variate-wise representation consists of $p$ univariate models corresponding to the $p$ variates. These $p$ separate univariate models are related by the $p(p-1) / 2$ covariances between the different variate pairs.

## Vector Representation of the MAC Mode1

The vector representation of the MAC Model is obtained by making the following definitions:

Let $\underline{y}=\left[\begin{array}{c}\underline{y}_{1} \\ \underline{y}_{2} \\ \cdot \\ \cdot \\ \underline{y}_{p}\end{array}\right]$, and $\quad \underline{\gamma}=\left[\begin{array}{c}\underline{q}_{1} \\ \underline{q}_{2} \\ \cdot \\ \vdots \\ \underline{q}_{p}\end{array}\right]$.

Then, $\mathrm{E}(\underline{y})=\mathrm{D}_{\mathrm{A}} \underline{\gamma}$ and $\operatorname{Var}(\underline{y})=\Omega$, where $\mathrm{D}_{\mathrm{A}}=\mathrm{I}_{\mathrm{p}}^{\otimes \mathrm{A}}$ and $\Omega=\Sigma \otimes \mathrm{I}_{\mathrm{n}}$.
Estimation and Hypotheses Testing in the MAC Model

Rao (18) , using generalized inverses, has shown for the SM mode1 that the Best Linear Unbiased Estimate (BLUE) of a linear function of the elements of the parameter matrix, when estimable, is given by the sum of the BLUE's obtained separately from the univariate models resulting from the variate-wise representation. For estimating an estimable linear set of the elements of the parameter matrix, Roy (19) suggests using the sum of the BLUE's for the linear sets obtained separately from the univariate models.

Thus, if $C_{S}$ is a known ( $m \times w$ ) matrix ( $s=1, \ldots, p$ ) then the estimate of $H^{\prime} \underline{Y}=\sum C^{\prime} \underline{Y}_{S}$, when it is estimable, is given by $\sum C_{S}^{\prime}\left(A^{\prime} A\right)^{-} A^{\prime} \underline{y}_{S}$ where ( $\left.A^{\prime} A\right)^{-}$denotes the generalized inverse of $A^{\prime} A$. The dispersion matrix of this estimate is given by $\sum \sum C_{S}^{\prime}\left(A^{\prime} A\right)^{-} C_{S} \sigma_{S S}$.

Assuming that the rows of Y are each normally distributed, the likehood function for the MAC model is given by

$$
\Phi=(2 \pi)^{-\frac{1}{2} n p}|\Sigma|^{-\frac{1}{2} n} \exp \left\{-\frac{1}{2} \operatorname{tr}\left(\Sigma^{-1}(Y-A \gamma)^{\prime}(Y-A \gamma)\right)\right\}
$$

where $\Sigma$ is a ( $\mathrm{p} x \mathrm{p}$ ) positive definite matrix and $\gamma$ is a an (m $\mathrm{x} p$ ) matrix. Thus, the MLE's of $\gamma$ and $\Sigma$ are given by

$$
\hat{\gamma}=\left(A^{\prime} A\right)^{-} A^{\prime} Y \text { and } \hat{\Sigma}=\frac{1}{n} Y^{\prime}\left(I-A\left(A^{\prime} A\right)^{-} A^{\prime}\right) Y \text {. }
$$

It can be observed that $H^{\prime} \hat{\underline{\gamma}}$ (where $\hat{\underline{\gamma}}$ is obtained by stacking the columns of $\gamma$ into a vector) is the same as the cstimator obtained by using the sum of the BLUE's from the univariate models.

The general linear hypothesis for the MAC model can be expressed in the form $H_{o}: C \gamma D=0$ where $C$ is a ( $g \times m$ ) matrix of full rank $g \leq m$, D is a ( $\mathrm{p} x \mathrm{v}$ ) matrix of full rank $v$ and CrD is estimable. Several test procedures have been proposed for testing $H_{o}$. For example, Wilk's Likelihood Ratio, Hotelling's Trace ( $\mathrm{T}_{\mathrm{O}}^{2}$ ) and Roy's Largest Root are the tests most commonly used in practice. Explanations of these tests can be found in standard texts on multivariate analysis such as Anderson (3) and Morrison (15).

Experimental Situations in Which the MAC Model Does Not Apply

The MAC model as defined in (1.1), (1.2), (1.3) and (1.4) involves three assumptions which are not always met in practice due to failure or inability to obtain complete observations on all experimental units. These assumptions are:
(i) a response is observed on each variate on all experimental units,
(ii) the design matrix, $X$, is the same for each response variate, and
(iii) each concomitant response is obscrved on cach experimental unit.

In general the above assumptions are met in the initial design of an experiment unless it is physically impossible or uneconomical to observe a response on each variate. But even when the experiment is initially designed to conform to the above assumptions, missing observations can occur among the independent as well as the dependent variables due to the occurrence of some unfortunate event such as the dropping of a testtube, the failure of an electronic instrument or the death of a subject before responses are observed on each variate.

Any failure of the experimental data to conform to the above assumptions makes the MAC model inappropriate for analyzing the experiment based on all observed data, becauses any observations for which one or more dependent and/or independent responses are missing requires the total deletion of that experimental unit.

## CHAPTER II

## LITERATURE REVIEW

Allan and Wishart (1) were probably the first to consider the problem of missing data in statistical analysis whereas Yates (26) was the first to present a general solution using a least squares method of substituting for missing values in a designed experiment. Wilks (25) discussed both a maximum likelihood approach and a method-ofmoments approach to the problem of missing values in regression analysis.

Haitovsky (9) compares two alternative methods for dealing with the problem of missing observations among the independent variables and/or the dependent variables in a univariate regression model. One method (Method 1) is simply to discard all incomplete observations and then apply the ordinary least-squares technique to the complete observations. The other method (Method 2) consists of computing the covariances between all pairs of variables, each time using only the observations having values of both variables, and to use these covariances in constructing the system of normal equations

$$
\begin{align*}
& \operatorname{Cov}\left(x_{i}, x_{j}\right) \beta=\operatorname{Cov}\left(x_{i}, y\right)  \tag{2.1}\\
& (i, j=1, \ldots, m),
\end{align*}
$$

where $\operatorname{Cov}\left(x_{i}, x_{j}\right)$ is the ( $m x m$ ) covariance matrix in which the $(i, j)$ th element ( $\mathrm{i}, \mathrm{j}=1, \ldots, \mathrm{~m}$ ) is computed from the measurements common to
both $x_{i}$ and $x_{j}(i \neq j)$ as well as from all the existing measurements on $x_{i}$ for $i=j$, and similarly for $\operatorname{Cov}\left(x_{i}, y\right)(i=1, \ldots, m)$. The comparison was made using Monte Carlo techniques since Method 2 does not have optimal statistical properties and since the derivation of its distribution theory is intractable. Comparing the two methods with regard to unbiasedness and efficiency indicated that Method 2 was superior only in the rare case in which 9-10 per cent of the observations were complete and hence available for use in Method 1. By decomposing the Mean Square Error (MSE) into one term accounting for bias and the other accounting for the variance when bias is ignored, Haitovsky was able to show that the variance term was far more important in the large difference observed between the two methods. He concluded that although the bias affects the relevance of the inference, the major problem with Method 2 is caused by the inconsistency introduced into the system of normal equations (2.1).

Buck (6) treats the problem of missing values among the dependent variables in a multivariate linear model by estimating the missing values using regression methods and then calculating a revised variance-covariance matrix. He represents the sample of $n$ experimental units by expressing the responses, $y_{i j}(i=1, \ldots, n ; j=1, \ldots, p)$, in the form of an ( $n \mathrm{x}$ p) matrix, Y , in which some of the elements are missing. Assuming that $k$ of the $n$ p-variate responses are complete, he lets these form the first $k$ rows of $Y$ and then calculates the expected value of $y_{r j}(r=1, \ldots, k)$ by forming for each value of $j$, the multiple regression of the $j^{\text {th }}$ variable on the other $p-1$ variables from the set of observations consisting of the first $k$ rows of $Y$. Thus, he obtains $p$ equations which can be expressed as

$$
\begin{equation*}
E\left(y_{r j}\right)=f_{j}\left(y_{r 1}, \ldots, y_{r j-1}, y_{r j+1}, \ldots, y_{r p}\right) \tag{2.2}
\end{equation*}
$$

The missing values are then estimated as follows. If the $i^{\text {th }}$ unit has the $j^{\text {th }}$ observation missing, its value, $y_{i j}$, is estimated by one of the equations (2.2) substituting $y_{i j}$ for $y_{r j}$, that is

$$
E\left(y_{i j}\right)=f_{j}\left(y_{i 1}, \ldots, y_{i j-1}, y_{i j+1}, \ldots, y_{i p}\right)
$$

This formulation assumes only one missing value in each incomplete response but can be extended to the case in which units have more than one missing value. Buck shows that if the value $y_{j}$ is missing for a proportion $\lambda$ of all experimental units, and the predicted values are substituted and a new variance-covariance matrix calculated, then the expectations in this matrix are the same as they would be if there were no missing values, except for the variance $v^{\prime}{ }_{j j}$ of $y_{j}$ which is in terms of expectations

$$
v_{j j}^{\prime}=v_{j j}-\lambda / c_{j j},
$$

where $v_{j j}$ is the $\mathrm{j}^{\text {th }}$ diagonal element of the variance-covariance matrix, say $V$, that would result if there were no missing elements and $c_{j j}$ is the $\mathrm{j}^{\text {th }}$ diagonal element in $\mathrm{V}^{-1}$.

Beale and Little (5) propose a solution to the problem of missing observations in the dependent variables of a multivariate normal linear model based on the Missing Information Principle of Orchard and Woodbury (16) which involves approximating the Maximum Likelihood solution through an iterative technique. The argument of Beale and Little follows that of Orchard and Woodbury but emphasizes that the effect of the principle is to replace a maximization problem by a fixed point problem. They construct a conditional likelihood function
composed of the likelihood equation for known values plus a conditional likelihood of unknown values given the known values and then show that a stationary solution to the conditional likelihood equation is equivalent to the Maximum Likelihood solution based on the original likelihood equation. Thus, assuming the ( $n \times p$ ) observation matrix, $Y$ is distributed as a Multivariate Normal, they group the observations into two vectors $\underline{y}$ and $\underline{z}$ with a joint distribution depending on the vector $\underline{\theta}$ of parameters, where $\underline{y}$ has been observed but $\underline{z}$ has not been observed. To approximate the Maximum Likelihood Estimate (MLE) $\hat{\hat{\theta}}$ of $\underline{\theta}$ based on the $\log$ likelihood $L(\underline{y} ; \underline{\theta})$ they suggest maximizing the expected value of $L(\underline{z}, \underline{y} ; \underline{\theta})$ where $\underline{z}$ is treated as a random variable with some known distribution. Thus, letting $f(\underline{z} / \underline{y} ; \underline{\theta})$ denote the probability density function for the conditional distribution of $\underline{z}$ given $\underline{y}$ and $\underline{\theta}$, and letting $\mathrm{L}(\underline{z} / \underline{y} ; \underline{\theta})$ denote $\ln \mathrm{f}(\underline{z} / \underline{y} ; \underline{\theta})$ then

$$
\begin{equation*}
L(\underline{z}, \underline{y} ; \underline{\theta})=L(\underline{y} ; \underline{\theta})+L(\underline{z} / \underline{y} ; \underline{\theta}) . \tag{2.3}
\end{equation*}
$$

A distribution is defined for $\underline{z}$ by taking any assumed value $\underline{\theta}_{A}$ for $\underline{\theta}$ along with the observed value of $\underline{y}$. One can then take expectations of both sides of (2.3) and integrate with respect to $\underline{z}$. This is expressed by

$$
\begin{equation*}
E\left\{L(\underline{z}, \underline{y} ; \underline{\theta}) / \underline{y} ; \underline{\theta}_{A}\right\}=L(\underline{y} ; \underline{\theta})+E\left\{L(\underline{z} / \underline{y} ; \underline{\theta}) / \underline{y} ; \underline{\theta}_{A}\right\} . \tag{2.4}
\end{equation*}
$$

They then find the value $\underline{\theta}_{\mathrm{M}}$ of $\underline{\theta}$ that maximizes the left hand side of (2.4) and write

$$
\begin{equation*}
\underline{\theta}_{\mathrm{M}}=\Phi\left(\underline{\theta}_{\mathrm{A}}\right) \tag{2.5}
\end{equation*}
$$

since ${ }_{-1}$ may depend on ${ }_{-}$. . Thus, equation (2.5) represents a trans-
formation, namely a value of $\underline{\theta}$ such that $\underline{\theta}=\Phi(\underline{\theta})$.
Zyskind, Kempthorne, et al (28) present a very thorough treatment of the analysis of covariance technique, first introduced by Bartlett (4), to a univariate linear model with missing observations occurring on the the dependent variable. They approach the problem by partitioning the mode1

$$
\begin{align*}
& E(\underline{y})=X \underline{\alpha}  \tag{2.6}\\
& \operatorname{Var}(\underline{y})=\sigma^{2} I_{n}
\end{align*}
$$

so that it may be written

$$
\begin{equation*}
E(\underline{y})=\binom{X_{1}}{X_{2}} \underline{\alpha} \tag{2.7}
\end{equation*}
$$

where $\underline{y}$ is an ( $n \times 1$ ) vector of observations, $X=\binom{X_{1}}{X_{2}}$ is an ( $n \times p$ ) known design matrix of full rank $p \leq n$, and $\underline{\alpha}$ is a ( $p \times 1$ ) vector of unknown parameters.

In general the computational formula for the fitting of a full model of the form (2.7) is used where the data corresponding to the vector $X_{1} \underline{\alpha}$ of $m$ components are missing or are simply not available. Thus, the model to be fitted is $E\left(\underline{y}_{2}\right)=X_{2} \underline{\alpha}$, but a solution to the normal equations

$$
X_{2}^{\prime} X_{2} \underline{\alpha}=X_{2}^{\prime} \underline{y}_{2}
$$

is not immediate, whereas a solution to the normal equations corresponding to the full set of data is standard. They capitalize on the available information by considering the following analysis of covariance model form:

$$
\begin{equation*}
\mathrm{E}(\underset{\underline{y}}{\underline{\mathrm{y}}} \mathrm{~m})=\binom{\mathrm{X}_{1}}{\mathrm{X}_{2}} \underline{\alpha}+\binom{-\mathrm{I}_{\mathrm{m}}^{\mathrm{m}}}{0 \mathrm{n}-\mathrm{m}, \mathrm{~m}} \underline{\beta} \tag{2.8}
\end{equation*}
$$

where $I_{m}$ is an ( $n x m$ ) identity matrix. Since the sum of squares of deviations of the observations from their expected values for the model (2.8) and the model $E\left(\underline{y}_{2}\right)=X_{2} \underline{\alpha}$ are minimized for identical sets of values for the vector $\underline{\alpha}$, the computations required for fitting the model $\mathrm{E}\left(\underline{y}_{2}\right)=\mathrm{X}_{2} \underline{\alpha}$ can be performed on the corresponding analysis of covariance mode1. Then using the facts: (i) that for the model

$$
\begin{equation*}
E(\underline{y})=X \underline{\alpha}+Z \underline{\beta} \tag{2.9}
\end{equation*}
$$

the full set of normal equations

$$
\begin{align*}
& X^{\prime} \underline{X} \underline{\alpha}+X^{\prime} Z \underline{\beta}=X^{\prime} \underline{y}  \tag{2.10a}\\
& Z^{\prime} X \underline{\alpha} \underline{+}+Z^{\prime} Z \underline{\beta}=Z^{\prime} \underline{y} \tag{2.10b}
\end{align*}
$$

can be equivalently expressed as

$$
\begin{align*}
& X^{\prime} \underline{X} \underline{\alpha}+X^{\prime} Z \underline{\beta}=X^{\prime} \underline{y}  \tag{2.10a}\\
& \left\{\left(I-X\left(X^{\prime} X\right)^{-} X^{\prime}\right) Z\right\}^{\prime}\left\{\left(I-X\left(X^{\prime} X\right)^{-} X\right) Z\right\} \underline{\alpha}=  \tag{2.10c}\\
& \left\{\left(I-X\left(X^{\prime} X\right)^{-} X^{\prime}\right) Z\right\}^{\prime} \underline{y}
\end{align*}
$$

and (ii) that if $\underline{\lambda}^{\prime} \underline{\alpha}$ is an estimable parametric function for the model $E\left(\underline{y}_{2}\right)=X_{2} \underline{\alpha}$ and if for the model $E(\underline{y})=\binom{X_{1}}{X_{2}} \underline{\alpha}$ the BLUE of $\underline{\lambda}^{\prime} \underline{\alpha}$ is given by

$$
\begin{equation*}
\underline{a}_{1}{ }^{\prime} \underline{y}_{1}+\underline{a}_{2}^{\prime} \underline{y}_{2} ; \tag{2.11}
\end{equation*}
$$

the BLUE of $\underline{\lambda}^{\prime} \underline{\alpha}$ for the model $E\left(\underline{y}_{2}\right)=X_{2} \underline{\alpha}$ is given by

$$
\begin{equation*}
\underline{a}_{1}^{\prime} \underline{\hat{\beta}}+\underline{a}_{2}^{\prime} \underline{y}_{2} \tag{2.12}
\end{equation*}
$$

where $\underline{\hat{\beta}}$ is obtained by solving the error normal equations (2.10c) where $Z=\left(-I_{m} 0\right)$ and $\underline{y}=\left(\frac{0}{\underline{o}_{2}}\right)$.

Thus, $\underline{\hat{\beta}}$ in expression (2.12) plays the role of $\underline{y}_{1}$ in the point estimation of $\underline{\lambda}^{\prime} \underline{\alpha}$ for the model $E(\underline{y})=\binom{X_{1}}{X_{2}} \underline{\alpha}$. It would appear that one could easily extend the results of Zyskind, Kempthorne, et al to handle the problem of missing responses among the dependent variables of a multivariate linear model. However, this is not the case due to the dependence of their solution upon the fact that the residual sum of squares for the model (2.8) and the model $E\left(\underline{y}_{2}\right)=X_{2} \underline{\alpha}$ are identical for identical sets of values for the vector $\underline{\alpha}$ which is not guaranteed in the multivariate case due to the covariance structure among responses from the same experimental unit.

As mentioned in the introduction, Kleinbaum (12) proposes a solution to the problem of estimation and hypothesis testing for the MGLM model which is applicable to the case involving missing observations among the dependent variables in the SM model with known design matrix. He writes the SM model in the form

$$
\begin{align*}
& \mathrm{E}(\mathrm{Y})=\mathrm{X} \alpha  \tag{2.13}\\
& \operatorname{Var}(\mathrm{Y})=I_{\mathrm{n}} \otimes \Sigma
\end{align*}
$$

where $Y$ is an ( $n \times p$ ) matrix composed of $p$-variate responses on $n$ individuals,
$X$ is an ( $n \times m$ ) known design matrix of $\operatorname{rank} R(X)=r(\leq m \leq n)$, $\alpha$ is an ( $\mathrm{m} \times \mathrm{p}$ ) matrix of unknown parameters, $\operatorname{Var}(\mathrm{Y})$ is the ( $n \mathrm{p} x \mathrm{np}$ ) variance-covariance matrix of the ( $n \mathrm{p} x$ ) vector defined by putting the rows of $Y$ underneath each other in a
long column vector, $\Sigma=\left(\sigma_{\mathrm{rs}}\right)$ is a (p x p) positive definite matrix of usually unknown parameters which represents the variance-covariance matrix of any row of $Y$,
and $I_{n} \otimes \Sigma$ is the Kronecker Product of the matrices $I_{n}$ and $\Sigma$.
Letting $\underline{y}_{S}$ be the ( $n \times 1$ ) vector denoting the $s{ }^{\text {th }}$ column of $Y$ and $\alpha$ the ( $\mathrm{m} \times 1$ ) vector denoting the $s^{\text {th }}$ column of $\alpha$, he writes the variate-wise representation of the SM model as

$$
\begin{align*}
& E\left(\underline{y}_{S}\right)=X \underline{\alpha}, \quad s=1, \ldots, p  \tag{2.14}\\
& \operatorname{Cov}\left(\underline{y}_{r}, \underline{y}_{S}\right)=\sigma_{r s} I_{n} \quad \text { for all } r, s=1, \ldots, p .
\end{align*}
$$

Then stacking the observation vectors on top of one another the vector representation of the SM model becomes

$$
\begin{align*}
& \mathrm{E}(\underline{\mathrm{y}})=\mathrm{D}_{\mathrm{x} \underline{\alpha}}  \tag{2.15}\\
& \operatorname{Var}(\underline{\mathrm{y}})=\Omega
\end{align*}
$$

where $D_{X}=I_{p} \otimes X$ and $=\Sigma \otimes I_{n}$.

From these representations Kleinbaum develops a general form of the model which allows the omission of responses from variates not observed on a given experimental unit. For the case involving missing observations among the dependent variables of an SM model, he constructs the generalized model as follows. Assuming there are $n$ expperimental units and a total of $p$ response variates, $V_{1}, \ldots, V_{p}$, he lets $\underline{z}_{s}, s=1, \ldots, p$ be the vector of length $N_{s}$, say, corresponding to all observations on $V_{S}$ in the entire experiment and lets $X_{S}$ be the ( $N_{S} \times m$ ) design matrix corresponding to $\underline{z}_{S}$, i.e., $X_{S}$ is determined from $X$ by
deleting the rows which correspond to missing values of $\underline{y}_{s}$. He then lets the $\left(N_{r} \times N_{S}\right)(r<s)$ matrix $Q_{r s}$ denote the incidence matrix of 0 's and 1 's defined by $Q_{r s}=\left(q_{i j}(r s)\right.$ where

$$
q_{i j(r s)}= \begin{cases}1 & \begin{array}{l}
\text { if the } i^{\text {th }} \\
\text { ponent of } \\
\text { experimentanent of } \frac{z}{a} \text { are observe } \frac{z}{d} r^{\text {and }} \text { on the same }
\end{array} \\
0 & \text { otherwise. }\end{cases}
$$

Thus, the variate-wise representation of the MGLM model is given by

$$
\begin{array}{ll}
\mathrm{E}\left(\underline{z}_{S}\right)=\mathrm{X}_{\mathrm{S}} \underline{\alpha} & \operatorname{Var}\left(\underline{z}_{s}\right)=\sigma_{r s} \mathrm{I}_{N_{S}}  \tag{2.16}\\
\operatorname{Cov}\left(\underline{z}_{\mathrm{r}}, \underline{z}_{s}\right)=\sigma_{r s} Q_{r s}, \quad \mathrm{r}<\mathrm{s} \\
\operatorname{Cov}\left(\underline{z}_{\mathrm{r}}, \underline{z}_{s}\right)=\sigma_{r s} Q_{r s}^{\prime}, \quad r>s, \quad r, s=1, \ldots, \mathrm{p} .
\end{array}
$$

Using the above definitions the vector representation of the MGLM model is given by

$$
E(\underline{z})=\left[\begin{array}{cccc}
X_{1} & & &  \tag{2.17}\\
X_{2} & & \\
& & & \\
& & \cdot & \\
& \phi & & \\
& & & \\
& & & X_{p}
\end{array}\right] \underline{\alpha} \text { and } \quad \operatorname{Var}(\underline{z})=\Omega
$$

where $\underline{z}, \alpha, \dot{\Omega}, N$ and $M$ are defined by

$$
\underline{z}=\left[\begin{array}{c}
\underline{z}_{1} \\
\underline{z}_{2} \\
\cdot \\
\cdot \\
\cdot \\
\underline{z}_{p}
\end{array}\right],\left[\begin{array}{c}
\underline{\alpha}_{1} \\
\underline{\alpha}_{2} \\
\cdot \\
\cdot \\
\cdot \\
\frac{\alpha}{p}
\end{array}\right]
$$

$$
\begin{aligned}
& \Omega=\left[\begin{array}{cccccc}
\sigma_{11} \mathrm{I}_{\mathrm{N}_{1}} & { }^{\sigma_{12} Q_{12}} & \cdot & \cdot & \cdot & \sigma_{1 p} Q_{1 p} \\
\sigma_{12} \mathrm{Q}_{12}^{\prime} & \sigma_{22} \mathrm{I}_{2} & \cdot & \cdot & \cdot & \sigma_{2 p} Q_{2 p} \\
\cdot & \cdot & & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\sigma_{1 p} \mathrm{Q}^{\prime}{ }_{1 p} & \sigma_{2 p} Q^{\prime}{ }_{2 p} & \cdot & \cdot & \cdot & \sigma_{p p I_{N}}
\end{array}\right], \\
& N=\sum N_{S} \\
& \text { and } \quad M=\sum m_{S} .
\end{aligned}
$$

Kleinbaum then shows that the unique BLUE of any estimable linear function or linear set of the treatment parameters is given by a linear function or linear set, respectively, which involves the unknown parameters of the variance-covariance matrix $\Omega$. In fact, restricting linear estimates to be known functions not involving $\Omega$ requires additional restrictive conditions on the model. Therefore, he considers Best Asymptotically Normal (BAN) estimation which is a non-linear method of estimation using estimates of $\Omega$ and giving variances that are, in large samples, the minimum that could be achieved by linear estimators if $\Omega$ were known.

For testing linear hypotheses in the MGLM model, assuming the data is normally distributed, Kleinbaum suggests using test statistics which are quadratic forms called Wald Statistics and are constructed from BAN estimators of linear functions of the treatment parameters. Since the asymptotic distribution of a Wald Statistic is a central chi-square variable, the test criteria give chi-square tests when the sample size is large.

Attempts have been made by several authors to obtain Maximum Likelihood Estimates (MLE) of the parameters in a multivariate linear
model with missing observations among the dependent variables. However, most of these methods are applicable to only very specific models. For instance, Anderson (2) describes an iterative technique for obtaining the MLE's of $\alpha=\underline{\alpha}^{\prime}$ and $\Omega$ when $\underline{\alpha}^{\prime}$ is a ( $\mathrm{p} \times 1$ ) vector and $X_{S}$ is an ( $\mathrm{N} \times 1$ ) vector of ones. Hocking and Smith (10) have developed a procedure for obtaining BAN estimators of $\underline{\alpha}$ and $\Omega$ for the multivariate linear model with missing observations among the dependent variables and they have shown for a special case that their approach gives the maximum likelihood solutions obtained by Anderson. Their estimation procedure involves obtaining initial estimates of the parameters from the group of observations with no missing values and then modifying these initial estimators by adjoining the information in all the remaining groups in a sequential manner by the addition of linear combinations of zero expectations. However, for purposes of a general computer program, extremely cumbersome notation would be required to express the formulae for calculating the estimators at each stage. In fact, Hocking and Smith have only considered a few cases involving simply structured models.

Bayesian approaches to the problem of missing observations include those of Dagenais (8), Mehta and Swamy (14) and more recently that of Press and Scott (17). Press and Scott (17) propose a solution to the problem of missing values among the independent and/or dependent variables in a univariate normal regression model with vague prior distributions. They write the mode1

$$
\underline{y}=X_{\underline{Y}}+\underline{e}
$$

in the partitioned form

$$
\underline{y}=U \underline{\alpha}+V \underline{\beta}+\underline{c}
$$

where $\underline{y}$ is an ( $n \times 1$ ) vector of dependent variables which may or may not have missing elements, $X=(U: V)$ is an ( $n \times p^{*}$ ) matrix representing the $p^{*}$ independent variab1es,
$U=\left(\underline{u}_{1}, \ldots, \underline{u}_{n}\right)^{\prime}$ is an ( $n \times p$ ) matrix representing the independent variables which have at least one element missing, $V=\left(\underline{v}_{1}, \ldots, \underline{v}_{n}\right)^{\prime}$ is an ( $\left.n \times q\right)\left(q=p^{*}-p\right)$ matrix representing the remaining complete independent variables, $\underline{\gamma}=\binom{\alpha}{\beta}$ is a ( $p^{*} \times 1$ ) vector of regression parameters corresponding to the matrix $X$ and
$\underline{e}$ is an ( $n \times 1$ ) vector of residuals assumed to be independent and normally distributed with mean zero and variance $\sigma^{2}$.

In addition they assume that, given V , the rows of U are independent normal random vectors with $\underline{u}_{j}{ }^{\sim} N\left(\Gamma^{\prime} \underline{v}_{j}, \Sigma\right)$ where $\Sigma$ is positive definite and symmetric and $\Gamma^{\prime}$ is an unknown ( $\mathrm{p} \times \mathrm{q}$ ) matrix. Using this linear model structure with vaque prior distributions, Bayes modal estimators of the parameters $\underline{\alpha}, \underline{\beta}$ and $\Gamma$ are obtained as the joint mode of the posterior distribution of the regression parameters and missing $u^{\prime} \mathrm{s}$ and $\mathrm{y}^{\prime} \mathrm{s}$.

For the special case in which none of the dependent variable observations are missing, the Bayes modal estimators are equivalent to the estimators obtained by Buck (6) where $\underline{u}_{j}$ is regressed on $\underline{y}$ and the remaining p* - 1 independent variables. If, on the other hand, missing values occur only on the dependent variable their solution reduces to the ordinary least squares solution ignoring all data corresponding to
missing values of $\underline{y}$. It should be pointed out, however, that ignoring those values of $X$ for which missing values occur on $\underline{y}$ is equivalent to requiring that $X_{1}$ (where $X_{1}$ is the ( $\mathrm{r} \times \mathrm{p}^{*}$ ) matrix representing the rows of $X$ corresponding to missing values of $\underline{y}$ ) be orthogonal to $\underline{y}$ (where $\underline{y}$ is the ( $\mathrm{r} x$ l) vector representing the missing values of $\underline{y}$ ) which is only true if $X_{1}$ is a matrix of zeros.

## CHAPTER III

## GENERALIZATIONS OF THE MAC MODEL

It appears that if it were possible to generalize the results cited in the literature which deal with missing observations, at best one would have procedures for handling missing values among the dependent and/or independent variables in a univariate analysis of covariance model or missing values among the dependent variables in a multivariate analysis of covariance model. The general form of the SM model for missing observations among the dependent variables as discussed by Srivastava (23) and Kleinbaum (12) does, however, appear to be valuable as an initial representation of the General Multivariate Analysis of Covariance (GMAC) model (i.e., the MAC mode1 in which missing observations occur among the dependent variables only). The results of Kleinbaum for estimation and hypothesis testing in the MGLM model can then be generalized to the More General Multivariate Analysis of Covariance (MGMAC) model (i.e., the MAC model in which missing observations occur among the dependent and/or independent variables) by employing a procedure for dealing with the missing independent variables similar to that suggested by Zyskind, Kempthorne, et al (28) for handling missing dependent variables in a univariate linear model. For the special case in which missing values occur only among the independent variables, it is possible, using a modification of the analysis of covariance technique, to obtain the usual MLE's of $\gamma$ and $\Sigma$ and to
perform hypothesis tests based on the generalized likelihood-ratio principle originally developed by Wilks (25).

The MAC Model with Missing Independent Variables

If missing observations occur only among the independent variables, the standard analysis applicable to the full model discussed in Chapter I can be performed after replacing the missing covariates by their least squares estimates. This is accomplished by using the technique of Zyskind, Kempthorne, et al (28) on the independent variables rather than the dependent variables. For simplicity of discussion, the modified analysis of covariance technique will be illustrated on a univariate regression model in which one independent variable is missing.

Let $E(\underline{y})=Z^{*} \underline{\beta}$ and $\operatorname{Var}(\underline{y})=V$ where

$$
Z^{*}=\left[\begin{array}{llll}
x_{11} & x_{12} & \cdots & x_{1 m} \\
x_{21} & x_{22} & \cdots & x_{2 m} \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
x_{n 1} & x_{n 2} & \cdots & x_{n m}
\end{array}\right], \quad \underline{\beta}=\left[\begin{array}{l}
\beta_{1} \\
\beta_{2} \\
\cdot \\
\cdot \\
\beta_{m}
\end{array}\right]
$$

and let

$$
\begin{equation*}
E(\underline{y})=Z \underline{\beta}+\underline{w} \beta \tag{3.1}
\end{equation*}
$$

where

$$
Z=\left[\begin{array}{cccc}
0 & x_{12} & \ldots & x_{1 m} \\
x_{21} & x_{22} & \ldots & x_{2 m} \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
x_{n 1} & x_{n 2} & \ldots & x_{n m}
\end{array}\right] \quad \text { and } \underline{w}=\left[\begin{array}{c}
x_{11} \\
0 \\
\cdot \\
\cdot \\
\cdot \\
0
\end{array}\right] .
$$

It is clear that the set of $\underline{\beta}$ values which minimize

$$
\begin{equation*}
\left(\underline{y}-Z^{*} \underline{\beta}\right)^{\prime} V^{-1}\left(\underline{y}-Z^{*} \underline{\beta}\right) \tag{3.2}
\end{equation*}
$$

is the same as the set of $\underline{\beta}$ values whicin minimize

$$
\begin{equation*}
\left(\underline{y}-Z \underline{\beta}-\underline{w} \beta_{1}\right)^{\prime} V^{-1}\left(\underline{y}-Z \underline{\beta}-\underline{w} \beta_{1}\right) \tag{3.3}
\end{equation*}
$$

since (3.2) and (3.3) are identical expressions. Thus, $E(\underline{y})=Z \underline{\beta}+\underline{w}_{1}$ gives the same solution as $E(\underline{y})=Z^{*} \underline{\beta}$.

Searle (22) has shown that the model (3.1) can be fitted in two steps by first fitting the model $E(\underline{y})=Z \underline{\beta}$ to obtain

$$
\underline{\tilde{B}}=\left(Z^{\prime} V^{-1} Z\right)^{-1} Z^{\prime} V^{-1} \underline{y}
$$

and then replacing $\underline{w}$ by $R_{\underline{w}}$, where $R_{\underline{w}}$ is computed as follows:

$$
\mathrm{R}_{\underline{w}}=\underline{w}-\underline{\hat{w}}=\underline{w}-Z\left(Z^{\prime} V^{-1} Z\right)^{-1} Z^{\prime} V^{-1} \underline{w} .
$$

Then fit $E(\underline{y})=R_{\underline{w}}{ }^{\beta} 1$ to obtain

$$
\hat{\beta}_{1_{0}}=\left({\underset{\underline{w}}{ }}_{\prime}^{V^{-1}}{\underset{W}{w}}^{-1}\right)_{\underline{w}}^{-1} \underline{R^{\prime} V^{-1}} \underline{y} .
$$

It can be shown that if the least squares solution to $E(\underline{y})=Z^{*} \underline{\beta}$ is given by $\underline{\hat{B}}$, then

$$
\underline{\hat{\beta}}=\underline{\tilde{\beta}}-\left(Z^{\prime} V^{-1} Z\right)^{-1} Z^{\prime} V^{-1} \underline{w}^{\hat{\beta}} 1_{0}
$$

or equivalently

$$
\underline{\hat{B}}=\left(Z^{\prime} V^{-1} Z\right)^{-1} Z^{\prime} V^{-1}\left[\begin{array}{c}
y_{1}-x_{11} \hat{\beta}_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right]
$$

But it has already been shown that the set of $\underline{\beta}$ values satisfying (3.3) is the same as the set of $\underline{\beta}$ values satisfying (3.2) and therefore

$$
\left(Z^{*} V^{-1} Z^{*}\right)^{-1} Z^{\prime \prime} V^{-1} \underline{y}=\left(Z ; V^{-1} Z\right)^{-1}\left[\begin{array}{c}
y_{1}-x_{11} \hat{\beta}_{1}  \tag{3.4}\\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right]
$$

Now the model $E(\underline{y})=Z \underline{\beta}+\underline{w}_{1}$ can alternatively be written $E(\underline{y})=Z \underline{\underline{\beta}}+\underline{w}^{*} \delta_{1}$ where $\underline{w}^{*}=(1,0, \ldots, 0)$ and $\delta_{1}=x_{11} \beta_{1}$. Fitting this model in two steps gives

$$
\begin{aligned}
& \underline{\tilde{B}}=\left(Z^{\prime} V^{-1} Z\right)^{-1} Z^{\prime} V^{-1} \underline{y} \text { and } \\
& \hat{\delta}_{1}=\left(R_{\underline{w^{*}}}^{\prime} V^{-1} \underline{R}_{\underline{w}^{\prime}}^{\prime}\right)^{-1} \underline{R}_{\underline{w}^{\prime}} V^{-1} \underline{y} \text { so that } \\
& \hat{B}=\underline{\tilde{B}}-\left(Z^{\prime} V^{-1} Z\right)^{-1} Z^{\prime} V^{-1} \underline{w}^{*} \hat{\delta}_{1}
\end{aligned}
$$

or equivalently

$$
\underline{\hat{\beta}}=\left(Z^{\prime} V^{-1} Z\right)^{-1} Z^{\prime} V^{-1}\left[\begin{array}{cc}
y_{1} & -\hat{\delta}_{1}  \tag{3.5}\\
y_{2} \\
\vdots \\
\dot{y}_{\mathrm{n}}
\end{array}\right]
$$

Comparison of (3.4) and (3.5) indicates that $\delta_{1}$ is an estimate of $x_{11} \beta_{1}$ and that the least squares estimate of $\underline{\beta}$ in the model $E(\underline{y})=Z^{*} \underline{\beta}$ when $\mathrm{x}_{11}$ is missing from $\mathrm{Z}^{*}$ is given by

$$
\underline{\hat{\beta}}=\left(z^{\prime} V^{-1} z\right)^{-1} z^{\prime} V^{-1}\left[\begin{array}{c}
y_{1}-\hat{\delta}_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right]
$$

where $\delta_{1}$ is the least squares estimate of $x_{11}{ }_{1}$ obtained by the analysis of covariance technique.

These results are easily generalized to the case of more than one missing independent variable by replacing the vector $\underline{w}^{*}$ by a matrix $W^{*}$ composed of $t$ columns similar to $\underline{w}^{*}$ (i.e., with ones corresponding to missing $x_{i j}$ and zeros elsewhere) where $t$ represents the number of missing independent variables in $Z^{*}$ and hence the number of additional parameters to be estimated. Also, the use of $\operatorname{Var}(\underline{y})=V$ in the above development enables a generalization to the vector version of the MAC model, where in this case $W^{*}$ is replaced by $D_{W^{*}}=I_{p} \otimes W^{*}$ and $V$ is replaced by $\Omega=\Sigma \otimes I_{n}$. For the MAC model an additional pt parameters will need to be estimated in the presence of $t$ missing independent variables.

Thus, for the MAC model in which missing observations occur among only the independent variables, estimates of $\gamma$ can be obtained by using the mode 1

$$
\begin{equation*}
E(Y)=A^{*} \gamma+W^{*} \delta \tag{3.6}
\end{equation*}
$$

where $A^{*}$ is obtained by replacing the missing values in $A$ by zeros, $W^{*}$ is an ( $n \mathrm{x} t$ ) matrix consisting of $t$ columns with a one in each column corresponding to a missing $x_{i j}$ in $A$ (or a zero in $A^{*}$ ) and zeros elsewhere, $\delta$ is a ( $\mathrm{p} x \mathrm{t}$ ) matrix of parameters which result from the $t$ missing values in A. Similar to the parameters introduced by Zyskind, Kempthorne, et al, these parameters represent linear combinations of the original design parameters. However, in this case each additional
parameter represents only the product of one missing independent variable and the corresponding covariate parameter associated with it.

The model (3.6) may be rewritten as

$$
E(Y)=\left(A^{*}: W^{*}\right)\binom{\gamma}{\delta}
$$

which is in the same form as the MAC model discussed in Chapter I. Therefore, the MLE's of $\binom{\gamma}{\delta}$ and are given by

$$
\begin{aligned}
& \hat{\binom{\gamma}{\delta}}=\left\{\left(A^{*}: W^{*}\right)^{\prime}\left(A^{*}: W^{*}\right)\right\}^{-}\left(A^{*}: W^{*}\right)^{\prime} Y \quad \text { and } \\
& \hat{\Sigma}=\frac{1}{n} Y^{\prime}\left\{I-\left(A^{*}: W^{*}\right)\left\{\left(A^{*}: W^{*}\right)^{\prime}\left(A^{*} ; W^{*}\right)\right\}^{-}\left(A^{*}: W^{*}\right)^{\prime}\right\} Y .
\end{aligned}
$$

In summary, it has been shown that the MLE's of $\gamma$ and $\Sigma$ can be obtained for the model $E(Y)=A \gamma$ in the presence of missing observations among the independent variables.

The MAC Model with Missing Dependent and/or Missing Independent Variables (MGMAC)

For purposes of clarity and simplification the general form of the MGMAC model will be presented by first rewriting the various forms of the MAC model, then generalizing to the General Multivariate Analysis of Covariance (GMAC) model and finally by extending the GMAC to the MGMAC model. To make the presentation as brief as possible, definitions of variables and parameters previously defined will be omitted unless specifically needed for clarification.

The Multivariate Analysis of Covariance Model (MAC) can be represented by

$$
\begin{equation*}
E(Y)=X \alpha+Z \beta \tag{3.7}
\end{equation*}
$$

$$
\operatorname{Var}(Y)=I_{n} \otimes \Sigma
$$

or alternatively by

$$
\begin{equation*}
E(Y)=A_{\gamma}, \quad \text { where } A=(X \vdots Z) \tag{3.8}
\end{equation*}
$$

Thus, the variate-wise representation of the MAC model is given by

$$
\begin{align*}
& E\left(\underline{y}_{S}\right)=A \underline{\gamma}_{S}, \quad s=1, \ldots, p  \tag{3.9}\\
& \operatorname{Cov}\left(\underline{y}_{r}, \underline{y}_{S}\right)=\sigma_{r S} I_{n} \quad \text { for all } r, s=1, \ldots, p
\end{align*}
$$

and the vector representation is given by

$$
\begin{align*}
& \mathrm{E}(\underline{\mathrm{y}})=\mathrm{D}_{\mathrm{A}} \underline{y}  \tag{3.10}\\
& \operatorname{Var}(\underline{y})=\Omega
\end{align*}
$$

where $\mathrm{D}_{\mathrm{A}}=\mathrm{I}_{\mathrm{p}} \otimes \mathrm{A}$ and $\Omega=\Sigma \otimes \mathrm{I}_{\mathrm{n}}$.
To obtain the general form of the GMAC model, assume there are $n$ experimental units and a total of $p$ response variates, $V_{1}, \ldots, V_{p}$. Let $\underline{z}_{s}, s=1, \ldots, p$ be the vector of length $N_{s}$, say, corresponding to all observations on $V_{S}$ in the entire experiment. Let the ( $\left.N_{S} x m\right)$ matrix $D_{S}, s=1, \ldots, p$ be the design matrix corresponding to $\underline{z}_{s}$, i.e., $D_{S}$ is determined from A by deleting those rows which correspond to missing values of $y_{S}$. Let the $\left(N_{r} \times N_{x}\right)(r<s)$ matrix $Q_{r s}$ denote the incidence matrix of 0 's and 1 's defined by $Q_{r s}=\left(q_{i j(r s)}\right)$ where

$$
q_{i j(r s)}= \begin{cases}1 & \begin{array}{l}
\text { if the } i^{\text {th }} \text { component of } y_{r} \text { and the } j \\
\text { component of } y_{S} \text { are observed on the same } \\
\text { experimental unit, }
\end{array} \\
0 & \text { otherwise. }\end{cases}
$$

Then the variate-wise representation of the GMAC model is given by

$$
\begin{array}{ll}
E\left(\underline{z}_{S}\right)=D_{S} \underline{\gamma}_{S} & \operatorname{Var}\left(\underline{z}_{s}\right)=\sigma_{r s} I_{N}  \tag{3.11}\\
\operatorname{Cov}\left(\underline{z}_{r}, \underline{z}_{S}\right)=\sigma_{r s} Q_{r S}, & r<s \\
\operatorname{Cov}\left(\underline{z}_{r}, \underline{z}_{s}\right)=\sigma_{r s} Q_{r s}^{\prime}, & r>s \quad r, s=1, \ldots, p
\end{array}
$$

Using the above definitions the vector representation of the GMAC model is given by

$$
\begin{align*}
& \mathrm{E}(\underline{z})=\mathrm{D}_{\underline{y}}  \tag{3.12}\\
& \operatorname{Var}(\underline{z})=\Omega
\end{align*}
$$

where $\underline{z}, \mathrm{D}, \gamma, \Omega, \mathrm{N}$ and M are defined by

$$
\begin{aligned}
& \underline{z}=\left[\begin{array}{c}
\underline{z}_{1} \\
\cdot \\
\cdot \\
\cdot \\
z_{p}
\end{array}\right], \quad D=\left[\begin{array}{cc}
D_{1} & \\
D_{2} & \phi \\
& \ddots \\
& \ddots \\
& \\
& \\
& D_{p}
\end{array}\right], \quad \underline{r}=\left[\begin{array}{l}
\underline{r}_{1} \\
\cdot \\
\cdot \\
\cdot \\
\underline{\gamma}_{p}
\end{array}\right], \\
& \Omega=\left[\begin{array}{cccccc}
\sigma_{11} \mathrm{I}_{\mathrm{N}_{1}} & { }^{\sigma_{12}} \mathrm{Q}_{12} & \cdot & \cdot & \cdot & { }^{\sigma_{1 p}} \mathrm{Q}_{1 p} \\
\sigma_{12} \mathrm{Q}_{12}^{\prime} & \sigma_{22} \mathrm{I}_{\mathrm{N}_{2}} & \cdot & \cdot & \cdot & { }^{\sigma}{ }_{2 p} \mathrm{Q}_{2 p} \\
\cdot & \cdot & & \cdot & & \cdot \\
\cdot & \cdot & & \cdot & & \cdot \\
\sigma_{1 p} \mathrm{Q}_{1 p}^{\prime} & \sigma_{2 p} \mathrm{Q}_{2 p}^{\prime} & \cdot & \cdot & \cdot & \sigma_{p p} \mathrm{I}_{\mathrm{N}}
\end{array}\right] \text {, } \\
& N=\sum N_{S} \quad \text { and } \quad M=m p .
\end{aligned}
$$

To obtain the general form of the MGMAC model assume that the design matrix $A=(X \vdots Z)$ of the MAC model has $\ell^{t}$ missing observations
in the $\ell^{\text {th }}$ column, $\left(\ell=m_{x}+1, \ldots, m_{x}+m_{z}\right)$. Then in the $\left(N_{S} x m\right)$ design matrices $D_{S}$ of the variate-wise representation of the GMAC model the $\ell^{\text {th }}$ column will have $\ell^{\mathrm{t}} \mathrm{s}=\ell^{\mathrm{t}}-\ell^{\mathrm{k}_{\mathrm{s}}}$, missing observations where $\ell^{\mathrm{k}_{\mathrm{s}}}$ is the number of experimental units for which both the independent variablc in column $\ell$ of $D_{S}$ and the dependent variable on variate $V_{S}$ are missing. Thus $D_{S}$ would have $t_{S}=\sum_{\ell} t_{S}$ missing values. $D_{S}$ is then replaced by $\mathrm{F}_{\mathrm{S}}$ where $\mathrm{F}_{\mathrm{S}}$ is derived from $\mathrm{D}_{\mathrm{S}}$ by augmenting $\mathrm{D}_{\mathrm{S}}$ (with 0's in place of missing values) by a matrix $D_{S}^{*}$ of dimension ( $N_{S} \times t_{S}$ ) composed of $t_{s}$ columns each with a one in the row position corresponding to the missing values in $\mathrm{D}_{\mathrm{S}}$ and zeros elsewhere. (Note: $\mathrm{F}_{\mathrm{S}}$ has dimension $\left(N_{S} \times m_{S}\right)$ where $\left.m_{S}=m+t_{S}\right)$. Thus, the variate-wise representation of the MGMAC model is given by

$$
\begin{align*}
& \mathrm{E}\left(\underline{z}_{\mathrm{s}}\right)=\mathrm{F}_{\mathrm{s}} \underline{\xi}_{s}, \quad \operatorname{Var}\left(\underline{z}_{s}\right)=\sigma_{r s} \mathrm{I}_{\mathrm{N}_{S}}  \tag{3.13}\\
& \operatorname{Cov}\left(\underline{z}_{\mathrm{r}}, \underline{z}_{s}\right)=\sigma_{r s} Q_{r s}, \quad \mathrm{r}<\mathrm{s} \\
& \operatorname{Cov}\left(\underline{z}_{\mathrm{r}}, \underline{z}_{s}\right)=\sigma_{r s} Q_{r s}^{\prime}, \quad r>s, \quad r, s=1, \ldots, \mathrm{p}
\end{align*}
$$

where $\underline{\xi}=(\underline{\gamma})$ and where $\underline{\delta}$ is a $\left(t_{s} \times 1\right)$ vector of unknown parameters which result from the missing values in $D_{S}$. Similar to the parameters introduced by Zyskind, Kempthorne, et al, these parameters represent linear combinations of the original design parameters. However, in this case each additional parameter represents only the product of one missing independent variable and the corresponding covariate parameter associated with it.

The vector representation of the MGMAC model is given by

$$
\begin{align*}
& \mathrm{E}(\underline{z})=\mathrm{F} \underline{\xi}  \tag{3.14}\\
& \operatorname{Var}(\underline{z})=\Omega
\end{align*}
$$

where $F, \underline{\xi}, N$ and $M$ are defined by

$$
\begin{aligned}
& \mathrm{F}=\left[\begin{array}{ccc}
\mathrm{F}_{1} & & \\
\mathrm{~F}_{2} & \phi \\
& \cdot & \\
& \boldsymbol{\phi} & \cdot \\
& & \mathrm{~F}_{\mathrm{p}}
\end{array}\right], \quad \underline{\xi}=\left[\begin{array}{l}
\xi_{1} \\
\xi_{2} \\
\cdot \\
\cdot \\
\xi_{\mathrm{p}}
\end{array}\right], \\
& \mathrm{N}=\sum \mathrm{N}_{\mathrm{S}}
\end{aligned} \quad \text { and } \quad \mathrm{M}=\sum \mathrm{m}_{\mathrm{S}} .
$$

CHAPTER IV

## BEST LINEAR UNBIASED ESTIMATION

It has already been shown for the MAC model and for the MAC model with only missing independent variables that the Maximum Likelihood Estimates (MLE's) of $\gamma$ and $\Sigma$ are given by generalized least squares. It is also well known that Best Linear Unbiased Estimation (BLUE) for the MAC model is achieved by generalized least squares and that the resulting estimator is independent of $\Omega$. That is, using the vector representation of the MAC model, the generalized least squares estimate of $\gamma$ is given by

$$
\begin{aligned}
\left(D_{A^{\prime} \Omega^{-1}} D_{A}\right)^{-} D_{A^{\prime} \Omega^{-1} \underline{y}} & =\left\{\left(I_{p} \otimes A^{\prime}\right)\left(\Sigma^{-1} \otimes I_{n}\right)\left(I_{p} \otimes A\right)\right\}^{-}\left(I_{p} \otimes A^{\prime}\right)\left(\Sigma^{-1} \otimes I_{n}\right) \underline{y} \\
& =\left(\Sigma^{-1} \otimes A^{\prime} A\right)^{-}\left(\Sigma^{-1} \otimes A^{\prime}\right) \underline{y} \\
& =\left\{\Sigma \otimes\left(A^{\prime} A\right)^{-}\right\}\left(\Sigma^{-1} \otimes A^{\prime}\right) \underline{y} \\
& =\left\{I_{p} \otimes\left(A^{\prime} A\right)^{-} A^{\prime}\right\} \underline{y} .
\end{aligned}
$$

Since it has been show, using the analysis of covariance technique, that the MAC model with only missing independent variables can be written in the same form as the usual MAC model, it follows that BLUE estimation for the case of missing independent variables is also achieved by generalized least squares.

## BLUE Estimation of Linear Sets $\mathrm{H}^{\prime} \underline{\xi}$ for the MGMAC Model

Kleinbaum (12) has considered BLUE estimation for the MGLM model and his results generalize immediately to the GMAC model and the MGMAC model since each one of these models is identical in form to the MGLM model, except for the components and dimensions of the design matrices. The following direct extensions of similar results by Kleinbaum for the MGLM model are stated only in terms of the MGMAC model since the GMAC model is just a special case of the MGMAC model.

For the MGMAC model a linear set of the form $H^{\prime} \underline{\xi}=\sum C_{S}^{\prime} \underline{\xi}_{S}$, where $\mathrm{C}_{\mathrm{s}}$ is a known ( $\mathrm{m} x \mathrm{w}$ ) matrix ( $\mathrm{s}=1, \ldots, \mathrm{p}$ ), is estimable if and only if for each s each component of $C_{S}^{\prime} \xi_{S}$ has a BLUE under the univariate model for variate $V_{S}$ alone. An estimate $G^{\prime} \underline{z}$ will be called a BLUE set for $H^{\prime} \underline{\xi}$ if $G^{\prime} \underline{z}$ is known and unbiased for $H^{\prime} \underline{\xi}$ and if for any other known and unbiased estimate, say $K^{\prime} \underline{z}$, then

$$
\Delta=\operatorname{Var}\left(K^{\prime} \underline{z}\right)-\operatorname{Var}\left(G^{\prime} \underline{z}\right)
$$

is non-negative definite. Extending the results of Roy (19) to the MGMAC model it follows that if $G^{\prime} \underline{z}$ is a BLUE set for $H^{\prime} \underline{\xi}$ and $K^{\prime} \underline{z}$ is any other known estimable set for $\mathrm{H}^{\prime} \underline{\xi}$ then

$$
\begin{aligned}
& \operatorname{ch}_{\max }\left\{\operatorname{Var}\left(\mathrm{G}^{\prime} \underline{z}\right)\right\} \leq \operatorname{ch}_{\max }\left\{\operatorname{Var}\left(K^{\prime} \underline{z}\right)\right\}, \\
& \operatorname{tr}\left\{\operatorname{Var}\left(\mathrm{G}^{\prime} \underline{z}\right)\right\}<\operatorname{tr}\left\{\operatorname{Var}\left(K^{\prime} \underline{z}\right)\right\},
\end{aligned}
$$

and

$$
\left|\operatorname{Var}\left(\mathrm{G}^{\prime} \underline{z}\right)\right|<\left|\operatorname{Var}\left(\mathrm{K}^{\prime} \underline{z}\right)\right| .
$$

If $\underline{\theta}=H^{\prime} \underline{\xi}=\sum C_{S}^{\prime} \underline{\xi}_{S}$ is estimable, and if $\Omega$ is known then $H^{\prime} \underline{\xi}$ has
a unique BLUE set given by

$$
\hat{\underline{\theta}}=H^{\prime} \underline{\underline{\xi}}=I^{\prime}\left(F^{\prime} \Omega^{-1} \mathrm{~F}\right)^{-} \mathrm{F}^{\prime} \Omega^{-1} \underline{z}
$$

whose variance covariance matrix is given by

$$
\operatorname{Var}(\underline{\hat{\theta}})=H^{\prime}\left(F^{\prime} \Omega^{-1} F\right)^{-H} .
$$

If the above estimate of $\underline{\theta}$ is to be a known linear function of $\underline{z}$ it must be independent of $\Omega$. However, for the MGMAC mode $1 \hat{\theta}$ is not independent of $\Omega$ unless the following conditions are satisfied:

$$
\begin{equation*}
\text { each row of } \mathrm{C}_{\mathrm{S}}^{\prime}\left(\mathrm{F}_{\mathrm{S}}^{\prime} \mathrm{F}_{\mathrm{S}}\right)^{-} \mathrm{F}_{\mathrm{S}}^{\prime} \mathrm{Q}_{\mathrm{rS}} \varepsilon \mathrm{~V}\left(\mathrm{~F}_{\mathrm{S}}^{\prime}\right), \mathrm{r}<\mathrm{s} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { each row of } \mathrm{C}_{\mathrm{S}}^{\prime}\left(\mathrm{F}_{\mathrm{S}}^{\prime} \mathrm{F}_{\mathrm{S}}\right)^{-} \mathrm{F}_{\mathrm{S}}^{\prime} \mathrm{Q}_{\mathrm{rs}}^{\prime} \varepsilon \mathrm{V}\left(\mathrm{~F}_{\mathrm{S}}^{\prime}\right), \mathrm{r}>\mathrm{s} \tag{4.2}
\end{equation*}
$$

where $Q_{r s}(r<s)$ is the $\left(N_{r} \times N_{s}\right)$ incidence matrix of 0 's and 1's defined previously ( $\mathrm{r}, \mathrm{s}=1, \ldots, \mathrm{p}$ ).

For the special case in which $H^{\prime}=I_{M}$, (i.e., $\underline{\theta}=H^{\prime} \underline{\xi}=\underline{\xi}$ ) $\underline{\xi}$ is estimable if and only if each $\mathrm{F}_{\mathrm{s}}$ is of full rank, and in this case an unbiased estimator is given by

$$
\underline{\hat{\xi}}=\left[\begin{array}{c}
\hat{\xi}_{1} \\
\vdots \\
\hat{\xi}_{p}
\end{array}\right] \quad s=1, \ldots, p
$$

where $\underline{\xi}_{S}=\left(F_{S}^{\prime} F_{S}\right)^{-1} \mathrm{~F}_{\mathrm{S}}^{\prime} \underline{z}$. Furthermore, $\underline{\hat{\xi}}$ is a BLUE set for $\underline{\xi}$ if and only if (4.1) and (4.2) hold, where ( $\left.\mathrm{F}_{\mathrm{S}}^{\prime} \mathrm{F}_{\mathrm{S}}\right)^{-}$is replaced by $\left(\mathrm{F}_{\mathrm{S}}^{\prime} \mathrm{F}_{\mathrm{S}}\right)^{-1}$.

If conditions (4.1) and (4.2) are not satisfied one is led to consider nonlinear methods of estimation which use estimates of $\Sigma$ and whicin give variances that are, in large samples, the minimum that could be achieved by linear estimators if $\Sigma$ were known.

## Unbiased and Consistent Estimation of $\Sigma$

A consistent and unbiased estimate of $\Sigma$ for the MGMAC model is given by $\hat{\Sigma}=\left(\hat{\sigma}_{r s}\right)$ where

$$
\begin{align*}
& \hat{o}_{S S}=\frac{1}{N_{S}-R\left(F_{S}\right)} \underline{z}_{S}^{\prime}\left\{I_{N_{S}}-F_{S}\left(F_{S}^{\prime} F_{S}\right)^{-} F_{S}^{\prime}\right\} \underline{z}_{S},  \tag{4.3}\\
& s=1, \ldots, p
\end{align*}
$$

and

$$
\begin{aligned}
& \hat{\sigma}_{r s}=\frac{1}{N_{r S}-\mathrm{R}\left(\mathrm{~F}_{\mathrm{rs}}\right)} \underline{z}_{\mathrm{rs}}^{\prime}\left\{\mathrm{I}_{\mathrm{r} \mathrm{r}_{\mathrm{rs}}}-\mathrm{F}_{\mathrm{rs}}\left(\mathrm{~F}_{\mathrm{rs}}^{\prime} \mathrm{F}_{\mathrm{rs}}\right)^{-} \mathrm{F}_{\mathrm{rs}}^{\prime}\right\} \underline{z}_{\mathrm{rs}}, \mathrm{r} \neq \mathrm{s} \\
& (\mathrm{r}, \mathrm{~s}=1, \ldots, \mathrm{p}),
\end{aligned}
$$

where $N_{r}(\geq 2)$ is the number of experimental umits on wich $V_{r}$ is observed,
$N_{r s}(\geq 2)$ is the number of experimental units on which botin $V_{r}$ and $V_{S}$ are observed together,
$\underline{Z}_{r}$ is the ( ${ }_{N} \times x$ ) vector of all observations on $V_{r}$, $\underline{z}_{\mathrm{rs}}(\mathrm{r} \neq \mathrm{s})$ is the $\left(\mathrm{N}_{\mathrm{rs}} \mathrm{x} 1\right)$ vector of observations on $\mathrm{V}_{\mathrm{r}}$ which correspond to units on which both $V_{r}$ and $V_{S}$ are observed together, $\mathrm{F}_{\mathrm{r}}$ is the $\left(\mathrm{N}_{\mathrm{r}} \times \mathrm{m}_{\mathrm{r}}\right)$ design matrix corresponding to $\underline{Z}_{\mathrm{r}}$, $\mathrm{F}_{\mathrm{rs}}$ is the $\left(\mathrm{N}_{\mathrm{rs}} \times \mathrm{m}_{\mathrm{r}}\right.$ ) design matrix corresponding to $\underline{Z}_{\mathrm{rs}}$,
$\lim _{\mathrm{n} \rightarrow \infty}\left(\mathrm{N}_{\mathrm{s}} / \mathrm{n}\right)$ exists and is non-zero, $\mathrm{s}=1, \ldots, \mathrm{p}$ and n $n \rightarrow$ $\lim _{\mathrm{n} \rightarrow \infty}\left(\mathrm{ir}_{\mathrm{rs}} / \mathrm{n}\right)$ exists and is non-zero, $\mathrm{r} \neq \mathrm{s}, \mathrm{r}, \mathrm{s}=1, \ldots, \mathrm{p}$.

The estimate of $\Sigma$ given above follows directly from a similar result for the MGLM model discussed by Kleinbaum. Using the estimate of $\Sigma$ obtained from (4.3), an unbiased estimator of the variance of $\hat{\theta}=\sum C_{S}^{\prime}\left(F_{S}^{\prime} F_{S}\right)^{-} F_{S}^{\prime} \underline{z}$, where $\underline{\theta}=H^{\prime} \underline{\xi}=\sum C_{S}^{\prime} \underline{\xi}_{S}$ is estimable, is given by

$$
\begin{aligned}
\operatorname{Var}(\hat{\theta})= & \sum \sigma_{S S} C_{S}^{\prime}\left(F_{S}^{\prime} F_{s}\right)^{-} F_{S}^{\prime} \underline{z}_{s} \\
& +2 \sum \sum \sigma_{r s} C_{S}^{\prime}\left(F_{s}^{\prime} F_{s}\right)^{-} F_{S}^{\prime} Q_{r s} F_{s}\left(F_{s}^{\prime} F_{S}\right)^{-} C_{S} .
\end{aligned}
$$

This result follows from direct calculation of $\operatorname{Var}(\hat{\theta})$ and from the fact that $\hat{\Sigma}$ is unbiased for $\Sigma$.

Positive Definite and Consistent Estimation of $\Sigma$

For small samples and incomplete data vectors, the consistent and unbiased estimate of $\Sigma$ given by (4.3) is not necessarily a positive definite matrix. If the estimated variance-covariance matrix is indefinite a procedure suggested by Schwertman and Allen (21) can be used to obtain the positive semidefinite matrix which is "closest" to $\Sigma$ in a weighted least squares sense. This procedure involves finding a matrix T such that the weighted squared difference between each element of $\hat{\Sigma}$ and $\mathrm{T}^{\prime} \mathrm{T}$ is minimized.

They suggest the use of the degrees of freedom associated with the estimate of $\sigma_{r s}$ as a weighting factor since it results in weighting inversely to variance, a condition required for minimum variance unbiased estimation. The expression to be minimized is thus

$$
\begin{equation*}
\mathrm{L}=\sum \mathrm{W}_{\mathrm{rs}}\left(\sigma_{\mathrm{rs}}-\sum \mathrm{t}_{1 \mathrm{r}} \mathrm{t}_{1 \mathrm{~s}}\right)^{2} \tag{4.4}
\end{equation*}
$$

where $W_{r S}=1 /\left(N_{r S}-R\left(F_{S}\right)\right)$ and $\sum t_{1 r}{ }^{c_{1 s}}$ is the $(r, s)^{\text {th }}$ element of T'T . However, the "smoothed" estimator of $\Sigma$ which results from minimizing (4.4) is singular. Thus, if $\hat{\Sigma}^{-1}$ is required, Schwertman and Allen recommend applying their procedure to $\hat{\Sigma}^{-1}$ rather than to $\Sigma$.

If both the variance-covariance matrix and some form of the inverse are required they suggest using the inverse obtained by inversion of the
positive eigenvalues of the "smoothed" estimator multiplied by the appropriate eigenvector product. Thus, if $\hat{\Sigma}^{*}$ is the "smoothed" estimator of $\Sigma$, then

$$
\begin{equation*}
\hat{\Sigma}^{*^{-}}=\sum_{\lambda_{1}^{*}>0}\left\{\lambda_{i}^{*^{-1}} \underline{p}_{i} \underline{p}_{i}^{\prime}\right\} \tag{4.5}
\end{equation*}
$$

where $\lambda_{i}^{*}$ and $\underline{p}_{i}$ are the $i^{\text {th }}$ eigenvalue and the associated eigenvector of $\hat{\Sigma}^{*}$, respectively. The inverse of $\hat{\Sigma}^{*}$ obtained from (4.5) has the desirable property that for the special case of unweighted least squares (i.e., giving equal weight to eacil squared difference in equation (4.4)) it is equivalent to tine "smoothed" estimator of $\hat{\Sigma}^{-1}$. That is, in the least squares sense, this generalized inverse is the "closest" to $\hat{\Sigma}^{-1}$ but with the property of being positive semidefinite.

## CIIAPTER V

## LARGE SAMPLE ESTIMATION AND IiYPOTHESIS TESTING

This chapter extends the large sample estimation and hypothesis testing procedures of Kleinbaum (13) for the MGLM mode1 to the MGMAC model. Therefore, results which are direct extensions of similar results by Kleinbaum for the MGLM model are stated without proof.

It was shown in the previous chapter that the unique BLUE set of any estimable linear set of the treatment parameters is given by a linear set which involves the variance matrix $\Sigma$. This chapter, therefore, deals with Best Asymptotically Norma1 (BAN) estimators (i.e., nonlinear estimators involving estimates of $\Sigma$ and having variances which are, in large samples, the minimum that could be obtained by linear estimators if $\Sigma$ were known). The test statistics are asymptotically distributed chi-square variables constructed from BAN estimators of linear functions of the treatment parameters and consistent estimators of the variance parameters.

BAN Estimation for the MGMAC Model

An estimator $\underline{g}\left(\hat{\theta}_{n}\right)$ based on a sample of $n$ observations is said to be a BAN estimator for $g(\underline{\theta})$ if

$$
\sqrt{\mathrm{nC}}_{\mathrm{n}}^{-1 / 2}\left\{\underline{\mathrm{~g}}\left(\hat{\theta}_{\mathrm{n}}\right)-\mathrm{g}\left(\theta_{0}\right)\right\} \xrightarrow{d} N_{\mathrm{w}}\left(\underline{o}_{\mathrm{w}}, \mathrm{I}_{\mathrm{w}}\right)
$$

where $\underline{g}(\underline{\theta})=\left[g_{1}(\underline{\theta}), \ldots, g_{\mathrm{w}}(\underline{\theta})\right]^{\prime}$ is a (w x 1) vector function of an
unknown ( $\mathrm{u} \times \mathrm{l}$ ) parameter $\underline{\theta}=\left(\theta_{1}, \ldots, \theta_{\mathrm{u}}\right)^{\prime}, \underline{\theta}_{0}$ is the true value of $\underline{\theta}$,

$$
C_{n}=\left[\left.\frac{\partial g(\underline{\theta})}{\partial \underline{\theta}}\right|_{\underline{\theta}=\underline{\theta}_{-0}}\right]^{\prime} B_{n}^{-}\left[\left.\frac{\partial \underline{g}(\underline{\theta})}{\partial \underline{\theta}}\right|_{\underline{\theta}}=\underline{\theta}_{0}\right]
$$

is symmetric, positive definite and of full rank $w, B_{n}$ is the ( $u \times u$ ) Fisher's Information Matrix given by

$$
B_{n}=\left[\left.\frac{1}{n} \frac{\partial^{2} \log \Phi_{n}}{\partial \theta^{2}} \right\rvert\, \theta=\theta_{0}\right]
$$

$\Phi_{\mathrm{n}}$ is the likelihood function for the sample, $\hat{\theta}_{-\mathrm{n}}$ has asymptotic dispersion matrix $\frac{1_{\mathrm{n}} \mathrm{B}_{\mathrm{n}}^{-}}{}$, and $\xrightarrow{d}$ implies convergence in distribution.

For the MGMAC model it was shown in Chapter IV that if $\Omega$ is known, the unique BLUE of the estimable set $\underline{\theta}=H^{\prime} \underline{\xi}$ given by weighted least squares is

$$
\hat{\theta}_{n}^{*}=H^{\prime}\left(F^{\prime} \Omega^{-1} F\right)^{-} F^{\prime} \Omega^{-1} \underline{z} .
$$

Thus, if $\underline{z}$ is assumed to be normally distributed, then $\hat{\theta}_{-n}^{*}$ is normally distributed, BLUE and hence BAN. If $\Omega$ is unknown but can be estimated by $\hat{\Omega}$ which is obtained from $\Omega$ by substituting the elements of $\hat{\Sigma}=\left(\hat{\sigma}_{\mathrm{rS}}\right)$ given by (4.3) for the corresponding elements of $\Sigma=\left(\sigma_{r S}\right)$ then

$$
\begin{equation*}
\hat{\theta}_{\mathrm{n}}=\mathrm{H}^{\prime} \underline{\hat{\xi}}=H^{\prime}\left(\mathrm{F}^{\prime} \hat{\Omega}^{-1} \mathrm{~F}\right)^{-} \mathrm{F}^{\prime} \hat{\Omega}^{-1} \underline{z} \tag{5.1}
\end{equation*}
$$

is BAN for $\underline{\theta}=H^{\prime} \underline{\xi}$.

The Asymptotic Variance Matrix of a BAN Estimator

## for the MGMAC Mode1

The likelihood function $\Phi_{\mathrm{n}}$ for the MGMAC model is given by

$$
\Phi_{\mathrm{n}}=\frac{1}{2 \pi^{-\frac{N}{2}}|\Omega|^{-\frac{1}{2}}} \exp \left\{-\frac{1}{2}(\underline{z}-F \underline{\xi})^{\prime} \Omega^{-1}(\underline{z}-F \underline{\xi})\right\}
$$

where $\Omega$ is a function of the ( $\mathrm{p} \times \mathrm{p}$ ) positive definite matrix $\Sigma$ and $\underline{\xi}$ is a ( $\mathrm{p} \times 1$ ) vector. Thus, the information matrix for $\underline{\xi}$ is given by $\frac{1}{n_{B}} \mathrm{~B}_{n, \underline{\xi}}=\mathrm{F}^{\prime} \Omega^{-1} \mathrm{~F}$ where $\Omega$ is the true variance-covariance matrix, and the asymptotic variance matrix of any BAN estimator of an estimable linear set $H^{\prime} \underline{\xi}$, where $H$ is an ( $\mathrm{M} x \mathrm{w}$ ) matrix of full rank $w$, is given by $H^{\prime} B_{n, \underline{\xi^{-1}}}^{-1}=H^{\prime}\left(F^{\prime} \Omega^{-1} F\right)^{-} H$.

Testing Linear Hypotheses for the MGMAC Mode1

The test statistics proposed by Kleinbaum for the MGLM model are Wald Statistics which are asymptotically distributed as central chisquare variables. The Wald Statistic which was first suggested by Wald (24) for testing hypotheses of the form $H_{0}: \underline{g}\left(\underline{\theta}_{0}\right)=0$, is given by

$$
W_{n}=n\left[\underline{g}\left(\hat{\theta}_{n}\right)\right]{ }^{\prime} \hat{C}_{n}^{-1}\left[\underline{g}\left(\hat{\theta}_{n}\right)\right],
$$

where $\hat{C}_{n}$ is obtained from $C_{n}$ by substituting ${\underset{-n}{ }}^{n}$ for $\underline{\theta}$. That $W_{n}$ is asymptotically $X_{W}^{2}$ when $H_{0}$ is true follows from the result by Cramer (7) that

$$
n\left[\underline{g}\left(\hat{\theta}_{n}\right)-\underline{g}\left(\underline{\theta}_{0}\right)\right]^{\prime} C_{n}^{-1}\left[\underline{g}\left(\hat{\theta}_{n}\right)-\underline{g}\left(\underline{\theta}_{0}\right)\right] \stackrel{d}{\rightarrow} x_{W}^{2}
$$

and since $\hat{\theta}_{n} \quad \vec{p} \quad \underline{\theta}_{0}$ then

$$
\mathrm{n}\left[\underline{g}\left(\hat{\theta}_{\mathrm{n}}\right)-\underline{g}\left(\underline{\theta}_{0}\right)\right]^{\prime} \hat{\mathrm{C}}_{\mathrm{n}}^{-1}\left[\underline{g}\left(\hat{\theta}_{\mathrm{n}}\right)-\mathrm{g}\left(\underline{\theta}_{0}\right)\right] \stackrel{\mathrm{d}}{\rightarrow} x_{\mathrm{w}}^{2} .
$$

Thus, for the MGMAC model, if $H^{\prime} \underline{\xi}$ is estimable where $H$ is an ( $\mathrm{M} \times \mathrm{w}$ ) known matrix of full rank $w$, then under the null hypothesis $H_{0}: H^{\prime} \underline{\xi}=0$ the test statistic

$$
\begin{equation*}
W_{\mathrm{n}}=\left(\mathrm{H}^{\prime} \underline{\hat{\xi}}\right)^{\prime}\left[\mathrm{H}^{\prime}\left(\mathrm{F}^{\prime} \hat{\Omega}^{-1} \mathrm{~F}\right)^{-} \mathrm{H}\right]^{-1}\left(\mathrm{H}^{\prime} \underline{\hat{\xi}}\right) \tag{5.2}
\end{equation*}
$$

is asymptotically distributed as a central chi-square variable with w degrees of freedom, where $\hat{\Omega}=\left.\Omega\right|_{\Sigma=\hat{\Sigma}}$, $\hat{\Sigma}$ is any positive definite consistent estimator of $\Sigma$, $\Omega$ and F are defined by the vector representation and $H^{\prime} \underline{\xi}$ is any BAN estimator of $H^{\prime} \underline{\xi}$.

## Modified Procedure for Obtaining BAN Estimators and Wald Statistics for the GMAC Model

For the MGMAC mode1 a general procedure was developed in the previous sections which gives BAN estimators of the design parameters and regression slopes and which allows hypothesis tests based on Wald Statistics which are asymptotically distributed as chi-square variables. However, equations (5.1) and (5.2) for the BAN estimators and Wald Statistics, respectively, each involve an estimate of the ( np x np ) inverse of the variance-covariance matrix $\Omega$, whose dimensions become extremely large for a design involving many observations on a large number of dependent variables. Therefore, numerical computation of (5.1) and (5.2) can become impractical even on an electronic computer due to the dependence of the computation on the calculation of
$\Omega^{-1}$. For the GMAC model, however, alternative formulae involving functions of $\hat{\Sigma}$ rather than $\hat{\Omega}$ can be obtained from the Matrix Modified representation of the GMAC model which will be described in the following paragraphs.

For the special case of the GMAC model a BAN estimator which is unbiased for any estimable linear set $\underline{\theta}=H^{\prime} \underline{\gamma}$, is given by

$$
\begin{equation*}
\hat{\theta}_{\mathrm{n}}=\mathrm{H}^{\prime} \underline{\hat{\gamma}}=H^{\prime}\left(\mathrm{D}^{\prime} \hat{\Omega}^{-1} D\right)^{-} \mathrm{D}^{\prime} \hat{\Omega}^{-1} \underline{z} \tag{5.3}
\end{equation*}
$$

Also, if $H$ is a known ( M x w) matrix of full rank $w$, then under the null hypothesis $H_{0}: H^{\prime} \underline{Y}=0$ the test statistic

$$
\begin{equation*}
W_{\mathrm{n}}=\left(\mathrm{H}^{\prime} \hat{\underline{\gamma}}\right)^{\prime} \mathrm{H}^{\prime}\left(\mathrm{D}^{\prime} \hat{\Omega}^{-1} \mathrm{D}\right)^{-} \hat{H}^{-1}\left(\mathrm{H}^{\prime} \underline{\underline{\gamma}}\right) \tag{5.4}
\end{equation*}
$$

is asymptotically distributed as a central chi-square variable with w degrees of freedom, where $\Omega=\left.\hat{\Omega}\right|_{\Sigma=\hat{\Sigma}}$, $\hat{\Sigma}$ is any positive definite consistent estimator of $\Sigma$, $\Omega$ and D are defined by the vector representation of the GMAC model (3.12).

To obtain the general form of the Matrix Modified representation of the GMAC model, assume that there are $n$ experimental units and a total of $p$ response variates, $V_{1}, \ldots, V_{p}$ and that the model can be written in the form

$$
\begin{align*}
& E(Y)=X \alpha+Z \beta  \tag{5.5}\\
& \operatorname{Var}(Y)=I_{n} \otimes \Sigma
\end{align*}
$$

where $Y$ is an ( $n \times p$ ) matrix composed of $p$-variate responses on $n$ individuals with missing values recorded as blanks,
$X$ is an ( $n \times m_{X}$ ) known design matrix of rank $R(X)=r_{x}\left(\leq m_{X} \leq n\right)$ corresponding to the classificatory variables of the model, $\alpha$ is an ( $\mathrm{m}_{\mathrm{x}} \mathrm{x} \mathrm{p}$ ) matrix of unknown parameters,
$Z$ is an ( $n \times m_{z}$ ) matrix composed of concomitant variables with missing values recorded as blanks,
$\beta$ is an ( $\left.m_{z} \times p\right)$ matrix of unknown concomitant parameters, $\Sigma=\left(\sigma_{r s}\right)$ is a (p x p) positive definite matrix of usually unknown parameters which represents the variance-covariance matrix of any row of Y ,
and $I_{n} \otimes \Sigma$ is the Kronecker Product of the matrices $I_{n}$ and $\Sigma$.
For simplification of notation the model (5.5) is first written in the form

$$
\begin{align*}
& \mathrm{E}(\mathrm{Y})=\mathrm{A}_{\gamma}  \tag{5.6}\\
& \operatorname{Var}(\mathrm{Y})=I_{\mathrm{n}} \mathbb{Q}
\end{align*}
$$

where $A=(X: Z)$ is the ( $n \times m$ ) design matrix constructed by horizontally augmenting the design matrix $X$ by the matrix $Z, m=m_{x}+m_{z}$ and $\gamma=\binom{\alpha}{\beta}$ is the ( $m \times p$ ) matrix of unknown parameters constructed by vertically augmenting the parameter matrix $\alpha$ by the parameter matrix $\beta$.

The n experimental units are then divided into $u$ disjoint sets of experimental units $S_{1}, \ldots, S_{u}$ with $n_{j}$ units in $S_{j}$. On each unit in the set $S_{j}$ only $q_{j}(\leq p)$ responses are observed (i.e., the remaining $p-q_{j}$ response variates are missing in $S_{j}$ ). Therefore, the GMAC model is given by

$$
\begin{align*}
& E\left(Y_{j}\right)=A_{j} \gamma B_{j}  \tag{5.7}\\
& \operatorname{Var}\left(Y_{j}\right)=I_{n} \otimes B{ }_{j} \Sigma B_{j} \quad, \quad j=1, \ldots, u
\end{align*}
$$

where $Y_{j}$ is the ( $n_{j} x q_{j}$ ) matrix of observations for the ${ }^{\text {th }}$ set $S_{j}$, $A_{j}$ is the ( $n_{j} x m$ ) design matrix for the set $S_{j}$,
$B_{j}$ is the ( $p \times q_{j}$ ) incidence matrix of rank $R\left(B_{j}\right)=q_{j}$ for the $j$ th set of experimental units. It consists of 0 ' $s$ and 1 ' $s$ and is defined by $B_{j}$ $=\left(\mathrm{b}_{\mathrm{j}(\mathrm{sr})}\right)$ where

$$
b_{j(s r)}= \begin{cases}1 & \begin{array}{l}
\text { if variate } V_{S} \text { is the } r^{\text {th }} \text { ordered variate } \\
\text { measured in the } j
\end{array} \\
0 & \text { otherwise }\end{cases}
$$

It is also assumed that $Y_{j}$ and $Y_{j}^{\prime}$ are independent if $j \neq j^{\prime}$ ' and the rows of $Y_{j}$ are independent and distributed as a $q_{j}$-multivariate normal vector with variance-covariance matrix $B j_{j}^{\Sigma} B_{j}$.

Based on the above Matrix Modified representation of the GMAC model the following results for estimation and hypothesis testing are direct extensions of similar results by Kleinbaum (12) for a special case of the MGLM mode1:
(i) A BAN estimator for an estimable linear set $\underline{\theta}=H^{\prime} \Upsilon$ is given by

$$
\begin{equation*}
H^{\prime} \hat{\Upsilon}=H^{\prime}\left[\sum B_{j}\left(B_{j}^{\prime} \sum B_{j}\right)^{-1} B_{j} \otimes A_{j}^{\prime} A_{j}\right]-\sum\left[B_{j}\left(B_{j}^{\prime} \sum B_{j}\right)^{-1} A_{j}\right] \underline{y}_{j} \tag{5.8}
\end{equation*}
$$

where $\hat{\Sigma}$ is defined as in (4.3) and $\underline{y}_{j}$ is formed by stacking the columns of $Y_{j}$ underneath each other.
(ii) The Wald Statistic for testing the hypothesis $H_{0}: H^{\prime} \hat{\underline{y}}=0$ is given by

$$
\begin{equation*}
W_{n}=\left(H^{\prime} \hat{\gamma}\right)^{\prime}\left\{H^{\prime}\left[\sum B_{j}\left(B_{j}^{\prime} \hat{\Sigma} B_{j}\right)^{-1} B_{j}^{\prime} \otimes A_{j}^{\prime} A_{j}\right]^{-H}\right\}^{-1_{H}} \hat{\underline{\gamma}} . \tag{5.9}
\end{equation*}
$$

## Extension of the Matrix Modified Representation to the MGMAC Mode1

The results in the previous section for the GMAC model follow from the fact that the Matrix Modified representation and the vector representation of the GMAC model are completely interchangeable in the sense that either representation can be obtained derectly from the other without changing the assumed underlying linear model structure. Although the Matrix Modified representation which will be developed in this section for the MGMAC model is not completely interchangeable with the vector version of the MGMAC model developed in Chapter III ( to be referred to as the original vector version of the MGMAC mode1 in the remainder of the discussion), a modified vector version which is completely interchangeable with the Matrix Modified representation of the MGMAC model will be developed in this section and it will be shown that the modified vector version leads to the same BAN estimators and Wa1d Statistics as the original vector version under the appropriate set of constraints. Thus, for any estimable linear set, BAN estimators and Wald Statistics can be obtained using the Matrix Modified representation of the MGMAC model since estimable linear sets are independent of the set of constraints used to obtain a solution.

To obtain the Matrix Modified representation of the MGMAC model, assume that there are $n$ experimental units and a total of p response variates, $V_{1}, \ldots, V_{p}$, and that the model can be written in the form (5.5). Then replace $Z$ by $Z^{*}$ where $Z^{*}$ is derived from $Z$ by augmenting Z (with 0's in place of missing values) by a matrix $G$ of dimension ( $n \mathrm{x} t$ ) composed of t columns each with a one in the row position
corresponding to the missing values in Z and zeros elsewhere. (Note: $Z^{*}$ has dimension ( $n \times m_{z}^{*}$ ) where $m=m_{z}+t$ ). Thus, the Matrix Modified representation of the MGMAC model may be written in the form

$$
\begin{align*}
& E(Y)=X \alpha+Z^{*}\left[\begin{array}{l}
\beta \\
\delta *
\end{array}\right]  \tag{5.10}\\
& \operatorname{Var}(Y)=I_{n} \otimes \Sigma
\end{align*}
$$

where $\delta^{*}$ is a ( $\mathrm{t} x \mathrm{p}$ ) matrix of unknown parameters due to the t missing values in $Z$. Missing values in $Y$ are then handled by the approach used for the GMAC mode1. For simplification of notation the model (5.10) is first written in the form

$$
\begin{align*}
& E(Y)=A^{*} \xi^{*}  \tag{5.11}\\
& \operatorname{Var}(Y)=I_{n} \otimes \Sigma
\end{align*}
$$

where $A^{*}=\left(X Z^{*}\right)$ is the ( $n \times m^{*}$ ) design matrix constructed by horizontally augmenting the design matrix $X$ by the matrix $Z^{*}, m^{*}=m_{x}+m_{z}^{*}$ and $\xi^{*}=\left[\begin{array}{l}\gamma \\ \delta^{*}\end{array}\right]$ is the ( $\mathrm{m}^{*} \mathrm{x}$ p) matrix of unknown parameters constructed by vertically augmenting the parameter matrix $\alpha$ by the parameter matrices $\beta$ and $\delta^{*}$.

The $n$ experimental units are then diveide into $u$ disjoint sets of experimental units $S_{1}, \ldots, S_{u}$ with $n_{j}$ units in $S_{j}$. On each unit in the set $S_{j}$ only $q_{j}(p)$ responses are observed (i.e., the remaining $p-q_{j}$ response variates are missing in $S_{j}$ ). Therefore, the MGMAC model is given by

$$
\begin{align*}
& E\left(Y_{j}\right)=A_{j}^{*} \xi * B_{j}  \tag{5.12}\\
& \operatorname{Var}\left(Y_{j}\right)=I_{n} \otimes B_{j}^{!} \Sigma B_{j} \quad, \quad j=1, \ldots, u
\end{align*}
$$

where $Y_{j}$ is the $\left(n_{j} \times q_{j}\right)$ matrix of observations for the $j$ th set $S_{j}$,
$A_{j}^{*}$ is the $\left(n_{j} x m^{*}\right)$ design matrix for $S_{j}$,
$B_{j}$ is the ( $p \times q_{j}$ ) incidence matrix of rank $R\left(B_{j}\right)=q_{j}$ for the $j$ th set of experimental units. It consists of 0 's and 1 's and is defined as before for the Matrix Modified representation of the GMAC model.

It is also assumed that $Y_{j}$ and $Y_{j}^{\prime}$ are independent if $j \neq j^{\prime}$ and the rows of $Y_{j}$ are independent and distributed as a $q_{j}$-multivariate normal vector with variance-covariance matrix $B_{j}^{\prime} B_{j}$.

Based on the above Matrix Modified representation of the MGMAC model the following results for estimation and hypothesis testing are obtained:
(i) A BAN estimator for an estimable linear set $\underline{\theta}=H^{\prime} \underline{\xi}^{*}$, where $\underline{\xi}^{*}$ is obtained from $\xi^{*}$ by stacking the columns of $\xi^{*}$ underneath each other, is given by

$$
\begin{equation*}
H^{\prime} \hat{\xi}^{*}=H^{\prime}\left[\sum B_{j}\left(B_{j}^{\hat{\Sigma}} \hat{\Sigma} B_{j}\right)^{-1} B_{j} \otimes A_{j}^{\star} A_{j}^{*}\right]-\sum\left[B_{j}\left(B_{j} \hat{\Sigma}_{j}\right)^{-1} \otimes A_{j}^{*}\right] \underline{y}_{j} \tag{5.13}
\end{equation*}
$$

where $\Sigma$ is defined by (4.3) and $\underline{y}$ is formed by stacking the columns of $Y_{j}$ underneath each other,
(ii) The Wald Statistic for testing the hypothesis $H_{0}: H^{\prime} \underline{\xi}^{*}$ $=0$ is given by

$$
\begin{equation*}
W_{n}=\left(H^{\prime} \hat{\xi}^{*}\right)^{\prime}\left\{H^{\prime}\left[\sum B_{j}\left(B_{j}^{\prime} \hat{\Sigma} B_{j}\right)^{-1} B_{j} \otimes A_{j}^{*} A_{j}^{*}\right]^{-H}\right\}^{-1}\left(H^{\prime} \hat{\xi}^{*}\right) . \tag{5.14}
\end{equation*}
$$

To obtain the modified variate-wise representation of the MGMAC model which is completely interchangeable with the Matrix Modified representation, assume there are $n$ experimental units and a total of p response variates, $V_{1}, \ldots, V_{p}$. Let $\underline{z}_{s}, s=1, \ldots, p$ be the vector of length $\mathrm{N}_{\mathrm{S}}$ corresponding to all observations on $\mathrm{V}_{\mathrm{S}}$ in the entire experiment. Let the $\left(N_{S} \times m^{*}\right)$ matrix $F_{S}^{*}, s=1, \ldots, p$ be the design matrix
corresponding to $\underline{z}_{S}$, (i.e., $\mathrm{F}_{\mathrm{S}}^{*}$ is determined from $\mathrm{A}^{*}$ by deleting those rows corresponding to missing values of $\underline{y}_{S}$. Let the $\left(N_{r} \times N_{S}\right)(r<s)$ matrix $Q_{r s}$ denote the incidence matrix of $0^{\prime} s$ and 1 's defined previously for the original vector version of the MGMAC mode1. Then the modified variate-wise representation of the MGMAC model is given by

$$
\begin{align*}
& \mathrm{E}\left(\underline{z}_{S}\right)=\mathrm{F}_{\mathrm{S}}^{*} \underline{\xi}_{S}^{*} \quad \operatorname{Var}\left(\underline{z}_{S}\right)=\sigma_{S S} \mathrm{I}_{\mathrm{N}}  \tag{5.15}\\
& \operatorname{Cov}\left(\underline{z}_{\mathrm{r}}, \underline{z}_{S}\right)=\sigma_{\mathrm{rs}} Q_{\mathrm{rS}}, \quad \mathrm{r}<\mathrm{S} \\
& \operatorname{Cov}\left(\underline{z}_{\mathrm{r}}, \underline{z}_{S}\right)=\sigma_{\mathrm{rs}} Q_{\mathrm{rS}}^{\prime}, \quad \mathrm{r}>\mathrm{s} \quad \mathrm{r}, \mathrm{~s}=1, \ldots, \mathrm{p}
\end{align*}
$$

Using the above definitions the modified vector version of the MGMAC model is given by

$$
\begin{align*}
& \mathrm{E}(\underline{z})=\mathrm{F}^{*} \underline{\xi}^{*}  \tag{5.16}\\
& \operatorname{Var}(\underline{z})=\Omega
\end{align*}
$$

where $\underline{z}, F^{*}, \Omega, \underline{\xi}^{*}, N$ and $M$ are defined by

$$
\begin{aligned}
& \underline{z}=\left[\begin{array}{c}
\underline{z}_{1} \\
\cdot \\
\cdot \\
z_{p}
\end{array}\right], \quad F^{*}=\left[\begin{array}{ccc}
F^{*}{ }_{1} & & \\
F^{*} & & \\
& & \\
& & \ddots \\
& \phi & \\
& & \\
& & \\
& & \\
& & \\
\hline
\end{array}\right], \\
& \Omega=\left[\begin{array}{ccccc}
\sigma_{11} \mathrm{I}_{\mathrm{N}_{1}} & \sigma_{12} \mathrm{Q}_{12} & \cdot & \cdot & \cdot \\
{ }^{\sigma_{1 p} \mathrm{Q}_{1 p}} \\
{ }_{12} \mathrm{Q}_{12}^{\prime} & { }^{\sigma_{22}}{ }^{\mathrm{I}_{\mathrm{N}_{2}}} & \cdot & \cdot & \cdot \\
\cdot & \cdot & { }^{\circ}{ }_{2 p} \mathrm{Q}_{2 p} \\
\cdot & \cdot & \cdot & & \cdot \\
\sigma_{1 p} \mathrm{Q}_{1 p}^{\prime} & \sigma_{2 p} \mathrm{Q}_{2 \mathrm{p}}^{\prime} & \cdot & \cdot & \cdot \\
\sigma_{p p} \mathrm{I}_{\mathrm{N}}
\end{array}\right],
\end{aligned}
$$

It should be noted that ${\underset{-}{\delta}}_{*}^{*}$ is a ( $\mathrm{t} \times 1$ ) vector for each $\mathrm{s}=$ $1, \ldots, \mathrm{p}$ where t is the number of missing independent variables in Z . Thus, $\delta_{S}^{*}$ differs from the $\left(t_{S} \times 1\right)$ vector $\delta_{S}$ defined for the original vector version of the MGMAC model in that each $\delta_{-}^{*}$ accounts for all $t$ missing values in $Z$ whereas each ${\underset{\delta}{S}}$ only accounts for the $t_{S}$ missing values in $D_{s}, s=1, \ldots, p$.

Thus, for the modified vector version of the MGMAC model

$$
\begin{equation*}
\underline{\hat{\theta}}=H^{*} \hat{\xi}^{*}=H^{*}\left(F^{*} \hat{\Sigma}^{-1} F^{*}\right)^{-} F^{*} \hat{\Sigma}^{-1} \underline{z} \tag{5.17}
\end{equation*}
$$

is BAN for $\underline{\theta}=H^{*} \underline{\xi}^{*}$. Also, if $H^{*}$ is an ( $\mathrm{Mx} w$ ) known matrix of full rank w, then under the null hypothesis $H_{o}: H^{*} \underline{\xi}^{*}=0$ the test statistic

$$
\begin{equation*}
W_{\mathrm{n}}=\left(\mathrm{H}^{*} \hat{\xi}^{*}\right) \cdot\left[\mathrm{H}^{*}\left(\mathrm{~F}^{*} \hat{\Omega}^{-1} \mathrm{~F}^{*}\right)^{-} \mathrm{H}^{*}\right]^{-1}\left(\mathrm{H}^{*} \underline{\xi}^{*}\right) \tag{5.18}
\end{equation*}
$$

is asymptotically distributed as a chi-square variable with w degrees freedom.

Due to the fact that the design matrix A of the Matrix Modified mode1 is composed of additional columns with 1's corresponding to missing values in $A$ and zeros elsewhere the formation of the matrices $\mathrm{F}_{\mathrm{S}}^{*}, \mathrm{~S}=1, \ldots, \mathrm{p}$ results in $\mathrm{F}_{\mathrm{S}}^{*}$ containing columns of zeros whenever the $s^{\text {th }}$ dependent variable is missing on the experimental units for which 1's occur in the additional columns of $\mathrm{A}^{*}$. Thus, $\mathrm{F}_{\mathrm{S}}^{*}$ of the modified vector version is the matrix $\mathrm{F}_{\mathrm{S}}$ of the original vector version with
additional columns of zeros and ${\underset{-S}{*}}_{*}^{*}$ is the vector $\underline{\delta}_{S}$ with $m_{S}^{*}-m_{S}$ additional parameters whenever $m_{S}^{*} \neq m_{s}, s=1, \ldots, p$. A1so, assuming that the desired estimators and hypothesis tests involve only the the design parameters and regression coefficients of the original MAC mode1, then $\mathrm{H}^{*}$ is the matrix H with additional rows of zeros whenever $\mathrm{m}_{\mathrm{S}}^{*} \neq \mathrm{m}_{\mathrm{S}}$. Therefore, by rearranging the columns of the design matrix $\mathrm{F}^{*}$ and the corresponding elements of $\underline{\xi}^{*}$ it is possible to represent (5.17) by

$$
\left(H^{\prime} \vdots 0_{h}\right)\left[\begin{array}{l}
\frac{\hat{\xi}}{\hat{\delta}^{* * *}} \tag{5.19}
\end{array}\right]=\left(H^{\prime}: 0_{f}\right)\left\{\left(F: 0_{f}\right)^{\prime} \hat{\Omega}^{-1}\left(F: 0_{f}\right)\right\}\left(F: 0_{f}\right)^{\prime} \Omega^{-1} \underline{z}
$$

where $\underline{\hat{\xi}}$ is defined by (3.14), $\hat{\delta}^{* *}$ is an $\left\{\left(M^{*}-M\right) x 1\right\}$ vector composed of the additional parameters introduced into the modified vector version of the MGMAC model which were not introduced into the original vector version of the MGMAC model, $0_{h}$ is a $\left.\left\{\begin{array}{c} \\ x\end{array} M^{*}-M\right)\right\}$ matrix of zeros and $0_{f}$ is an $\left\{N x\left(M^{*}-M\right)\right\}$ matrix of zeros. Then using

$$
\left[\begin{array}{c:c}
\left(F^{\prime} \Omega^{-1} F\right) & 0  \tag{5.20}\\
\hdashline 0_{f} & \vdots
\end{array}\right]
$$

as a generalized inverse of $\left(F: 0_{f}\right)^{\prime} \Omega^{-1}\left(F: 0_{f}\right)$ gives

$$
\begin{align*}
& =H^{\prime}\left(F^{\prime} \hat{\Omega}^{-1} F\right)^{-} F^{\prime} \hat{\Omega}^{-1} \underline{z} \tag{5.21}
\end{align*}
$$

where $0_{g}$ is an $\left\{\left(M^{*}-M\right) x l\right\}$ vector of zeros.

Comparison of (5.21) with (5.1) indicates that the BAN estimator obtained from the modified vector version of the MGMAC model when the the generalized inverse is computed by (5.20) is the same as the BAN estimator obtained from the original vector version of the MGMAC model. Similarly, Wald Statistics obtained from the modified vector version, when the generalized inverse is computed by (5.20), are the same as those obtained from the original vector version of the MGMAC mode1. Therefore, since the modified vector version of the MGMAC model is completely interchangeable with the Matrix Modified representation of the MGMAC model, BAN estimators and Wald Statistics can be obtained for estimable linear sets using the Matrix Modified representation of the MGMAC model.

## CHAPTER VI

## SUMMARY AND RECOMMENDATIONS FOR FURTHER RESFARCH

It has been shown that the standard analysis applicable to a full MAC model can be performed in the presence of missing covariates by using a generalization of the analysis of covariance technique. In addition Kleinbaum's method of analyzing multivariate linear models with missing observations among only the dependent variables has been extended to include missing values among the independent variables of the model. The asymptotic properties of the estimators and test statistics remain the same (i.e., the estimators $\alpha$ and $\beta$ are BAN estimators and tests of hypothesis about these parameters are based on asymptotically chi-square test statistics). This extension was accomplished by employing a modification of the covariance method of Zyskind, Kempthorne, et al. However, as is evident from the preceding chapters several theoretical as well as computational problems remain to be solved.

The estimator of $\Sigma$ given in Chapter IV is unbiased and consistent but not necessarily positive definite and so it would be valuable to obtain an alternative estimator of $\Sigma$ which will always be positive definite and consistent.

The computation of estimators and tests statistics involves the inversion of very large and possibly sparse matrices because of the increase in the column dimension of the design matrices when there
are many missing independent variables. This problem could be avoided if it were possible to develop a routine for inverting the matrix $\Omega$ which is a slight variation of the matrix $\Sigma \Omega I_{n}$ due to the removal of rows and columns corresponding to missing independent variables.

The conclusions of this study, as with Kleinbaum's, are based on optimal large sample properties and so it is difficult to assess the small sample properties of the estimators and test procedures without extensive simulation experiments. Such simulations could be carried out by constructing regression data with correlated independent variables generated from normal or uniform generator subroutines as was done by Haitovsky (9). The dependent variables could then be obtained as a linear combination of the design variables, regression variables and a normally distributed error term. This would enable the comparison of BAN estimates with true parameter values, comparison of the results of hypotheses tests with the actual truth or falsity of the hypotheses in question, repeated sampling from a prespecified model to determine the consistency of estimates and hypotheses tests from sample to sample, variations in $\Sigma$, keeping $\underline{\xi}$ fixed, to determine the effects of different covariance structures on the estimates and test statistics and variations in the proportion of observations randomly deleted from the dependent and independent variables.

As with many articles in the literature on unintended missing data, the process that caused the missing observations has been ignored with the assumption that inferences about the parameters of the model are independent of the observed pattern of missing data. Rubin (20) gives an informative discussion of the effects of ignoring
the process that causes missing data and he suggests that in many practical situations, Bayesian and likelihood inferences are less sensitive than sampling inferences to the process that causes the missing data. Thus, a Bayesian approach to the problem of missing values in the MAC model might also be considered by beginning with the Seemingly Unrelated Regression model of Zellner (27) and then employing a generalization of the approach of Press and Scott (17) to deal with missing observations among the dependent and/or independent variables.
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## APPENDIX A <br> DESCRIPTION OF COMPUTER PROGRAM

The computer program described in the remainder of this section is a standard fortran program which provides BAN estimators of block, treatment and regression parameters and Wald Statistics for testing hypotheses specified by the user. All computational routines are based on the theoretical framework developed in the preceding chapters for multivariate analysis of covariance models with missing values among the dependent and/or independent variables.

## Preparation of Data Cards

The computer program is designed for the analysis of data from an experiment in which a complete observation consists of a block label, a treatment label, numerical values on one or more concomitant variables and numerical values on one or more dependent variables. The data card(s) corresponding to a complete observation should contain a block number, a treatment number, value(s) of the covariable(s) and the value(s) of the dependent variable(s), as well as any identification the user desires. The order in which these occur on the card is not important. It is necessary, however, that both blocks and treatments be numbered sequentially beginning with ' 1 '.

The data corresponding to the observation on block \#3, treatment \#2, may look as follows:

| TEST 06 SITE A | 3 | 2 | 113.8 | 680 | 110.7 | 507 | 8.9 |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Identification | B1k \& Trt | X's $^{\prime}$. |  | $Y^{\prime} \mathrm{s}$ |  |  |  |

## Missing Values

The user may choose any number he desires to correspond to missing values among the $\mathrm{Y}^{\prime} \mathrm{s}$ or X 's. This number will then be punched in the data card for any $X$ or $Y$ value which was not recorded when the experiment was conducted. Of course, the selected number must not be the same as any of the $\mathbf{X}$ or Y values occurring in the data set being analyzed, and must also be of a magnitude which allows it to be coded in the number of columns provided for the X 's and $\mathrm{Y}^{\prime} \mathrm{s}$. Suppose that, in the example above, both 113.8 and 507 had not been recorded and were to be treated as missing values. If the missing value code selected by the user was 44.4 , the card would have been punched as:
$\begin{array}{lllllllll}\text { TEST } 06 \text { SITE A } & 3 & 2 & 044.4 & 680 & 110.7 & 44.4 & 8.9\end{array}$

Control Cards

Listed below is a description of the control cards which must accompany every job.

Control Card \#1 - Current Data Set Information
The first 21 columns of this card consist of seven three digit (i.e., I3) fields which contain in order the values of

NP - The number of dependent variables (Y's) $1 \leq$ NP $\leqslant$ NPDIM
NT - The number of treatments $\quad 1 \leq$ NT $\leq$ NTDIM
$N B$ - The number of blocks $\quad 1 \leqslant N B \leqslant N B D I M$
NK - The number of covariates (X's) $1 \leq N K \leq N K D I M$
NN - The number of observations

IDGT - An input parameter to the LPSDOR subroutine (which computes a generalized inverse of a matrix). The elements of the matrix are assumed to be correct to IDGT places. Since this program computes the matrix elements in double precision, it is suggested that the user supply IDGT $=14$.

NMISS - The number of missing values in the covariates only. Do not include, in this count, missing values in the dependent variables.

The next eight columns are blank. Columns 30-63 should be punched as follows:

Col. 30-39: EPS - A test value for zero which is used in the DMFGR subroutine which calculates the rank of a matrix. It is suggested that the user supply EPS $=1.0 \mathrm{E}-07$.

Col. 40-49: D - The double precision missing value code described in an earlier section. In that section, as an example a missing value code of 44.4 was used. In that case it would be coded as 44.4 D 0 .

Col. 50 -63: These columns contain seven two-digit (I2) fields indicating the desired print options for the analysis. Each 12 field contains either " 00 ", which requests that the printing be suppressed, or ' 01 ', which requests that the printing not be suppressed. In order, the seven codes refer to:

Co1. 50-51: Print option for listing of MAC mode1.
Co1. 52-53: Print option for listing of GMAC model.
Co1. 54-55: Print option for listing of MGMAC model.
Co1. 56-57: Print option for listing of sigma and its inverse.

Col. 58-59: Print option for listing of the Matrix Modified Model.

Col. 60-61: Print option for subgroups of observations corresponding to the different patterns of missing values.

Co1. 62-63: Print option for parameter values.

With regard to the user's choice of the print options, it is suggested that for most purposes it would be sufficient to code 50 through 63 with ' 01000001000001 '. This provides the user with a listing of the MAC model, sigma and its inverse, and the parameter values as well as results of hypotheses tests.

Contro1 Card \#2 - Variab1e Format for the Input Data Set:

On this card the user supplies a FORTRAN format statement which specifies the columns in which the block number, treatment number, dependent variables $\left(Y_{i}, i=1, \ldots, N P\right)$ and covariables $\left(X_{j}, j=1, \ldots\right.$, NK ), in that order, are to be found. The block and treatment numbers must be read according to an Iw format, while the dependent and independen't variables would ordinarily be read with F w.d or D w.d formats. This card must begin with a left parenthesis (in column 1) and end with a right parenthesis and contain no intervening blanks. For the example given earlier, the variable format card would be

$$
(\mathrm{T} 18, \mathrm{I} 1,6 \mathrm{X}, \mathrm{I} 1, \mathrm{~T} 42, \mathrm{~F} 5.1,1 \mathrm{X}, \mathrm{~F} 4.0,3 \mathrm{X}, \mathrm{~F} 4.1, \mathrm{~T} 30, \mathrm{~F} 5.1,1 \mathrm{X}, \mathrm{~F} 4.0) .
$$

Control Card \#3 - Number of Hypothesis Matrices Being Supplied:

This is the simplest of all of the control cards, and merely states how many hypothesis matrices are to be supplied to provide the basis for hypothesis tests for the particular job. This is an integer, NUMHYP, which is punched, right justified, in the first 5 columns of the card. Ordinarily, this number will be less than 10 , so that only column 5 need be punched.

## Remaining Control Cards:

For each of the hypotheses to be tested, one group of cards must be supplied. The first card provides the following information relative to each hypothesis:

Col. 1 - 5: The number of rows, NR, in the hypothesis matrix. This is an integer, right justified in columns 1 - 5.

Col. 6-25: Any alphameric code which identifies the hypothesis being tested. This is simply an identification which will be listed with the output in the hypothesis testing section of the printout.

Col. 26-27: " 00 " if the user does not desire to have the test statistic evaluated for this particular hypothesis on all NP response variables simultaneously; '01" if the user does desire to have the test statistic evaluated for this hypothesis on all NP response variables simultaneously.

Col. 28-29: " 00 " if the user does not desire to have the test statistics evaluated for this hypothesis on the first response variable separately; " 01 " if the user desires to have the test statistic evaluated for this hypothesis on the first response variable separately.

Col. ( $(26+2 N P)$ - $(27+2 N P)): \quad " 00 "$ if the user does not desire to have the test statistic evaluated for this hypothesis on the NPth response variable separately; '01' if the user does desire to have the test statistic evaluated for this hypothesis on the NPth response variable separately. Note: $N P \leqslant N P D I M \leqslant 26$.

The remaining NR cards in the group for a particular hypothesis give the coefficients for each row of the hypothesis matrix, one row on each of $N R$ cards. These coefficients are read from consecutive four
digit fields according to an F 4.2 format. The number of coefficients read per card will be equal to ( $N B+N T+N K$ ), with the exception that if the data set is composed of one block only (or one treatment only) the number will be ( $\mathrm{NB}+\mathrm{NT}+\mathrm{NK}-1$ ). This number will of course vary from one problem to the next. The number of rows in the hypothesis matrix, NR, will also vary from one hypothesis to the next and from problem to prob1em.

If the number of rows in the $i^{\text {th }}$ hypothesis being tested is denoted by $N R_{i}$, $i=1, \ldots$, NUMHYP, then the number of control cards after control card \#3 will be

$$
\sum_{i=1}^{\text {NUMHYP }}\left(\mathrm{NR}_{i}+1\right)
$$

The method of constructing the hypothesis matrices will be demonstrated in the next section.

Examples Illustrating Construction of Hypothesis Matrices

In Chapter $V$ the general formulation of the assumed model with

$$
E(Y)=X \alpha+Z \beta
$$

as the underlying mean structure for the data was outlined. In that case $\alpha$ was an ( $m_{x} \times p$ ) matrix of unknown design parameters and $\beta$ was an ( $m_{z} \times \mathrm{p}$ ) matrix of unknown regression coefficients for the concomitant variables. A matrix, B, can be formed by 'stacking' the $\alpha$ matrix on the $\beta$ matrix. In keeping with the notation used in relation to the computer control cards, this will be a matrix with row dimension $(\mathrm{NB}+\mathrm{NT}+\mathrm{NK})$ and column dimension NP .

Denoting the block parameters by $\mathrm{b}_{\mathrm{ij}}$ 's, the teratment parameters by $t_{i j}$ 's and the regression coefficients by $\beta_{i j}$ 's, the $B$ matrix may be thought of as follows:

This makes it a rather easy matter to construct full rank hypothesis matrices to test hypotheses of the form $H_{0}: H B=0_{M}$, where $H$ is a full rank hypothesis matrix of dimension r (= rank of H) by $(N B+N T+N K)$ and $0_{M}$ is the ( $\mathrm{r} \times \mathrm{NP}$ ) matrix containing all zeroes. For example, the hypothesis of no treatment differences (i.e., $t_{1 j}=$ $t_{2 j}=\ldots=t_{N T}$ for all $\left.j=1, \ldots, N P\right)$ can be tested with an H matrix containing (NT - 1) orthogonal rows. Similarly, the hypothesis of no influence of covariates (i.e., $\beta_{i j}=0, i=u, \ldots, N K ; j=1, \ldots, N P$ ) can be tested with a full rank hypothesis matrix of row dimension NK. Some specific examples will now be given to illustrate the construction of H matrices.

## Example I:

Suppose there are two blocks, two treatments, one covariate and three response variables. Here $N B=N T=2$, $N K=1$, and $N P=3$. Thus B can be written

$$
B=\left[\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
t_{11} & t_{12} & t_{13} \\
t_{21} & t_{22} & t_{23} \\
\beta_{11} & \beta_{12} & { }^{\beta_{13}}
\end{array}\right]
$$

To test the hypothesis of no treatment differences, $H$ could be the (1 x 5) matrix

$$
H=\left(\begin{array}{lllll}
0 & 0 & 1 & -1 & 0
\end{array}\right) .
$$

Notice that $H B=0$ is equivalent to

$$
\left[\begin{array}{llll}
\left(t_{11}-t_{21}\right) & \left(t_{12}-t_{22}\right) & \left(t_{13}-t_{23}\right)
\end{array}\right]=\left(\begin{array}{lll}
0 & 0 & 0
\end{array}\right) .
$$

To test the hypothesis of no influence of the covariate, $H$ could be the ( 1 x 5 ) matrix

$$
H=\left(\begin{array}{lllll}
0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

Notice that $H B=0$ is equivalent to

$$
\left(\begin{array}{lll}
\beta_{11} & \beta_{12} & \beta_{13}
\end{array}\right)=\left(\begin{array}{lll}
0 & 0 & 0
\end{array}\right) .
$$

## Example II:

Suppose there are two blocks, four treatments, two covariates and three response variables. Here $\mathrm{NB}=2$, $\mathrm{NT}=4, \mathrm{NK}=2$, and $\mathrm{NP}=3$. Thus B can be written

$$
B=\left[\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
t_{11} & t_{12} & t_{13} \\
t_{21} & t_{22} & t_{23} \\
t_{31} & t_{32} & t_{33} \\
t_{41} & t_{42} & t_{43} \\
\beta_{11} & \beta_{12} & \beta_{13} \\
\beta_{21} & \beta_{22} & \beta_{23}
\end{array}\right] .
$$

To test the hypothesis of no overall treatment differences, H could be the ( $3 \times 8$ ) matrix

$$
H=\left[\begin{array}{rrrrrrrr}
0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & -2 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & -3 & 0 & 0
\end{array}\right]
$$

To test the hypothesis of no overall block differences, $H$ could be the ( $1 \times 8$ ) matrix

$$
H=\left(\begin{array}{llllllll}
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

To test the hypothesis of no overall effect due to the covariates, $H$ could be the ( $2 \times 8$ ) matrix

$$
H=\left[\begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

To test the hypothesis of no effect due to the first covariate only, $H$ could be the ( $1 \times 8$ ) matrix

$$
H=\left(\begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right) .
$$

To test the hypothesis of no difference between treatments one, three and four, H could be the ( 2 x 8 ) matrix

$$
H=\left[\begin{array}{rrrrrrrr}
0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & -2 & 0 & 0
\end{array}\right]
$$

## Example III:

Suppose there are three different treatments in the experiment but only one block, and one covariate. Suppose in addition that there are two response variables. Here $N B=1, N T=3$, $N K=1$ and $N P=2$. However the row dimension of the $B$ matrix is $(N B+N T+N K-1)$ or 4 , since we do not require any block parameters. (Refer to the discussion in the Control Card section above.) B will be the ( $4 \times 2$ ) matrix

$$
H=\left[\begin{array}{ll}
t_{11} & t_{12} \\
t_{21} & t_{22} \\
t_{31} & t_{32} \\
{ }^{\beta_{11}} & \beta_{12}
\end{array}\right]
$$

The hypothesis matrix for testing ' $\mathrm{H}_{\mathrm{o}}$ : No Treatment Differences' could be the ( 2 x 4 ) matrix

$$
\mathrm{H}=\left[\begin{array}{cccc}
1 & -1 & 0 & 0 \\
1 & 1 & -2 & 0
\end{array}\right]
$$

The complete set of punched cards necessary to execute a job using the source program with a level G FORTRAN compiler are submitted to the card reader in the following order:


DATA CARDS
CONTROL CARD \#2
(CONTROL CARD \#1
///GO.SYSIN DD *


ASSEMBLER SOURCE DECK
T/.SYSIN DD ${ }^{*}$
f.. EXEC ASMFC

FORTRAN SOURCE DECK
/ //FORT.SYSIN DD *
/// EXEC FORTGCLG,REGION.GO=500K
JOB CARD

The form of the initial job card and the various job control cards may vary from one installation to another. The user should verify the validity of these with systems personnel at his particular computer center.

The core specified above was sufficient for the example problem given in Appendix B. The actual core needed for a particular problem, however, will change significantly with varying numbers of dependent variables, blocks, treatments, covariates and/or missing values among the covariates.

## APPENDIX B

## A WORKED EXAMPLE

A sample problem will now be presented and the necessary programming steps illustrated. This data set was constructed to represent a set of results from a series of test shots involving two different metals from which projectiles were made (the 'blocks') and three different projectile shapes (the 'treatments'). Each block/treatment combination was replicated five times, resulting in a total of thirty observations. Two concomitant variables were measured on each projectile. These were $X_{1}=$ Initial Projectile Weight and $X_{2}=$ Initial Projectile Velocity. The three dependent variables recorded were $\mathrm{Y}_{1}=$ Residual Projectile Weight, $\mathrm{Y}_{2}=$ Residual Profectile Velocity, and $Y_{3}=$ Plug Weight.

The data were generated using the model

$$
Y_{i j k}=b_{i}+t_{j}+\beta_{1} X_{1_{i j k}}+\beta_{2} X_{2 j k}+\varepsilon_{i j k}
$$

where $Y_{i j k}$ represents the $k^{\text {th }}$ replication of treatment $j$ in block $i$ for any one of the three response variates. For this problem $\mathbf{i}=1,2 ; \mathbf{j}=$ $1,2,3 ; \mathrm{k}=1, \ldots, 5$. The disturbances were chosen from a table of random standard normal deviates. The values used for the model parameters were as shown in the following $B$ matrix.

$$
\begin{aligned}
& \begin{array}{lll}
Y_{1} & Y_{2} & Y_{3}
\end{array} \\
& B=\left[\begin{array}{ccc}
0 & 0 & 0 \\
2 & 20 & 0 \\
10 & 8 & 0 \\
10 & 8 & 0 \\
20 & 20 & 4 \\
8 & 0 & 0.005 \\
0 & 7 & 0.01
\end{array}\right] \begin{array}{l}
\mathrm{b}_{1} \\
\mathrm{~b}_{2} \\
\mathrm{t}_{1} \\
\mathrm{t}_{2} \\
\mathrm{t}_{3} \\
\mathrm{\beta}_{1} \\
\mathrm{\beta}_{2}
\end{array}
\end{aligned}
$$

The data resulting from this simulation were:

Observation \# Block Treatment $\begin{array}{lllllll}X_{1} & X_{2} & Y_{1} & Y_{2} & Y_{3}\end{array}$

| 1 | 1 | 1 | 110 | 710 | 98.0 | 504.4 | 7.3 |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 1 | 1 | 110 | 710 | 97.5 | 503.2 | 5.2 |
| 3 | 1 | 1 | 112 | 695 | 98.2 | 494.5 | 8.3 |
| 4 | 1 | 1 | 111 | 705 | 100.0 | 501.1 | 8.2 |
| 5 | 1 | 1 | 112 | 690 | 100.1 | 490.9 | 8.1 |
| 6 | 1 | 2 | 110 | 710 | 98.4 | 504.6 | 8.3 |
| 7 | 1 | 2 | 109 | 705 | 95.5 | 501.2 | 8.8 |
| 8 | 1 | 2 | 107 | 700 | 94.6 | 497.0 | 10.5 |
| 9 | 1 | 2 | 111 | 700 | 99.3 | 498.8 | 9.5 |
| 10 | 1 | 2 | 112 | 710 | 98.9 | 504.3 | 7.5 |
| 11 | 1 | 3 | 116 | 810 | 110.7 | 586.4 | 8.1 |
| 12 | 1 | 3 | 115 | 770 | 112.4 | 558.9 | 8.5 |
| 13 | 1 | 116 | 790 | 113.3 | 572.6 | 8.9 |  |
| 14 | 1 | 3 | 116 | 800 | 110.6 | 581.1 | 8.7 |
| 15 | 117 | 790 | 115.3 | 572.9 | 7.4 |  |  |


| 16 | 2 | 1 | 109 | 705 | 98.3 | 522.8 | 6.6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 17 | 2 | 1 | 112 | 705 | 101.0 | 521.3 | 8.3 |
| 18 | 2 | 1 | 111 | 690 | 99.1 | 510.0 | 6.3 |
| 19 | 2 | 1 | 110 | 700 | 99.8 | 517.2 | 8.3 |
| 20 | 2 | 1 | 111 | 710 | 103.1 | 524.3 | 8.4 |
| 21 | 2 | 2 | 112 | 700 | 100.9 | 517.6 | 5.8 |
| 22 | 2 | 2 | 112 | 690 | 100.5 | 510.5 | 7.2 |
| 23 | 2 | 2 | 112 | 700 | 99.5 | 517.3 | 7.4 |
| 24 | 2 | 113 | 705 | 102.0 | 522.9 | 8.8 |  |
| 25 | 2 | 3 | 115 | 795 | 114.2 | 597.1 | 12.3 |
| 26 | 2 | 3 | 116 | 800 | 114.8 | 598.6 | 12.5 |
| 27 | 2 | 3 | 117 | 795 | 115.9 | 598.0 | 12.7 |
| 28 | 2 | 3 | 790 | 116.0 | 593.0 | 12.3 |  |
| 20 | 2 | 2 | 115.2 | 602.4 | 12.4 |  |  |

For the purpose of a realistic example in which there are missing observations among both the dependent and independent variables, the following observations were treated as if they were missing:
$Y_{2}$ on observation \#1
$Y_{3}$ and $X_{2}$ on observation \#11
$X_{2}$ on observation \#18
$Y_{2}$ and $Y_{3}$ on observation \#24

Preparation of Data Cards

It is first necessary to select a value to use as the missing value code. Any negative number would suffice, as would zero. Suppose
that $\mathrm{D}=50.0 \mathrm{D} 0$ is chosen, a number intermediate in magnitude between $Y_{3}$ and the other $X$ and $Y$ variables. The data cards were punched as follows:

Col. 1 - 5: The identification SAMPLE
Col. 10: Block number
Col. 12: Treatment number
Col. 13 - 16: $X_{1}$, in format $F 4.0$
Col. 17. 20: $X_{2}$, in format $F 4.0$
Co1. 22-25: $\mathrm{Y}_{1}$, in format F 4.1 (Decimal not punched)
Col. $27-30: Y_{2}$, in format F 4.1 (Decimal not punched)
Col. 31 - 34: $Y_{3}$, in format $F 4.1$ (Decimal not punched)

For example, the first data card was, beginning in column 1:

SAMPLE 1111071009800500073

Notice that the $Y_{2}$ value of 598.0 has been replaced by 50.0 , since it is beeing treated as a missing value in this example.

Preparation of Control Cards

## Control Card \#1:

To complete this card, it was determined that for the present problem NP $=3, \mathrm{NT}=3, \mathrm{NB}=2$, $\mathrm{NK}=2$, $\mathrm{NN}=30$ and NMISS $=2$. To provide a thorough look at the printout available from the program, every print option was chosen. Using the suggested values for EPS and IDGT, the first control card has the form, beginning in column 1:

Control Card \#2:

For this card, any permissible FORTRAN format statement to read in the block number, treatment number, $\mathrm{Y}^{\prime}$ s and X 's may be used. One possibility for the given data would be
(T10, I1, 1X, I1, T21, 2F5.1, F4.1, T14, F3.0, 1X, F3.0)

## Control Card \#3 and Subsequent Control Cards:

For this problem four hypotheses shall be tested to illustrate the flexibility of this aspect of the program.
(1) $H_{o}$ : No Block Differences. With only two blocks, the $H$ matrix consists of one row which compares the two block effects. Recalling that for this problem the matrix of unknown parameters is

$$
B=\left[\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
t_{11} & t_{12} & t_{13} \\
t_{21} & t_{22} & t_{23} \\
t_{31} & t_{32} & t_{33} \\
\beta_{11} & \beta_{12} & \beta_{13} \\
\beta_{21} & \beta_{22} & \beta_{23}
\end{array}\right],
$$

the H matrix is $\mathrm{H}=\left(\begin{array}{lllllll}1 & -1 & 0 & 0 & 0 & 0 & 0\end{array}\right)$. If the overall test is chosen as well as the test on response variates two and three separately, the necessary control cards are
(2) $H_{0}$ : No Treatment Differences. The H matrix for constrasting the three treatments requires two rows and thus

$$
H=\left[\begin{array}{rrrrrrr}
0 & 0 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & -2 & 0 & 0
\end{array}\right]
$$

The necessary cards, electing the overall test as well as $\mathrm{Y}_{1}$ and $Y_{2}$ separately, are

00002 NO TRT DIFF 01010100
000000000100-100
0000000001000100-200
(3) $H_{o}$ : No Difference Between Treatments 1 and 2. If the overall test is chosen as well as the test on each variate separately, the necessary cards are

00001NO DIFF BETW TR 1\&2 01010101
000000000100-100
(4) $H_{0}$ : No Effect Due to Covariates. Electing the same test options as for the previous example, the control cards are

00002NO EFFECT COVARS 01010101
000000000000000000000100
0000000000000000000000000100

These control cards for hypotheses must be preceded by control card number three, which for this problem will have a " 4 " punched in column five, indicating that four hypotheses are to be tested.

## The Printed Output From the Program

The program output, when all print options are exercised has essentially ten parts.
(1) Problem Dimensions - This is the first page of the printout. It provides the user with the current program dimensions and dimensions for his particular job, as well as the print options chosen for the job.
(2) Listing of the Input Data - Each observation is given with its block value, treatment value, dependent variables and independent variables in that order.
(3) The MAC Model Listing - The response variables and complete design matrix are listed for the multivariate analysis of covariance mode1.
(4) The GMAC and MGMAC Model Listing - These are given for each response variate separately, along with the rank of the corresponding design matrix.
(5) Sigma and 'Smoothed" Sigma - The sigma matrix submitted to the subroutine 'SMOOTH' is printed along with the smoothed sigma matrix which the subroutine returns.
(6) Sigma and Sigma Inverse - Sigma and its inverse as computed by the LPSDOR subroutine are given.
(7) The Matrix Modified Model - This is listed, showing the extra columns added to the design matrix to account for the missing values.
(8) The Groups of Observations with Different Patterns of Missing Values - These are the ' $\mathrm{S}_{\mathrm{j}}$ ' sets referred to in Chapter V. The design matrices associated with these sets are used in the computation
of the parameter estimates and the Wald statistics.
(9) Parameter Values - The parameter matrix of dimension (NB + $\mathrm{NT}+\mathrm{NK}$ ) by NP is given.
(10) Hypothesis Test Results - The hypothesis matrix and associated Wald Statistic are given for each of the hypotheses to be tested.

The listing of the computer printout for the sample problem follows in the remaining pages of this section. It should be pointed out that it is normal for underflow errors to occur, particularly in large scale analyses. It might also be noted that the error code from LPSDOR is printed each time that subroutine is called; a successful call to LPSDOR results in an error code of zero.

```
PARAMETER VALUES READ FROM FIRST DATA CARD :
THE CURRENT VALUE BEING USED FOR THE MISSING CODE IS: 50.0000
THE VALUE OF IDGT SUPPLIED FOR USE IN LPSOOR SURROUTINE IS : 14
THE VALUE OF EPS SUPFLIED FOR USE IN THE DMFGR SURROUTINE IS : . 100000E-06
NUMBER OF MISSING VALUES IN COVARIATES : 2
MAX DIM RESP VECTOR: T:CURRENT DIM RESP VECTOR: 3
MAX NUMB OBS: IOC:CLLRRENT NUMB DBS: 30
MAX NUMB BLOCKS: 2:CURRENT NUMB BLOCKS: 2
MAX NUMB TRTS: A:CURRENT NUMB TRTS: 3
MAX NUMB COVARS: ב:CURRENT NUMB CCVARS: 2
MAX NUMB CCLS IN MODIFIED DESIGN MATRIX: 10
CURRENT NUMRER COLS MAY BE SEEN IN LISTING OF MCDIFIED DESIGN MATRIX TO FOLLOW LATER
PRINT OPTICNS CHOSEN FOR THIS PROGRAM: O=NOPRINT.I=PRINT
PRINT OPTION FOR MAC MODEL : 1
PRINT OPTION FOR GMAC MODEL : 1
PRINT OPTION FOR MGMAC MODEL : 1
PRINT OPTICN FOR SIGMA & ITS INVERSE : I
PRINT OPTION FOR MATRIX MODIFIED MODEL : I
PRINT OPTION FOR DEPENDENT VARIABLES AND CESIGN MATRIX FOR VARIOUS MISSING VALUE PATTERNS : I
PRINT OPTION FOR BETA VALUES : I
```


## LISTING OF INPUT DATA

| 1 | 1 | 98.00 | 50.00 | 7.30 | 110.00 | 710.00 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 97.50 | 503.20 | 5.20 | 110.00 | 710.00 |
| 1 | 1 | 98.20 | 494.50 | 8.30 | 112.00 | 695.00 |
| 1 | 1 | 100.00 | 501.10 | 8.20 | 111.00 | 705.00 |
| 1 | 1 | 100.10 | 490.90 | 8.10 | 112.00 | 690.00 |
| 1 | 2 | 98.40 | 504.60 | 8.30 | 110.00 | 710.00 |
| 1 | 2 | 95.50 | 501.20 | 8.80 | 109.00 | 705.00 |
| 1 | 2 | 94.60 | 497.00 | 10.50 | 107.00 | 700.00 |
| 1 | 2 | 99.30 | 498.80 | 9.50 | 111.00 | 700.00 |
| 1 | 2 | 09.90 | 504.30 | 7.50 | 112.00 | 710.00 |
| 1 | 3 | 110.70 | 586.40 | 50.00 | 116.00 | 50.00 |
| 1 | 3 | 112.40 | 558.90 | 8.50 | 115.00 | 770.00 |
| 1 | 3 | 113.30 | 572.60 | 8.90 | 116.00 | 790.00 |
| 1 | 3 | 110.60 | 581.10 | 8.70 | 116.00 | 800.00 |
| 1 | 3 | 115.30 | 572.90 | 7.40 | 117.00 | 790.00 |
| 2 | 1 | 1 | 101.00 | 521.30 | 522.10 | 510.00 |


| 2 | 2 | 100.50 | 510.50 | 7.20 | 112.00 | 690.00 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 2 | 103.10 | 514.60 | 6.20 | 114.00 | 695.00 |
| 2 | 2 | 99.50 | 50.00 | 50.00 .112 .00 | 700.00 |  |
| 2 | 2 | 102.00 | 522.90 | 8.80 | 113.00 | 705.00 |
| 2 | 3 | 114.20 | 597.10 | 12.30 | 115.00 | 795.00 |
| 2 | 3 | 114.80 | 598.60 | 12.50 | 116.00 | 800.00 |
| 2 | 3 | 115.90 | 598.00 | 12.70 | 117.00 | 795.00 |
| 2 | 3 | 116.00 | 593.00 | 12.30 | 116.00 | 790.00 |

30 OBSERVATIONS HAVE BEEN READ FOR THE CURRENT DATA SET. DOES THIS AGREE WITH THE CURRENT $\quad$ OBS GIVEN EARLIER?

THE VALUES OF $Y$ AND A FOLLOW MAC MODEL

| 98.00 | 50.00 | 7.30 | 1.00 | 0.0 | 1000 | 0.0 | 0.0 | 110.00 | 710.00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 97.50 | 503.20 | 5.20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 |
| 98.20 | 494.50 | 8.30 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 695.00 |
| 100.c0 | 501.10 | 8.20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 111.00 | 705.00 |
| 100.10 | 490.90 | $8 \cdot 10$ | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 690.00 |
| 98.40 | 504.60 | 8.30 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 110.00 | 710.00 |
| 95.50 | 501.20 | 8.80 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 109.00 | 705.00 |
| 94.60 | 497.00 | 10.50 | 1.00 | C. 0 | 0.0 | 1.00 | 0.0 | 107.00 | 700.00 |
| 99.30 | 498.80 | 9.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 111.00 | 700.00 |
| 98.90 | 504.33 | 7.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 112.00 | 710.00 |
| 110.70 | 586.40 | 50.00 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 50.00 |
| 112.40 | 558.90 | 8.50 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 115.00 | 770.00 |
| 113.30 | 572.60 | $8 \cdot 90$ | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 790.00 |
| 110.60 | 581.10 | 8.70 | :.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 800.00 |
| 115.30 | 572.90 | 7.40 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 117.00 | 790.00 |
| 98.30 | 522.80 | 6.60 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 109.00 | 705.00 |
| 101.00 | 521.30 | $8 \cdot 30$ | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 112.00 | 705.00 |
| 99.10 | 510.00 | 6.30 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 111.00 | 50.00 |
| 99.80 | 517.20 | 8.30 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 110.00 | 700.00 |


| 103.10 | 524.30 | 8.40 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 111.00 | 710.00 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 100.90 | 517.60 | 5.80 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 700.00 |
| 100.50 | 510.50 | 7.20 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 690.00 |
| 103.10 | 514.60 | 6.20 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 114.00 | 695.00 |
| 99.50 | 50.00 | 50.00 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 700.00 |
| 102.00 | 522.90 | 8.80 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 113.00 | 705.00 |
| 114.20 | 597.10 | 12.30 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 115.00 | 795.00 |
| 114.80 | 598.60 | 12.50 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 116.00 | 800.00 |
| 115.90 | 598.00 | 12.70 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 117.00 | 795.00 |
| 116.00 | 593.00 | 12.30 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 116.00 | 790.00 |


| 98.00 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 97.50 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 |
| 98.20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 695.00 |
| 100.00 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 111.00 | 705.00 |
| 100.10 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 690.00 |
| 98.40 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 110.00 | 710.00 |
| 95.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 109.00 | 705.00 |
| 94.60 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 107.00 | 700.00 |
| 99.30 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 111.00 | 700.00 |
| 98.90 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 112.00 | 710.00 |
| 110.70 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 50.00 |
| 112.40 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 115.00 | 770.00 |
| 113.30 | 1.00 | $0 \cdot 0$ | 0.0 | 0.0 | 1.00 | 116.00 | 790.00 |
| 110.60 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 800.00 |
| 115.30 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 117.00 | 790.00 |
| 98.30 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 109.00 | 705.00 |
| 101.00 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 112.00 | 705.00 |
| 99.10 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 111.00 | 50.00 |
| 99.80 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 110.00 | 700.00 |
| 103.10 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0. | 111.00 | 710.00 |
| 100.90 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 700.00 |

$$
\begin{aligned}
& \begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & - & 0 & 0
\end{array} \\
& \begin{array}{rccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array} \\
& \begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array} \\
& \begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & - & - & -1 & i & - & i & -1
\end{array} \\
& \begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array} \\
& \begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & - & 0 & 0 & N & \infty & 0 & 0 \\
\dot{0} & \dot{0} & \dot{0} & \dot{N} & \dot{0} & \dot{0} & \dot{0} & \dot{0} \\
0 & 0 & 0 & 0 & \ddot{M} & \vdots & \ddot{O} & -1
\end{array}
\end{aligned}
$$

The values of $Y$ and a for variate 1 follcy

| 98.00 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 | 0.0 | 0.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 97.50 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 | 0.0 | 0.0 |
| 98.20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 695.00 | 0.0 | 0.0 |
| 100.00 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 111.00 | 705.00 | 0.0 | 0.0 |
| 100.10 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 690.00 | 0.0 | 0.0 |
| 98.40 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 110.00 | 710.00 | 0.0 | 0.0 |
| 95.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 109.00 | 705.00 | 0.0 | 0.0 |
| 94.60 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 107.00 | 700.00 | 0.0 | 0.0 |
| 99.30 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 111.00 | 700.00 | 0.0 | 0.0 |
| 98.90 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 112.00 | 710.00 | 0.0 | 0.0 |
| $:: 0.70$ | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 0.0 | 1.00 | 0.0 |
| 112.40 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 115.00 | 770.00 | 0.0 | 0.0 |
| 113.30 | 1.00 | 0.0 | 0.0 | C. 0 | 1.00 | 116.00 | 790.00 | 0.0 | 0.0 |
| 110.50 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 800.00 | 0.0 | 0.0 |
| 115.30 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 117.00 | 790.00 | 0.0 | 0.0 |
| 98.30 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 109.00 | 705.00 | 0.0 | 0.0 |
| 101.00 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 112.00 | 705.00 | 0.0 | 0.0 |
| 99.10 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 111.00 | 0.0 | 0.0 | 1.00 |
| 99.80 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 110.00 | 700.00 | 0.0 | 0.0 |
| 103.10. | 0.0 | 1.00 | 1.00 | C. 0 | 0.0 | 111.00 | 710.00 | 0.0 | 0.0 |
| 100.90 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 700.00 | 0.0 | 0.0 |


| 100.50 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 690.00 | 0.0 | 0.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 103.10 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 114.00 | 695.00 | 0.0 | 0.0 |
| 99.50 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 700.00 | 0.0 | 0.0 |
| 102.00 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 113.00 | 705.00 | 0.0 | 0.0 |
| 114.20 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 115.00 | 795.00 | 0.0 | 0.0 |
| 114.80 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 116.00 | 800.00 | 0.0 | 0.0 |
| 115.90 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 117.00 | 795.00 | 0.0 | 0.0 |
| 116.00 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 .116 .00 | 790.00 | 0.0. | 0.0 |  |

THE RANK OF THE DESIGN MATRIX FOR VARIATE I FOR THE MGMAC MODEL IS 5
ERROR CODE FRCM LPSDOR = ..... 0
ERROR CODE FRCM LPSOCR = ..... 0
ERRDR CODE FROM LPSOOR = ..... 0

THE VALUES OF $Y$ AND A FOR VARIATE 2 FOLLOW

| 503.20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 494.50 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 695.00 |
| 501.10 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 111.00 | 705.00 |
| 490.90 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 090.00 |
| 504.60 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 110.00 | 710.00 |
| 501.20 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 109.00 | 705.00 |
| 497.00 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 107.00 | 700.00 |
| 498.80 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 111.00 | 700.00 |
| 504.30 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 112.00 | 710.00 |
| 586.40 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 50.00 |
| 558.90 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 115.00 | 770.00 |
| 572.60 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 790.00 |
| 581.10 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 800.00 |
| 572.90 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 117.00 | 790.00 |
| 522.80 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 109.00 | 705.00 |
| 521.30. | 0.0 | 1.00 | 1.00 | C. 0 | 0.0 | 112.00 | 705.00 |
| 510.00 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 111.00 | 50.00 |
| 517.20 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 110.00 | 700.00 |
| 524.30 | 0.0 | 1.00 | 1.00 | C. 0 | 0.0 | 111.00 | 710.00 |
| 517.60. | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 700.00 |
| 510.50 | 0.0 | 1.00 | 0.0 | 1.00 | $0 \cdot 0$ | 112.00 | 690.00 |



$\begin{array}{lllllll}0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & - & 0 & 0 & 0 \\ 0 & - & -1 & -1 & -1\end{array}$

| $\circ$ |
| :--- |
| $\therefore$ |
| $-\quad \therefore$ |
| $-\quad$ | $\begin{array}{llll}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}$ ..... :

$\begin{array}{lllll}0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0\end{array}$ ..... $\because$
$\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & -1 & -1 & -1\end{array}$ ..... $\circ$
-
-
\% ㅇㅇㅇㅇㅇㅇㅇㅇ ..... ْ
514.60 $O$
0
N
$N$
in 0
$\vdots$
$\dot{n}$
0
0 0
0
$\infty$
0
0
0 0
0
0
0
0
0 $\circ$
$\vdots$
n
n ..... 602.40

THE VALUES DF $Y$ AND A FOR VARIATE 2 FOLLCK

| 503.20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 | 0.0 | 0.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 494.50 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 695.00 | 0.0 | 0.0 |
| 501.10 | 1.00 | $0 \cdot 0$ | 1.00 | 0.0 | 0.0 | 111.00 | 705.00 | 0.0 | 0.0 |
| 490.90 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 690.00 | 0.0 | 0.0 |
| 504.60 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 110.00 | 710.00 | 0.0 | 0.0 |
| 501.20 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 109.00 | 705.00 | 0.0 | 0.0 |
| 4¢7.00 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 107.00 | 700.00 | 0.0 | 0.0 |
| 498.80 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 111.00 | 700.00 | 0.0 | 0.0 |
| 504.30 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 112.00 | 710.00 | 0.0 | 0.0 |
| 596.40 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 0.0 | 1.00 | 0.0 |
| 558.90 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 115.00 | 770.00 | 0.0 | 0.0 |
| 572.60 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 790.00 | 0.0 | 0.0 |
| 581.10 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 800.00 | 0.0 | 0.0 |
| 572.90 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 117.00 | 790.00 | 0.0 | 0.0 |
| 522.80 | $0 \cdot 0$ | 1.00 | 1.00 | 0.0 | 0.0 | 109.00 | 705.00 | 0.0 | 0.0 |
| 521.30 | 0.0 | 1.00 | 1.00 | 0.0 | $0 \cdot 0$ | 112.00 | 705.00 | 0.0 | 0.0 |
| 510.00 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 111.00 | 0.0 | 0.0 | 1.00 |
| 517.20 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 110.00 | 700.00 | 0.0 | 0.0 |
| 524.30 | 0.0 | 1.00 | 1.00 | 0.0 | $0 \cdot 0$ | 111.00 | 710.00 | $0 \cdot 0$ | 0.0 |
| 517.60 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 700.00 | 0.0 | 0.0 |
| 510.50 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0. | 112.00 | 690.00 | 0.0 | 0.0 |



ERROR COOE FROM LPSOCR $=0$

ERROR CODE FRCM LPSOCR $=0$

GMAC MODEL

| 7.30 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5.20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 |
| 8.30 | 1.00 | c. 0 | 1.00 | 0.0 | 0.0 | 112.00 | 695.00 |
| 8. 20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 111.00 | 705.00 |
| 8.10 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 690.00 |
| 8.30 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 110.00 | 710.00 |
| $8 \cdot 80$ | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 109.00 | 705.00 |
| 10.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 107.00 | 700.00 |
| 9.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 111.00 | 700.00 |
| 7.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 112.00 | 710.00 |
| 8.50 | 1.00 | 0.0 | 0.0 | C. 0 | 1.00 | 115.00 | 770.00 |
| 8.90 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 790.00 |
| 8.70 | 1.00 | c. 0 | 0.0 | 0.0 | 1.00 | 116.00 | 800.00 |
| 7.40 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 117.00 | 790.00 |
| 6.60 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 109.00 | 705.00 |
| $8 \cdot 30$ | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 112.00 | 705.00 |
| 6.30 | 0.0 | $1 \cdot 00$ | 1.00 | 0.0 | 0.0 | 111.00 | 50.00 |
| 8.30 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 110.00 | 700.00 |
| 8.40 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 111.00 | 710.00 |
| $5.80{ }^{\text {a }}$ | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 700.00 |
| 7.20 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 690.00 |

$$
\begin{aligned}
& \begin{array}{lllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \sim & 1 & \infty & 0 & 0 & 0 \\
0 & 0 & 0
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{lllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & i & \vdots & 0 & \vdots & 0
\end{array} \\
& \begin{array}{lllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array} \\
& \begin{array}{lllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array} \\
& \begin{array}{rccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-1 & - & - & - & -1
\end{array} \\
& \begin{array}{lllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array} \\
& \begin{array}{ccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\dot{N} & \infty & M & N & N & M & \dot{+} \\
\dot{0} & \dot{\infty} & \dot{N} & \dot{N} & \dot{N} & \dot{N} & \dot{N}
\end{array}
\end{aligned}
$$

THE VALUES OF $Y$ AND A FOR VARIATE 3 FOLLCW

| 7.30 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 | 0.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5.20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 | 0.0 |
| 8.30 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 695.00 | 0.0 |
| 8.20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 111.00 | 705.00 | 0.0 |
| 8.10 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 690.00 | 0.0 |
| 8.30 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 110.00 | 710.00 | 0.0 |
| 8.80 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 109.00 | 705.00 | 0.0 |
| 10.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 107.00 | 700.00 | 0.0 |
| 7.50 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 0.0 | 111.00 | 700.00 |


| 6.20 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 114.00 | 695.00 | 0.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8.80 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 113.00 | 705.00 | 0.0 |
| 12.30 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 115.00 | 795.00 | 0.0 |
| 12.50 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 116.00 | 800.00 | 0.0 |
| 12.70 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 117.00 | 795.00 | 0.0 |
| 12.30 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 116.00 | 790.00 | 0.0 |
| 12.40 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 117.00 | 805.00 | 0.0 |
| THE RANK OF THE DESIGN MATRIX FOR VARIATE | 3 FOR THEMGMACMODEL IS | 5 |  |  |  |  |  |  |

ERROR CODE FRCM LPSDCR $=0$

| INPUT MATRIX TO SMOOTH |  |  |
| :---: | :---: | :---: |
| 1.0281154 | -. 11701501 | . 19631602 |
| -.11731501 | . 69945443 | -11176522 |
| . 19631602 | -11176522 | 2.2882109 |
| MATRIX QUTPUT 3Y SMOOTH |  |  |
| 1.0281164 | -. 11701501 | . 19631602 |
| -.11701501 | . 69946443 | -1117EE22 |
| -19631602 | .11176522 | 2.2982109 |

the value of sigma fcllows

| 1.02812 | -.117015 | .196316 |
| ---: | ---: | ---: |
| -.117015 | .699464 | .111765 |
| .196316 | .111765 | 2.28821 |
| ERROR CODE FROM LPSDOR $=$ | 0 |  |

the value of sigma inverse follows

| 1.01196 | .184607 | $-.9583790-01$ |
| :---: | :---: | :---: |
| .134007 | 1.47459 | $-.8796300-01$ |
| $-.9583790-01$ | $-.8786300-01$ | .449537 |


| 98.00 | 50.00 | 7.30 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 | 0.0 | 0.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 97.50 | 503.20 | 5.20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 | 0.0 | 0.0 |
| 98. 20 | 494.50 | 8.30 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 695.00 | 0.0 | 0.0 |
| 100.00 | 501.10 | 8.20 | 1.00 | 0.0 | 1.00 | $0 \cdot 0$ | 0.0 | 111.00 | 705.00 | 0.0 | 0.0 |
| 100.10 | 490.90 | 8.10 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 690.00 | 0.0 | 0.0 |
| 98.40 | 504.00 | $8 \cdot 30$ | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 110.00 | 710.00 | 0.0 | 0.0 |
| 95.50 | 501.20 | 8.80 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 109.00 | 705.00 | 0.0 | 0.0 |
| 94.60 | 497.00 | 10.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 107.00 | 700.00 | 0.0 | 0.0 |
| 99.30 | 498.80 | 9.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 111.00 | 700.00 | 0.0 | 0.0 |
| . 98.90 | 504.30 | 7.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 112.00 | 710.00 | 0.0 | 0.0 |
| 110.70 | 586.40 | 50.00 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 0.0 | 1.00 | 0.0 |
| 112.40 | 558.90 | 8.50 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 115.00 | 770.00 | 0.0 | . 0.0 |
| 113.30 | 572.60 | 8.90 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 790.00 | 0.0 | 0.0 |
| 110.60 | 581.10 | 8.70 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 800.00 | 0.0 | 0.0 |
| 115.30 | 572.90 | 7.40 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 117.00 | 790.00 | 0.0 | 0.0 |
| 93.30 | 522.80 | 6.60 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 109.00 | 705.00 | 0.0 | 0.0 |
| 101.00 | 52:.30 | $8 \cdot 30$ | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 112.00 | 705.00 | 0.0 | 0.0 |
| 99.10 | 510.00 | 6.30 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 111.00 | 0.0 | 0.0 | 1.00 |
| 99.80 | 517.20 | $8 \cdot 30$ | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 110.00 | 700.00 | 0.0 | 0.0 |
| 103.10 | 524.30 | 8.40 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 111.00 | 710.00 | 0.0 | 0.0 |
| 100.90 | 517.60 | 5.80 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 700.00 | 0.0 | 0.0 |


| 100.50 | 510.50 | 7. 20 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 690.00 | 0.0 | 0.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 103.10 | 514.60 | 6.20 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 114.00 | 695.00 | 0.0 | 0.0 |
| 99.50 | 50.00 | 50.00 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 700.00 | 0.0 | 0.0 |
| 102.00 | 522.90 | 8.80 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 113.00 | 705.00 | 0.0 | 0.0 |
| 114.20 | 597.10 | 12.30 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 115.00 | 795.00 | 0.0 | 0.0 |
| 114.80 | 598.60 | 12.50 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 116.00 | 800.00 | 0.0 | 0.0 |
| 115.90 | 598.00 | 12.70 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 117.00 | 795.00 | 0.0 | 0.0 |
| 115.00 | 593.00 | 12.30 | 0.0 | 1.00 | 0.0 | 0.0 | 1.00 | 116.00 | 790.00 | 0.0 | 0.0 |



THE DEPENDENT VARIABLES AND CORRESPONDING CESIGN MATRIX FOLLOW FOR GROUP 7 WHICH HAS 27 OBSERVATIONS ON 3 VARIATES

| 97.50 | 503.20 | 5.20 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 110.00 | 710.00 | 0.0 | 0.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 98. 20 | 494.50 | 8.30 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 695.00 | 0.0 | 0.0 |
| 100.00 | 501.10 | $8 \cdot 20$ | 1.00 | 0.0 | 1.00 | $0: 0$ | 0.0 | 111.00 | 705.00 | 0.0 | 0.0 |
| 100.10 | 490.90 | 8.10 | 1.00 | 0.0 | 1.00 | 0.0 | 0.0 | 112.00 | 090.00 | 0.0 | 0.0 |
| 98.40 | 504.60 | 8.30 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 110.00 | 710.00 | 0.0 | 0.0 |
| 95. 50 | 501.20 | 8.80 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 109.00 | 705.00 | 0.0 | 0.0 |
| 94.60 | 497.00 | 10.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 107.00 | 700.00 | 0.0 | 0.0 |
| 99.30 | 498.80 | 9.50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 111.00 | 700.00 | 0.0 | 0.0 |
| 98.90 | 504.30 | 7. 50 | 1.00 | 0.0 | 0.0 | 1.00 | 0.0 | 112.00 | 710.00 | 0.0 | 0.0 |
| 112.40 | 558.90 | 8.50 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 115.00 | 770.00 | 0.0 | 0.0 |
| 113.30 | 572.60 | 8.90 | 1. 60 | 0.0 | 0.0 | 0.0 | 1.00 | 116.00 | 790.00 | 0.0 | 0.0 |
| 1:5.30 | 572.90 | 7.40 | 1.00 | 0.0 | 0.0 | 0.0 | 1.00 | 117.00 | 790.00 | 0.0 | 0.0 |
| 98.30 | 522.80 | 6.60 | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 109.00 | 705.00 | 0.0 | 0.0 |
| 101.00 | 521.30 | $8 \cdot 30$ | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 112.00 | 705.00 | 0.0 | 0.0 |
| 99.10 | 510.00 | $6 \cdot 30$ | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 111.00 | 0.0 | 0.0 | 1.00 |
| 99.80 | 517.20 | $8 \cdot 30$ | 0.0 | 1.00 | 1.00 | 0.0 | 0.0 | 110.00 | 700.00 | 0.0 | 0.0 |
| 103.10 | 524.30 | 8.40 | 0.0 | 1.00 | 1.00 | $0 \cdot 0$ | 0.0 | 111.00 | 710.00 | 0.0 | 0.0 |
| 100.90 | 517.60 | $5 \cdot 30$ | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 700.00 | $0 \cdot 0$ | 0.0 |
| 120.50 | 510.50 | 7.20 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 112.00 | 690.00 | 0.0 | 0.0 |
| 103.10 | 514.60 | 6.20 | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 114.00 | 695.00 | 0.0 | 0.0 |
| 102.00 | 522.90 | $8 \cdot 80$ | 0.0 | 1.00 | 0.0 | 1.00 | 0.0 | 113.00 | 705.00 | 0.0 | 0.0 |



| LSVALR | 0018 | $625 F 1 F 24$ | $005 F 2328$ | 00000000 | $005 F 1958$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| LPSOOR | 0554 | $625 E A F 56$ | $005 F 1 A 20$ | 00000008 | 00591264 |
| MAIN |  | $0 C C O E A A 2$ | $01590 A 78$ | $0005 F 378$ | $0060 E F F B$ |

ENTRY POINT = O1590A78
STANDARD FIXUP TAKEN EXECUTION CONTINUING
IHO2OBI IBCOM - PROGRAM INTERRUPT (P) - LNOERFLOW OLO PSW IS OTIDOOOD92SF743O - REGISTER CONTAINED F9FFFFFFEOO
TRACERACK ROUTINE CALLED FROM ISN REG. 14 REG. 15 REG. 0 REG. 1

| LSVALR | 0018 | $62 E F 1 F 24$ | $005 F 2328$ | 00000000 | $005 F 1858$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| LPSDOR | 0554 | $62 E E A F 56$ | $005 F 1 A 20$ | 00000008 | $005912 C 4$ |

ENTRY POINT= 01590A78
STANDARD FIXUP TAKEN EXECUTION CONTINUING
IHO2OBI IBCOM - PROGRAM INTERRUPT (P) - UNDERFLOW OLD PSW IS OTIDOOOD925FT42O - REGISTER CONTAINED T2FFFFFF4OO
TRACEEACK ROUTINE CALLED FROM ISN REG. 14 REG. 15 REG. 0 REG. 1

| LSVALR | 0018 | $62 E F I F 24$ | $005 F 2328$ | 00000000 | $005 F 1858$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| LPSOOR | 0554 | E2SEAFS6 | $005 F 1 A 20$ | 00000008 | $005912 C 4$ |
| MAIN |  | $00 C O E A A 2$ | $01590 A 78$ | $0005 F 378$ | $0060 E F F 8$ |

ENTRY POINT= 01590A78
STANDARD FIXUP TAKEN EXECUTION CONTINUING

ERROR CODE FROM LPSOOR $=0$

****** HYPOTHESIS TESTING SECTION ******

4 HYPJTHESIS MATRICES SHALL GE USED. IN TURN,FOR COMPUTING CHI SQUARE STATISTICS
**** LISTING OF HYPOTHESIS MATRIX I FCLLOWED BY ITS EXTENSION FOR MODIFIED MODEL.HYPOTH ID IS: NO ELK DIFF


THE WALD STATISTIC FCR HYPOTHESIS 1 FOR ALL 3 RESPONSE VARIABLES SIMULTANEOUSLY IS : $34 B 9.44 B 2$

ITS ASYMPTOTIC DISTRIBUTION UNDER THE NULL HYPOTHESIS IS CHI-SQUARE WITH 3 DEGREES OF FREEDOM

* $\boldsymbol{*} \boldsymbol{*} \boldsymbol{*} \boldsymbol{*}$ * RESULTS OF HYPOTHESIS TESTS ON INDIVIDUAL VARIATES FOR HYPOTH MATRIX 1 WITH ID: NO BLK DIFF


| 0.0 | 0.0 | 1.00 | -1.00 | 0.0 | 0.0 | 0.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.0 | 1.00 | 1.00 | -2.00 | 0.0 | 0.0 |


| $\begin{array}{r} \text { ROWI } \\ 0.0 \end{array}$ | $\begin{aligned} & 1): \\ & 0.0 \end{aligned}$ | $\begin{aligned} & 0.0 \\ & 0.0 \end{aligned}$ | $\begin{aligned} & 0.0 \\ & 0.0 \end{aligned}$ | $\begin{gathered} 1.00 \\ 0.0 \end{gathered}$ | $\begin{gathered} -1.00 \\ 0.0 \end{gathered}$ | $0.0$ | $0.0$ | $\begin{aligned} & 0.0 \\ & 0.0 \end{aligned}$ | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rowe | 2): | 0.0 | 0.0 | 1.00 | 1.00 | -2.00 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |  |  |  |  |  |  |  |  |  |  |  |
| ROw | 31: | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.00 | $-1.00$ | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |  |  |  |  |  |  |  |  |  |  |  |
| Rowe | 4): | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.00 | 1.00 | -2.00 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |  |  |  |  |  |  |  |  |  |  |  |
| Rows | 5): | 0.0 | C. 0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 1.00 | -1.00 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |  |  |  |  |  |  |  |  |  |  |  |
| ROW | 6): | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.0 | 0.0 | 1.00 | 1.00 | -2.00 | 0.0 | 0.0 | 0.0 | 0.0 |  |  |  |  |  |  |  |  |  |  |  |

ERROR CDCE FROM LPSOOR $=0$

THE WALD STATISTIC FOR HYPOTHESIS 2 FOR ALL 3 RESPONSE VARIAELES SIMULTANEOUSLY IS :
63.8415

ITS ASYMPTOTIC DISTRILUTION UNDER THE NULL HYPOTHESIS IS CHI-SQUARE WITH 6 DEGREES DF FREEDOM
*** *** RESULTS OF HYPOTHESIS TESTS ON IADIVIDUAL VARIATES FOR HYPOTH MATRIX 2 WITH ID: NO TRT DIFF

```
    *** THE OPTIONS FOR THE 3 INDIVIDUAL VARIATES ARE: 1 1 0
ERROR CODE FRCM LPSOCR = 0
THE WALD STATISTIC FOR HYPOTHESIS 2 RESTRICTED TO RESPONSE VARIATE I ONLY IS : 18.4G89
ITS ASYMPTOTIC DISTRIBUTION UNDER THE NULL HYPGTHESIS IS CHI-SQUARE WITH O DEGREES OF FREEDOM
ERROR CODE FROM LPSOOR = 0
THE WALO STATISTIC FOR HYPOTHESIS 2 RESTRICTED TO RESPONSE VARIATE 2 ONLY IS : 35.9924
ITS ASYMPTOTIC DISTRIBUTION UNDER THE NULL HYPCTHESIS IS CHI-SQUARE WITH O DEGREES OF FREEDOM
```

*** LISTING OF HYPOTHESIS MATRIX 3 FCLLOWED EY ITS EXTENSION FOR MODIFIED MODEL.HYPOTH ID IS: NO DIFF BETW TR IE2


ERROR CODE FRCM LPSDOR $=0$

THE WALD STATISTIC FQR HYPOTHESIS 3 FOA ALL 3 RESPONSE VARIABLES SIMULTANEOUSLY IS : 3.8482

ITS ASYMPTOT IC DISTRIBUTICN UNDER THE NULL HYPOTHESIS IS CHI-SQUARE WITH 3 DEGREES OF FREEDOM

```
    *** THE OPTIONS FOR THE 3 INDIVIDUAL VARIATES ARE: 1 1 1
ERROR CODE FRCM LPSDOR = 0
THE WALD STATISTIC FOR HYPOTHESIS 3 RESTRICTED TO RESPONSE VARIATE 1 ONLY IS : 2.7376
ITS ASYMPTOTIC DISTRIBUTION UNDER THE NULL HYPCTHESIS IS CHI-SQUARE WITH I DEGREES OF FREEDOM
ERROR CODE FRCM LPSOOR = 0
THE WALD STATISTIC FOR HYPOTHESIS 3 RESIRICTED TO RESPONSE VARIATE . 2 ONLY IS : O. 3OGO
ITS ASYMPTOTIC DISTRIRUTION UNDER THE NULL HYPOTHESIS IS CHI-SQUARE WITH I DEGREES OF FREEDOM
ERROR CQDE FROM LPSDOR = 0
THE WALD STATISTIC FCR HYPOTHESIS 3 RESTRICTEO TO RESPONSE VARIATE O ONLY IS : O.GS94
ITS ASYMPTOTIC DISTRIQUTION UNDER THE NULL HYPOTHESIS IS CHI-SQUARE WITH I DEGREES OF FREEDOM
```



ERROR CODE FPOM LPSDJR $=0$

THE WALC STATISTIC FCR HYPOTHESIS 4 FOR ALL 3 RESPONSE VARIABLES SIMULTANEOUSLY IS :
1043.5930

ITS ASYMPTOTIC DISTRIBUTION UNDER THE NULL HYPOTHESIS IS CHI-SQUARE WITH 6 DEGREES OF FREEDOM

```
****** RESULTS OF HYPOTHESIS TESTS ON INDIVIDUAL VARIATES FOR HYPOTH MATRIX 4 WITH ID: NO EFFECT COVARS
    *** THE OPTIONS FOR THE 3 INDIVIDUAL VARIATES ARE: 1 1 1
ERROR CODE FRCM LPSOCR = 0
THE WALD STATISTIC FOR HYPOTHESIS & RESTRICTED TO RESPONSE VARIATE I ONLY IS : 36.6924
ITS ASYMPTOTIC DISTRIGUTION UNDER THE NULL HYPOTHESIS IS CHI-SQUARE WITH Z DEGREES OF FREEDOM
ERROR CODE FROM LPSDCR = O
THE WALD STATISTIC FOR HYPOTHESIS & RESTRICTED TO RESPONSE VARIATE 2 ONLY IS : 985. 3437
ITS ASYMPTOT IC DISTRIBUTION UNDER THE NULL HYOOTHESIS IS CHI-SQUARE WITH O OEGREES OF FREEDOM
ERROR CODE FROM LPSDOR = 0
THE WALO STATISTIC FOR HYPOTHESIS & RESTRICTED TG RESPONSE VARIATE O ONLY IS : 3.9OG7
ITS ASYMPTOT IC DISTR IBUTION UNDER THE NULL HYPCTHESIS IS CHI-SQUARE WITH I DEGREES OF FREEDOM
```

APPENDIX C

COMPUTER PROGRAM SOURCE LISTING

C
REAL*8 A(100.10),AJA(10.10).AS(100.10).B(7.7).BE(100.7).BETA(70)
*.BLK ( 100,2 ).BS(7.7).BT(100.6).BSIG(7.7).ESIGB(7.7).BSIGIB(7.7). * H НSIGI(7.7), BETAMX(26.7)
*** ARRAYS WHICH MAY HAVE TO BE REDIMENSICNED TO HANDLE A LARGER *
*** OF MISSING VALUES ARE : A.AJA.AS,BETA.BETAMX.F.H.HPRNV,PRODZ.RV.
C *** RSS,RSSS,S.T,NCNK,NCM,NCMC,IRCW,ICOL
*** CURRENT DIMENSICNS CF ARRAYS; INCREASE THESE AND THE CORRESPONDING
*** DIMENSIONS TO INCREASE THE CAPACITY OF THE PROGRAM
C
$c$
C
C

C NP EQUALS THE NUMEER OF DEPENDENT VARIABLES
C NT EQUALS THE NUMEER OF TREATMENTS
$C$ NO EQUALS THE NUNEEF OF ELOCKS
C
C
C
READ INPUT DATA
READ(5.1) NP,NT,NE,NK,NN,IDGT,NMISS.EPS.D,IPRKOD
1 FORMAT(713.T30.E10.0.010.0.712) WRITE(6.9901)
9901 FORMAT('1'.'PARAMETER VALUES READ FROM FIRST DATA CARD: •.////) WRITE(6.9909) D

```
    9907 FORMAT('O'. 'THE CURRENT VALUE BEING USED FOR THE MISSING CODE IS :
        <'.G16.6)
        WRITE(6.9910) ICGT
    9910 FORMAT('O'.'THE VALUE OF IDGT SUPPLIED FOR USE IN LPSOOR SUGROUTIN
        *E IS :'.I5)
        WRITE(6.9911) EFS
    9911 FORMAT('O'.'THE VALUE OF EPS SUPPLIED FOR USE IN THE DMFGR SUEROUT
        *INE IS: ..G16.6)
        WRITE(6.9902) NNISS
    9902 FORMAT(.O'.'NUMEER OF MISSING VALUES IN COVARIATES :'.I1I)
        wRITE(5,9903) NFDIM,NP
    9903 FORMAT('O'.'MAX CIM RESP VECTOR:'.IJ.';CURRENT DIM RESP VECTOR:'.
        #\3)
        WRITE(6.9904) NNOIM.NN
    9904 FORMAT('O','MAX NUMB OB5:'.15.SX,':CURRENT NUMB OBS:'.115)
        WRITE(6.9905) NEDIM.NS
    9905 FORMAT('O..'MAX NUMB GLOCKS:'.I5 .2X.';CURRENT NUMG gLOCKS:'.(z)
        WRITE(6.9906) NTCIM,NT
    9906 FORMAT('0'.'MAX NUNS TRTS:'.IS .5X.::CURRENT NUMB TRTS:'.17)
        WRITE(6.9907) NKCIM,NK
    9907 FORMAT('O'.'MAX NUMG COVARS:'.I5.2X.':CURRENT NUMB COVARS:'.17)
        WRITE(6.9908) NACIM
9908 FORMAT&'O'.'MAX NUMG COLS IN MODIFIED DESIGN MATRIX:',III././.IX.
    #'CURRENT NUMAER CCLS NAY BE SEEN IN LISTING OF MODIFIED DESIGN MAT
    URIX TO FOLLOW LATER'.//)
        WRITE(6.9770)
    9770 FORMAT('O'.'PRINT OPTICNS CHOSEN FOR THIS PROGRAM: O=NOPRINT,I=PRI
        #NT')
    9769 FORMAT('O'.'PRIAT CPTICN FOR MAC MODEL : •,I5)
    9768 FORMAT('O'.PPRINT OPTION FOR GMAC MODEL : ',I5)
    9767 FORMAT('C'.'PRINT OPTION FOR MGMAC MODEL : ',I5)
    9766 FORMAT('O'.'PRINT CPTICN FOR SIGMA E ITS INVERSE : * IS)
    9765 FORMAT('O','PRINT OPTICN FOR MATRIX MODIFIED MODEL : .I5)
    9764 FORMAT('O','PRIAT CPTICN FOR EEPENOENT VARIABLES AND DESIGN MATRIX
        * FOR VARIOUS MISSING VALUE PATTERNS : '.IS)
    9763 FORMAT('O'.'PRINT OPTION FOR BETA VALUES : •.I5)
        WRITE(6.9769) IFFKOD(1)
        WRITE(6.9768) IFFKOD(2)
        WRITE(6.9767) IPFKOD(3)
        WRITE(6.9766) IFFKCD(4)
        WRITE(0.9765) IFFKOD(5)
        WRITE(6.9764) IFFKCD(6)
        WRITE(6,97E3) IFFKCO(7)
        READ(5,2) FMT
    2 FORMAT(2OA4)
C
C WRITE INPUT DATA
C
        WRITE(6.3)
    3 FORMAT(IHI,'LISTING DF INPUT DATA'.////)
        IF(NB.LE.1.AND.NT.LE.1) GO TO 11
        IF(NB.LE.1) GO TC 29
        IF(NT.LE.1) GO TC 28
        IKKK=0
        DO 4 I=1.NN
        READ(5,FMT) IBLK(I),ITRT(I),(Y(I,J),J=1,NP),(X(I,J),J=1,NK)
        IKKK=IKKK+1
        WRITE(6,5) IBLK(I),ITRT(I),(Y(I,J),J=1,NP),(X(I,J),J=1,NK)
```

```
        5 FORMAT(1HO.2I4.15F8.2)
C
C
    SET UP BLJCK DESIGA
        0O7 1I=1.NE
        IF(IBLK(I).EQ.II) BLK(I.II)=1.ODO
    7 \text { CONT INUE}
C
C
C
        DO 6 II=1,NT
        IF(ITRT(I).EO.II) TRT(I.II)=1.000
        6 CONTINUE
        4 CONTINUE
        WRITE(6.9798) IKKK
9798 FORMAT('O'.//.'G'.IS.' CBSERVATIONS HAVE BEEN READ FOR THE CURRENT
        # DATA SET. DOES THIS AGREE WITH THE CURRENT # OOS GIVEN EARLIER?')
C
C
C
    CALL ARRAY(2,NN,NB,NNDIM,NBDIM,SLK,BLK)
    CALL ARRAY(2,NN,NT,NNDIM,NTDIM.TRT,TRT)
    CALL CTIE(BLK,TET,BT,NN.NB,O,O.NT)
    NBT=NB+NT
    GO TO 25
    11 IKKK=0
        DO 4:I=1,NN
        READ(5.FMT) (Y(I,J),J=1,NP),(X(I,J),J=1,NK)
        IKKK=IKKKK+1
        WRITE(6,95) (Y(I,J),J=1,NP),(X(I,J),J=1.NK)
    95 FORMAT(1HO.15F8.2)
    41 CONTINUE
    WRITE(6.9798) IKKK
    DO 22 I=1.NN
    OO 22 K=1,NK
    A(1,K)=x(1,K)
    22 CONTINUE
    NM = NK
    GO TO 25
29 IKKK=0
    DU 40 1=1,NN
    READ(5,FMT) ITRT(I),(Y(I,J),J=1,NP),(X(I,J),J=1,NK)
    IKKK=IKKK+1
    WRITE(6,45) ITRT(I),(Y(I,J),J=1,NP),(X(I,J),J=1,NK)
45 FJRMAT(1HO.I4.1SF8.2)
    OO 60 II=1.NT
    IF(ITRT(I).EO.III TRT(I.II)=1.000
6 0 ~ C O N T I N U E ~
40 CUNTINUE
    WRITE(6.9798) IKKK
    DO 24 II=1.NN
    DO 24 K=1.NT
    BT(II,K) = TRT(II,K)
24 CONTINUE
    CALL ARRAY(2,NN,NT,NNDIM,NTDIM,BT,BT)
    NGT = NT
    GO TO 25
28 IKKK=0
```

```
            DO 42 I=1.NN
            READ(5.FMT) ISLK(I),(Y(I,J),J=1,NP),(X(I,J),J=1,NK)
            IKKK=IKKKK+I
            WRITE(6.46) IBLK(I),(Y(I,J),J=1,NP),(X(I,J),J=1,NK)
        46 FORMAT(1HO,I4,15F&.2)
            OO O! II=1,NB
            IF(IBLK(I).EQ.II) BLK(I.II) = 1.ODO
        6 1 ~ C J N T I N U E ~
        4 2 \text { CONT INUE}
            ARITE(6.9798) IKKK
            DO 27 I=1,NN
            DO 27 K=1.NB
            YT(I,K)=BLK(I,K)
. 27 CONTINUE
            CALL ARRAY(2.NN.NB,NNDIM,NBOIM,BT.BT)
            NHT = NG
        25 CALL ARRAY(2.NN,NK,NNDIM,NKDIM,X,X)
            CALL CTIE(BT,X.A.NN.NAT,O.O.NK)
            NM=NGT+INK
            CALL ARRAY(1,NN,AM,NNDIM,NADIM,A,A)
            NBMOD=NA
            NTMOD=NT
            IF (NB.EQ.1) NBNCD=NS-1
            IF (NT.EQ.1) NTNCC=NT-1
C
C NM EQUALS THE NUMEER OF COLUMNS IN THE DESIGN MATRIX
C
C
C
            26 WRITE(6.12)
        12 FORMAT(:H1, THE VALUES OF Y AND A FOLLOW MAC MODEL:,///)
            IF (IPRKOD(1).EG.O) GO TO 9797
            DO 13 I=1.NN
            WRITE(6,19) (Y(I,J),J=1,NP),(A(I,J),J=1,NM)
            19 FORMAT('0'.14F9.2)
            13 CONT INUE
            GO TO 9795
    9797 WRITE(6.9796)
    9796 FORMAT('0',' THE ABOVE LISTING WAS SUPPRESSED : IPRTKOO(1)=0')
C
C COMPUTE THE VARIATE FORM OF Y AND A FOR THE GMAC MODEL
C
    9795 DO 8 J=1.NP
C
C WRITE THE VARIATE-WISE FORM OF Y AND A FOR GMAC MODEL
    WRITE(6.16) J
    16 FORMATIIHI."THE VALUES OF Y ANO A FOR VARIATE',I2." FOLLOW
            *GMAC MODEL'.////
            IF (IPRKOD(2).EG.C) GO TO 9794
            GO TO 9792
9794 WRITE(5,9793)
9793 FORMAT&'0'.' THE ABOVE LISTING WAS SUPPRESSED : IPRTKOD(2)=0')
9792 ICT=0
    DO 9 1=1.NN
    IF(Y(1.J).EQ.D) GC TO 9
    ICT=1CT+I
    Z(ICT) = Y(I.J)
```

```
        DO 10 K=1,NM
        F(ICT,K) = A(I,K)
    10 CONTINUE
        IF (IPRKOD(2).EG.C) GO TO 9
        WRITE(6,1B) Z(ICT), (F(ICT.K),K=1.NM)
    18 FORMAT('O'.14F9.E)
    9 CONTINUE
C
C NCT(J) EQUAL THE NUMBER OF OESERVATIONS FQR VARIATE J.J=1.....NP
C
    NCT(J)=ICT
    NBB=0
    IF(NMISS.EQ.O) EC TO 5000
    DO 3000 I = 1.NN
    DO 3000 K=1.NNISS
    B&(I.K) = 0.000
    3000 CONT INUE
C
C REMUVE MISSING VALUES FRON A MATRICES AND REPLACE EY ZERDES
C BUILD EXTRA COLUMSS FOR A MATRICES TO ACCOUNT FOR MISSING VALUES
C
    KK=NBT+1
    DO 90 K=KK.NM
            L=NCT(J)
            NCM(J,K)=0
            DO 100 [ = 1.L
            IF(F(I.K).NE.O) GO TO 100
            F(I.K) = O.ODO
            NCM(J,K) = NCM(J,K) + 1
    110 KKK= NCM(J.K)
            B3(I.KKK) = 1.OCO
            NBB = NEB + 1
    100 CONTINUE
    90 CONTINUE
C
C BUILD NEW A MATRICES FOR MGMAC MODEL GY AUGMENTATION
C
            L = NCT(J)
C
C NMA(J) EQUALS THE NLMBER CF COLUMNS IN THE DESIGN MATRIX FOR VARIATE J
C
            NMA(J) = NM + NEE
            DO 130 K1=:.L
            NMP1 = NM + 1
            NMAJ = NMA(J)
            DO 130 K2 = NMP1.NMAJ
            NOUM = K2 - NMP1 + 1
            F(K1,K2) = E3(K1,NDUM)
    130 CONTINUE
C
C WRITE THE VARIATE-WISE FORM OF Y AND A FOR THE MGMAC MODEL
C
            WRITE(0.51) J
    51 FORMAT(IHI.'THE VALUES OF Y AND A FOR VARIATE'.I2.' FOLLOW
    *MGMAC MODEL*.///)
            IF (IPRKOD(3).EG.C) GO TO 9791
            GO TO 9790
9791 WRITE(6.9789)
```

```
    9789 FORMAT('O',' THE A&OVE LISTING WAS SUPPRESSED : IPRTKOD(3)=0')
        GO TO 6000
    9790 LL=NMA(J)
        DO 52 I=1.L
        WRITE(6.53) Z(1), (F(I.K),K=1.LL)
    53 FOR:AAT(.0'.14FG.2)
    52 CONTINUE
6000 NMA(J) = NM + NEE
        Ll=NCT(J)
        MI=NMA(J)
C
C COMPUTE VARIANCE
C
C FIND F•F
C
C TEST FOR RANK OF F AND CCMPUTE (F'F) INVERSE=RINV
C
        DO 3002 1 = 1.M1
        DO 3002 L = 1.M1
        RSS(I.L) = 0.ODC
        DO 3003 K = 1.L1
        IF(F(K.I).EQ.O.COO 0O.OR.F(K.L).EQ.O.ODO OO) GO TO 3003
        RSS(I.L) = RSS(I.L) + F(K.I)*F(K.L)
    3003 CONT INUE
    3002 CONT INUE
        DO 90O I={,M1
        DO 900 K=1.M1
        IKI=(I-1)*MI + K
    900 RSSS(IK1)=RSS(I.*K)
        CALL DMFGR(RSSS.MI,MI,EPS.IRANK.IROW.ICOL)
        IR(J) = IRANK
        WRITE(6.55) J.IF(J)
        55 FORMAT(1HO, 'THE RANK OF THE DESIGN MATRIX FOR VARIATE'.I5,' FOR TH
        *E MGMAC MODEL IS',IS,' './//)
            CALL LPSDOR(RSS,NI,MI,NFDIM,RSS,IDGT.T,IER)
        WRITE(6.9864) IER
    980́4 FORMAT('O../.' .,'ERRCR CODE FRCM LPSDCR = ..16.,)
C
C FORM THE PRODUCT F(FINV)
C
    9753 DO 3004 I = 1.L1
            DO 3004 L = 1.M1
            S(I.L) = 0.000
            DO 3005 K = 1.M1
            IF(F(I.K).EQ.O.CCO OO.CR.RSS(K.L).EQ.O.ODO OO) GO TO 3005
            S(I,L) = S(I,L) + F(I,K)*RSS(K,L)
3005 CONTINUE
    3004 CUNTINUE
C
C
C COMPUTE F(RINV)F.
C
    00 3006 I = 1.LI
    DO 3006 L = 1.L1
    U(I.L) = 0.000
    DO 3007 K = 1.M1
    IF(S(I.K).EO.O.CDO OO.CR.F(L.K).EQ.O.ODO OO) GO TO 3007
    U(I.L) = U(I.L) + S(I,K)*F(L.K)
```

```
    3007 CONT INUE
    3006 CONTINUE
C
C COMPUTE Z:IZ=Z:Z
C
        ZZ(J)=0.000
        DO 320 II=1.LI
        ZZ(J)= ZZ(J) + Z(II)**2
    320 CONTINUE
C
C. COMPUTE Z'F(RINV)F.
C
00 3008 I = 1.L1
V(1) = 0.000
DO 3009 L = 1.L1
IF(U(L,I).EQ.O.COO OO) GO TO 3009
V(I) = V(I) + Z(L)*U(L.I)
3009 CONTINUE
3008 CONT INUE
C
c
    . w = 0.000
        OD 3010 1 = 1.L1
        w = w+z(I)*V(I)
    3010 CONTINUE
            SIG(J.J) = (ZZ(J) - W)/(LI - IR(J))
C
C COMPUTE COVARIANGE
C
    JJ=J + 1
        IF(JJ.GT.NP) GO TO &
        DO 411 JJJ = JJ.NP
        ICTC=0
        DO 409 1 = 1.NN
        IF(Y(I,JJJ).EQ.[.CR.Y(I.J).EQ.D) GO TO 409
        ICTC = ICTC + 1
        Z(ICTC) = Y(I.J)
        ZY(ICTC) = Y(I.JJJ)
        DO 410 K = 1.NM
        F(ICTC.K) = A(I,K)
    410 CONTINUE
-409 CONTINUE
    NCTC(J.JJJ)=ICTC
    NBHC = O
    IF(NMISS.EQ.O) GO TO 6001
    OO 3001 I = 1,NN
    OO 3001 K=1.NNISS
    BB(I.K) = 0.000
3001 CONTINUE
    KK = NGT + 1
    DO 490 K = KK,NN
    L = NCTC(J.JJJ)
    NCMC(J.JJJ.K)=0
    DO 4100 1 = 1.L
    1F(F(I,K).NE.D) GC TO 4100
    F(I.K)=0.ODO
    NGMC(J,JJJ,K) = NCNC(J,JJJ,K) +1
```

```
    KKK = NCMC(J.JJJ.K)
    30(I.KKK) = 1.OCC
    NBBC = NBOC + 1
    4100 CONTINUE
    490 CONTINUE
        L = NCTC(J.JJJ)
        N:AAC(J.JJJ) = NN + NBBC
        DO 4130 K1 = 1.L
        NMPI = NM + 1
        NMAJ = NMAC(J.JJJ)
        DO 4130 K2 = NMP1.NMAJ
        NDUM = K2 - NNP1 + 1
        F(K1.K2) = BB(K1.NDUM)
    4130 CONT INUE
    6001 NMAC(J.JJJ) = NM + NEBC
        L2 = NCTC(J.JJJ)
        M2 = NMAC(J,JJJ)
c
C FIND FIF
C
        DO 3012 I = 1.M2
        DO 3012L = 1.ME
        RSS(I.L) = O.ODC
        DU 3013 K=1.L2
        IF(F(K.I).EQ.O.COO OO.DR.F(K.L).EQ.O.ODO OO) GO TO 3013
        RSS(I.L) = RSS(I,L) + F(K,I)*F(K,L)
    3013 CONTINUE
    3012 CONTINUE
C
C TEST FOR RANK OF F AND COMPUTE INVERSE
C
            DO 901 I = 1.M2
            DO 901 K = 1.M2
            IKI=(I-1)*M2 + K
            RSSS(IK1)=RSS(I,K)
    901 CONT INUE
            CALL DMFGR(RSSS,M2.M2,EPS.IRANK.IROW,ICOL)
            IRR(J.JJJ) = IRANK
            CALL LPSDOR(RSS,N2.M2,NFDIM,RSS,IDGT,T,IER)
            WRITE(6.9864) IER
C
C FORM THE PRODUCT F(RINV)
C
    DO 3014 I = 1.L2
        DO 3014L=1.M2
        S(I.L) = 0.000
        DO 3015 K = 1.M2
        IF(F(I,K).EQ.O.CDO OO.OR.RSS(K.L).EQ.O.ODO OO) GO TO 3015
        S(I,L) = S(I,L) + F(I,K)*RSS(K,L)
    3015 CONTINUE
    3014 CONTINUE
C
C COMPUTE F(RINV)F'
C
OO 3016I=1.L2
```

```
            IF(S(I.K).EQ.O.CDO OO.OR.F(L.K).EQ.O.ODO OO) GO TO 3017
            U(I,L) = U(I.L) + S(I,K)*F(L,K)
    3017 CONTINUE
    3016 CONTINUE
C
C COMPUTE Z'IZZ
C zZ(J)=0.000
            00.620 II=1.L2
            ZZ(J) = ZZ(J) + Z(II)*ZY(II)
    620 CONT INUE
c
C COMPUTE Z'F(RINVIF.
C
DO 3018 I = 1.LE
V(I) = 0.000
DO 3019L=1.L2
IF(U(L.I).EO.O.CDO OO) GO TO 3019
V(I) = V(I) + Z(L)*U(L.I)
    3019 CONTINUE
    3018 CONTINUE
C
C. COMPUTE Z'F(RINV)FIZY
W=0.000
DO 3020 I = 1.L2
W=W+ZY(I)*V(I)
3020 CONT INUE
SIG(J.JJJ)=(ZZ(J)-W)/(L2 - IRR(J.JJJ))
SIG(JJJ.J) = SIG(J.JJJ)
    411 CONTINUE
        8 CONT INUE
C
C *** CALL TO SMOOTH FCLLOWS THIS CARD
C
CALL SMOOTH(SIG.NP,I)
C
C WRITE, OUT SIGMA ANC SIGMA INVERSE
C
WRITE(6.695)
    695 FORMAT(1H1. 'THE VALUE OF SIGMA FOLLOWS..///)
        IF (IPRKOD(4).EO.O) GO TO 9786
        DO 9788 JJJ=1.NF
        WRITE(6.9787) (EIG(JJJ.JJJJ).JJJJ=1.NP)
    9787 FORMAT('0',10(1X.G12.6))
9788 CONTINUE
    GO TO 9784
9786 WRITE(6.9725)
9785 FORMAT('O'.' THE ABOVE LISTING WAS SUPPRESSED : IPRTKOD(4)=0')
9784 CALL LPSDOR(SIG.NP,NP,NPDIM.SIGINV,IDGT.T.IER)
    WRITE(6.9864) IEF
    WRITE(6,699)
    699 FURMAT(1HI,'THE VALUE CF SIGMA INVERSE FOLLOWS*.///J
    IF (IPRKOD(4).EG.O) GO TO 9783
    OO 9782 JJJ=1.NF
    WRITE(6.9781) (EIGINV(JJJ.JJJJ),JJJJ=1,NP)
9781 FORMAT(•0..10(1X.G12.6))
9782 CONTINUE
    GO TO 9780
```

9783 WRITE(6.9785)
C
C REMOVE MISSING VALUES FRCM A ANC REPLACE BY ZEROES
C BUILD EXTRA COLUMAS FOR A MATRIX TO ACCOUNT FOR MISSING VALUES
C
9780 NBB $=0$
[F(NMISS.EQ.O) GC TO 5002
DD $50051=1 . \mathrm{NN}$
DO $5005 \mathrm{~K}=1 . N N I S S$
BB(I.K) $=0.000$
5005 CONTINUE
$K K=N B T+1$
DO $1011 \mathrm{~K}=K K, \wedge M$
$\operatorname{NCMK}(K)=0$
DO 1012 I = 1.NA
IF(A(I,K).NE.D) GO TO 1012
$A(I, K)=0.0 D 0$
NCMK $(K)=\operatorname{NCMK}(K)+1$
KKK $=$ NCMK (K)
$B B(I . K K K)=1.000$
$\mathrm{NBB}=\mathrm{NBS}+1$
1012 CUNTINUE
1011 CONTINUE
C
C BUILD NEW A MATRIX FOR MATRIX MODIFIED MODEL
C
C NA EQUALS the NUMEER OF CCLUMNS IN THE MODIFIED DESIGN MATRIX
C
$\mathrm{NA}=\mathrm{NM}+\mathrm{NBB}$
DO $1114 \mathrm{KI}=1, \mathrm{NN}$
NMPI $=\mathrm{NM}+1$
DO $1114 \mathrm{~K} 2=$ NMFI.NA
NOUM $=K 2-N M P 1+1$
$A(K 1, K 2)=B E(K 1$, NDUM $)$
1114 CCNTINUE
C
C WRITE THE MATRIX NCCIFIED FORM OF $Y$ AND A
C
WRITE(6.1020)
1020 FORMATCIH1. THE VALUES OF $Y$ AND A FOLLOW
*MATRIX MODIFIED MCDEL••///)
IF (IPRKOD(5).EC.O) GOTO 9779
DO $1021 \mathrm{I}=1, \mathrm{NA}$
WRITE(6.1022) (Y(I.J).J=1,NP).(A(I,K),K=1.NA)
1022 FORMAT(.0.,14F9.2)
1021 CUNT INUE
WRITE(6.9729)
9729 FORMAT( $\cdot 1 \cdot$.' ${ }^{\prime \prime * * * * * ~ D E P E N D E N T T ~ V A R I A B L E S ~ A N D ~ D E S I G N ~ M A T R I X ~ F O R ~}$ $x$ THE VARIOUS GRQUPS CORRESPONDING TO DIFFERENT PATTERNS OF MISS.ING s Values')
NDIGRP=2**NP - 1
WRITE(6.9703) NCIGRP,NDIGRP
9703 FORMAT ('O'.'**** THERE ARE . . I4.' DIFFERENT POSSIGLE GROUPS NUMBER KED FROM 1 TO'.I A,' THJUGH IN GENERAL NOT ALL GROUPS WILL APPEAR'./ Qノ.'O'.'*** WHICF CNES OCCUR DEPENDS ON THE PATTERN OF MISSING VALU <ES.HONEVER THE TCTAL * CBSERVATIONS IN ALL GROUPS MUST EQUAL NN') GO TO 6002
9779 WRITE(0.9778)

```
    9773 FORMAT('0.,' TFE ABOVE LISTING WAS SUPPRESSED : IPRTKOD(5)=0')
    WRITE(6.9729)
    6002 NA = NM + NBB
    OO 1019 J = 1.NF
    B(J.J) = 1.000
    1019 CONT INUE
    DO 1000 I = 1.NN
    IND(I) = 0
    DO 1001 J = 1.NP
    IF(Y(I.J).NE.D) GC TO 1030
    IN(I,J)=0
    1030 L = NP - J
        IND(I)=IND(I) +IN(I.J)*2**L
    1001 CONT INUE
    1000 CONT INUE
    KP = 2**NP - 1
    DO 1002 LL = 1.KP
    NCL(LL) =0
    DO 1003 I = 1,NN
    IF(IND(I).NE.LL) GO TO 1003
    NCL(LL) = NCL(LL) + 1
    ICT = NCL(LL)
    DO 1004 J=1.NP
    YS(ICT,J) = Y(I.J)
    1004 CONTINUE
    OJ 1005 K = 1.NA
    AS(ICT.K) = A(I,K)
    1005 CONTINUE
    1003 CONTINUE
        IF(NCL(LL).EQ.O) GO TO 1002
        JCT = O
        DO 1007 J = 1.NF
        IF(YS(1.J) .EQ.C) GO TO 1007
        JCT = JCT + 1
        DO 1008 JJ = 1.NP
        BS(JJ.JCT)= &(JJ.J)
    1008 CONTINUE
    1007 CONT INUE
        NCJ(LL) = JCT
C WRITE THE GROUPED CATA FCRM OF Y AND A FOR THE MODIFIED MATRIX MODEL
C. K=NCLOLL
        JJ = NCJ(LL)
        WRITE(6.1032) LL.K.JJ
    1032 FORMAT (1HO,'THE DEPENDENT VARIABLES AND CORRESPONDING DESIGN MATRI
    *X FOLLOW FOR GFCLP'.IS." WHICH HAS'.I5.' OBSERVATIONS ON'.I5.' VAR
    *IATES'./ノ/)
        IF (IPRKOO(6).EG.O) GO TO 9777
        DO 1024 I = 1.K
        WRITE(O.1025) (YS(I,J),J=1,NP),(AS(I,KK),KK=1,NA)
    1025 FORIAAT('O'.14F9.2)
    1024 CUNTINUE
        GO TO }977
    9777 WRITE(6.9775)
    9775 FORMAT('0'.' THE ABDVE LISTING WAS SUPPRESSED : IPRTKOD(6)=0')
C
C CCMPUTE THE SUM OVER ALL GRCUPS OF (B(INV(B'*SIGMA*B))XA')Y
```

```
C
C COMPUTE B'*SIGNA
C
    9776 NAP = NA*NP
            NJ = NCJ(LL)
            OO 1036 I = 1.NJ
            OO 1036 L = 1.NF
            BSIG(I.L) = O.OCO
            OO 2066 K = 1.NF
            IF(3S(K.I).EQ.O.ODO OO) GO TO 2066
            BSIG(I.L) = BSIG(I.L) + BS(K.I)*SIG(K.L)
    2066 CONTINUE
    1036 CONTINUE
C
C COMPUTE B!*SIGNA*B
C
            OU 1037 I = 1.NJ
            DO 1037 L = 1.NJ
            BSIGB(I.L) = O.CDO
            DO 2067 K = 1.NF
            IF(BS(K.L).EQ.0.000 00) GO TO 2067
            BSIGB(I,L) = BSIGE(I,L) + BSIG(I,K)*BS(K,L)
    2067 CGNTINUE
    1037 CONTINUE
C
C COMPUTE INV(E**SIGMA*S)
C IF(NJ.EQ.1) GO TO 1038
            CALL LPSDOR(BSIGE,NJ,NJ.NPDIM,BSIGB,IDGT,T,IER)
            WRITE(6,9864) IER
            GO TO 1039
    1038 BSIGB(NJ.NJ) = 1.000/ASIGB(NJ.NJ)
C
C COMPUTE B(INV(E'*SIGMA*B))
C
    1039 DO 1040 I = 1.NF
            DO 1040 L = 1.NJ
            BESIGI(I.L)=0.COO
            00 2070 K = 1.NJ
            IF(BS(I.K).EQ.O.OCO OO) GO TO 2070
            B9SIGI(I,L) = BESIGI(I,L) + BS(I,K)*BSIGB(K,L)
    2070 CONT INUE
    1040 CONTINUE
C
C COMAPUTE (B(INV(E'*SIGMA*B))XA')
C
                    NL=NCL(LL)
C
C GET COLUMNS OF Y
C
            DO 1042 I = 1.NL
            00 1042 J = 1.NJ
            YYS(I,J)=0.ODC
            DO 2072 K=1.NF
            IF(BS(K.J).EQ.O.ODO 0O) GO TO 2072
            YYS(I.J) = YYS(I.J) + YS(I.K)*AS(K,J)
2072 CONT INUE
1042 CONTINUE
```

```
C
    C COMPUTE E(INV(E'*SIGMA*B))XA')Y
C
    II=0
        DO 1043 1 = 1.NF
        DO 1043 K = 1.NA
        II=II + I
        DO 104.3 J = 1,NJ
        DO 2073 L = 1,NL
        IF(BBSIGI(I,J).EQ.O.ODO OO.OR.AS(L.K).EQ.O.ODO OO) GO TO 2073
        RV(II) = RV(II) + BBSIGI(I,J)*AS(L,K)*YYS(L,J)
    2073 CONTINUE
    1043 CONT INUE
C
C COMPUTE THE SUM CVER ALL GROUPS OF ((B(INV(B'*SIGMA*B)B')XA'A)
C AND COMPUTE THE INVERSE
C
C COMPUTE B(INV(B'*SIGMA*B)B'
        0O 1051 I = 1.NF
        00 1051 L = 1.NP
        BSIGIB(I.L) = O.OCO
        DO 20Y1 K = I.NJ
        IF(BS(L,K).EQ.O.ODO OO.OR.BBSIGI(I.K).EQ.O.ODO OO) GO TO 2081
        USIGIB(I.L) = ESIGIB(I.L) + BESIGI(I,K)*BS(L,K)
    2081 CONTINUE
    1051 CONT INUE
C
C COMPUTE A'A
C
        NL = NCL(LL)
        DO 1052 I = 1.NA
        DO 1052 L = 1.NA
        AJA(I,L)=0.000
        DJ 2082 K = 1.NL
        IF(AS(K.I).EQ.O.OCO OO) GO TO 2082
        AJA(I,L) = AJA(I,L) + AS(K,I)*AS(K,L)
    2082 CONTINUE
    1052 CONT INUE
C
C
C
put the above intc a matfix
            II=0
            DO 1054 I = 1.NF
            OO 1054 K = 1,NA
            KK = O
            II=II + I
            DO 1054 J = 1.NF
            DO 1054 L = 1.NA
            KK = KK + 1
            PROD2(II.KK)= FFCO2(II,KK) + BSIGIB(I,J)*AJA(L.K)
    1054 CONTINUE
    1002 CONT INUE
C
C compute the Inverse of the above sum
C
```

```
            CALL LPSDOR(PROC2.NAP,NAP,NPRCD.PROD2.IDGT.T.IER)
            WRITE(O.9864) IER
            DO 1056 I = 1.NAP
            BETA(I) = O.ODO
C
C
    compute beta estinates
    0O 1056 L = 1.NAF
    BETA(I) = BETA(I) + PROD2(I.L)*RV(L)
    1056 CONTINUE
            DO 9728 18=1,NP
            DD 9728 19=1;NA
            I7=(18-1)*NA+19
    9728 BETAMX(I9,I8)=BETA(IT)
            WRITE(6.1067)
    1067 FORMAT('1..' ****** LISTING OF PARAMETER ESTIMATES IN THE ORD
        #ER : BLOCKS. TRTS. REGRESSION COEFFICIENTS DOWN THE PAGE *******)
            IF (IPRKOD(7).EG.O) GC TO 9774
            WRITE(6.1062)
    1062 FORMAT''O'.' VARN1 VAR*2 VAR#3
            < VAR*4 VAR#S VARM6
            * VAR#7')
            DO 1060 IB=1,NM
            WRITE(0.9727) (EETAMX(I8.19),I9=1.NP)
    9727 FORMAT(.0'.7(1X.G18.6))
1060 CONTINUE
C WRITE(6.1926)
C1926 FOKMAT///." .." ****** ESTIMATES OF DUMMY PARAMETERS INT
C %RODUCED BECAUSE OF MISSING VALUES *******)
C IF (NM.EQ.NA) GC TO 1919
C NMPI=NMM+1
C DO 1925 18=NMP1,NA
C WRITE(6,9727) (EETAMX(I8,I9).I9=1,NP)
C1925 CONTINUE
C GO TO 1917
C1919 WRITE(6.1919)
C1918 FORMAT('O'.' THERE ARE NO OUMMY PARAMETERS (THERE WER
C AE NO MISSING VALUES ,',
            GO TO 1917
    9774 HRITE(6.9773)
    9773 FORMAT('0'.' THE ABOVE LISTING WAS SUPPRESSED : IPRTKOD(7)=0')
    1917 CONTINUE
C
C READ IN THE SPECIFIED HYPOTHESES MATRICES
C
            WRITE(6.9756)
9750 FORMAT('i.,* ****** HYPOTHESIS TESTING SEC
            STION ****** './ノ/)
                READ(5.2020) NUNHYP
2020 FORMAT(15)
                WRITE(6.9772) NUNHYP
9772 FORMAT('O'.IS.' HYPOTHESIS MATRICES SHALL BE USED.IN TURN,FOR COMP
    #UTING CHI SQUARE STATISTICS',///)
        WRITE(6.9771) NN
9771 FORMAT('0..'EACF NATRIX SHOULD HAVE '.15." COLUMNS AS FOLLOWS: ")
        WRITE(6.9759) NENCD
9759 FORMAT('O'.' THE FIRST ':I5.' COLUMNS CORRESPOND TO BLOCK PARAMETE
        *RS')
```

```
        WRITE(6.975E) NTMOD
    9758 FORMAT(" '.' THE NEXT •.I5." COLUMNS CORRESPOND TO TREATMENT PARA
        *METERS')
        WRITE(6.9757) NK
    9757 FORMAT& '." THE LAST ".I5." COLUMNS CORRESPONO TO COVARIATE COEF
    xFICIENTS')
        0O 2000 1 = 1.NUNHYP
        REAO(5.2021) NUNRCW(I).HYPID.KODOVL.(KDRESP(I9).,I9=1.NP)
    2021 FORMAT(15,5A4,2CI2)
        NR = NUMRON(I)
        WQITE(6.1999) I.HYPID
    1999 FORMAT(IHI,'**** LISTING OF HYPOTHESIS MATRIX'.IS.' FOLLJWED BY IT
        aS EXTENSION FCR NCOIFIED MODEL.HYPOTH ID IS: '.5A4.///I
        DO 2001 J = 1.NF
        READ(5.2C22) (H(J.K).K=1.NM)
    2022 FOHMAT(20F4.2)
        WRITE(6.1998) (H(J.K),K=1.NM)
    1998 FORMAT('O',20(1X.F5.2))
    2001 CONTINUE
        NRP=NR*NP
C
C NRP=NR*AP AND NAP=NA*NP
c.
C EXTENO HYPOTHESIS NATRIX TO ACCCUNT FOR ADDITIONAL PARAMETERS
C RESULTING FROM MISSING INDEPENDENT VARIABLES
C
        IF(NM.EQ.NA) GO TC 2002
        DO 2003 J = 1.NF
        DO 2003 K = 1.NEE
        KK = NM + K
        H(J.KK) = 0.000
    2003 CONT INUE
C
C BUILD HYPOTHESIS MATRIX FOR PARAMETER VECTOR
C
    2002 DO 2004 L = 1,NF
        DO 2004 」 = 1.NF
        JJ = J + NR*(L - 1)
        DO 2004 K = 1.NA
        KK = K + NA*(L - 1)
        H(JJ.KK) = H(J.K)
2004 CDNT INUE
        DO 4000 J=1.NRP
        WRITE(6.9755) J.(H(J.K),K=1,NAP)
9755 FORMAT("..//." ".'ROW(',I2.'): '.20(IX.F5.2))
4000 CONT INUE
    IF (KUDOVL.EQ.O) GO TO 9749
C
C COMPUTE THE TEST STATISTIC
C
C COMPUTE H'*PRINV
C
    DO 2005 J = 1.NFP
    DO 2005 L = 1.NAF
    HPRNV(J,L)=0.CDO
    DO 2006 K = 1,NAP
    IF(H(J.K).EG.O.CCO 00.OR.PROD2(K.L).EQ.O.000 00) GO TO 2006
    HPRNV(J.L) = HPFNV(J.L) + H(J.K)*PROD2(K.L)
```

```
    2006 CONTINUE
    2005 CUNTINUE
C
C COMPUTE H**PRINV*H
C
            DO 2007 J = 1.NFP
            OO 2007 L = 1.NFP
            HPRH(J.L)=0.OCC
            DO 2008 K = 1.NAR
            IF(HPRNV(J.K).EG.C.ODO OO.OR.H(L.K).EQ.O.ODO 00) GO TO 2008
            HPRH(J.L)=HPRF(J.L) + HPRNV (J.K)*H(L.K)
    2008 CONTINUE
    2007 CONTINUE
C
C COMPUTE THE INVERSE OF HO*PRINV*H
C
            CALL LPSDOR(HPRF,NRP,NRP,NHPRHD,HPRH,IDGT,T,IER)
            WRITE(0.9864) IER
C
C COMPUTE H**GETA
C
            OO 2009 J = 1,NFP
            HBETA(J)=0.ODC
            DO 2010 L = 1.NAP
            IF(H(J.L).EQ.O.CDO OO) GO TO 2010
            HSETA(J) = HBETA(J) + H(J.L)*EETA(L)
    2010 CONTINUE
    2009 CONT INUE
C
C' COMPUTE (H**BETA)'(INV(H'#PRINV*H))
C
            OO 2011 J=1.NFP
            HHETAP(J)=0.OCO
            DO 2011 L = 1,NRF
            HBETAP(J)= HBETAP(J) + HBETA(L)*HPRH(J.L)
    2011 CONTINUE
C
C COMPUTE (H*BETA)'(INV'H**PRINV*H))(H*日ETA)
C
            WALD = 0.000
            DO 2012 J = 1.NFP
            wALD = WALO + HEETAP(J)*HBETA(J)
2012 CONT INUE
            WRITE(6,2013) I.NF.WALD
2O13 FORMAT(1HO.//.1HO.'THE WALO STATISTIC FOR HYPOTHESIS',I4.' FOR ALL
            * .14." RESPONSE VARIABLES SIMULTANEOUSLY IS: *F15.4./1)
            WRITE(6.2015) NFF
2015 FORMAT('O'.'ITS ASYMPTOTIC DISTRIBUTICN UNDER THE NULL HYPOTHESIS
            * IS CHI-SQUARE WITH ',I4.' DEGREES OF FREEDOM*.///।
C
C COMPUTE THE TEST STATISTIC FOR THE TESTS ON INDIVIDUAL RESPQNSE VARIABLES
C
9749 WRITE(6.9750) I.HYPID
9750 FORMAT('1'." ****** RESULTS OF HYPOTHESIS TESTS ON INDIVIDUAL VARI
    ZATES FOR HYPOTH NATRIX'.I3.' WITH ID: '.5A4,' ******'.////)
                WRITE(6.9708) NF.(KDRESP(I9).I9=1,NP)
9708 FORMAT(//." ** *** THE OPTIONS FOR THE *.I3.' INDIVIDUAL VARIATE
        xS ARE: 1.10\3.1)
```

```
        DO 974B IV=1.NP
        IF (KDRESP(IV).EO.O) GO TO 974B
C
C EXTRACT APPROPRIATE PART OF THE H MATRIX CONSTRUCTED EARLIER
C
        DO 9747 IVI=1.NF
        DO 9747 IV2=1.NAP
        IV 3=(IV-1)*NR+IVI
    9747 HP(IVI.IV2)=H(IV3.IV2)
C
C COMPUTE H•*PRINV
C
        DO 9746 J=1.NR
        DO 9746 L=1.NAP
        HPRNV(J.L)=0.DO
        DO 9745 K=1.NAP
            IF (HP(J.K).EQ.O.CO.CR.PFOD2(K.L).EQ.O.DO. GO TO 9745
            HPRNV(J,L)=HPRNV(J,L) + HP(J.K)\not=PROD2(K,L)
    9745 CONTINUE
    G746 CONTINUE
C
C CDMPUTE H'*PRINV*r
c.
            OD 3744 J=1,NR
            DO 9744 L=1.NR
            HPRH(J,L)=0.DO
            DO 9743 K=1.NAP
            IF (HPRNV(J.K).EG.O.CO.OR.HP(L.K).EQ.O.DO) GO TO 9743
            HPRH(J,L)=HPRH(J.L) + HPQNV (J,K)*HP(L,K)
    9743 CONTINUE
    9744 CONTINUE
C
C COMPUTE THE INVERSE OF H'*PRINV*H
c
            CALL LPSOOR(HPRF,NR,NR,NHPRHD,HPRH,IDGT,T,IER)
            WRITE(6.9864) IEK
C
C COMPUTE H'*3ETA
C
            DO 9742 J=1.NR
            HSETA(J)=0.00
            DO 9741 L=1,NAP
            IF (HP(J.L).EQ.C.DO) GO TO 9741
            HBETA(J)=HBETA(J) & HP(J,L)*BETA(L)
    9741 CONTINUE
    9742 CONTINUE.
C
C COMPUTE (H**GETA)'(INV(H**PRINV*H))
C
                OO 9740 J=1,NR
                HBETAP(J)=0.DO
                OO 9740 L=1.NR
                HBETAP(J)=HBETAF(J) + HBETA(L)*HPRH(J.L)
    9740 CONT INUE
C
C COMPUTE (H*BETA)'(INV'H'*PRINV*H))(H*BETA)
C
        WALO=O.DO
```

```
    DO 9739 J=1.NR
9739 WALD=WALD + HBETAF(J)*HEETA(J)
    WRITE(6.9738) I.IV.WALD
9738 FORHAT(.O'.'THE WALO STATISTIC FOR HYPOTHESIS '.I4.' RESTRICTED TO
    x RESPONSE VARIATE '.I4.' CNLY IS : *.FI5.4.1)
        WRITE(6.9737) NF
9737 FORMAT('O'.'ITS ASYMPTOTIC DISTRIBUTICN UNDER THE NULL HYPOTHESIS
    # IS CHI-SQUARE nITH '.I4.' DEGREES OF FREEDOM'./////
974B CONT INUE
    DO 9736 19=1.NHFRHD
    DO 9736 I 
9736 H(I9.I8)=0.DO
2000 CONTINUE
9 9 9 9 ~ S T O P ~
    DEBUG SUECHK
    END
```

*OPTIONS IN EFFECT* NOTERM,ID.EBCDIC.SCURCE,NOLIST,NODECK.LOAD,NOMAP,NOTEST
*OPTIONS IN EFFECT* NAME = MAIN , LINECNT = 60
*STATISTICS* SOURCE STATEMENTS = 715.PROGRAM SIZE = 376500
*STATISTICS* NO DIAGNOSTICS GENERATED

SUBROUTINE SMOOTH(AI,N,KOD)
*** THIS SUBROUTINF ACCEPTS A DOUELE PRECISION INPUT MATRIX AI OF DIMENSION
C *** N BY N AND CHECKS TO SEE IF IT IS POSITIVE SEMIDEFINITE. IF SO IT IS LEFT
*** INTACT AND RETUFAED. IF NOT IT IS SMOOTHED BY THE LEAST SQUARES ALGORITHM
*** (NOT GENERALIZEC LEAST SQUARES ) OF SCHWERTMAN AND ALLEN (UNIV KENTUCKY
*** DEPT. STATISTICS TECH REPORT \$S6.SEPTEMGER 1973) TO THE NEAREST POSITIVE
*** SEMIDEFINITE MATRIX AND RETURNED.
***
*** AN OPTION IS AVAILABLE TO PRINT BOTH THE MATRIX SUBMITTED TO THE ROUTINE
$C$ *** AND THE ONE RETLFNED BY IT :
C *** KCC = O BYPASSES THE PRINT OPTION
C ***
***
***
C *** THE PROGRAM CAN EE MADE TO HANDLE LARGER MATRICES BY INCREASING NDIM. THE
C *** DIMENSIONS OF VA. EG. AND AI IN THE SUBROUTINE SMOOTH. THESE SHOULD MATCH
$C$ *** THE DIMENSION OF THE AREA HOLDING THE INPUT MATRIX IN THE CALLING PROGRAM.
REAL* 8 VA(7.7). TAC.EG(7.7).AI(7.7)
ND I: $4=7$
DO $14 \mathrm{I}=1 . \mathrm{N}$
DU $14 \mathrm{~J}=1, \mathrm{~N}$
$14 \operatorname{VA}(I, J)=A I(I, J)$
IF (KOO.EQ.O) GC TO 13
CALL MATOUT (VA.N.N. I INPUT MATRIX TO SMOOTH •.NDIM.NDIM)
13 TRC=0.ODO
CALL HDIAG(VA,N,C,EG,NR,NDIM)
DO $15 \mathrm{I}=1, \mathrm{~N}$
IF (VA(I.I).LT.C.ODO) TRC=TRC+VA(I.I)
15 CONT INUE
DO $16 \quad \mathrm{I}=1 . \mathrm{N}$
IF (VA(I,I).LT.C.CDO) GO TO 17
16 CONTINUE
GO TO 40
17 DO $21 \quad I=1, N$
DO $21 \mathrm{~J}=1, \mathrm{~N}$
$21 A I(I, J)=0 . O D O$
DO $20 \quad I=1, N$
IF (VA(I.I).LT.O.ODO) GO TO 20
DO $19 \mathrm{~J}=1 . \mathrm{N}$
OO $19 \mathrm{~L}=1 . \mathrm{N}$
AI(J,L)=AI(J,L) + EG(J.I) * VA(I,I) * EG(L.I)
19 CONTINUE
20 CONT INUE
40 IF (KOD.EO.O) GC TC 41
CALL MATOUT(AI,A.N.'MATRIX OUTPUT BY SMOOTH •,NOIM,NDIM)
41 RETURN
DEEUG SUBCHK
END

```
*OPTIONS IN EFFECT* NOTERM.ID.EGCDIC.SOURCE,NOLIST,NODECK.LOAD.NOMAP,NOTEST
*OPTIONS IN EFFECT* NAME = SMOOTH , LINECNT = 60
*STATISTICS* SOURCE STATEMENTS = 32.PROGRAM SIZE = 2352
*STATISTICS* NO DIAGNOSTICS GENERATEC
```

```
        SUBROUTINE HOIAG (H.N,IEGEN,U.NR,NN)
        IMPLICIT REAL*B (A-H.C-Z)
            DIMENSION H(NN,NN),U(NN,NN),X(100).IQ(100)
        IF(IEGEN)SO.10.EO
    1000401 =1.N
        DO40J=1.N
        IF(I-J)30.20.30
    20 U(I.J)=1.000
        GOTO4O
    30 U(I.J)=0.000
4O CONTINUE
50 NR=0
    IF(N-1)&70.470.60
60 NMII=N-1
    DOSOI=1,NMII
    X(I)=0.000
    IPLI=I+1
    DO8OJ=IPL1,N
    IF(X(I)-DA:3S(H(I.J)))}70.70.8
70 X(1)=DABS(H(I.J))
    IQ(I)=J
80 CONTINUE
    RAP=7.450580596C-9
        HOTEST=1.0D38
90 DO120I=10.NMII
    IF(1-1)110,110.100
100 IF(XMAX-X(1))11C,120.120
110 XMAX=X(I)
    IPIV=I
    JPIV=IQ(I)
120 CONT INUE
    IF(XMAX)470.470.130
130 IF(HOTEST)150.15C.140
140 IF(XMAX-HDTEST)1E0.150.180
150 HDIMIN=DABS(H(1.1))
    DO17OI=2.N
        IF(HDIMIN-DABS (H(I.I)))170.1770.160
160 HDIMIN=DABS (H(I.I))
170 CONT INUE
    HDTEST=HDIMIN*RAF
        IF(HDTEST-XMAX) 18C,470,470
180 NR=NR+1
        IF(H(IPIV.IPIV)-H(JPIV.JPIV))200.190.200
190 S=1.000
        TANG=DSIGN (2.OCO.S)*H(IPIV.JPIV)/(DABS(H(IPIV,IPIV)-H(JPIV.JPIV))
    1+DSQRT ((H(IPIV,IFIV)-H(JPIV,JPIV))**2*4.ODO*H(IPIV,JPIV)**2))
        GO TO 210
200 TANG=OSIGN (2.OCC.(H(IPIV.IPIV)-H(JPIV.JPIV)))*H(IPIV,JPIV)/(DABS(
    IH(IPIV.IPIV)-H(JPIV,JPIV))+DSQRT ((H(IPIV,IPIV)-H(JPIV,JPIV))**2+4
    2.ODC*H(IPIV.JPIV)**2))
210 COSINE=1.0/DSORT (1.ODO+TANG**2)
        SINE=TANG*COSINE
        HII=H(IPIV,IPIV)
        H(IPIV.IPIV)=COEINE**2*(HII+TANG*(2.ODO*H(IPIV.JPIV)+TANG*H(JPIV.J
    1P(V)))
    H(JPIV.JPIV)=COSINE**2*(H(JPIV.JPIV)-TANG*(2.ODO*H(IPIV.JPIV)-TANG
    1*HII))
        H(IPIV.JPIV)=O.CDC
```

IF(H(IPIV.IPIV)-H(JPIV.JPIV))220.230.230
220 HTEMP=H(IPIV.IPIV)
H(IPIV,IPIV)=H(JFIV.JPIV)
H(JPIV,JPIV) $=$ HTEMP
HTEMP=OSIGN (1.CCO.-SINE)*COSINE
COSINE=OABS (SINE)
SINE = HTEMP
230 CONTINUE
DO31.OI=1.NMII
IF(I-IPIV)250.2 10.240
240 IF (I-JPIV) 250.310 .250
250 1F(IU(I)-IPIV)2EO.270.260
260 IF(IQ(I)-JPIVI310.270.310
$270 \mathrm{~K}=\mathrm{IO}(\mathrm{I})$
280 HTEMP $=H(1, K)$
$H(I, K)=0.000$
$I P L I=I+1$
$x(I)=0.000$
DO $300 \mathrm{~J}=1 \mathrm{PL} 1, \mathrm{~N}$
IF(X(I)-DABS (H(I.J)))290.290.300
$290 \mathrm{X}(\mathrm{I})=\mathrm{DABS}(H(I, J))$
la(I)=J
300 CONT INUE
H(I,K) $=$ HTEMP
310 CONT INUE
X(IPIV) $=0.000$
$X(J P I V)=0.000$
$00440 \mathrm{I}=1 \mathrm{~N}$
IF (I-IPIV) 320.440 .360
H(I.IPIV)=COSINE*HTEMP+SINE*H(I.JPIV)
IF(X) I)-DABS (H(I.TPIV)))330.340.340
$330 \times(I)=D A B S$ (H(I.IFIV))
IQ(I) =IPIV
340 H(I.JPIV) $=-$ SINE*HTEMP + CCSINE*H(I.JPIV) IF (X(I)-DA3S (H(I.JPIV))) 350.440 .440
$350 \times(I)=$ DABS (H(I.JPIV))
IO(I)=JPIV
GOTO440
360 IF(I-JPIV)370.44C.400
370 HTEMP=H(IPIV.I)
H(IPIV.I) $=$ COSINE*HTEMP+SINE*H(I, JPIV)
IF (X(IPIV)-DASS (H(IPIV,I)))380.390.390
$380 \times(I P I V)=D A B S(H(I P(V, I))$
IQ(IPIV)=I
390 H(I, JPIV) $=-S I N E * H T E M P+C C S I N E * H(I, J P I V)$
IF(X(I)-DABS(H(I.JPIV)))350.440.440
400 HTEMP = H(IPIV,I)
H(IPIV,I)=CCSINE*HTEMP+SINE*H(JPIV,I)
IF(X(IPIV)-DASS (H(IPIV.I)))410.420.420
$410 \times(I P I V)=0 A B S$ (H(IFIV.I))
$I Q(I P I V)=I$
420 H(JPIV.I) =-SINE*HTEMP+COSINE*H(JPIV,I)
IF(X(JPIV)-DABS (H(JPIV.I)))430.440.440
$430 \times(J P I V)=D A B S$ (H(JFIV.I))
IQ(JPIV) =I
440 CONTINUE
IF (IEGEN) 90.450 .90
450 DO460I=1.N
HTEMP=U(I.IPIV)
U(I,IPIV) $=C O S I N E * H T E M P+S I N E * U(I, J P I V)$
460 U(I.JPIV) $=-$ SINE\#HTEMP + COSINE*U(I.JPIV)
GOTO90
470 RETURN
DEBUG SUBCHK
END

```
*OPTIONS IN EFFECT* NOTERM.ID.ERCDIC,SOURCE,NOLIST,NODECK.LOAD.NOMAP,NOTEST
*OPTIONS IN EFFECT* NAME = HDIAG * LINECNT = 60
*STATISTICS* SOURCE STATEMENTS = 119.PROGRAM SIZE = 9266
*STATISTICS* NO DIAGNOSTICS GENERATEC
```

    SUBROUTINE MATOLT(A,M,N,TITLE,NR.MC)
    REAL* 8 A
    DIMENSION A(NR,NC),TITLE(6)
    1 FORMAT('O・ノ'O'. EAA)
2 FORMAT(1..7G18.8)
WQITE(6.1) TITLE
DO $3 \quad I=1, M$
WRITE(6,2) (A(I,J).J=1,N)
RETURN
DEBUG SUBCHK
END
*OPTIONS IN EFFECT* NOTERM.ID.EBCOIC.SCURCE,NOLIST.NOOECK,LOAD,NCMAP,NOTEST
*OPTIONS IN EFFECT* NAME = MATOUT . LINECNT = 60
*STATISTICS* SOURCE STATEMENTS = 11.PROGRAM SIZE =
700
*STATISTICS* NO DIAGNUSTICS GENERATED
*STATISTICS* NO DIAGNOSTICS THIS STEP
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