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CHAPTER I 

INTRODUCTION 

The phenomenon of superconductivity is one which was not well 

understood until as late as 1961. Even at present there is no complete~ 

ly adequate theory of Type II superconductivity. The various theoret

ical treatments of rype II superconductivity rely mostly on phenomeno

logical models and must therefore draw upon experimental data more 

heavily than upon "first principles. 11 The magnetization is of impor

tance because it is the parameter which fundamentally characterizes the 

superconducting state. For these reasons it is desirable to have ways 

of determining the magnetization state of a superconductor. This in

vestigation was an attempt to measure the magnetic state of both Type I 

and Type II superconductors by exciting the specimens with an acoustic 

stress wave. In the following the results of these measurements are 

reported and compared with the known behavior of certain superconducting 

materials, an attempt is also made to correlate these results with a 

model of the system. 

1 



CHAPTER II 

THEORY 

Theory of Normal"."State.Magnetization·in Solids 

The term ''normal state" means the non-superconducting state. In 

· ,thi1:t regic,rt. thca gross aspects of magnetization in solids can be analyzed 
.... . ' ·.. . .. 

. us:Lng Maxwell's eq1,1ations. The relevant equations for the magnetic. 

state are 

.V>'H. - (1). 

and. 

v,a == 0 

where His the magnetic intensity, Bis.the magnetic induction, D the 

··· elect~ic displacement, J the "free" or "conduction" current density~ c .. 

ancl t ~he time. It ie customary to make a distinction between two· 

~ypes of, curr$nts~~the ohmic-type conduction currents Jc . and the aic-,:-o

S.~Ppic bound currents Jb which have their origin in the atomic and 

1110,1,cular motions. It should be emphasized that H is dependent; .only on 
. . . 

·Jc andD, not-on ·Jb~ 
.· . . 

·· lt: is apparent that even if P(r,t) and J are. known,. equations (1) . . . . .· . c 

·• • and (2) are riot adequate to determine B and H, .since a vector field is · · 

specified completely only if both its curl and divergence are specified. 

·. What is needed is a constitutive relatio~ship between Band H. The 

... : usual· procedure· is to write 

2 
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B 

where M is the free-space permeability and Mis the magnetization 
0 

(3) 

-vector. If the material•is linear and isotropic, as is the.case for 

most non-ferromagneti.c materials, one can also assume that 

where X is independent of Band H. m Then 

(4) 

(5) 

3 

·which is the desired constitutive rel~tionship. The factor X is called -- m 

the relative susceptibility. If X < 0, the material is diamagnetic and 
m 

if X >O but X ~<1, the material is paramagnetic. m .m · 

There is one other approximation which will be made here--the so-

called "quasi-static" or "low-frequency" approximation, which is simply 

. ~i5 - = O. All of the foregoing theory holds only i_f it is valid to . ~t' 

make this.approximation. We shall _assume that it holds for all of the 

following work as well. A justification of this aseumption is given in 

Appendix III. With these assumptions, the field equa.tion~becom~s 

v-H = b 
vxi{ :=. Tc. 

(6) 

(7) 

Equations (6) and (7), together with the boundary conditions, are suf:

fi.cie"Q.t to uniq'liely detennine H, hence Mand B. The physical interpre-
. .' '. . 

' tat;ion of Equati~n (n is that the conduction currents are the s~urce 

.- of the field H._ Similarly, the vector M has for its source the micro- · 

• scopic or bound charges, that is -
'Q' x M ::: Mo j'1 
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By the superposition theorem 9 one obtains the total field by adding 

vectorially the fields due to all current sources. Hence 

( J@ -rx_) 

x (~l r fl,,J:j) 
(8) 

It is apparent that the relationship B = u H + M satisfied Equation (8) 
. 0 

and that Bis the field due to all current sources. The field Bis 

therefore generally regarded as more fundamental than H. 

In the work which follows it will be of interest to calculate the 

voltage induced in a coil by some oscillating dipole distribution. The 

dipole distribution is induced by an applied magnetic field as illus-

trated below. 

Figure 1. Induced Dipole 
Effects 

The voltage induced in the coil will be given by Faraday's Law 

Where¢' is the flux linking the coil, N is the number of turns, and the 

surface integral is taken across a plane which cuts through the coil 



transverse to the axis. The principal difficulty in determining Bis 

that one does not know the spatial distribution of the induced dipoles 

which are the sources for B. · The distribution is assumed uniform 

throughout the material and directed parallel or anti-parallel to the 

field B. This assumption is quite often made in elementary disucssions 

of magnetism, but it is not the case for a superconductor. Nor could 

one expect it to hold exactly even in the normal state if surface ef

fects and end effects are important, as they are in the present case. 

We are therefore limited to a qualitative discussion of the .coil volt

age, based on rough assumptions about the dipole distributions in the 

normal state. In the superconducting state, one likewise assumes a 

certain general surface current configuration and attempts to make qual

itative statements about the resulting voltage induced in the coils, 

although it is no longer proper to speak of an "internal dipole distri

bution." The details of this analysis for the two sets of coils are 

worked out in Chapter IV. 

Superconductivity 

If a metal is placed in a magnetic field and its temperature is 

then steadily lowered, a point is reached where the magne.tic flux with

in the material is abruptly and completely expelled, so that below this 

temperature B = 0 inside the specimen. The electrical resistance is 

also found to drop to zero, a phenomenon first observed by Kannnerlingh 

Ormes in 1911. In the superconducting state we. can formally write 

s Alv H -1- i---1 ~ o 
or 



Thus a graph of the magnetization vs. applied field would have the ap-

pearance shown below: 

_______ __.__ __ H 
Her 

Figure 2. Magnetization Curve for Type 
I Material 

It is apparent that the internal field M cannot continue to increase 

6 

for Has large as we please. Indeed it is found that at a certain field 

H , dependent on the temperature and type of material, the material er 

suddenly reverts to the normal state, as shown. 

generally depends on the temperature according to 

H ,,.(r) 

The critical field H er 

where T is the so-called critical temperature. This function is plot
c 

ted in Figure 3. The region enclosed by the curve is the superconduct-

ing region and Hand Tare considered independent variables which define 
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T 

Figure 3. Graph of He vs Tc 

the state of the materialc Figure 3 shows that the superconducting 

state is specified by Hand T. The magnetic field is therefore the 

parameter which fundamentally characterizes the superconducting state, 

not the resistivity, In the superconducting region the material is 

- -R 
perfectly diamagnetic (M::: "/J), while in the normal. state the only 

contribution to Mis that due to paramagnetic or diamagnetic effects 

which are slight except for ferromagnetic materials. We shall not con-

sider these. Figure 2 shows that the flux which was excluded from the 

material in the superconducting state suddenly and completely penetrates 

into the material at H • This is found to be the case for long cylin
cr 

drical wires of certain pure metals where the field is applied longi-

tudinally. These last two restrictions are of considerable importance. 

It is found that extremely small amounts of impurities, of the order of 

a few parts per million, are often sufficient to distort the magnetiza-

tion curve considerably from the appearance of Figure 3. If the field 

is applied transversely instead of longitudinally, even for a pure 

metal the penetration is no longer abrupt and complete at H, but occurs 
c 
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in a linear fashion, as illustrated in Figure 4. 

Figure 4. Graph of M vs H (T~ansverse Field) 

Finally, it should be noted that there is a second class of mate-

rials whose magnetization curves exhi.bit two critical points, designated 

as Hc1 .and Hc2• At the point Hcl the flµx begins to penetrate the 

specimen and at nc2 the penetration is complete, so that above Hc2 the 

material is completely in a normal state and below Hcl it is in a com

pletely superconducting state. The region between Rel and Hc2 is called 

the mixed .state. The restivity for small currents is zero below Hc2' 

returning to its normal-state value at fields above Hc2 • A typical 

magnetization curve for a material in this second class is shown in 

Figure 5. Materials in the latter class are called "Type II," or "hard" 

superconductions, while those in the first class are called Type I, or 

"soft" superconductors. Lead and tin are two examples _of Type I super-

conductors, while niobium and tantalum are two of the few elements· 



which, in pure form, exhibit Type II superconductivity. Most alloys 

and impure metals are Type II superconductors. 

Type I Materials 

-M 
.·!.-(. 

/ 

,/ .. !\ 
// : \ 

/' \\ 
/ \ 

/ \ 

/ \ 
. \, 

//// ", 
// ~-'--\ 

L--.--- -··-----··-- ----------·-··- ---·- ···--· ... J, ____ ,_ .. ·-------··· - ·, 

1--1:., iJ 
l '( . ."2__ 

Figure 5. Graph of M vs H (Type II) 

~-; 
I. 

The behavior of a Type I superconductor in the superconducting 

9 

region is due to the formation of surface currents. These surface cur-

rents are induced by the applied field, and are the origin of a field M 

such that B =;;..f H + M = 0. It should be emphasized that for an ideal 
• 0 

Type I superconductor, there is no bulk magnetization--the opposing 

field has its source at the surface. 

It is known from the classical field equations that if a material 

is placed in an external field~ the field vector Bat the surface obeys 

the relation 
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where the subscript n denotes .the normal component and 1 anq 2 denote 

the media. From this condition it follows immediately that-for a Type. 

I superconductor Bis-everywhere tangential at the surface, sinceother-

wise it would not-be possible to satisfy the condition B = 0 within the 

material. If the field is applied transverse to an infinitely long 

cylinder, the flux pattern (B) has the appearance shown in Figure 6. 

Supercondu~ting Region Normal State· . 

Figure _6. Flux Patterns in Superconducting and Noriµal 
States 

In the region H/2~H~Hc, the materia_l is in the interTl).ediate 

state. In tqis region there is a partial penetration of the flo.x. The 

factor of 1/2 in the inequality is .the detilagnetizing factor for a cyl-

iµder in a transverse field. In general, this factor will de~end on 

the geometry and orientation of the specimen. In the intermediate or 
-, 

mixed state·the flux should penetrate more-or-less uniformly through 
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the specimen. According to Landau10 the penetratiori'."is~'accomplished by 

the creation of discrete laminas of normal regions which increase in 

thickness as the field is increased. The laminas are parallel to the 

applied field, and in the intermediate state their volume increases 

linearly with applied field. At H they occupy the entire region. 
c 

The 

fundamental difference between a Type I and Type II superconductor is 

not merely that Type I materials have a single, sharp discontinuity in 

the magnetization curve whereas Type II materials do not. Rather, one 

should say that a Type .II material can exhibit the phenomenon of "flux 

trapping," while a Type I material cannot. Flux trapping is analogous 

in some respects to hysteresis in ferromagnetics, but is due in most 

cases to impurities. It is observed as a-field which exists in the 

material after the applied field is removed. A typical curve for the. 

complete magnetization-demagnetization cycle is shown in Figure 7. An 

associated effect in Type II materials is that of "flux jumping," i.e., 

sharp dips and/or rises in the magnetization as a function of applied 

field. These effects are believed to be due to impurity effects, tho~gh 

no quantitative theory has been formulated to account for them. 

The presently accepted theory of superconductivity was first pro-

posed by Bardeen, Cooper, and Schrieffer. It predicts the.possibility 

of the formation of electron pairs which act like bosons, although the 

interaction which one electron sees from the other is not a direct one, 

but occurs through a phonon exchange, i.e., th~ough the lattice. No 

attempt will be made to present or review this theory, since it is 

mathematically quite complex. 
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/ 

Figure 7. Graph of M vs H (Field Reversal) 

Ginsburg-Landau Equations 

The distinctions and similarities between Types I and II supercon-

ductivity can be clarified by the Ginsburg-Landau Equations. These are 

a set of differential equations invo~ving A, the magnetic vector paten-

tial, and a quantity lVJ, which is closely related to the quantum state 

of the system. The equations are: 
·~ 1 

[ ~ + AJ 111 ·v - 1.f l'1J1 I 
= I Vl (A + 1.ii< [ vi\r1t ·- -lf' v ·-w 1 

The main point is that the constant Kin large part determines the 

I 
nature of the allowed solutions. If K < \fi' , then the equations predict 
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a positive surface energy between a superconducting and a normal region. 

I 
If, however, K > - a · ... ·fil> This is equivalent to Type I superconductivity. 

negative surface energy is predicted. The solutions for this case turn 

out to have the form of flux filaments--small regions of magnetic flux 

which .threa.d through the specimen and which are surrounded by a super-

1 
conducting medium, for which B = 0. For K > -r:2=-i the theory also predicts 

1 
a second critical field at which the entire medium becomes normal. Most 

of the present theories of the mixed state are based on this ide'a·of 

flux filaments, although there is considerable disagreement over the 

details. It is believed that the formation of flux filaments is govern-

ed by two factors: 

a) the non-uniformity of the field over the surface of the super-

conductor. Thus, for example, a transverse field applied 

across a Type I cylinder permits the formation of flux fila-

ments, because the field is quite non-uniform around the 

surface. " I 

b) the impurity content and state of stres~ (dislocations). Type 

II superconductivity is due to effects such as these. 



CHAPTER III 

EXPERIMENTAL APPARATUS AND PROCEDURE 

The sample was suspended at its midpoint at the end of a long 

cylinder and the detection coils were positioned near the lower end, as 

shown in Figure 8. The electronic network for exciting and detecting 

the stress wave is shown in Figure 9. The frequency synthesizer was 

capable of generating an AC signal in the acoustic range accurate to 

within ±00005 Hz. The gap between the terminating electrode and the 

sample acted as a transducer to change the electronic signal into a 

longitudinal stress wave. The FM detector sensed the amplitude of vi-

bration of the end of the sample by using a variable-capacitance prin-

ciple. This signal was then amplified and a read-out appeared on the 

oscilloscope or a recorder. The procedure was to vary the frequency 

until a sharp maximum appeared at the CRO. The lock-in amplifier was 

then tuned for a maximum reading by varying the phase and frequency 

c;:ontrols. The uncertainty in the resonant frequency was never greater 

than a few parts per 104 , and at 4°K was a few parts per 106 • 

When the magnetic field was applied, induced currents and/or 

dipoles were set up in the specimen. The wave imposed a time-varying 

oscillatory motion on these dipoles or currents, causing them to act as 

sources for a· sinusoidal field B'. It was this field which the detec-

tion coils sensed. The applied field H had no direct effect on the 
0 

coils, since it was constant in time. The voltages induced in the coil 

-14 
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were often as low as 50 u volts, much smaller than spurious noise sig

nals, hence a rather sophisticated amplification technique was used. 

The amplifier was a PAR (Princeton Applied Research) Model HR-8 lock-in 

amplifier which works by comparing the signal to be measured against a 

reference voltage, and rejecting all frequencies except that of the 

reference. The bandwidth of such an amplifier is virtually zero, so it 

has good noise-rejection capabilities. An additional feature is that 

the amplifier is capable of measuring the phase difference between the 

reference voltage and the input signal. The phase of the signal proved 

to be as important as the amplitude since it was found that at Hc2 (the 

second critical field) one set of the detection coils gave a well

defined phase shift. 

The samples used were all of high-purity lead or niobium. Lead. 

was chosen because it is very nearly an ideal Type I superconductor 

whose characteristics are well-known. Niobium is one of about three 

known elements which in a pure state is a Type II superconductor. Its 

characteristics have also been extensively studied although some of 

them are not very reproducible (in particular its behavior as the field 

is lowered from some point above Hc2). The lead specimen was a poly

crystalline cylinder" The Nb specimens were of different shapes and 

structures and included polycrystalline rods of cylindrical square, and 

11boat11 shapes as well as a cylindrical single crystal. Data was taken 

for each of them under different orientations at He, N2 , and room tern~ 

peratures, and the results were compared with the expected behavior as 

set forth in Chapter IV and Appendix I. 

The detection coils and their relation to the specimen are shown 

in Figures 8, 10, and 11. The way in which each pair was connected 
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together is important since this determines whether the polarity of the 

voltage in one coil will add or oppose the voltage in the other. 

The coils were attached near (but not touching) the lower end of 

the specimen. The reason for placing them near the end was that the 

amplitude of vibration is a maximum there and is zero at the mid-point. 
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Lorentz Effects 
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CHAPTER IV 

PREDICTIONS CONCERNING THE BEHAVIOR OF 

THE SYSTEM--A MODEL 

Contributions to the Induced Field 

It is desirable to be able to say at least qualitatively whether 

the induced voltage is.due to free charge motion, to induced dipoles, 

to superconducting or to normal-state effects~ For this reason an at-

tempt will be made below to analyze the outputs and determine the con-

tribution of these effects in each of the three states, normal, super-

conducting, and mixed. For simplicity we shall assume a Type I .super-

conductor. 

In general there are four effects which can combine to give the 

total voltage in the coils. These are as follows. 

1) There is the diamagnetic or paramagnetic effects. These are 

-6 generally very small since X is of the order of 10 • 
m 

2) There is the contribut'ion due to the A.C. Hall Effect, or 

Lorentz Effect. Since the conduction electrons have high 

mobilities, these might be e.xpected to be significant. The 

analysis of Appendix I shows that the Lorentz Effect should be 

linearly dependent on the applied field. This was also veri-

fied experimentally. It is a point open to question as to 

whether the effect remains linear below the superconducting 

transition. It is known that the superconducting state is due 
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to a "condensation11 of some of the conduction electrons into 

a lower energy state. The simplest assumption to make is that 

-the effect remains approximately linear, The experimental 

data does not contradict this assumption. A straight line 

through points in the normal state generally extrapolates to 

the origin or a point close to it. 

3) There are superconducting effects. These are due to surface 

currents which can exist only below the critical field. The 

superconducting effects are therefore best analyzed by assum-

ing some general type of current distribution which will give 

rise to a field Min the interior which just cancels the ap-

plied field H. For a cylinder in a transverse field this can 
0 

only be accomplished by current elements which form "loops" 

about the specimen, and which lie in planes perpendicular to 

the applied field. 

4) There are "end effects." These are of four basic types as 

described below and illustrated in Figure 12. 

a) The "unpaired dipole" effect is due to the fact that the 

cylinder is not infinitely longo If it were, and a probe 

or small coil were placed as shown, the flux from corre-

sponding pairs would cancel. Since there are no dipoles 

to' pair with those above the end, there is a finite con-

tribution to the total flux linking the coil. 

b) The "unpaired current element" effect is completely anal-

agous to a), but involves currents which flow parallel to 

the end. It therefore applies to the Lorentz currents. 

c) Eddy Currents. These are due to surface currents (not 



superconducting currents) associated with the discontin

uities at the boundary. 
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The primary effect of eddy currents is to render the in

ternal field non-uniform near the end. The end effects 

should not necessarily be regarded as un-representative of 

the state of the material, for in the superconducting 

state, all currents are surface currents. The end of the 

specimen is then just as representative of the surface as 

is any other point. Also note that types a) and b) end 

effects are in fact not surface effects but are due to the 

volume distribution of dipoles or currents, i.e., to the 

bulk state of the material. The only atypical contribution 

is that due to eddy currents. These are probably quite 

smalL 

d) Superconducting Effects. These are due to the surface 

currents which exist in the superconducting state, and are 

illustrated in Figure 12(d). 

Analysis of Coil Voltages. 

The voltages induced in the coils due to the above effects will 

depend on their placement in the system and the way in which they are 

connected together. We shall consider each pair separately. 

A. Coils H (Horizontally mounted at the end of the specimen--see 

Figures 8, 10, 13j 14, 15). Suppose the end of the sample to be moving 

upwards. Then the Lorentz currents will be in the -Z direction. The 

field from a single current element of any length is cylindrically sym

metric about the axis of the element. Since most of the current 
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elements are above the coils, there will be a contribution BL in these 

coils as shown. The coils Hare connected so that if the field com-

ponents along their axes are in the same direction, the induced voltages 

will add. This may be checked by assuming -V-(the velocity) to be up-

wards and applying Lenz 1s Law. The contribution from the Hall Effect . . 

is therefore additive. 

In the superconducting state (Figure 15) the surface currents will 

again induce voltages which add to each other. Coils H then can be 

expected to give a sum of two effects--one due to the Hall Effect, the 

other to the superconducting currents. 

B. Coils V (Figures 1, 11, 13, 14, 15). 

These coils are connected so that if the field components 

a.long the axis are in opposite directions, the voltages will add. If 

1F is upwards, the field due to Hall Effects is into the page on the 

right side and out of the page on the left. The Hall Effects are again 

additive. 

In the superconducting state the surface currents down the 

side of the specimen cannot contribute to the flux through Coils V, 

since the direction of this field is perpendicular to the coil axis and 

so no flux links any of the coil loops. However at the end the currents 

can produce a flux contribution as shown in Figure 14. On comparing 

Figures 13 and 15 one might well ask what the relation is between the 

flux BL and the flux~ at any instant in time--do they add or subtract? 

The only~answer that can be given is that there may well be some time 

lag, i.-e. l) phase difference, between the maximums of VL and that of VM. 

It would be expected then that when superconducting effects vanish, 

there will be an apparent phase shift. The situation can be represented 



in the complex plane as shown below. 

Im 

- ---~ 
---- ··"·' ~ f i 

I 

Figure 16. Superposition of Voltage 
Contributions 

Re 

The vectors represent the voltages due to the two effects. As the 
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applied field is increased through the critical field Hc2 (or He for 

Type I materials) the vector ~M tends toward zero causing the.resultant 

R to tend toward v1 , giving a phase shift. 

One might also ask why a similar phase shift is not observed in 

coils H. The most plausible answer is that these coils see predominant-

1y the superconducting currents down the sides. The currents here are 

distributed so that vibration along the Y-:-axis does not change the flux 

through coils H appreciably with respect to time. Indeed the voltage 

from coils H was consistently observed to be less than that of coils V 

in the superconducting state, usually by a factor of one-half or less. 



CHAPTER V 

EXPERIMENTAL RESULTS 

Nitrogen (77°K) and Room Temperature Data 

The graphs 1 through 7 show data taken at room temperature and 

liquid nitrogen temperatures, The coil signals for each coil were norm-

alized by dividing all voltages for a given coil by the voltage at 

10 KG, which was usually the maximmn field. This enabled one to plot 

both coil voltages on the same scale, and makes the interpretation of 

the normal state easier, since any signal which is proportional to the 

applied field and is zero when H = 0 will plot as a straight line 
0 

through the origin and the point (10 KG, 1). In all cases the expected 

linearity in the normal state was confirmed. The apparent deviation 

from a linear dependence at low fields (graphs 1 and 2) is due to a 

residual signal originating in the electronic exciting network. The 

phase data (graph No. 3) strongly suggests this since at low fields the 

phase is rapidly changing--the small residual signal is being overcome 

by the Hall Effects. Graphs 4 through 6 confirm the linearity for Nb 

for both temperature and nitrogen temperature. Graph No. 7 shows normal 

state data for a Nb specimen of boat-shaped cross-section. 

Results in the Superconducting Region 

As stated in Chapter II~ the magnetization curve for high-purity 

lead is particularly simple sine~ it is a Type I superconductor. We 
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shall show that the graph (No. 9) can be interpreted in terms of the 

assumptions put forth earlier. The critical field will be taken to be 

575 gauss, the point at which the curve returns to the normal-state 

line. An infinitely long cylinder haa a demagnetizing factor of 1/2. 

Thus penetration effects should begin at approximately H /2 or 288 
c 

gauss, or slightly higher according to the theory of Landau. The peak 

of the curve therefore coincides.with the_point at which the specimen 

enters the mixed state. This is what would be expected, since super-

conducting currents are being destroyed in the mixed state, allowing 

the field to penetrate. In the region 0.3-0.4 KG we shall assume that 

Hall Effects are negligible. This is certainly true at the beginning 

of the mixed state, since almost all of the.material is still super-

conducting, so that the field in the interior is zero. A zero field 

implies that the Hall Effects are zero. Note that the slope in the 

mixed state does not change until H = 0.5 KG. At this point the shield-

ing currents have practically vanished, so that the Hall currents be-

come significant and change the slope of the line. The penetration is 

not complete until H = 0.575 KG. Thereafter the only effect is the 

normal-state Hall currents which have a linear dependence on the field. 

One must also remember that in the region 0.400 to 0.575 KG the phase 

of the resultant voltage is changing due to the changing ratio of the 

superconducting component to the normal-state component. The phase re-

lationships may be clarified by a consideration of the phasor diagrams 

of Figure 16. 

We shall assume that there are two components to any measured 

voltage--one due to the superconducting-effect, the other due to the 

Hall currents. We shall also assume that Ed and i; are constants. The 



phase data indicates this is to be roughly true. We also assume that 

the Hall Effects have the same field dependence in both the supercon-

ducting and normal state, that above H the superconducting effects c 

are· zero, and that any measured voltage below H · can be represented 
c 

by 

while in the normal state 

the situation is illustrated below: 

1m 

Superconducting Normal 
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The voltage VRS is the resultant voltage vector and is what is actually 

measured. In the normal state, VN is measured. Thus, in the super

conducting state the magnitude of VRS is 



by the law of cosines. 

In the superconducting state the magnitude of VS should be given 

by VS= K1H + S0 , assuming linear penetration. A+ H = H the super
c 

conducting effect must become zero, and remain there. Hence 

or . . H) 5 (1---:--
y /11'-

In the normal state, 

VN' k:1.. H 
and K2 must (under our assumptions) also be the same in the supercon-

where 

state. The expression for VRS then becomes 

v~~ ::;:::: [ C.o H~ + C 11 H ·f' C3J/·1. 

c = 
3 

~ l'14 

The minimt:1m for V RS will occur at HO JJ:. 9 and 

v~:,· (11,?) :::: [ ~ c :t I{, -t c.]Jh ::=. \·{, 

which gives 

cos& 

--
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All of the constants may be determined graphically, and the result for 

9 may be compared with the phase data. Evaluation of cos6 for Pb, 

graph No. 10, Coils V gives: 

CosO = 

s = 0.874 X 0.445 = o. 389 
0 

K2 = 0.0970 

v ""' 0.0173 
0 

H = 0.450 
0 

0.500 

Cos()"" 
0. 389 f<. l·(. o.0113J 2 _ ('1 _ o:450Jtt 

0.389 j 0.500~ 0.097 X 0.450 

8. 92 [4. 442 X 10-4 - (1 - 0. 900~ 

8.92 [19.8 x 10-4 - 0.106] 

8.92 (-0,098) - 0.875 

F) • 120° 

in fair agreement with the phase data: 

Now the minimum at H H may or may not occur, because if H? H the 
O O C 

material has already gone into the normal state region when H = H and c 

the expression for VRS is no longer the assumed parabolic form, but is 

linear. The occurrence or non-occurrence of the minimum is therefore 

dependent on the physical parameters of the system. If H< H the min
o c 

imum will be observed--there will be a pronounced 11 dip 11 in the curve 
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just before it enters the normal state. If H >H the minimum will occur 
O C 

at H, and will be observed as a discontinuity in the slope. This may c 

be seen even more clearly by considering the following two cases. 

Assume that two similar specimens are observed at some point H just· 

into the mixed state. 

/ Locus 

~CIS 

N 

r· . , .t. 
or po1ri i S 

R is ircre ase d 

______ Re 

(a) (b) 

/Min. o+ lR i 
ot A == Ho 

-----Re 

In both cases we have shown the locus of points which the resultant 

vector VB· traces out as H is increased through H into the normal state. 
C· 

In case (a) the relationship between Sand N is such that the magnitude 

of R steadily decreases until the specimen is completely normal, and no 

11 dip11 is observed. In case (b), however, there will be a minimum in 

the magnitude .of R before the specimen is completely .normal, after which 

the magnitude will increase until the specimen is completely normal. 

This was observed in lead (graph No .• 10) for coils V. This was the 

value used in calculating cos9. 
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What has been shown so far is that by assuming a linear penetra-

tion in the mixed state one can derive a function that has the general 

shape of the amplitude curve, and that the phase data roughly agrees 

with this assumption. 

In Tables I, II an4 III all fields are given to KG. 1\i is the point 

at which there was a .maximum in the signal, and the following colunm 

gives the normalized value of the signal. Similarly, H is the occur
o 

rence of a minimum, and the signal is normalized. The sign of the phase 

shift is taken to be positive if it shows a marked increase with in-

creasing field otherwise it is negative. The last column gives the coil 

outputs at 10 KG in micro-volts, thus permitting one to convert the 

normalized values to voltage values. Table III summarizes the factors 

which were considered in determining the critical fields. 

The data for lead (run No. 1) shows that penetration effects begin 

at 280 G. The demagnetizing factor for the cylinder is about 1/2, and 

on the basis of Landau's theory one would expect the peak to occur at 

1/2(500) = 2.50 G or slightly higher. This agrees well with the observed 

value. The data for decreasing field (No. 1) follows closely the curve 

for increasing field. This is characteristic of Type I materials. 

For the second run with Pb the same behavior was observed. Pen-

etration began at 300 G and H occurred at 0.510. These coils were not 
c 

the same as those used in run No. 1. 

The square niobium specimen shows typical Type II behavior in that 

the curve for H decreasing does not retrace itself, due to trapped flux 

within. Even at H = 0.0 there is a residual field due to these trap-

ping effects. This is also true of the other three niobium samples. 

We next consider similarities and differences between different 



specimens and different orientations. The signal in coils Vis con-. 

sistently higher than in coils H. The ratio between the two is even 

greater in the superconducting state. This is probably because the 

superconducting currents at the end induce an appreciable voltage in 

coils V while those along the sides do not contribute greatly. 
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The phase change in coils V occurred in all cases except the single .. 

crystal with H// Lll~ axis. The reason it did not occur here is not 

known--it could be due to some experimental anomaly or it may be a 

true orientation effect. One difficulty was that the specimen some-

times tended to move as the field was increased. 

The minimum in voltage in all cases appeared before Hc2, though 

sometimes quite cl.ose to it. The Hall Effect is also quite linear with 

respect to applied field, as predicted. The greatest non-linearity was 

for the niobium single crystal, run No. VI. The return of .the curve 

toward a straight line wa,s very gradual and non-linear. The reason for 

this behavior is not known. 

It .is of .interest that critical fields.for niobium apparently 

depend on the geometry and orientatio-q.. Hcl varies from 0.600 to 1.35 

KG while H 2 varies from 2.20 to 3.10. The data presented here are of c . 

a rather·preliminary sort for purposes of making such comparisons, be-

cause the specimens were not made from a common rod, and.because t~ere 

is not enough data. Also, the structures are different, being either 

polycrystalline or single crystal. 



TABLE I 

SUMMARY OF DATA FOR H INCREASING 

H c or Rel Peak Sig. Peak Sig. Min. in Phase Shift sig,.4-t 
Run Number Spec. KG. Hc2 , KG. ~' KG. at~ Sig. Min. Sig. (coils V) 1o>KG. ·.· 

H at H KG. µ Volts 
0 0 

29 Aug. 
i85 0.280 0.0770 0.475 0.0360 

IH Pb-Cyl. 0.500 ---- 0.450 to 0.500·-
210 v 

0.280 0.140 Oo450 0.010 

9 May 

I~ 
none none none none 82 

Pb-Cyl. 0.510 ---- 0.500 -
0.306 0.260 0.500 ('.000 135 

~ 

II~ 
Nb - Sq. none none none none 1820 

D 0.950 2.60 2.20 to 2.60 + 
-H 1.00 0.393 2.4 0.00 2500 

IVH 
Nb 1. 76 1.63 2.90 0.329 243 

0 1.35 3.10 2.4 to 2.8 -v -- ii 1. 76 1.28 2.90 0.0338 4050 

~ 
Nb Single none none none none 180 
Crystal· 0.600 2.60 1.1 (dip) 

ii 111 0.650 0.0355 1.02 0.0775 1830 

VIH 
Nb Single 0.619 0.360 1.10 0.226 2500 
Crystal 0.619 2.20 0.900 to 1.50 + v 0.711 0.178 1.10 0.0489 .4600 ii 100 

~ 
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TABLE II 

SUMMARY OF DATA FOR H DECREASING 

H c or Hcl 8c2 Peak Sig. Peak Sig. Min. in Phase Shift Sig. at 
Run Number Spec. KG. (From Table I) I\i:• KG. at I\i: Sig. Min. Sig. (coils V) 10 KG. 

H at H KG. µ Volts 
0 0 

29 Aug. 
0.275 0.0713 0.471 0.0368 185 

I Pb-Cyl 0.500 ---- 0.450 to 0.400 + 
0.285 0.131 0.442 0.0119 210 

9 May 
none none none none 82 

II Pb-Cyl 0.510 -- 0.540 tO 0.470 + 
0.280 0.248 0.470 0.0148 135 

Nb-Sq. none none 0.900 0.0067 1820 
III 0.950 2.60 

D 0.960 to 0.900 + 
-H 

1.85 0.344 0.900 0.281 2500 

Nb 0.510 1.32 2.50 0.096 243 
IV 0 1.80 3.10 2.80 to 2.0 + 

-H 
0.510 1.59 2.84 0.341 4050 

Nb Single 0.550 0.244 0.240 0.011 180 
v Crystal 0.600 2.60 none 

111 none none none none 1830 

Nb Single none none none none 2500 
VI Crystal 0.619 2.20 none 

100 none none none none 4600 

\.A) 

'° 



Type 

I 

II 

III 

IV 

v 

VI 

H KG cl' 
(or onset of nonlinear magnetization) 

0.280 - Sharp peak in coils H) 
peak in coils V. 

0.300 - Peak in coils V. Data is 
insufficient to determine 
the linearity. 

0,960 - Sharp peak in coils H. 
Coincides with peak in 
coils v. 

1.35 - Jumps in the curve suggest non
linearities below the peak. 
There is also a jump in.the 
phase curve. 

0.600 - Peak in coils V. 

0.620 - Sharp peak in coils H. 

Hc2 

Coils Hare nearly coincident with normal~state line 
at 0.470. Coils V reach normal state at 0.580. 
Phase change is complete at 0.500. 

Sharp phase change - complete at 0.510 
Coils V are past the minimum at 0.510 

Sharp phase change - complete at 2.60 
Amplitude of both coils has reached normal-state 
line. 

Phase is changing rapidly. Both curves lie on the 
normal-state line at 3.10. 

Minimum in coils V occurs considerably before 
material is normal. Amplitude nearly coincide 
with normal-state line at 2.60. There is no 
phase.change. 

2.80 - Quite ambiguous since the return to the 
normal state is gradual and fluctuates. 

TABLE III 

INTERPRETATION OF DATA .i:::--
0 



CHAPTER VI 

SUMMARY AND CONCLUSION 

The above work shows that the method of measurement described 

above has at least three advantages over more conventional methods. 

1) It gives a sharp discontinuity in the phase of the voltage at 

Hcz• 
2) It can give information about relative phases between the fore-

:ing function, the Hall Effect, and superconducting effects. 

3) There are no leads in contact with the specimen. This is sig

nificant because in more conventional methods it is necessary 

to wrap a wire around the sample or even to make a metal-to"'" 

metal junction, either of which can distort the surface cur

rents in the superconducting region. 

We have also shown that the voltages induced in the coils can be 

fairly well explained by assuming a superposition of voltages in the 

intermediate state which must be combined vectorially. 
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APPENDIX A 

ANALYSIS OF THE AC HALL EFFECT (LORENTZ EFFECT) 

We are interested in obtaining an expression for the magnetic 

field of a collection of free electrons under the combined influence of 

a uniform magnetic field, and a sinusoidal forcing function perpendicu-

lar to the applied field. We shall assume that the forcing function 

overshadows such effects as collisions and thermal vibrations. At low 

temperatures above the superconducting point this assumption is prob-

ably valid. We shall adopt an independent-particle model. We are thus 

interested in the motion of a single electron through the lattice. If 

the frequency of the forcing function is low, so that the electron 

wanders over many lattice distances before the force is reversed, one 

might expect that it sees some averaged, viscous-like effect as the net 

effect of the lattice. We shall assume that such is the case, and that 

this viscous retarding force is proportional to the first power of the 

velocity. 

The classical ·equation of motion then·becomes 

t F0 s,n(r.ut) 

-- -- . rl·v 
= Fa sin wt J' - R v - e v x 8,., = rn ;Ji 

0 
where R is the "coefficient of viscosity," 

;l/ 
x 

Bo 
e is the charge on the electron (absolute 

t value), and Fo is a constant. 



The field is uniform~ 

so that 
J 

f 

We separate the equation of motion into its three components to get 

(1) 

or "\!~ 

(2) 
in -e 

(3) 

Equation (1) is solved immediately to obtain the relaxation time<Y. 

Equations (2) and (3) are mutually coupled in the two unknowns u':I and 

They can nevertheless be solved exactly as follows. 

First, obtain an expression for 
,.,; 

Cilt{i 
o., .. ~ .......... 

t,i[t: 

hence 

e 

from Equation (3): 
·,1 

·i- R Vkj 

Now substitute these last two expressions into Equation (2), and col-

lect terms to obtain 

(4) 

This is a linear, second-order inhomogeneous differential equation with 

constant coefficients. To solve such an equation, one first solves the 

corresponding homogeneous equation (set r.h.s. = 0), and then seeks any 

particular solution of the inhomogeneous form. The sum of these two 



solutions is the general solution. It is apparent, however, that the 

homogeneous part of the solution must decay with time, since it repre-

sents the situation where there is no forcing function to sustain the 

oscillations. In general, the steady-state solutions come out of the 

particular solution to the inhomogeneous equation. We are in effect 

assuming that all transients have died out and only the steady-state 

part remains. A particular solution which satisfies (4) is 

to be determined. 

al Vi 
J'.i;--

Then 

1zv . 
a "di:= -AotilsaAV(w'd:) -A"'W~os(wt) --;7i "-rt,( l:,. 

If one substitutes into (4) and imposes the condition that the result-

ing equation be satisfied identically in sin wt and cos wt, one obtains 

and 

.f 

This gives 

where 

,Cl· 

Let us consider the ratio A2 / A1: 
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;?!, 

Now even for very small fields, the approximation {tl:C~'!.}'' i) c4!\s rh very 

good. For example let B = 2,0 gauss. Then 

while w 

2 
We can ignore the term w in the denominator except for very low fields. 

Thus 

The term R/m has the dimensions of (time)-1 • It is also associated 

with the influence of the lattice on the free electrons. We shall 

therefore identify it with the relaxation time·")=' according to 

where is the resistivity. This is also suggested by the solution to 

Equation (1) above. 

This gives 

We shall show that the ratio A2/A1 is quite generally much greater than 

1, so that only the A2 term is important in the solution for ·~. The 

following table gives the resistivities in.&iiohm-cm for lead and niobium 

at two different temperatures: 

T °K 
1 

80 

295 

Nb Pb 

2.6 4.97 

14.5 21.0 
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Thus for Pb: 
.. 2 

~ 21 •0 X 10-8 Volt-meter X 8085 X 10-12 Coul 
I 295 = amp New-meter2 

= 1. 81 X 10-18 se.c. 

fao -19 = 4.40 X 10 sec • 

For . Nb 

·"7;95 = 1.28 X 10-18 sec •. 

/so -19 = 2.30 X 10 sec. 

The table below gives the ratio A2/A1 for Nb and Pb at the two temper

atures and two extreme fields B: 

Spec. Temp, OK B, gauss AzlA1 

Pb 80 1.0 3. 7x10 9 

Pb 80 104 37 

Pb 295 1.0 9.0xlO 8 

Pb 295 104 9.0 

Nb 80 1.0 7. lxlO 9 

Nb 80 104 71 

Nb 295 1.0 1. 27x10 9 

Nb 295 104 12.7 

TABLE IV 

We conclude that, except for high fields at high temperatures, the A1 

term can be ignored. The solution for ·~ is then 

. 
-

where A2 is given above. We make one final approximation, that 
.( )1 , "J.P. 

fl= ,ij IA) • This is very good for fields below 10 KG. The term 



. ',),, 
(~.~ W} outweighs all the others by factors of 200 or greater. We 

are left with r;, e. 
~-,-~---- ;." 

tr;;!/... (!,,,i/ Jo,"";''" 

To a good approximation, then, the amplitude of the velocity is propor-

tional to B. 3 At high fields the theory predicts a B dependence, due 

to the A1 term. One would expect the --Vi term to be the major velocity 

term involved in the Hall Effects since the forcing function tends to 

drive the particles in a vertical direction. If this is so, then the 

Hall current will be determined by ~ and will be given by 

where n is the electron concentration 

B is the applied Field 
0 

(identical to H) 
0 

The above expression gives the source current density for the a.c. Hall 

Effect. The actual voltage induced in the coil is determined by an 

integration over the source region (specimen) and a second integration 

over the coil system. Since B is independent of any of these vari
o 

ables of integration, the coil voltage is proportional to the field B, 

as one might expect. 

The above theory should not be taken too literally, since it in-

valves rough assumptions. However, the assumptions are not unreason-

able, and the conclusions should be at least qualitatively correct. The 

experimental data presented here definitely confirms the proportionality 

between V (coil voltage) and B. It is emphasized that the existence 
0 

of the a.c. Hall Effect is due to the fact that the field is applied 

perpendicularly to the forcing function, giving rise to the velocity 

component ··o;. 



APPENDIX B 

QUASISTATIC APPROXIMATION 

From Maxwell's Equations 

;yfi 
we shall show that can be neglected for w = 2:11x 40,000 cps. IF 

and 

Also, for a sinusoidal source, 

or 
(""" \// 

We must have 

This is true for arbitrary time t if 

€,, i r:r- w <:< n 

but ,~ is the relaxation time I. 

(assumes that the polarization for 

a metal is negligible) 

We thus conclude that the quasi-static approximation is valid if 

w·7 <:< I 

89 



for niobium at room temperature 

'/ :, f'~o -I~ I, 2 'i"' /0 SE<:., 

, -13 
W'i' ::: 3, 2.+ "'Jt> 

a similar situation holds for lead: 

?- = Ii ~ ,r. I o1<r .S/£ c., w, ::. .q., 7 ...,. 10_,., 

The approximation is clearly very go~d. 

I 
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APPENDIX C 

UNITS AND DIMENSIONS 

There are three systems of units commonly used in electromagnetic 

theory, the CGS-EMU (electro-magnetic units), the CGS-ESI (electro-

static units), and the MKSA (meter-kilogram-second-ampere) system. The 

two CGS systems can be expressed in terms of the MKSA system of units, 

which is here to be regarded as the "more fundamental" system. 

In using Table IV, each line of the table should be read as an 

equality. For example, 

I tV@/t:s StC<l)1 

The deletions in the table are a consequence of the historical develop-

ment of the theory of electromagnetism. The ESI system was defined to 

deal only with electrostatic systems, while the EMU system was defined 

only for dynamic systems. Thus, there are no units for Bin the ESU 

system since B arises from the dynamical properties of charges. Only 

after Maxwell's work did it become apparent that the two systems of 

units were directly related. It was then realized that one system of 

units should suffice for all electromagnetic phenomena, hence the MKSA 

system was developed. For a more complete table and explanation of di-

mensions and units see references 2 and 3 of the Bibliography. 
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Quantity Symbol Unit, ESU Unit, EMU 

I 9 -1 
Current 3.0 x 10 statamp 10 abamp 

Potential Diff. V,E 1/300 statvolts 8 10 abvolts 

Field Intensity 
-3 

H ----- 4n x 10 Oersteds 

Flux Density 
4 

B ----- 10 Gauss 

Flux <l? ----- 8 10 Maxwells 

Electrical Displ . D 12n x 10s stat~oul -----
cm 

El~ctrical Field e: 'E 113 x 10-4 statvolt -----cm 

TABLE V 

UNITS AND DIMENSIONS 

Unit, MKSA 

1.0 ampere 

1.0 volt 

1.0 amp/meter 

1.0 Weber/meter 2 

1.0 Weber 

1.0 coul/meter 2 

1.0 volt/meter. 

Dimensions - MKSA 
M L T Q 

Kgm Meter Sec Coul 

0 0 -1 1 

1 2 -2 -1 

0 -1 -1 1 

1 0 -1 -1 

1 2 -1 -1 

0 -2 0 1 

1 1 -2 -1 

\0 
N 
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