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PREFACE

This paper will attempt to show grounds for the appli-
cation of a sophisticatéd,‘quantitative model to the pre-
diction of securities prices. Time and resources have
limited the scope of the study, and thus the model will not
be tested. This paper is meant to accomplish the chal-
lénging of other individuals to further the present study.
This study by no means exhausted the area of study, and I
realize that it has only scratched the surface. It has,
however, shown that there may be many applicaﬁions for
techniques éuch as the present.

The model proposed in this paper corrects interrela-
tionships between variables which have been assumed to be
absent in most financial research.j In some cases this
correction may have meant the difference between the
success or failure of many of the linear models probosed
by others. With this technique, the individual is equipped
to handle more statistically complicated problems. |
Secufities analysis has peen dominated by the_Random ngk
Hypothesis for many years, as it is the only technique

which has gained any statistical support,
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My thesis has been that much of the reason for the
lack of statistical backing for technical and/or fundamen-
- tal analysis is the lack of a powerful enough statistical
tool. The present study hopes to show that the distribu-
tive lag model coupled with the combining ofzthe two
disciplines, Technical and Fundamental Analysis, will show
that predictive models may have validity. Teqhnical and
Fundamental Analysis are mutually reinforcing and together
they form a strong coalit_;ions (Technical Analysis takes
the demand fbr a product into accqunt, and Fundamental
Analysis estéblishes the‘value of the security.) In eco=~
nomiékresearch if the individual knows the value of and the
démand'for a product; he can anticipate the price of that
product,r |

I believe that a coalition between these two concep-
tual areas will give us more ability to predict the value
and‘demand of a security. Tne distributive lag model
developed by James E. Martin gives us the ability to do
"this predicting. Thus, this study proposes that a,fully\,”,,
developed model based on the distributive lag principles
will provide‘good nredictive capabilityo.

| I would like to thank two individuals on the faculty
of Oklahoma State University for their help and under-
standing. Dr. John R. Franzman was of immense help in ;he

statistical development and computerization of this study's
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model; while Dr, George F. Pinches helped with the finan-
cial basis for the study. An exﬁra thanks goes to Dr.
Pinches, my adviser, for his help and patience whilevI was
writing this paper. I would also like to thank my wife
for help in editing, typing, and support during moments
when I thought all was lost. Thanks goes to my typist,

Raine Bridgewater, for her patience and help.
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CHAPTER I
INTRODUCTION
General

Two theoretical fields of investment analysis, funda-
mental and technical, have been emphasized as approaches
to investment decision making. These theoretical tools
have been formed into two different fields of thought, and
too ofﬁen the thought of crossing from one field into the
other has been rejected. The individual investor takes
the factors of both fields into.accounﬁ before making his
decision, whether by actual study or by intuitive thought.
This study will include factors from both éf these con-
ceptual fields of investment analysis, in the hope of
identifying some of the important factors from both fields

which enter into the investor's decision process.
Purpose

This papér will attempt the development of a quanti=-
tative, computerized model for explaining securities price
changes using factors from both fundamental and technicai
analysis. A non-linear distributive lag program which

l .



corrects for the auto-regressive errors caused by lagging
certain independent variables will be used in the develop~
ment of this qﬁantitaﬁive modei. .The factors which will
be lagged in this study will be technical in nature and
thus are related to the demand f05)the stock. The objec~
tive of this paper will be to proée that a non-linear
distributive lag model using both fundamental and techni%
cal variables can lead to a partiai explanation of stock-
price changes, This study intends‘to show that the model
includes ﬁeﬁy of the important variables, and that these

variables lead to a significantly high coefficient of

determination.
Methodology

Attempting the development of such a model requires
conetant attention to the fine points of statistical
analysis. In a paper of this nature, one must first
identify the factors which are of importance in such a
model; In doing this the individual, in a way, biases
the study since he has the tendency to put préority on
those variebles he deems as important. Afterithe_va?i-

‘ » A }
ables have been selected one must test these factors for
significance; throwing out those which are not significant.
to the predetermined level. New variables hust be added

to the test group of variables to supplement those already .



in the stﬁdy, and to take ﬁhe place of those non-signifi-
cant Qariables in order to increase the coefficient of
deteérmination°

A test group must be chosen, at this point, which is
representétive of the population to be studied. The test
group for this study consists of thirty companies (Appendix
A) chosen at random from the_Standard_and Poor's Composite
500 Index. These thirty cqmpanies‘represent twenty-nine>
different industfial groups, and give the study a wide
;epresentation of the population. The randoﬁ.selection of
tﬁese companies will eliminate the bias associatéd with
the seiection of companies fo; the qualities desired inA
the study output. |

The dévelopment of a truly meaningful model_rquires
that proper quantitative techniques be used. In this
study we wili use two techniques: a standard linear
regression method and a non-linear regressive method which‘
COrrécts for the auto'-.»regressive.errors° The first tech-
nique, a linear regressive method, will be used to test
the significance and intercorrelation of the variables,
and to get the needed estimates of the paramete;s for each
variable for the start vector analysis of the non-linear
technique. The non-linear technique will be uséd_in the
deyelopment of our model, since with this type of mathe-

i
I

matical model the fluctuations and interrelations of all



the variables can be taken into account, and thus it can
increase the explanatory capability of the model. This
adjustment process is particularly good for relationships
deveioping between two different periods' observations pf
the séme variable, The déveiqpment of a technique which
corrects for these relationships should be widely rer
searched in economic and financiai analysis since so much
in: these areas of study ié felated to time series studies.

This technique is being used in more and more areas of

economic study, and this study is dﬁaertaken with the hope
of furthering the knowledge needed for its use in finéncial

analysis.
Plan of Organization

In Chapter II the principles of random walk, funda-
mental aﬁal?sis{ ahd technical,analysgs are examined. This
chapter will give the financial basis of the study, but it
will not atﬁempt to cover any of these conceptual fields
in great depth., Emphasis willrbe given those studies which
have uséd methods similar to those employed in this study°
This pépér will attempt to show both the strong and ﬁéak
points of these studies.

The quantitative techniques and program used in this
study will be reviewed in Chapter III.  The b%gkgrqunds

and applications of the two quantitative modelS'wiilnbe



discussed and details of the development of both the
regression program and James E.-Martin‘sv(autocorrelation
program) will be given in order to provide the needed
information about the use of these m.odels.l A full ex-
planation and discu%sion wi11 be given in Chapter}IV ¢f
all the various tegts andvg%atistical measures which were

used in evaluating the results of the study and the appli-

cation of the model in the future.
Limitations

In studies of the securitieé' markets and other
economic factors limitations are commonplace, in-that they
are éaused by the very nature of these fields of study.
This study was limited to the large listed companies which
are included in the Standard and Poor's 500 Coﬁposite-‘
Index, from which we drew our random sample of thirty
companies, and thus this model cannot be expected to apply
to all firms without further testing. The model also has
the weakness of being applicable to the test compénies
only forﬁthe period of the study (January 1, 1966 to March
1, 1969,) and cannot be applied to other periods without
adjustments. Time and finances limited this study since
they placed constraints on the number of companies studied,
the time perioé considered, the ﬁumber of‘variables in- |

cluded, and the amount of computer time available, to name



but a few of the limitations imposed by these constraints.
More thorough testing and‘develqpmént of this model and
others like it should be in order, and this_development»
and testing may lead to a model with more widespread
application. |

The present study has value, in that, it furéhers the
knowledge of investmént theory by proposing a quaﬁtitative
model containing both fundamental and technical va.riablgs°
The combination of variables from both of these areas may
show the way to the rejection of the fandom walk theer;
This study will stfive to give some statistical baéis for
the acceptance of fundamental and technical aﬁalysis, and
challenge someone to further study ﬁhe developmént of a

truly valid and highly explanatory model.



FOOTNOTES

lJames E. Martin, "Computer Algorithms for Estimating
the Parameters of Selected Classes of Non-Linear Single
Equation Models," Processed Series P-585, Agricultural Ex-
periment Station, Oklahoma State University, May, 1968, p.
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CHAPTER II
A REVIEW OF INVESTMENT THEORY =

Members of an affluent society have a great deal of
money to spend and.investf More and more peqple have
béntered the capital market with their excess funds, and
thus there is a growing.demand for knowlédge ébout stocks
and other securities. This demand for knowledge about
security analysis has‘led to ﬁhe‘éevelopment of three basic
areas of thought and reseafchz random walk hypothesis,
fundamental Qr‘secﬁrity analysis, énd technical analysis.
These conceptual areas give each individual.a refe:ence‘
point from which to develop his own theory of security
. anélysis° The formalized étructuring of these areas is
rather new to the market structure, as most of the materials
upon which they ére based date back only a couple of cen-
turies. The development of the computer for application to .
securities analysis was helpful, since the data needed to‘
stétistically prove or disprove the development ofrany_
theéry is beyond the individual's computational ability.
This chapter will cover the threé conceptual divisions of“

investment theory in the order they were listed above.



The Random Walk Hypothesis

This theory casts doubt on the whole field of security
analysis, in that it leaves no area open for the predicting
and describing of the behavior of stock prices.

Random walk theorists usually start from the

premise that the major security exchanges are

good examples of efficient markets., An effi-

cient market is defined as a market where there

are large numbers of rational profit maximizers

actively competing, with each trying to predict

future market values of individual securities,f

and where important current information is

almost freely available to all participants.

If the securities' markets act .in theiway suggested by the
Random Walk Hypothesis, we can assume that the market price
reflects all the information available about the given
stock value, and that a purely competitive market exi_sts°
In this type of market the price is based on the current
information, thus past information and prices have no
bearing whatsoever on the current period's price. If the
random walk hypéthesis is a true description of reality,
nothing could be gained by sophisticated investment anal-
ysis. Instead the individual investor could make as high
a return on his capital by a random buy and hold policy as
could be earned by any other system.

The random walk hypothesis does not actually suggest .

a purely competitive market, but rather suggests that some

inperfections'do exist. It suggests that the actual price
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at any time is a random deviation from that stock's intrin-
sic value, whereas thé‘efficient market suggests that the L
actgal price is a good estimate of its intrinsic value. -
This random fluctuation of price will be caused by the
competition between buyers which reduces any systematic
tendencies that exist, Competition of this kind causes
information to be instantaneously reflected in the current
prices; but since no new information can be fully under-
stood, the instantaneous adjustment of prices has two
implications.

First, actual prices will initially overadjust

to changes in intrinsic value as often as they

will underadjust. Second, the lag in the com-

plete adjustment of actual prices to successive

new intrinsic values will itself be an indepen-

dent, random variable with the adjustment of

actual prices sometimes preceding the occurence

of the event which is the basis of the change

in intrinsic values (i.e., ‘when the event is

anticipated by the market before 1t actually

occurs) and sometime following.
The random walk theory suggests that a series of stock.
prices has no memory, thus a price at time t cannot be
used to predict the price at time t + 1.

The testing of this theory is a problem in itself,
but two techniques have been developed to accomplish thisg:

v \ ' L - o

(a) by running a series of prices and coming up with the
serial correlation coefficients and testing these for sig-

nificance, and (b)'testing the different méchanical trading

rules for predictive capability. The fi:st method is more
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widely characteristic of<the'available research. The body
of currenﬁ publishea research tends to suﬁport the random
walk hypothesis. Codtner suggests that systematié changes
do exist, but to tést them fof significance is béyéﬁd the
ability of the currently used‘statistical tools of finan-
cial analysiS°3 Any time series is filled with autocorre?
lation and the standard linear regreésivezteéhniqueléannot
take thié correlation between ihdependent.varigbles'into
aécount° Most of the tools used in‘this type of researqh
are not powe:ful‘enOugh to detect the éignificance levels
of autocorrelation associated with time series studies,
but,it is not enough to say that present techniques are not
"significantly powerful enough unless a model can be offered
which idéntifies this autocorfelation, The identification
of this autocorrelation is the aim of the present study.
The second technique, testing the different mechanical
tradingirules.for significant predictability, is less clear
cut, and the question arises as to whether the diSproving
of theseﬂrules.is.justification for the acqeptance of the
random walk theory. The lack of prediction by any mechani-
cal trading model does not prove the truth of the randpm
walk hypothesis, but only proves the invalidity of the
- model it;elf, Too much freedom has been taken.in this type .
of study‘to prove something thét the model studied is

acﬁually désiénéd to disprove. The error in prediétion may



12

have beeu an”error in the rulesiof the model and not'in the
model itself, and this uould not justify the acceptance of
the hypothes1s that the random walk theory was a good esti-
mate of reality. Seelinfreund, Parker and VanHorne suggest
in their study of a quadratiC~formula tor the prediction of
stock price that the model was applled to an exten51ve
series of dally price data and the results are found to be
consistent with the random walk theorygof stock price
behavior;4 ‘But'they also stated that one,study_of a
mechanical trading rule is‘not enough to prove or disprove
the random walk hypothesis. Thefproving or disproving of
this»theory will take many studies; at the present time'all
we can hope to do is to further the knowledge available;
The random walk theory may gain more support while we are
increasing the khowledge of stock price behavior, but the
real proof will lie in proving that-no significant systema~
tic tendencies exist, and not in whether or not a mechani-
cal system is valid.

It is not enough to prove that systematic price series
exist. In order for this to support the development of
mechanical trading rules, there mustvalso be significant
profits which can be made by using such a rule. These
trading techniques must make a level of profits which,
after commissions are subtracted, will vyield a higher net

profit than can be expected from a random buy and hold
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policy. Thus any mechanical sYstem'WhiCh will not bring
forth such a yield-is ﬁot worth the.effort put into its
develoément or the investmentvof funds using the system.
The explaining and developing of‘these mechanical trading
rules isbthe basic objective of Ehe other two fields:of

Financial Investment Analysis., . a o
Fundamental Securities Analysis

Fundamental Analysis is the taking of all available
information, related to the economic evaluation of the
security, and attempting to piojectiaﬁuintfinsic Valﬁe for
that security. The fundamentalist believes that the price
of a security always strives toward its ihtrinsic,value,
and that profit potential exists When ﬁhe intrinsic value
deviates significantly from the market price. Thisxtheory
advocates.the buying ahd selling‘of securities based on the
deviations_between the intrinsic Valge‘and.their market
price., This theory advocates the buying and eelling_of
securities based on the deviations between the int:iﬁsic
value and their market price. Fundamental analysis is not
too far remo&ed from the random waik hypothesis; since the
only real poiﬁt of disagreement is that in fundamental
analysis infoimation tends to be:restrietive and thus there,
is profit to be made by the prediction of price. Fama

supports this in his’article on random walks.
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- The analyst will do better than the investor

who follows a simple buy and hold policy as

long as he can more quickly identify dis=-

crepancies between actual prices and in-

trinsic values than other analysts. and in-

vestors, and if he is better able to predict

the occurrence of important events and

evaluate their effects on intrinsic values.
However, he cautions that the real prodf lies in the
fundamentalist being able to produce profits greater than a
randqm buy and hold poliéy, after;all incremental costs are
subtracted. Several articles on the random walk hypothesis™
state that a few individuals practicing good fundamental'
analysis are needed in order that the market will retain
its random character. They state that these investors per=.
form the function of transferring ihformaﬁion and thus
--helping the stock prices to reflect all the current infor-
mation. These investors, they say, must be able to make
returns above the level of the random buy and hold policy
to pay them for their services. This suggestion weakens
the random walk proponents own thesis, in that they open
the door for profits greater than their own policy would.
produce, and turns their own challenge to produce higher
profits back upon themselves.

The fundamental analyst is concerned with every bit of
information which might help in predicting the economic

growth of the firm in question. Some of the common funda-

mental tools are: sales, earnings, dividends, management,

plant expansion, return on assets, share of market, sales
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area expansion, research and development, etc. Any infor-
mation which may affect any of these areas must be con-
sidered if the fundamentalist is to produce an accurate
estimation of the value of the security. In order for the
fundamental analyst to project the intrinsic value of the =
security‘profitably, he must have access to first~hand
information and must have the resources to take advantage

of the information gathered. The insights of analysts are -
of no real value unless they are borne out by the market,

that is, unless the price moves in the predicted direction.

In order for the fundamentalist to claim success he must

be able to produce these insights consistently and with
substantial profits.

Many studies have been done on the ability of the
fundamental analyst to produce meaningful predictions.
Berstein lists the following tests of a true growth com-
panys: a true growth must have a better-than-average up-
trend in sales and earnings, but it must also meet the
following criterion:

(1) The uptrend in earnings should be relatively

smooth. Earnings need not rise every single

year, but they should show an increase in at |

least as many years as the "average" company s .

earnings increase. (2) What is true oOf earnings

should also be true, in most cases, of divi-

dends. (3) Return on net worth. should be main=

tained; and if the dividend payout is abnor-

mally low, then return on net worth should

.actually be rising. (4) Increases in earnings‘
and/or net worth should of ‘course reflect an
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increase in the physical voiume of output

or at least a beneficial shift in product

mix - rather than merely larger dollar

results reflecting a rising price level.

A firm can have any one df:these and give thé outWard
:appeérance of being a growth éompany as long as it has
rising sales ana earnings. .Thevreél ﬁest is whether the
combinatieon of all four of these:facﬁors exists with rising
sales and earnings. The fﬁndamental analysf must take all
these factors into consideration befére projecting an
intrinsic value, or his analysis will be faulty and‘i_ncon»-=
sistent.

‘Many individuals equate the cqncept of growth company
with.that of a growth stock, but the two are notrrélated.
A growth stock is identified only by hindsight and is
simply a stock which underwent a rapid increase in price.
A growth company on the other hand is a company whqse
stock, because of good management, etc. increased in value -
at a :easonable'ratio to increase in}earning power  over
time and is likely to appreciate in the future,7 The con-.
cept of a growth company is dynamic and reflects from an
overall good corporate structure anduperspgctive, The;_
security of a growing company 1is mqre‘likeiy to withstand
the downtrends of the market and growvmore rapidly in an
upward.market trend. -

This is not to suggest that the job of the fundamen-

talist is easy when actually it is very difficult. .The
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analyst must project sales, earnings,'inVestments, divi-
dends, etc. far into the future, and the methods of accom=-
plishing these projections‘are‘themgelves‘weak, Accoun-
ting's experience with cost and profit budgeting gives us
an example. Projections of costs_and profits six months,to3,
a year into the futufe can be fairly aécurate when we are
given all the available information, but any projections of .
periods furﬁher into the future is not regommended as being
accﬁrate‘in cost accounting. The Same limitatipns are true
in fundamental prediction,.and Holt states that the uncer-
tainty of fofecasting earnings in the d;stantjfutﬁre is a
much more important consideraéion fof growth stocks thén
fqr nongrowth stocks.8 Holt does showfthat by assuming a
constant growth rate that a trend diagram can bekdrawn
théh:will offer é framework for evaluating growth com-
panies. The technique is called‘a Nomograph and it gives
the expected duration of future growth given. the exisﬁeqce
ofba constant dividend policy.

It must be nbﬁéd that the current dig;ounting methods
are not significantly powerful enoughzté.give the full
future effect of fundamental information. As more sophis-
ticated techniques become available, fundamental analysis
and ité sister predictive conceptual division, technical .
, énalysis, will achieve greater acceptance in the world of

financial investment theory. = Both of these disciplines are
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not Structured for the average invéstér#!éince the tech-
nigques and models needed for gugcess in these fields is
beyond the average investor's comprehension. . Aﬁte:’thése
fields are'proyen the averégg investor will bevable to use
some of the,simpler models which wi}l.spin off the more .
complicated ones. Fundamental analysis will have less
appiication,hefe as it réquireé the most advanced infor-
mation available fér the predictiQﬁ’of a securiﬁy"s in, 
trinsiczvélue, and the sma;lﬁin&éstorvdoes_not_héve ﬁhe
fécilities to collect ahd use,this informationo This
discipline cannot be discountedvas.itvwill take a major.
part in the overthrow of the random waik theory, if it is
overthrown, but a combinatioh of bothAfundamental analysis
-énd teéhnical anélysis is a stronger,approach to the pre-_

diction of securities prices.
Technical Financial Analysis

There has beeh a lot of criticism of technical analy-
sis since iﬁs conception. The.random.Walk theorists
Suggest that you cannot use past supply and dgmand figures
to present a competent prediction of the future price gf.a
security, and the fundamentalist‘states that you cannot
éredict the pricé of the stock without predicting its
value. In spite of this criticism more and:mo;e'investors.,

are tdrning to technical models forzthevprediction_of_
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securities prices. This is true because anyone can develop
their own model by using the principles of this discipline -
to set the rules and constraints the way they want.: Not
all of these models are good ones, for various reasons, and
the ones which one hears about are not those which are
likely to be predictive. If a model is good, then it is
best to keep it to-oneself, since,if\it becomes general
knowledge the predictability and/or profitability'may be
lost.

Technical analysis isﬁjinvessence,,the_recording of .
the actual history of trading (including both price move-
ment and the volume of transactions)_for one stock or a
group of equities, and deducing the future trend from this
historical analysis.

Technical theory can be summarized as follows:

(1) Market value is determined solely by the

interaction of supply and demand. (2) Supply

and demand are governed by numerous factors,

both rational and irrational. (3) Disregarding -

minor fluctuations in the market, stock prices

tend to move in trends which persist for an

appreciable length of time. (4) Changes in .

trends are caused by the shifts 1n supply and

demand relatlonshlpso9
There are more individual technical schemes than can be
related here, as each investor modifies a model to fit his
own personal needs. The basis of all technical models is
the old adage that history tends to repeatvitselfhvthus the
use of historical data is justified invthe_prediction of

securities' prices. The technician suggests that, even if
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the fundamentalist did predict the intrinsic value of a
security and if this belief Wer;indt shared by others,.the.
chance of it coming‘true is little and.nqneo_WSupplylgqq_
fdemand must be consideied-iﬁ anyybredictive model'for_
securities“ prices.

There has been little_prpofsét f§rth3wﬁich backs
technical analysis, and most of the curreht resea:ch tends
to discredit.and/br dismiss ii;.‘convl:ple.telya Levy lists four
majoxr criticisms of technical analysis.

First, it is contended that the behavior of )
the stock market in the past may not be indi- =
cative of its behavior in the years to. come. . .
Second, that technical- traders actlng on the
results of their studies tend to create the
very patterns and trends which they claim have
predictive significance. = Third, that, if
technical analysis is continually successful,
an’ . influx of technical: traders will neutralize
whatever profit potential exists.  There are -
four reasons why this criticism is not-fatal
to technical analysis. (1) It is quite possi=
ble that extremely successful technical systems
‘have been developed but, f0r’thiS'very reason,
have not been publicized. (2) It is likely
that those who are not engaged in technical
analysis would be reluctant to believe the claims
of successful technicians. (3) To the extent
that technical analysis may depend in part upon
the use of electronic computers and sophisticated
mathematical techniques, both the expense and - the
requisite training and knowledge will prevent its
exploitation by the majority. (4) Most people
will not take the time, patience, or effort to do
the work necessary to achieve results by technlcal
- analysis. PFourth, technlcal analy31s is too
subjective.

The critical point the technician and the fundamentalist

have in common is one of taking data from past and present



21

periods to project future prices. The two areas use dif-
ferent types of information and this has been a major
stumbling stone to any combinations of the two. The tech-
nician is faced with easily available information for any
time period he wishes to use, but the fundamentalist is
faced by information which is published at different times,
and in differing quantities. Thus, in this study it is
felt that the use of two diffe?ent types of data need not
be a barrier between the two conceptual areas and the study
hopes to show that much can be gained by the combining of

these two areas of study.
Suggested Model

Alone neither of the latte: two theoretical divisions
will be able to gain enough support to overthrow the random
walk hypothesis, but together they form a good coalition
with one area éovering the other's weak points. The prob-
lem which confronts>those who wish to combine these disci-
plines is mainly one of structure. A model containing two
completely different types of independent variables is more
complex and harder with which to work. The technical
factoré are readily available, but must be entered in the
way of a time series and thus the model must correct for
the correlation bétween these independent variables as mem-

bers'Of a time series. The fundamental variables are not
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as readily available, and their gathering often causes
problems. There are three wéys of handling these fundamen-
tal variables when they are to be entered in the same model
as technical factors: (1) report them only on the day of
theif availability while on all other_days they are carried
as.zero; (2) report them on the day of their availability
and everyday until the nekt report as the same value; or
(3) develop a program which will figure the value of that
item for every day between reports. Bach of these has its
advantages and disadvantages and the most accurate is the
third, but in order to use this method one must have
unlimited time and resources.

The model proposed in this study will use a three-
period lag}on technical factors in order to establish the
desired time series. The model uéed for this study will
correct for the correlation between these lag periods and
lagged variables by using a predesigned program for esti-
mating the error parameters associated with these lags,

The fundémental factors of the study will be carried as the
same value from one reporting-date until the next, which is -
assuming a constant affect of these variables, because due
to the lack of time and resources a program cannot be devel~
oped to figure each day‘'s value. This is an additional

limitation on the part of the fundamental factorsf In the

next chapter the quantitative background of the proposed
\ |

model will be explained in depth.
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CHAPTER III
DEVELOPMENT OF THE QUANTITATIVE MODEL

The gathéring of data énd its correct ﬁse-within a
quahtité?ive model will determine the validity of that
model. Thus precautiéns must be taken‘to guarantee the
validity ana applications of thé information used. This -
will increase the chance of the study being free of[errors
and inconsistencies, which arise when inappropriate da£a'
units or types are used. Proper collection and use of a
dataibase wili save many hours of needless work and effgrt
when it comés to correction_énd.explanation‘of the study“s

findings.
Investment Data: Its Sources and Uses

Data on securities markets is readily available to all
persons, but items must be chosen which have application to
the particular study. Then,caré must be taken in_adjusting
and using this information. The availability of these‘
statistics many times forces adjustments to bevmade in
order to adapt them to the study. An example of this'cap‘

be found within the present study, i.e., earnings could

24
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have been handled in any one of threé'waysz (1)_Entered on
the déte of their publication‘as‘the;full va;ue but zero on
aii other:days; (2) Entered on all days as the value at
their last repérted date; or (3) A different Value could be
computed for the effect of these earnings on each given day.
Each of these would have a different effect upon the model%
effecti&eness; When choosing thése data units the ones
which wiil give the stuay the most validity must be chosen
but yetvwill not make thé data collecting more costly than
the benefits to bé gained.

In Appendix B a full list of:the statistics and their
sourgés is given.  In this study more than one source was
sought for each statistic in order to assure the availabil-
ity of all the needed information. If a volume of the
primaty source were missing, the information was teadily
available from an alterﬁate source.

This study proposes the use,pf two different types of
data in the construction of a quantitative model for pre-
dicting sécurities prices and values. These variables,
technical aﬁd fundamental, were_explained»in the”previous
chapter, but it must be recognized that the techniéal»n
~variables tend to be readily aVailable-while the fundamen-
tal variables tend to be less available and systemétizedo
‘ Thu..s‘, in this study, the fundament'él var_iab_l:esﬂ' will be

reported at the quarterly reported value until the next
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report, while the technical ?ariables:we:e'reported at
their weekly Qalue.b This way all of the.variables have:
values for all periods, but it is not‘the:optimal tech~
nique in that it assumes that the‘quarteriy value will have
a constanﬁ effect on securities prices. The alternative
approach of reportinévthe value enly on the day Qflthe‘.
report is based on the premise that they only affect the
security on the day of their issue, and the limited time
and resources pfecluded the develqpmeht of a program to
figure the exact effect of an earnings.%eport on securif
ties' prices. Next comes the job of developing, adjusting,

proving, and using the proposed model.
Linear Regression Model

Linear regression is a quantitative technique commonly
used in financial model making. This techﬁique_is often
used in models involving a time series, but this is beyond
its statistical capabilities. It was designed for the
specific purpose of‘giving a value estiméte o:}equation
model given that the following“assumptions were not ?io-
lated: (1) linear relationships exist between_independent
variables, (2) there is no interaction between independent
variables, and (3)vthere is an independence of the error
terms (M) between observations of any and all varieblesc.l

When a time series is included involving the proposed
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variébles this automatiéallyVeliminatés‘the linear modelh
since one céhnot expect two timg periodsi values Qf.the
same variable. to be_completely.uhrelated, .This”woﬁld vio~
late ali the statistical theory knowhttq man. This inter-
relation,of timé series Qariabies was Shbwn in a prior
study and paper., | |

This‘study relatéd basically;té ﬁhésamevtype of a
model as the one proposed in the present study‘except that
it\suggésted ;he use‘of a iinear rather than a distributiVe
lag.techniquea It coveréd the sémelﬁhirty‘éompanies (Ap~ .
pendix A) which are included in the present‘studyi but only
ten variables were considered: market index, industry_in-
dex, price, earnings, and dividends. These Variablgs weré
chosen for their accessibility and they were used to try to
prove thét some dégree of explanation could bevachieved
using a liﬁear regressive model. .The.first three variable‘ 
groups were_invblved in time‘se;ies_with the,first,two
being lagged one period while price was,lagéed two periods.
This_priér study used the same computer linear reg;ession
model which will be used in the present study (BMDOBR).to
estimate‘parameters aﬁd check for significance. The general
form of the equation was: .

=+
:'Et:- bF

(1) P A+ b +b, P +Db 4

t 1 5t-1 " P2 Tt-2 £ T

3 t

by AL + bg By + bg By 5 + by Dummy + et
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The assumptions listed earlierTcogggrning_linear re-
gressién weré assumed tb be true and the model abee.w;sv.
considered td be a good estimate_of‘price:behavior forv;he
purpose of the briér study.

This assumption had to be rejected,when a graphiéal_
plot waé m;devof severai periéds of a security's price‘
behavior (Figute‘l), It showed that thé,model explained
only a small amount of the price flucquation,.and tendgd‘
only to form a trend ignoring thefluctuatioﬁs which it-
could not explain by its_leést.séﬁares technique; But this
équation could not be compléﬁely:ébandoned, sincevall but
two of the variables, markef index at t and industry indexv
at t, weré significant at.theadlgieﬁel (Tablevl)% The
coefficient of deterﬁination.was\a‘low -3983, and showed

that more variables needed ;o.be.added to increase.thef
explanatory ébility of the modéi. It waé not hard‘at this.
poiht, to suspect that no true_lineaf relationship exiéts,
sincé there are undéubtedly felationships between lagged
6bservatiqns of fhe same variables but an alternate tech-
nique had to be found.

This called for the abandonment_§f any assump#ioné‘gf
a linear equation, and a new»approaeh to the suggestion Qf
a more sophisticated model. There were two possible
approéches which could be taken: Spect:al.Ahalysis, o::ci'v.:j

Distributive Légs° Spectral Analysis would establish a -
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TABLE I

THE IMPORTANT STATISTICS FROM THE. LINEAR MODEL. . .
” APPLIED IN A PRIOR STUDY

s By
Pt-1 .03442*% 12.40624 .12981
Pt-2 .03208% 11.45616 .01888
EPS. 28.29495% 35.82999 ~.19153
‘AEéS -10.42887* -13.99233  .03149
1T »,B1532  1.26632 . ,01938 -
ITt-1 .04189*  3.39820 | 00226
MI .02822% %% 2.39893 .00162
MIt-1 ©.03914%*  3.19543 . ,00158
ADiv | -2.68971* -3,28808 . .00176

Coefficient of Determination . L .3983

* significant at the .00l level’
** Significant at the .0l level
**%* Significant at the .02 level
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confidence interval around the Lineérvkegression Line, and
would explain the fluctuéfion oétside this range as random
if no pattern existed and systematic if these fluctuations
tended to pattern themselves. A Distributive Lag Model
would tend to follow a path of estimation, which would -
closely apﬁrbximéte the plotted price path of the observed
security price. In this study the Distribut;vg Lag Model
will be assumed to be the better approximation of stock
price behavior. Equation 2 shows the model which was pro=
posed by the p?evious stud?vas an approximation of the se-
curity price movements. This model can be compared with
the model developed in this study, and one may be ablé to
¢

evaluate the worthiness of the model suggested by the

present study..

7(2) Pt = ,12631 + .03442 Pt-l + i03208 Pt~2 + 28.29495 Et

- 10.42887 Ft + ,01532 A_ + .04189 A__; + .02822

A+ .03914 B - 2.68971 Dummy - 6.1268

t t-1
The present study is divorced from the simplevlinear
regression model and is undertaking the_use of thebmore
statistically powerful Distributive Lag Mpde;o, However,
due to time and a limited computer budget it was not prac-
tical to use the more sophisticated model for all the

. needed functions. Thus the simple linear technique will be

used to estimate parameters needed in the Distributive Lag
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Model, and to test the variables for significance. Theb
linear médel can perform bofh of these functions with some
degree of accuraéy. It is:méstﬂéccﬁrate in the testing Qf
the variables for_signifi¢§nce,.aS.this has to‘dq_witﬁA
their linear relationships ﬁojthe‘déﬁéndent \}ariable°

To perform this function for the stddy, a canﬁed pro-
graﬁ was chosen from the Univefsity of California at Los
Angeles_Biomedical Research Series. The specific program
(BMDO3R) is a linear regreséionvprogram which allows for up
ﬁo 100 variables and 99,999 observations per variable° ‘.
This program also gives the study the ability to test any
size:Sub—sample from within the total data deck. Thus any
portion of the data can be drawn out of the sample and
iested against the Qutcomes of thé sample tests.  This
gives a quick test of the conformity of the sub-samples
.with the over-all study. The_outputhf the”pfqgram gives
the correlation matrix of all the variables (which can be
»used fo check the correlation between variables), the co-
efficient of determination (showing the degree of explana-
tién of the model), the correiation‘coefficient for each
variablé (which will be used to estimate the needed para-
meters), and the T-test value for each variable (usedlto
test thevvariables for significance,) The two statistics
which are of most importance‘for our further stﬁdy is the

correlation coefficients for each variable, and the T-test
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vaiue for each variable, but we will use the other two in a
supporting role. The correlation coefficient gives us Fhe
parameter estimate which we need for the start vectdr cards
in éhe Distribufive Lag Model. These are the values which
staft our model into operation; using the T~tast value we
can find out ;hetﬁerjthe variablefis significant or insig-
nificant by using a standard "t" table from a statistics
textbook .

This study has used a standard linear regressive model
as a tool in a more s0phisticated.mod;elo The linear -
techniqﬁe is by no means relegated tobstrictly a supporting
role, for if the variables of a model fit the assumptions
stated earlier it would be foolish to ﬁse a more powerful
model than is needed to do the job. Thﬁs the linear re-
gression model is useful and cannot be discarded, but when
the conditions are not those which call for linear regres-
sion, we must strive to recognize these conditions, and‘use
other methods which are powerful enough to do the job.
Based on this fact the present study chose to use}the James
E..Martin Distributive Two-Lag Model for the development of

. . . 2
a single equation non~linear model. .
The Distributive:Lag Model

The Distributive Two?Lag Modelv(Appendix C) is not

without statistical backing, in fact it is a highly advanced
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form of distributive lag model, which has been set forth in
the study of economics over the last few decades. The de-
velopment of these non-linear models has become a meaning-
ful part of economic research since Koyck and Nerlove
suggested that most economic prediction is based on past
time periods. Thus Nerlove suggests that some‘adjustment
process must be developed to take into consideration the -
interrelationships of the independent,variables and.parti- 
cularly, those which are members of,a time séries.3- Ne;-
love recommends two equations to take account for this'
autoregressive behavior ofbindependent variébles,.and they
are developed, in equatioh form, in.Aépendix C. These
equations give two basic ways of considering time series
studies, and both of them are single lag type studies. The
single lag study assumes thatvall‘the lagged indepéndent'
variables belong to one group and,a:e associated with one
lag parameter even though the second parameter is computgd;
Thesé studies and many others give a_fo:mg} basis for the‘
Two-Lag Model and several other authors suggest»that a two=
lag model may be more statistically significant, but”itsb,
formal development has been undertaken mainly by James E.
Martin.

Martin, in Computer Algorithms for Estimated_the,Para—

meters of Selected Classes of Non-Linear, Single Equation

Models, suggests the use of not only his own two lag model, .
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but also shows five other models which can be used from the
Same program.4 It is important, he stresses, that in any
study one uses the model which‘will give him thé most effi-
cient application to his research. The use of a tool which
is more powerful than needed is as much a mistake as the
use of one that will not perform the needed function. This
is true because the study may get bogged down;in the sta-
tistical ouﬁput, and overlook the statistics which will
give it the answers to the research in dquestion.

The programs developed by Martin are aimed at giving
economic studies better, more powerful tools with which to
work. It has been used in countless tasks in the field of
Agricultural Economics, but the major emphasis has been in
the prediction and explanation of demand curvés for agri-
cultural products. It has performed this function admira-
bly, but the program's application to financial research
has not yet been implemented. Distributive Lag Models have
been used in the financial field in the last decade, but
these have been mainly single lag‘models of less statisti-
cal complexity than the models developed by either Nerlove
or Martin. KXoyck suggests the use of a single-lag model .
which computes only one error'term in his study on the use
of distributive lags in a study of capacit? adjustments and
internal investment possibilities related to the steel

industry.  He sets forth reasons for the lag in the adjust~
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ment process which causes distributive lags, Table II.
Though his étudy was inconclusive, he suggested that it
furthered man's knowledge aﬁd that it showed that a time
series adjustment can lead to a more significantly powerful

quantitative model.

TABLE II

CAUSES OF DISTRIBUTIVE LAGS
(A) Objective Reasons
(1) Technological Factors

(a) It takes time to adjust the production of
investment and consumers' goods to the demand,

(b) The lifetime of durable goods, ihvestment and
consumers' goods causes resistence to com-
plete and immediate adaptation to changed
circumstances.

(c) The restriction in the behavior of entre-
preneurs with respect to durable investment
goods are of great importance in dynamic

theory.

(2) Institutional factors -- lagged reaction caused

by the rules dbserved, through law and custom.

(B) Subjective Reasons

(1) Imperfect knowledge of the market

(2) Psychological inertia of economic subjects
SOURCE: L. M. Koyck, Distributed Lags and Investment Ana-

lysis, Contributions to Economic Analysis, North Holland
Publishing: Amsterdam, Holland, 1954,
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Most of the other studies of distributive lags in the
finance area are equally inconclusive, but they all consist
of weaker statistical techniques than are available with .
the Distributive Lag Models developed by Nerlove and Martin.
Thus these more sophisticated models, particularly the two-
lag model, were studied as possible techniques for the
present study. Nerlove listed the assumption of all lagged
independent variables were in one group as a drawback in
the application of his model.6 Martin suggested the use of
the Nerlove model if all the lagged independent variables
were correlated between .50 and .75 with one another.7
Since all of this study's variables are not correlated to
that level, the two lag model will be used in this study in
an attempt to develop a truly meaningful explanatory model.

The application of this model to the present study
required very little alteration of Martin's proposed model.
The assumptions required were nominal, that industry index
and market index are related and should be included under
the same lag parameter, and that company volume and market
volume are related and should be included under the same
lag parameter, and thus were thrown together to form the
dummy section of the equation. The major implication and
assumption was that contrary to the random walk hypothesisp‘
past time periods can be used in the explanation and pre-

diction of future price movements. This is qualified by
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the assumption that alone these technical factors cannot
accomplish an accurate prediction of price, thus fundamen-
tal facts were added in érder to support these technical
factors. This model is set forth in Table III, and all
variables used in the model are defined within this table.
It will not answer all the problems, and its development in
this paper may not be proven or tested, but it is a step in
the direction ofvincreasing.man's knowledge, and by doing
this it may challenge someone else to further the study and
prove or disprove its hypothesis.: If it accomplishes this
task it will be worth more than the time and money invested

in its development.

TABLE IIT

THE PROPOSED NON~LINEAR MODEL

Pe= as (-4 (- A)(/-,s) +£°«AVA‘-: -(}r+,8)EwVA+-2.
+ AL ém\m-a ""ibéUat-: - (A +,5)Zba Ugt-2 +

/"!,beg Ujts + z:ckAkt-: ~()+58) z:ck Bktz+
Y- ch Akt-3 + ;‘dz Bat-) -(,\-/-,8)%&;2 Bot-a +
AAB %_’_de Bat-3 + ZM Emt-| +z prm Foat~ +§com6mt~
+i%m R wat- 1 ‘|‘£um Smt=1 -+ Z_VMert‘ -1 +£wvm+.

.,.;_3,,,, Dmtr va\m Pont-4 -a-(;g + M +,8> Pe-i =
[+ B+ Al Pe-z ¥ A NMBRy +et
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TABLE III

(Continued)

the current and laggéd values of the dependent

variable (m = O,

the lagged values
ciated with lag

the lagged values
ciated with lag

the lagged values
ciated with lag

the lagged values
ciated with lag

1, 2, 3)

of the company volume asso-
parameter M (m = 1, 2, 3)

of the market volume asso-
parameter M (m = 1, 2, 3)

of the Industry Index asso-
parameter A (m = 1, 2, 3)

of the Market Index asso-~-
parameter A (m=1, 2, 3)

Quarterly earnings per share

Change in quarterly earnings per share

Percent change in

quarterly earnings per share

Quarterly dividend per share

Percent change in
Percent change in

Percent change in

quarterly dividend per share
company volume

market volume

Dummy (profitability'measure)

Brror associated with variables V and U

BError associated with variables A and B

Autoregressive error

The pure constant

term

Error not associated with lags
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CHAPTER IV
RESULTS OF THE STUDY

In this paper an attempt has been made to cover fully
all the informational and statistical bases upon which this
study finds support. The study is based on the hypothesis
that movements in securities prices are systematic, because
of this a model can be constructed which will explain these
moveﬁents. A qualification arises in that this study is of
the opinion that the only way to build such a model is to
include variables relating to both the value of the secur-
ity and the demand for ﬁhat security. Thus both fundamen-
tal and technical analysis factors were included in'this
study's model° The inclusion of both of these theoretical
areas in the study gives the model a wide conceptual base
in investment theory. If this base is supported by a
significantly powerful statistical tool, then a meaningful
explanatory model should be the result. The statistical
results from both the BMD Linear Regression program and the

Non-Linear Study Model will be covered in this chapter.

Results From the BMD Linear Regression Program

Though this program has been used mainly in a support-

41
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ing role in this study, its proposed model will be esta-
blished., This will give us a comparison between this sim-
ple linear regression model and the distributive lag model.
The principles behind the linear model and its output have
been explained before and need no reiterating in this
chapter., It is of importance that it be remembered that
~any linear regression problem is making the three assump-
tions listed earlier in this paper. When a linear model is
used, it assumes independence of all the variables, with
the exception of the dependent variable, from one another.
This will undoubtedly cause some error, especially when the
time series variables are considered by the model.

In undertaking the job of analyzing the output of the
model, the first thing undertaken is a check of the signi-
ficance of the variables. Using a Standard T table, from a
statistics textbook, you compare the computed T value with
the table and establish the significance level for the
variable (Table IVo)_ It can easily be seen that a high
level of significance exists for most of the variables.
Thifteen of the variables are significant at the .001 level
while fbur of them are significént at the .0l level; these
variables are highly correléted with the future price of
the security. The other three variables (company volume at
t~-2, industry index at t-1, and percent change in company

volume) should be replaced by variables which are more
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-0.00016
0.00005
~0.01264
0.01105
-0.02169
~0.00190
0.34665
0.00226
0.00467
~0.34209
~0.50850
0.03859
0.78241
~0.07549
0.00017
0.15532
~0.11803
0.98143

TABLE IV

Computed |

T Value
1.76981%***
3.37315%%

-5.20233*%
10.12024%
-17.02196*
1,73693*%**%
~2.20114%%%*
-7.72891%

6.39314%*

-3.29493%**

5.29822%*

-6.96533*
 4.68442%
-0,73133
'3,33435%*
-9,30785%
~3.21906%*
16.57763%
~14.67481%
17.04218%

Multiple Correlation Coefficient
Variance of the Estimate

Standard Error of Estimate

Intercept (A Value)
Competence Check of Final Coefficient
Range of the Residuals

Range/Std. Error of Estimate

*

* %
%%k %
*kk*k

Significant at .00l level
Significant at .01 level
Significant at .02 level
Significant at .05 level

THE IMPORTANT STATISTICS'FROM‘THE LINEAR MODEL
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Proportion:

of Cumult.
Coeff. of Det.

0.17562
10.03348

0.00612
0.00189
0°d2450
0.00082
0.00002
0.00223
0.20761
0.00298
0.01203
0.00081

0.02407 .

1 0.00010
0.00892
0.00008
0.46585
0.00954
10.00627
0.01276

0.9859
0.9929
" 6.06445
2.46261
1.93159
0.98141
17.469
7.094
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significant and explanatory. The'variables which were
sighificant to the level ,001 give an indication that some
autocorrelation might exist.

In order to check for this autocorrelation, we must go
to the correlation matrix and see if any of these variables
are highly correlated to the others. Upon completidn, we
£ind that the five price variables are all highly corre~-
lated, and thus their explanatory ability is dquestionable.
There is nothing which can be done with the normal linear
model to compensate for this autocorrelation except to
eliminate those variables from the test group. This would
affect the coefficient of determination in an adverse way.

The coefficient of determination for the original
group was .9859 which was unﬁsually high for a linear model,
but it showed the possibility of a highly explanatory model
With the price variables removed from the test the céeffi-
cient is reduced by .49442, more than half, to .49148.

This is caused by the inability of the linear model. to cope
with the autocorrelation of the price variables, and having
to drop the highly autocorrelated variables because they
were correlated with one another above the ,75»levelo The
inability of the linear model to take these interrelation-
ships into account forces one to assume éway this auto-
correlation or forces the rejection of the model as being

non-explanatory. This rejection has been the case in
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investment theory, and many models which may have predic-
tive value have been cast aside, or used in violation of
the recommended cut off point (.75) for correlation between
two independent.&ariables.

Keeping these inconsistencies in mind we can construct
a model using the linear regression program's recommended
correlatidn coefficients.‘ It will be.assumed, in order to
facilitate the construction of this model, that the inter=~
relationship between all variables is below the .75 éutoff
point. Thus the model can be constructed as if no problems
existed, and as if it were our true estimation of the pro-
posed explanatory model. The proposed linear model is
shown in Equation 3, which is constructed on the pattern
suggested by Equation 1(a). We can use this model as a
point of reference when we finish the non-linear model in
the next secéion. |

(3) P, = 1.93159 + (0.01281) CV + (0.04726) CV

& t-2 t-1
~ (0.00016) MV, _, + (0.00005) MV, _, - (0.01264)
11,_, + (0.01105) I1I,__, - (0,02169) MI __ ;5 -

(0.00190) MI + (0.54665) EPS + (0.00226) A EPS

t-1
+ (0.00467) %&EPS - (0.34209) Div. - (0.50850)

%A Div. + (0,03859) %ACV + (0,.,78241) %A&MV -

(0.07589) Dummy + 0.00017 P + (0.15532) P

t-4 t=3

+ (0.98143) P, . + 7.094

+ (0.11803) P o1

t-2
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This study does not suggest that the above model will
prove to be highly explanatory, but instead this model was
set forth here to show the point in research where most of
the investment studies tend to stop. This study has showﬁ
whére and why this model would not be a good exélanatory
model, and when a financial or economic study contains a
times series autocorrelation between two or more of its
variableskshould be expected. Care should be taken to make
sure the analysis included searching the .correlation matrix
for variables which are correlated above the .75 cutoff
point. When some variables exceed this level of corre-
lation, some other technique should be used for the study;
and in the case of a time series a Distributive Lag Model

is recommended for accuracy.
Results Using The Non-Linear Study Model

Appendix C gives a good explanation of the Martin two-
lag model. This model gives one a tool for taking up where
the linear model leaves off, and to accomplish things which
cannot bebrealized by the use of the normal linear regres~
sion. It does have its faults and limitations, but within
its area of operating ability it provides a powerful and
accurate tool. The important statistics in the output of
the two-lag model for this study will be the pure constant

term, the theta estimate of the parameters, the "T" value
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test of significance, the predicted, observed, and residual
values of each observation, and the Durbin-Watson e
statistic.l These will give‘us the basic eleménts we need
for the development of the modei,

In using a model éﬁéh aéiﬂﬁs the interpretation of
the different statistical output must be consistent with
the intentions for which they were meant. This.study was
interpreted in accordance with the articles written by
James E. Martin,2 The important statistics are shoWnlin
Table V, except for the observed, predicted, and residual
values of each observation which will be shown later in our
analysis. The Durbin-Watson "d" statistic in this case
shows us very little és it is in the range of iﬁconclusive-
. ness, and thus does not truly indicate whether positive or
neéative auﬁocorrelatioﬂ has been present in the proposed
model. The level of this statistic tends toward the upper
range of incOnciusiveness, so one might intuitively suggest
slight positive autocorrelation in this study. This would
not be a statistical interpretation, but would be a response
one might make to a statistic which is autocorrelated more
positive than negative, in this study it will not be
interpreted as either positive or negative without further
information.

There is quite a lot of discrepancy btheen the T-

values computed by the non-linear program and those of the
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R Square (Coefficient of Determination)

TABLE V

Theta

0.03067
-0.08691
0.00057
0.00061
0.70421
0.77121
0.67817
-0.06453
-0,00084
0.02011
0.06258
18.32309
16.14764
-13.51444
-4,21401

Pure Constant Term

Durbin-Watson "d" Statistic

*
* %
g

* Kk k%

Significant
Significant
Significant

Significant

at the
at the
at the
at the

001 level
.01 level
.02 level
.05 level
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THE NON~-LINEAR MODEL

T-Value

- 0.84222

0.61435
1.72959%**x
2.16545%%%

31,59242%

30.84149%

33.65592%*
5.68488*%
0.11593
0.74031
1.23887%%%%
6.13492%*
3.45573%%

3.69817%
2.03873%%%

.92131
~0.61241436
1.73608780
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linear program. It is readily noticeable that the non-
linear model produces more insignificant variables and a
lot fewer variables which were significant at the .00l
levei. If ell those variables which were significant below
the .01 level were removed.ffom the study based on their
pfoportion of the cumulative coefficient of determination
(Table iV)'the "R" Square would be reduced by ,25625 to
;66506. This shows that the model, even though it is more
restrictive, will yield a higher coefficient of determina-
tion than the linear model, Even if those variables yield-
ing a significance level of .001 were checked for eorre—
lation above the cutoff point, the results will be the
same, The three correlation adjustment parameters haQe
absorbed this autocorrelation of the time series, and thus
have reduced the chance of high correlation between vari-
abies, Thus the significance level is established for this
model and is sigﬁificantly higher than the .49148 of the
linear regression technique. This study is now ready to

construct the non-linear model.
The Proposed Model

The final model, based on the distributive lag pro-
grams of James E. Martin, has undergone a complex develop-
ment process.3 It has been suggested that somegof the

variables are insignificant and should be replaced, and the
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inconclusiveness of the Durbin-Watson statistic for one job
has been explained. Five‘jobs were run using different sets
of the four lagged variables associated with the two lag
parameters, but in all of these jobstﬁe "d" statistic re-
mained in the inconclusive range. Thus the study suggésts
the possibility of a lack of any‘high degree of autocorrela~-
tion, or the iack of statistical power on' the ﬁarﬁ of the '@
statistic in testing for positive or negative autocofrelatioﬁ.
The model éuggested by the computer output is shbwnviﬁ
Equation Four, which is set up using the format shown in
'Table III. This is a complex model whose handling would be

(4) P

¢ = -0.61241 (1 - 0.70421) (1 - 0.77121) (1 - 0.67817)

+ 0.03067-v,_, - (0.77121 + 0.67817) 0.03067 V.,

+ (0.77121) (0.67817) 0,03067 V__, - 0.08691 U

3 t-1

+ (0.77121 + 0.67817) 0.08691 U (0.77121)

£=-2

_3 + 0.00057 At—l - (Q°70921

+ (0.70421) (0.67817)

- (0.67817) (0.08691) U,

+ 0567817) 0.,00057 At—2

0.00057 A, , + 0.00061 B (0.70921 + 0.67817)

-1
+ (0.70421) (0.67817) 0.00061 B +

t-3

0.00061 B

t-2 t-3

0.06453 EPS - 0.00084AEPS + 0.02011 %AEPS + 0.06258
Div. + 18.32309 %ADiv. + 16.14764 %ACV - 13.51444
%MV - 4,21401 Dummy + (0.70421 + 0.77121 +0.67817)

P [(0.70421 + 0.77121) 0.67817 + (0.70421)

-1
(0.77121)] P, _

+ (0.70421)(0.77121) (0.67817) P,__

2 3

- 0.61241436
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extfemely difficult. It must be realized that this is not

a tool for the individualvinvestor, because of the need for
a computer to do the computation of the predicted value.

We will néw make predictiéns using béthbﬁhe linear and non-
linear techniques and use these regressions to compare the

two.

In looking at the printed ébserved, preéictéd, andy
residual values for[the_non—linear»model, it is noted that
;t‘tends to be above the market when it is in a decliné
and below the market in an increase. In movements from'oney
stage to the ather the predicted value tends to move up;one
period in advance of the stéck price but tends to move down
at the same time. The predicted value for "t" will tend to
show the price at "t" to begin a decrease so prior knowl-
edge would be present. This cannot be taken to mean that
this model will accomplish this sort of a lag and prediction
in all céses. In examining this study one must remember
the qualifications that without furthér>study and testing,
this model can only be applied to the companies tested for
the time period in which they were tested. Thus, it would
be a statistical testing error to suggest that from no more
evidence than is present in this study that this modei's
predictéd vélueg Qiil always lead the observed value by any

specific period.
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TABLE VI

PREDICTED, OBSERVED, AND RESIDUAL VALUES

FOR SECURITY Z.

Observation %?E‘égl Predig?elc—iLlnletzg idual Predigtlzggar Residual

1 66.5 68.693  -2.219 65.329 171

2 66.5 68.80  -2.,30 59.135  6.365

3 65.25 ~  68.791 -3.54 62.0 . 3.25

4 64.25 67.861 -3.61 64.25 0.0

5 63.625 - 67.261 -3.63 66.003 -2.378

6 61.875  67.024 -5.149 70.581 ~  -8.706

7 58.75 64.725 -5.975 71.521 . =12.771

8 61.25 62.80  -1.50 74.039 - -12.789

9 64.5 65.417 - .917 73.821 . -9.321

10 68.75 67.244  1.50 ' 75.125 . . -6.375

11 66.5 ~  70.561°  ~-4.061 76.751 -10.251
12 71.0°  68.92 2.07 76.511 . ' =5.511"
13 74.25 72,139 2.11 78,115 -3.865 .
14 83.25 74.056 . 9.19 78.415 ¢ 4.835 .
15 82.5 81.338 1.16 ~  79.125 ' 3,375

16 79.0 80.23 -1.23 80.051 . -1.051

Shown in Figure 2.
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86
84 Value
82
80
78
76
74
72
70
68
66
64
62
60
58
56
54
52
50

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Period Number Observed

o¢———o0Predicted Punction Line Using Linear Technique
4——Predicted Function Line Using Non-Linear Study Model
~¥——-Actual Observed Values

Figure 2. Relationship Between the Actual Values, the Pre-

dicted Values of the Linear Technique, and the
Predicted Values of the Non-Linear Technique
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CHAPTER V
CONCLUSIONS AND PROPOSALS

A complex mathematical model has been applied in this
paper to the explanation of stock price movements. The
model has been shown to ﬁéve some predictive as well as
explanatory capability, but further testing needs to be
done on similar models to pfove ité value. bThe value of
such a study may not be the model itself; but the bringing
together of previously divided areas, This paper has
suggested that its application to investment theory is only
an extension of its widespread economic applicability and
capability.

This model suggests the combining of two previously
separaté concepts of investment theory. The fundamentalist
has always used the information available to predict an
intrinsic value, aﬁd would base his buying and selling
decisions on this value without taking into consideration
the deman& for the security. The technical analyst be-
lieves that history tends to repeat itself, and thus an
individual can use past data and information to perect

future price movements for a security. In this study an

55
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attempt has been made to include factors from both of these
'fields of analysis. The results‘have been gratifying, since
the explanatory ability of the model, even without the in-
significant variables, is beyond éxpectations° It is
suggésted that more widespreadﬂﬁéé‘of‘combination models be
undertaken in research of securities pricé‘movements.

The statistical technique employed-in this study has
shown its possible applications in research concerning
securitiés apalysis. The ability to prqperly take into
accqunt the autocorrelation of theltime‘series studies will
allow for the development of even'gétter and more .s'sophq'.s-=
ticated models than the one proposed in this study; and if
the'random walk hypothesis is to be shown to be invalid,
models such as this non-linear distributive lag technique
must be developed. This aréa-of study has not yet exhausted
the possibilities of fesearch within its narrow scope, but
has merely opened the door to new and more complete analysis
of the variables, companies, and the time period covered by
the study.

This study should&be expanded on any one or all of the
three'féllowing courses: new-and more variables; more
companies; and longer time period. Some of the variables
in the present study should be eliminated because of their
insignificance or lack of predictébility° New variables

need to be added to replace these and others should be
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added to increase the model's predictability, but this can
not be undertaken in wholesale fashion. BEach of these new
variables must be chosen.for their possible predictive
capacity, and must be tested for significance and a level
of predictability above that of the original variable;

The choosing of a better variable set will have a great
effect on the explanatory capability of the model given
that the othar two constraints are fixed.

The study could also have its predictability increased
by adding more c;mpanies, and a second group of compahies
could be used to form a test group‘éo‘prove the model's
validity. Research should be underﬁaken to establish the
predictability of non-linear models for income stocks,
growth company stocks, and growth stocks. This could be
accomplished by selecting companies to complete both a
study group and test group from each of‘these areas and
then devélop and test a modelvoriented,toward each of these
kinds of securitiea. These models could then be compa;ed
to a model consisting of randomly selected companies to
find if any significant differences were present. An alter-
native to this would be the expansion of the p;esent random
selection to between 56 and 100 companies. There is little
doubt that any one or all of these expansions of the
present study would significantly increasevthevapplicatibn

and predictability of the presently proposed model .
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Another way of increasing explanation of the proposed
model is to‘increase the time period studied. There are
two possible alternatives here: (1) extend the pfesent
period back X years or (2) select X number of years at
random from the years security markets have been in exis-
tence. The first.of these alternatives is the more simple,
since the entire study period can be placed in the model at
once. The second will give a better explanation of the
overall life time of the securities markets, but each year
muét be tested separately and thus would not lead to the
development of a single equation model. For this reason,
the first alternative is recommended for possible expansion
of the time périod in a future study. The explanatory
capability of the technique should be tested by choosing a
second time interval of the same length and testing the
developed.médel,for predictability during this period.

In order to expand this study on all three possible
courses, the individual would have to have almost limitless
time and resources. It would take between twenty and
thirty hours of computer time, along with many hours of
keypunching; coding, and gathering of the data. rFor this
reason, the expansion of this study should be taken in seg-
ments or by a group working in coalition with one another.
This is not meant to discourage anyone from pursuing the

expansion of any part of the study, because this can be
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accomplished without the long periods of dedicated study
and work. This study, in fact, was aimed at challenging

others to expand the present model and its principles.
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APPENDIX A

STUDY GROUP OF‘COMPANIES

Company
AmericanvCrystal
American Enka
American Metal Climax
Babcock Wilcox
cdpper Range
Cummings'Engine
Dayton‘Powér and Light
Dome Mines |
Fibreboard

- General Acceptance Finance

General Signal
Halliburton

International Harvester
Kroger '
Lbckheed

May Department Stores
National Biscuit

North American Coal
OWens-Corning

Pan American World Airlines
Pittsburg Plate Glass
Pﬁblicker Industries
Reynolds Tobacco

Royal Crown. Cola

63

Industry

Beet‘Sugaf
Synthetic Fibers
Metals-Misc.
Méchinery-steam
Copper

Auto~-Trucks

Electric Utilities

Gold Mining
Containers-Paper
Finance

Railroad Equipment

Méchinery and Service-0il
Well

Machinery-Agricultural
Food Chain ‘
Aerospace '

Department Stores
Biscuit Bakers

Coal

Miscellaneous

Air Transport

Miscellaneous
Distillers
Tobacco~-Cigarettes

Soft Drinks
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26.
27.
28.
29.
30.

Servomation ‘ Vending Machines

Southern Natural Gas Natural Gas4Pipe Line

Texas Gulf}Sulphur _ Sulphur
United States Gypsum Wallboard
Whirlpool Appliances

Youngstown Sheet and Tubing Steel

64



APPENDIX B

VARIABLES AND THEIR SOURCE REFERENCES

Variable

Weekly Price Data

Weekly Volume Data

Weekly Indices*

Weekly Indices**

Earnings Data

Dividend Data

Profitability

Technical Variables
Primary Source

Wall Street Journal

Barron's-:

Standard and Poor's
Trade & Statistics

Standard and Poor's
Outloock

Fundamental Variables

Wall Street Journal

Barron's

Wall Street Journal
and Moody's Handbook

*  Prior to January 1, 1969
*¥% After January 1, 1969
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Secondary Source

Barron's
Commercial and
Financial
Chronicle

Commercial and
Financial
Chronicle

Standard and
Poor's Outlook

Barron's
Commercial and
Financial
Chronicle

Wall Street
Journal

Commercial and
Financial
Chronicle
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WalllStreet Joﬁrhal is published daily (except Satur-

day and Suﬁday)‘by Dow Jones and Company.
| .Barron's (National Businessvand Financial weekly) is
published weekly by Dow Jones and Company.

Commercial and Financial ChroniLle is published weekly
by Williaman Dana Company.

Standard and Poor's Outlook is published weekly by
Standard and Poor's Cori)oration°

Standard ahd Poor's Trade and Statistics is published
weekly by Standard and éoor's Corporation.

Standard and Poor's Trade and Statistics is published
yearly with quarterly updates by Standard and Poor's
Corporation.

Moody's Handbook is published quarterly by Moody's

Investor's Service.



APPENDIX C
THE COMPUTERIZED DISTRIBUTIVE LAG MODEL
Introduction

The use of more sophisticated models requires more
studf énd preparation to insure its complete applicability
to the problem being studied. Even when this requirement
is met the problem has not yet been solved. The study
must orient all of its data gathering, structuring and
testing towards the capabilities and needs of the model.
Highly quantitative research models are designed for spe~
cific research functions, and require a certain form in
their operational inputs and outputs. The application of
a“quantitativé technique such as this study's model to a
research project may force not only revisions in the data,
but also miéht call for slight révisions in the technique
itself, Care must be taken to insure that‘these adjustments
do not interfere with the operation of the program. Only
when all of this preparation is properly accomplished will
the output be accurate and usable.

This Appendix is aimed at acquainﬁing the individual
with the sophisticated distributi?e lag model. An attempt

67
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will be made to bring this statistically oriented model
down to the level of understanding of the normal business
student, and make it possible for them to use the model
without the hours of background study which was undertaken
in this study. The detail withvwhich this will be covered
will ﬂe‘great, but the statistical detail will be less
foreboding. This Appendix will cover the formats for the
diffefent cards needed, thé limitations of the program,
the ;designs of the differént programs and job structures,
-the}special operations available, and some of the problems

N,

and errors common with the use of this program.
The Program Structure

The capability of this one program ranges from a
simple static multiple regression wi£h independent error
terms tola non-linear regression allowing for the lagging
of two or more variables with three different autoregres-
sive error, ﬁerms (A, M, B8 ); This is a technique which
James E.»Martinﬂhas developed intd a widely applied tool
of research in Agricultural Economics. The non~linear
technique has universal application to allreconoﬁic phenom-
enom involving time seriés studies. Its highest developed
applicatipns have been in the field of Econometrics and
Agricultural Economics, but its application has been sug—‘

gested, in the field of investment theory,kby L. M,,KQYQKr‘
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(Distribuﬁed Lags and investment Analysis)l and Z2vi Griliches
and N, Wallace (The Determinants of Investment Revisited)o2
These two applications of distributive lags to investment
analysis are in the realm of company investment in plant

and equipment, andbtheir application‘to the securities
investment is not supported. This study féels that this

is overlooking a promineht and profitable field for these
applications, thﬁs the application of this technique to
securities' analysis was'unde:taken;

Thé aim of the distributive lag ﬁodels éf James E.
Martin is to set forth a computerized tool with widespread
éppliéafions which can be applied to data with a minimum
of édjustments in both data and f_)rograms.3 There are two
program decks associated with this model (Table VII) but
each allows only a certain number of operations to be per- -
formed. Their basic operation is the same, but MRHS-1 is
an "in-core" program which is highly efficient in the use
of compﬁier time; while MRHS-2 is for ﬁse on larger prob-
lems, but it requires an additional tape drive and is not
efficient iﬁ the use of computer time. This allows for
the use of a small efficient model on small jobs and a
slower model for larger, more complex jqbs,, The problem
cards, control cards, and start vector cards are set up the

very same way for both programs and are interchangeable as
long as the dimensions and limitations of the specific pro-

gram are not exceeded.
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TABLE VITI -

MAXTMUM DIMENSIONS AND LIMITATIONS
OF MRHS-1 AND MRHSfZ

MRHS-1
(a) Data Deck:
| (1) The total number of variables which may be
included in the data deck must not exceed 20.
(2) The total number of observations per varlable
must not exceed 150.
(b) Job: The parameters of control card 1 which control

a specific job must meet the following restrictions:

(1)
(2)

3(A+B) + C + 4K 47

A+ B+ C + 4435

Where:

(3)

(4)

(5)

MRHS-2

(a)

 the total number of variables associated
with lag parameter A

A

B = the total number of variables associated
with the lag parameter A

C = the total number of variables which are not
associated with lag parameters

Data Deck:

(1)

(2)

The total number of variables which may be
included in the data deck must not exceed 80.

The total number of observations per variable
is limited to 99,999. For large problems it
is recommended that all variables be coded
within the range, * 10, if possible.
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'TABLE VII (Continued)

(b) Job: The parameters of control card 1l must meet the
following restrictions: :

(1) 3(A+B) +C+ 4¢83 | “
(2) 'A+B+c+4<75 '

Where A, B, and C are defined by equatlons 3, 4, and
5 of MRHS 1 dlmen51on ‘restrictions.

(c) The user ‘must not call for the correlation matrlx if
A+B+c+3>75

SOURCE°E James BE. Martln, Computer Algorithms for Estima-

ting the Parameters of Selected Classes of Non—Llnear,
Single Eguatlon Models, Processed Series P-585, Agricul-

tural Experiment Station, Oklahoma State Unlver31ty, May,
1968.

‘These programs are aimed at the estimation of seven
distinot types of regressive equation techniques using
the following input formats for the various control cards.
The protlem cardcontrolslthe parameters which specify the
number of variables, observations per variable, and the
number of jobs which are associated with the data deck.
The format is shown by Table VIII.

All the values punched in columns. 1-20 of the problem
card must be rigﬁt justified integers; while the values
punched in columns 21-80 may contain alphanumeric infor-
-mation. The data deck must be punched so that it is in
row order, the first row contains all the first observa-

» X ooo, X Z

217 a1’ ‘11’ “217

Y21f oo oy Yyl)° The variables

tions for each variable (X Z

11

z D D Y

B1’ P11’ 217 v Perr Y11
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TABLE VIII

THE FORMAT FOR SETTING UP OF THE PROBLEM CARD

Cols. 1- 5 , . the prqbyem number
Cols. 6-10 . . the numbef of variables in the data deck

Cols. 11-15 . . the number of observations per variable
in the data deck

Cols. 16-20 . . the number of jobs to be run using this
' data deck '

. . {
Cols. 21~-80 , . blank or any identifying information the
: - user wishes to use

SOURCE: James E. Martin, Computer Algorithms Estimating
the Parameters of Selected Classes of Non-Linear, Single
Equation Models, Processed Series P-585, Agricultural
Experiment Station: Oklahoma State University, May, 1968.

in the data deck must also conform as column vectors given
the row order above as is shown in:Table IX. The user must
realize ’that only the most current observation of each
variable is pﬁnched on any datéycard,bthus a data card or
group of data cards contain only one observation for each
variable. The problem card and data cards give the basic
structure of the problem and the information base, but the
control over the functions to be performed, the variable to
be used as the dependent variable, the tests to be run, etc.
rests‘in the control cards.

There are two control cards associated with this
program. The first control card defines the major para-
meters which control the types of estimations, the funétioﬁs

to be performed, and the tests parameters for the study,
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TABLE IX
SPECTIFICATIONS FOR DATA CARDS

S TR - It PO -

z

B1/P11/P217 Py Y11 ¥or o Yy

,Y I-oo,Y

127222 22 v2

}’{lzlx22lnoole2, ,...,Z

52:P12:P227 +++ P Yy

’e.o,x Z l‘?.'ID IY

'xln'x2n An’ Cn

ln'ZZn : Bn'Dln'DZn 1n

the number of variables to be associated with each auto-
correlated parameter, and the variables not to be considered
by that job. This card is set up on the format shown in
Table X. Care must be taken to insure the proper format for
this card, as it controls the overall operation of the
program. If thisvformat is ﬁot followed, the computer will
terminate the operation and print out an error message
associated with a control card error. The two control

cérds are directly related in that the second control card
is used ﬁo seﬁ forth séecific variable addresses related to
colﬁmns 14 and 15 of control card one, in that it instructs
the compuﬁer what parameters to skip. The progfams are
written so that the given variables are in row parameters,
in the answer space, in relation to column location on the
data cards. The éxpeption to this is that the autocorre-
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TABLE X

FORMAT AND SPECIFICATIONS FOR CONTROL CARD NUMBER ONE

Cols. 1- 5 . . job number

Cols. 6- 7 . . the total number of exogenous variables
associated with lag parameter A(A& 0)

Cols. 8- 9 . . the total number of exogenous variables
associated with lag parameterM(B2 0)

Cols. 10-11 . . the total number of exogenous variables
and/or dummy variables which are not
associated with a lag parameter (C20)

Cols. 12-13 . . the column number of the variables in the
data deck which is to be used as the de-
pendent variable for this job

Cols. 14-15 . . the total number of parameters or rows to
be controlled or skipped, NSKIP(NSKIR®O)
Cols. 16-17 . . "O01" for least squares estimation, other-

wise the maximum number of iterations to
be performed in a non-linear estimation job
("25" is suggested for non-linear jobs).

Col. 18 . . . . 1 if the calculation of the pure constant
term is desired, otherwise, "O0" when re-
gressions through the origin are desired

Col. 19 . . . . 1 if the calculation of the predicted
values, residuals and Durbin-Watson "4d"
statistic is desired, otherwise, "O"

Col. 20 . . . . 1 if a listing of the correlation matrix
is desired, otherwise "0". Note: This
option is available only when Col. 31 of
control card 1 contains "O"

Cols. 21-30 . . the test criterion to be used to halt the
iterative process in non-linear jobs. The
value of the test criterion is punched

using FORTRAN Format (F10.4)... ("O0.0001"
is recommended for most non-linear jobs.)
Cols: 3L « « « « "O" If the J6b to bé rin 428% (1) the First

job in a problem, (2) involves a different
dependent variable from the preceeding job,
or (3) involves a different computation on
the pure constant term from the preceeding
job; otherwise, "1".

Cols. 32-80 . . Blank or any identifying information the
user wishes to punch into this card.

SOURCE: James E. Martin, Computer Algorithms for Estimating
the Parameters of Selected Classes of Non-Linear, Single
Equation Models, Processed Series P-585, Agricultural Ex-
periment Station, Oklahoma State University, May, 1968.




75

lation parameters (A, A, and@) are injected in the three
columns following the Vériables associated with the first
two lag parameters. It is very important to identify the
exact location of those vafiabies and parameters to be
skipped in the operation of the program. The format for

control card 2 is [15(12,2x)1, This is shown by Table XI.

TABLE XI
THE PARAMETER FORMAT FOR THE SKIP CONTROL CARD NUMBER TWO

Cols. 1- 2 . . the actual row number of the first parameter
-  to be controlled or skipped
Cols. 3- 4 . ., Blank : ‘
Cols. 5- 6 . . the éctual row number of the second para-
: meter to be controlled or skipped
Cols. 7- 8 . . Blank

Cols. 61-80 . . Blank"

Note: The number of parameters which are punched into con-
) trol card 2 and which are to be controlled or skipped
must agree with the number punched into columns 14-15
of control card 1.

SOURCE: James E. Martin, Computer Algorithms for Estiﬁatinq
the -Parameters of Selected Classes of Non-Linear, Single
Equation Models, Processed Series P-585, Agricultural Ex-
periment Station, Oklahoma State University, May, 1968.°

These control cards set the pattern and structure for

the programs. But the model also reqﬁires'the providing of

-/

estimates of the parameters which will result from the
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operation of the model. These estimates can be acquired by
the use of the linear regression technique, but these linear
estimates, though highly gccurate, cannot be taken.as the
parameters in a non-linear problem. The final parameters
of tﬁe non-linear program afe not only the result of the
l;near‘relatibnshiﬁ bf the variable with the dependent
variable, but also includes its'relationships with thé
other-independént variables. |

The estimates which arejneeded for the programs are
punched;inté the start vector cards using the format

i

(8F10.5). 1In some cases the appropriate number of blank

cards will suffice for the start vector cards. The number

of start vector cards, NSVC, can be figured using the

A+B+C+3
8

formuia NSVC = where A is the number of variables
associated v}ith lag parameter p\ , B is the number of
variables associated with lag parameterJ&», and C is the
number of variables unassociated with any lag parametgro
The nearer the user's estimates approximaté the final para~
meter estimates, the shorfer will be the'computing time for
the job. The actual punches.  in the start vector cards is

determined by the type of a job estimation required in the

operation of the program.

Types of Estimations

There are basically seven structures of equations for

which this program will estimate the parameters. Each of
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these program structures call for some difference in the
punches which occur on one or more of the job control cards.
;n_thisisection the differences in these cards will be ex-
plained, along with an explanation of the uses of the par-
ticuiar models. Only those parameters and punches required
to obtain each of the nermissanle combinations of mathe-
matical modeis and types of estimations‘are presented here,
and the format given before covers all punches other tnan
those specified by each model.

The first modei is e static model with independent
errors. A static model is one Whose equation contains only
current exogenous and/or dummy variables as independent.
variablesf Thus a least squares estimate, used in all
lineat regression techniques,icen be used to estimate the
paremeters for this type of job. The program sets up three
lagged perieds‘of the dependent variable and assumes ,

, and to exist in every model; bnt in this model if
they reducevto'"O" it takes on the form of the normal
static regreeSion model, thus their incorporation into the
model is merely to satisfy the program format. The general
form of the model is shown by equation five. The identif?—
ing punches will instruct the computer which job‘is to be
run using the data. A Type One estimation is non—tteretive

and is similar to the normal linear regression model.
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(5) ¥, =A  (1-3)(1-M)(1-8) + (A+M+B) v __, -
[(A+M) B +)im Y, o, tAMBY, 5 +

de Dkt + et

A Type Two estimation is a little more complex, but it
incorporates the assumption of independent error terms for
'eachiof the independent variables. All of the independent

variables are assumed to belong to either Xi, or Z3ps

t
whichever is chosen for the study. The general form of
this equation and its reduced state are shown in equation
six and seven. It must bexrealized that this model is

only applicable when all the independent variables are

closely related.

(6) ¥, =Aj (1—7i)(1-A)(1—.6) +‘§A1 Xi, - (M +A)
A

;I Aixl +ﬁﬁz|A1xlt 5 * (A+M+B )Y

- [(A+M) A +.?t)%] Y, , tAHMB Yt_3 + et

If:‘ | hsﬂséandb = 1, this equation"reduce:s tos
1) LR ‘é;, Xjp = KJpy) et

The next model is the least squares estimate of the
Nerlove Model with independent error, and this is.the most
sophisticated of the singlé lag models with independent
error terms.4 This model assumes independence of the errors

terms since the equation using a single lagged independent

error group can be reduced to an equation which can be .-
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solved by the use of a simple linear technique. Thus all
lagged variables must be assuméd €o bélong(to the group
Xi, or zj ; but unlike the precéeding model, this model
allows for the inclusion of a separate group of variables
uhassociated With.any error. Its format is set forth in
equation‘eightvand nine. Thié'model allows for more free-

dom in the selection of variables than do the first two

models.
i

h ; i A Py | vy s
_ M8 AiXi, + (ATMEB) Y o - [(A+M) B+
ART Y L, tAMB Y, +3

dkDk., + et
[Ty t

reduces to:

A B
(9) Y, = Ao (1-A) +,§ AiXi, +PAY, . +§‘dek_t + et

In discussing the fourth type of estimation we éome ﬁo
our first model which correéts for the autoregressive
errors. We now come into the field of correcting fér the
interrelationships between variables ahd time series. This
type of estimate is computed upon a static model which has
a one period lag associéted with the independent variables
and the dependent:variable. All of the independent variables
are assumed to belong to the same general group and are
lagged accordingly. The autoregressive error g‘g)'bnlY'
takes into acéount that error existing between difféfeﬁﬁ.

time periods of the same variable, and not the interrela—
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1
h

tions between the variables themselves. This is represented
in equation ten and is the first non-linear model set forth
by Martiri.5
A o

(10) Y, = Ao (1-8) +§'z§ix1‘t —Ag'AMit_l +'8Yt»_l + et

Type Five estimations are also related to a model set
forth previously, Nerlove's Model[ but this specific type
is corrected for the autoregressive errors.® This technique
ailows for much freedom in the data éollected, even though-
it restricts the lagging tdsone type of Variable which may
cause problems if the_dser wishes accuracy. This is caused
by the assumption that all independent variables to be
lagged are members of one group.of variables. Though Mar~
tin has designed a two iagrmodéi,wiﬁ is questionable how
much better this is than the conventional one lag Nerlove
Model. The equation for the Nerlové Model is set forth in
equation five. This is a significantly powerful tool, and
if all the lagged factors are rather highly correlated it
would probably do a better‘job of estimating than a two lag
'ﬁodel, | ’ |

The study now ﬁas progressed to Martin's two lag modelz
A two lag model is one in which two different independent
variable groups can be lagged at the same time. This
allows the individual to lag two completely different types

of'Variéblés at the same time without hurting the accuracy
?: l:
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of the study, but instead increasing the accuracy beyond
the original. There are twb types of estimates related to
the two lag models ahd’thé?first is with iﬁdependent errors.
The form of the equaﬁioh is noaninear, but the estimates
coming from this‘program are based on the linear assump-
tions. The operation is i#eratiye, but because of the
tendency for to approaqh_"O" it takes on the appearance
of a linear egquation technique. The general form of its

equation is shown by equation eleven.

A

(11) v, = Ao(1- p)(1-8) + zAlxl - AE;AiXit-l +
. . A%

é bJZJt - h? bJth 1 7t ( A+ AM) Yo 1~

)\/‘( Y deDk + et

t-2 kﬁ

The last type of estimate available using Martin's
program is a two lag model with autoregressive errors.
This is the type of model for which the program was
developed and designed, and it is the one which has proven
to be the most error free of his models. The present study
is designed on the basis of this model, and proposes its
widespread use, where applicable, in the field of financial
research: Using this model, the user can lag two separate
categories of independent.variables and have a separate
category fof exogenous variables not associated with either
lag parameter, and‘lag the dependent variable three tiﬁe'.

periods., This model corrects for the efrOrs‘associated
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with the time series, the interrelation of variables, and
the autocorrelation of the equation as a wholeo‘ The
‘general form of this equation is shown by equation‘twelve.
Since this is the model‘ﬁo be used in this study, an
explanation will be madekbf the adjustment process in order
for the computer to know which job to run. Since the
program was designed for this type of program, it takes
less adjustment than the others, and this adjustment is.

shown in Table XII.
(12) Y =20 (1-n)(1-M)(1-8) +£A1X1t - (M+B8)
f‘_: Alet 1 ;—AAEA:LXlt _ ?ijjt -

(h+8) 2 b3z, +A,6§_'-. biZ3p 5 ¥
(A+M+B)Y, ) = [A+08 + ANy,

¢
+ AMBY, 5+ {‘_‘ dkDk, + et

TABLE XII

SPECIFIC PUNCHES FOR TWO LAG MODEL
WITH AUTOREGRESSIVE ERRORS

(a) Control Card 1: Punch 25 in column 16-17 of control
' card 1.

(b) Control Card 2: Using a blank card for control card 2.

(c) Start Vector Cards: Placing estimates of all param-
eter values which are expected
as final parameter estimates in
start vector cards.

SOURCE: James E. Martin, Computer Algorithms for Estima-
ting the Parameters of Selected Classes of Non-Linear,
Single Equation Models, Processed Series P-585, Agricul-
‘tural Experiment Station, Oklahoma State University, May,
1968.
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These types of modei estimates, which can be developed
from fhis one program, give one a widé range of capabilities.
They rénge from a s%mple static model to the highly sophis-
ticated&two lag‘modélAwith autoregressive errors, but each
of these models has its place. In any given circumstance
a different model application might be called for, and this
model gives you the ability to make changes withoutfhaving
té éhange the entifé text of the program.  The last of these
techniques, though not highly used at the present, gives
the field of finahce‘a tool which might be used in the
future to show the relationship that exists by the nature
of finanéial ahalysis. There are thorns that go along with
the use of any study of this type, and this appendix will

cover the frequent errors.
Common Errors

Moét“of the errors associated with these programs aréb
caused by failure to follow one or ﬁore of the formats for
thé various cards. These errors are. covered in Martin's
article, Computer Aigoritth'for Esfimating the Parameters
of Selected Classes of'Non—Linear,‘Singlé Equat?qn Modelso9
Thebgost cbmmon érrors listed by Martin are conéerned with
having a negative punch somewhere on control card one, and
the.ﬁser must recognize that at no time is a negative pﬁnch

called for on any of the cards but the data deck. Care
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must be taken to insuré,the avoidance of:these negative
punch érrors, as ény@one of them will terminate the - ~—— -
operation of the program.v l

The second type of error cépmon to this program stems
f;bmithe inability to invért‘tﬁéicorrelation matrix. This
stems f:om correlatién being téojhigh between any of the
Vériables in the data cards. It does not include the
lagged values of the same variables since this lagging is
an internal proéess and is corrected’for by the program.
When any two or more>of the eXogenous variables are corre-
lated above the .75 range, tben!there is a chance you will
gét>a singular correlation agtrig.n.Thus at least one of
the variables which arebcorrelated at this level must be
dropped from the study. A regular regression program can
be used to compute these correlation coefficients, and
action can‘be taken on the basié_of the correlation matrii
prdduced by the linear regression technique.

Another type of problem has arisen for the first time
during this stud?, and this alignment problem is that it is
caused by two statements of the same kind within the pro-
gram being ‘in different locétions on their respective
cards. The alignment problem stemmed from a miSpunch in
"the binary deck. To offset this, the program source deék
was used to yield a new binary deck and to §how that thé f

problem stemmed from the binary deck, since' the source deck

i
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and other binary decks had been used many times before.
This must be avoided, since when this happens the operation
is terminated before any printout is begun, and it makes it
twicé as hard to locate the exact source of the error.

This Appendix was aimeé‘at acquainting the individual
w;th'fhe specifics and operation of the distributive two-
lag program. In this section an attempt has been made to
bring the highly techﬁical language used by Martin and
other statistically oriented individuals to the level of
the business student. Bridging this gap cannoﬁ be accom~-
plished by one study which attempts to break down the
statistical language to something more understandable.

More statistical orientation needs to be developed in the
business curriculum if meaningful statistical research is

expéctéd.
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TABLE XIIT

DEFINITION OF VARIABLES USED IN APPENDIX C

Yt-m . . the current and lagged values of the dependent
variable (m=0,1,2,3)

Xlt-m . . the current and lagged values of the exogenous
variables associated with the' lag parameter '

» (m=0,1,2) !

th—m . « the current and lagged values of the exogenous
variables associated with the lag parameter
(m=0,1,2)

Dkt . . the current exogenous and/or dummy variables
which are not associated with a lag

et . . the errors in thé equation

Ao(l-AA)(1-M)(1-B) . . the pure constant term

Ai . « the parameters of the set of exogenous'
variables, Xlt i=(1l,...,A)

bj' . . the parameters of the set of exogenous variables,

g

A

dk

SOURCE:

ting the Parameters of Selected Classes of Non-Linear,
Single Eduation Models, Processed Series P-585, Agricul-
tural Experiment Statlon,_Oklahoma State University, May,

1968.

2j,, J=(1,...,B)

the lag parameters associated with the set of
exogenous variables, Xit

the lag parameters associated with the set of
exogenous variables, th ‘

the first order autocorrelation: coefficient

the parameters associated with the set of
exogenous variables, Dkt

James E. Martin, Computer Algorithms for Estima-
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