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Abstract: In this paper, a new methodology is presented to solve the tolerance allocation-process selection problem simultaneously The prob-
lem is modeled using discrete and continuous variables and is transformed into a model with only continuous variables by defining an efficient
tolerance-cost curve for each component Since the efficient tolerance-cost curve is neither convex nor concave, nonlinear programming method-
ologies cannot be directly applied The tolerance-cost curve is piecewise linearly approximated and an efficient methodology is developed to
solve the problem The method starts with a solution which minimizes the objective function value but is not feasible The infeasibility is iteratively
reduced in a way that the increase in the objective function value is minimal Computational analysis indicates that the method is very robust and
requires negligible CPU time

1. Introduction

Tolerance design requires a thorough understanding of
manufacturing process selection and economics of process-
ing, thus making it an important area of Concurrent En-
gineering. Specification of tolerances to mechanical assem-
blies has been widely studied in literature. The research on
tolerance specification can be divided into two groups: tol-
erance analysis and tolerance allocation. Tolerance analysis
is concerned with the calculation of the final tolerance from
the information given on the component tolerances. Wu et
al. [1] discuss eight tolerance analysis models cited in the lit-
erature. Tolerance allocation, on the other hand, is con-
cerned with allocating component tolerances while observ-
ing the total assembly tolerance in a way to minimize total
manufacturing cost. Generally, mathematical models are
developed for the problem and solved using optimization
techniques. Mathematical models are mathematical repre-
sentations of the problem indicating the overall objective
(which is generally the minimization of the total cost) and
constraints of the problem. Review of literature indicates
that mathematical models have been developed for simpli-
fied problems and these models have been solved using ex-
isting optimization techniques. Speckhart [2], Ostwald and
Huang [3], Patel [4], Chase and Greenwood [5], and Lee
and Woo [6] discuss tolerance allocation models that focus
on the minimization of the total cost subject to either a con-
straint on the mean assembly tolerance requirement or a

*Author to whom correspondence should be addressed

constraint on the variance of the assembly tolerance distri-
bution. Wu et al. [1] also discuss some of these models.
Peters [7], Michael and Siddall [8,9], and Parkinson [10-12]
demonstrate mathematically more complicated tolerance
allocation models through examples. Many optimization
models for the tolerance allocation problem tend to omit
process selection constraints. However, process selection
dictates the achievable tolerance range and affects the
tolerance-cost curves. Prior selection of processes for each

component of the assembly biases the allocation of toler-
ances and hence, may not lead to the overall optimum. Few
researchers have studied the tolerance allocation problem
with simultaneous process selection. However, most of the

techniques developed for the problem concentrate on the
changes in the structure of the underlying mathematical
model due to the inclusion of the 0-1 variables for process
selection. Hence, the existing approaches either use branch-
and-bound technique to achieve the global optimum or heu-
ristics such as simulated annealing or univariate search
technique to achieve a local minimum solution. These ap-
proaches are discussed in more detail in the next section. In
this paper, we consider the tolerance allocation with process
selection problem and present an approach that is different
from the existing techniques. We transform the problem
which is a mixed integer optimization problem into a

continuous optimization problem by defining a new cost-
tolerance curve for each component and present a simple,
yet efficient heuristic for its solution. The heuristic provides
as good a solution as the ones generated by the existing ap-
proaches yet in almost no time.
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Figure 1. Process dependent tolerance-cost curves for compo-
nent i.

Section 2 describes the tolerance-process selection prob-
lem in more detail and briefly discusses the existing meth-
odologies. Section 3 presents the new algorithm. Computa-
tional performance of the algorithm is discussed in Section
4 followed by conclusions in Section 5.

2. Tolerance-Process Selection Problem

The tolerance-process selection problem addresses the
selection of the best possible combination of processes for
the different components of an assembly and allocation of
tolerances to these components so that the required assem-
bly tolerance is met with minimum processing cost. The
phrase &dquo;the best combination of processes&dquo; refers to the
combination which leads to minimum total cost tolerance
allocation.

Consider an assembly with n components. Suppose, for
each component i, there exists p (i ) many processes, any one
of which can be used to manufacture the component. As-
sume an exponential tolerance-cost curve whose parameters
depend on the process being considered. This is a general-
ized form of cost-tolerance curve used by many researchers
in the past [2,13]. Let t min,, and t max,, be the minimum
and the maximum tolerances achievable on component i
using process j. Figure 1 illustrates process dependent
tolerance-cost curves where t,, is the tolerance assigned to
component i manufactured using process j, and c (t’J) is the
corresponding cost. Let t. be the specified assembly toler-
ance.

Define x,, as:

The tolerance-process specification problem can then be
mathematically modeled as:

The objective function Z gives the total processing cost
for a given process combination and tolerance allocation.
Constraints (2) and (3) indicate that the tolerance stack-up
should not violate the tolerance requirement on the assem-
bly. One can consider either (2) or (3) depending on the
selected model (statistical, worst case). Constraints (4) in-
dicate achievable tolerance range for each component and

process combination. Constraints (5) ensure that only one
process is selected for each component. (1) to (5) is a mixed-
integer nonlinear programming model since t,, are con-
tinuous and x,, are binary decision variables and con-
straints (1) and (2) are nonlinear.

Since the above model contains integer decision variables,
due to its combinatorial nature, any procedure adopted to
generate the optimal solution will have exponential com-
plexity, that is, the time required to reach optimality in-
creases exponentially as the number of integer variables in-
creases. Chase et al. [14] present three methods: exhaustive
search, univariate search and sequential quadratic program-
ming (SQP) to solve the tolerance-process selection prob-
lem. The exhaustive search method generates all feasible

process combinations and uses a nonlinear programming
technique to determine the optimal component tolerances
for each process combination. The process combination
that leads to the least total cost defines the optimal solution.
While the exhaustive search technique achieves optimality,
it is not practical since the number of process combinations
increases exponentially as a function of the total number of
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processes being considered. The univariate search method,
on the other hand, fixes a process for each of the last

(n - 1) components and determines the best process for the
first component by enumerating over the possible choices
and solving a nonlinear programming problem to determine
the optimal tolerances and the associated cost for each
choice. Then, the process is fixed for the first component,
and the last (n - 2) components varied for the second com-
ponent, and similarly, the best process is determined for the
second component. The methodology repeats itself until the
best process is determined for the n th component. An im-

proved univariate search method is performed by Loosli [15]
which repeats the optimization cycle until no improvement
on any of the components can be made, that is, when a local
minimum solution is reached. Although the univariate

search method produces good results, it still has to solve a
series of nonlinear programming problems to reach the
result. Since the enumeration is not exhaustive, the resulting
solution need not be the global minimum. Therefore, the
time spent in optimization is not well justified. Similarly,
the SQP technique relaxes the 0,1 restriction on x,, and

considers them as continuous variables between 0 and 1. It

solves an optimization problem with the intent of driving
x,~ s to 0 or 1, which is not always possible. Zhang and Wang
[16] report problems related to use for SQP for this prob-
lem.

Simulated annealing technique which has been shown to
successfully solve discrete optimization problems is used

by Cagan and Kurfess [17] to solve the tolerance-process
optimization problem. The two simulated annealing ap-
proaches presented differ in the way that one solves an op-
timization problem for tolerances and the other varies toler-
ances randomly in the neighborhood of the old values.
Zhang and Wang [16] have shown that the simulated anneal-
ing algorithm produces global or near-global solutions for
moderate size tolerance-process selection problems. How-
ever, we believe that the algorithm still has to go through
some process combinations which may be dominated by
other combinations since all processes for all components
are considered at all times.

The procedure presented in this paper generates an effi-
cient tolerance-cost curve for each component and elimi-
nates process selection for each component and, hence,
eliminates the generation of process combinations. Its only
limitation is that it assumes that there exists at least one pro-
cess which can achieve tolerance t-n :5 t, :5 t~~~ where

tmin and tmax are the minimum and maximum tolerances

achievable considering all the processes combined. A fur-
ther salient feature is that a nonlinear program does not

need to be solved at each step which saves considerable time
and computational effort.

3. The Slope-Based Method

As explained by Bjorke [18], a cost model for a combined

process means a plot of the manufacturing cost as a function
of machining precision (tolerance) under the assumption
that different processes yield different precision. For any
given tolerance, there is only one manufacturing process
that yields the lowest possible cost. A cost model for the
combined process is shown in Figure 2. The cost function
contains discontinuities at T23 and Tn &dquo;line up.&dquo; The points
of discontinuities define the tolerances at which two pro-
cesses are equivalent as far as cost is concerned. The inter-
vals between the break points define the economical range of
individual processes. Process 1 should be used when the re-

quired tolerance is greater than T,2, process 2 should be
used for a tolerance in the range between T,2 and T23, and

process 3 should be used for a tolerance narrower than T23.
Thus, as shown by the solid curve in Figure 2, a single con-
tinuous and nondominating tolerance-cost function is ob-

tained for each component. Similar types of curves exist for
all other components in the assembly. This tolerance-cost
function is neither concave nor convex.
After having obtained the above-mentioned tolerance-cost

function for each component, these cost functions are ap-
proximated by a sequence of linear functions as indicated in
Figure 3. To obtain higher precision, the linear function
should be as close as possible to the original cost-tolerance
curve. This can be achieved by linear approximation of the
cost-tolerance curve over smaller intervals. Next, the slopes
of each of the linear segments of the cost-tolerance curves
for each component are calculated and the range of toler-
ance over which this slope is valid (i.e., the range over
which each linear function is defined) is noted.
A pseudo-code for the slope-based method can be de-

scribed as:

1. Begin by assigning maximum (very high) tolerances (t, )

Figure 2. Cost model for a combined process.
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Figure 3. Sequence of linear approximations of the tolerance-cost
curve of Figure 2.

on each component using the minimum cost segment
(i.e., segment #1)

2. Do the following while infeasibility exists (the solution
is infeasible if Et2 > ta in case of statistical type of
constraint or if E t, > ta in case of worst-case type of

constraint, and the infeasibility is a = E t2 - ta for
statistical type of constraint or a = E t, - t. for worst-
case constraint).
2.1 From among the tolerance-cost segments for each

component, find the segment which gives the least
increase in cost per unit decrease in tolerance.

2.2 For the segment selected in 2.1, calculate the in-
crease in cost that would result if the tolerance on
this component were to be reduced by an amount
equal to the range A over which that segment
is defined. The infeasibility would decrease by
amount 6 = t2 - (t, - A)’ for statistical con-

straint or by an amount 6 = A for worst-case con-
straint ; if 6 > a then calculate the cost increases
for the corresponding reduction in tolerance that
would result in reducing the infeasibility by an
amount 6 = a.

2.3 For each of the remaining components, calculate
the corresponding increase in cost that would result
if the tolerance on each of these components were to
be reduced by an amount that would lead to the
same reduction in infeasibility (amount 8).

2.4 For the component that leads to the least increase in

cost, decrease the tolerance by the amount deter-
mined in either of steps 2.2 or 2.3 and select the

corresponding tolerance-cost segment.
3. Even though the feasibility is achieved, from the present

tolerance-cost segments for each component, select the
one which would give the least increase in cost per unit

decrease in tolerance. For the corresponding compo-
nent, calculate the increase in cost that would result if
the tolerance were to be further reduced by an amount
that would lead to another cost-tolerance segment. Also,
for each of the remaining components, calculate the
decrease in cost that would result if the tolerance on
them were to be increased such that an exact feasible
solution were to be obtained. If the net change in cost is
negative, then the corresponding increase and decrease
in tolerance on the selected components should be car-
ried out. This process is repeated until there is no cost
saving resulting from the above moves.

4. Computational Analysis and Discussion

Exhaustive Search, Univariate Search, Simulated An-

nealing (SA), and the Slope-Based (SB) methods were
coded for comparisons. The optimization module in the first
three methods used complex search technique [19]. The SA
algorithm of Cagan and Kurfess [17] was found to give best
results with annealing parameters set to T = 100, f = 0.5,
and iter = 10; where T is the temperature, f is the reduc-
tion factor, and iter is the maximum number of iterations to
be carried out without any improvement in the objective
function value. The SB method assumed the statistical type
of constraint (constraint 2) on the assembly tolerance.
Our experimental results indicated that all methods exhib-

ited similar performance for smaller size problems. As the
number of components and the number of processes for
each component was increased, the methods differed in the
quality of the first solution generated. The SB method per-
formed bettter than univariate search and simulated anneal-

ing methods with a CPU time only a fraction of the CPU
time required for the other two methods.
For an assembly with twelve components and the number

of processes

for each component, Table 1 displays data for special as-
sembly tolerance, the parameters of the exponential func-
tion, and the minimum and maximum tolerances achievable
by each process for each part. The exhaustive search was
terminated for the problem due to excessive CPU time. The
slope-based method, simulated annealing, and univariate
.search method results are shown in Figure 4. The SB
method performed better than the other two methods for the
entire tolerance range. However, the univariate search

method also generated very good solutions. The average
CPU time varied between 2 to 15 seconds for the SB

method, 20 to 140 seconds for the univariate method, and
1 to 73 seconds for the SA method. The authors recognize
the fact that the SA version coded may not be the same as
the one used by Cagan and Kurfess [17] since the parameters
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of the SA method were not explicitly stated in their paper.
For this reason, we also ran the friction wheel example
given by Cagan and Kurfess using the slope-based method
code and compared with the SA results reported by Cagan
and Kurfess. This example has four components forming an
assembly and three different processes for each component.
The processes have reciprocal cost-tolerance relationships.
A worst-case stack-up of tolerances is assumed. Figure 5
shows component tolerances allocated by the algorithm as a
function of the assembly tolerance. Table 2 contains de-
tailed results. As the assembly tolerance (output tolerance)
changes, processes allocated to components and allocated
tolerances change. Initially, all four components exhibit

tight tolerances. As the assembly tolerance is increased, tol-
erances on components 1, 2, 3, and 4 are increased as shown
in the figure. Cagan and Kurfess have a similar figure ob-
tained by the SA algorithm. Figure 6 gives the total cost
value for each solution as a function of the assembly toler-
ance. The cost function is smooth except for tight toler-
ances. The cost curve is also very similar to the cost curve

published in Figures 8, 9, 10, and 11 in their paper [17]. The
CPU time for the SB method varied between a second to two

seconds. The objective of the computational analysis was to
verify that the SB method is simple to implement and that it
generates very good solutions in negligible time. Therefore,

we used the SA approach for verification purposes rather
than for comparisons of solution quality.

5. Conclusions

A new methodology (the slope-based method) is pre-
sented to solve the tolerance allocation process selection

problem. The method is very simple and efficient. It differs
from existing techniques in handling the process selection.
A new tolerance-cost curve is defined using the process
tolerance-cost curves for each component of the assembly.
The new tolerance-cost function can be referred to as the

efficient (or nondominating) tolerance-cost curve since each
point on the cost curve refers to a unique process which
is the most cost-effective process with the associated toler-

ance value. The procedure starts with t, = tmøx for all

i = 1,..., n. The solution may be infeasible, but it sets a
lower bound on the total cost value. The procedure then re-
duces in feasibility with minimal increase in the total cost
value. Once the feasibility is achieved, component tolerance
values may be modified in a way that the total tolerance

(stack-up) value equals the assembly tolerance, but leads to
a reduction in the total cost value.

The SB method is verified against the univariate search

Figure 5. Component tolerance vs. output tolerance using the slope-based method.
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Table 2. Solutions generated by the slope-based method.

and the simulated annealing methods. The SB method per-
forms as well as or better than the existing methods for
large-size problems. It achieves the global solution or finds
a near-global solution for the problems tested. The strength
of the method lies in the fact that global or near-global opti-
mal solutions were obtained in fairly negligible computa-
tional time for all of the test problems. The new method can
be used in the real world to solve large-size problems (like
an automotive assembly) wherein the assembly is made up
of a large number of components, each having a number of
alternate manufacturing processes to select from.
The method can be modified to solve general tolerance-

cost curves where the tolerance-cost curves corresponding
to the feasible processes for each component may be non-
overlapping.
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