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CHAPTER I 

INTRODUCTION 

1.1 Statement of the Problem 

The design of digital filters involves three basic steps: (1) the 

determination of the filter specifications; (2) the approximation of 

these specifications using a discrete-time system; and (3) the realiza­

tion of the filter. Although these three steps are not completely inde­

pendent, this thesis is focused primarily on the third step. The 

realization of the system as a computer program or in hardware requires 

that a digital network or structure be chosen. There are many consider­

ations and tradeoffs involved in choosing a structure among which are 

hardware requirements and/or specifications. A distinction in termi­

nology is being made between requirements and specifications. If the 

filter is being implemented on a general-purpose computer, the designer 

will have to work with the existing specification of that computer among 

which will be included the memory wordlength. If, on the other hand, 

the filter is being implemented using a special purpose hardware, the 

designer may or may not have more freedom in establishing hardware re­

quirements, thereby setting hardware specifications, necessary to meet 

the filter specifications. These hardware requirements will include 

the accuracy requirements on the A/D and the length of registers in the 

system. In most hardware realizations, of course, it is economically 

1 



desirable to minimize the length of the registers that must be provided 

to store the filter parameters. 

2 

Regardless of the method of implementation, these hardware require-

ments and/or specifications have an impact upon the accuracy with which 

the input and the system parameters can be realized. This impact mani-

fests itself in the form of input, filter coefficient, and multiplication 

quantization errors. The effects of these three sources of error in 

digital filters has been investigated extensively in the literature [1] 

[2]. In this thesis, only recursive filters are considered. 

For a given system transfer'function 

H(z) 

N -i 
l: a.z 

1 i=o = -'--:-:,----
N -i 

1 + l: biz 
i=l 

(1-1) 

there is an infinite variety of network realizations that realize the 

system function when network parameters are realized with infinite pre-: 

cision. It is to be expected that some of these structures will be less 

sensitive than others to quantization of the parameters; i.e., the system 

function of the realization will be closer in some sense to the desired 

system function. State-space techniques provide a convenient method for 

generating various input/output equivalent structures. Recursive digital 

filters can be described by the state equations, which are amenable to 

the incorporation of the effects of possible structure transformation 

and state amplitude scaling so that an analytical study of the inter-

action of the filter structure and the quantization errors is made pos­

sible. This thesis investigates digital filter coefficient quantization 
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effects on digital filters that are described by and realized through 

state equations. The effects are analyzed through the changes in filter 

pole locations due to the coefficient quantization. 

Given a digital transfer function in the form of (1-1), it is well 

known that there always exists a state model of the form 

x(n+l) Ax(n) + Bu(n) 

y(n) = Cx(n) + Du(n) 

(1-2) 

(1-3) 

such that H(z) 
-1 ' 

= C(zi-A) B + D and where x(n) is an N-dimensional vector 

describing the state of the system at time t = nT, u(n) is a scalar input, 

y(n) is the scalar output, and A, B, C, and D are, respectively, NxN, 

Nxl, lxN, and lxl real, constant matrices. There are an infinite number 

of state models, all of which will yield the same input-output relation~ 

ship between u(n) and y(n). Define 

x(n) = T- 1x(n) (1-4) 

where T is a nonsingular matrix of order N, and x is an Nxl vector. Then 

where 

x(n+l) = Ax(n) + Bu(n) 

y(n) Cx(n) + Du(n) 

A= T-1AT 

B = T-1B 

C CT 

(1-5) 

(1-6) 

(1-7) 

(1-8) 

.(1-9) 

The state model given by (1-5) and (1-6) realizes (1-1) like that given 

by (1-2) and (1-3) but may differ greatly in the effects that coefficient 



quantization may have on the pole locations of the filter. The pole 

locations of these filters are determined by the elements of the system 
-

matrix A and A. When realized exactly, the poles of A and A are the 
-same. Under the effects of quantization, however, the poles of A and A 

will differ. This thesis compares the properties of various system 

matrices where elements are subject to variation. A new system matrix 

suitable for use in digital filter applications is introduced. 

The second order filter has been recognized as a basic building 

block for higher order filters due to its noise characteristics and its 

suitability for multiplexing [3], therefore only the second order case 

is considered in this thesis. First- and second-order filters are nor-

mally combined in parallel or cascade forms to implement higher order 

filters [4] [5]. 

While an analysis of various equivalent state-model formulations 
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for digital filters based on changes in pole location due to coefficient 

quantization provides a useful basis for the comparison of equivalent 

system matrices, a criterion more useful for determining hardware require-

ments for the. implementation of a filter might be the number of bits re-

quired for each coefficient in order to ensure acceptable performance. 

Closely associated with the required coefficient wordlength is the loca-

tion and density of the discrete pole grids which can be realized with a 

given number of bits. Avenhaus [6] used the density of allowable pole 

locations in the z-plane as a measure for assessing various filter struc­

tures. In this thesis, the second-order system matrices under considera-

tion are compared for wordlength requirements for a given variation in 

system matrix elements and for realizable pole grids within the unit 

circle of the z-plane. 
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For final comparisons, the matrices will be compared regarding their 

ability to sustain overflow limit cycles and their roundoff noise proper­

ties will be discussed. Mills et al. [7] has developed sufficient condi­

tions for the absence of overflow oscillations in second order filters 

using two's complement arithmetic. Jackson [34] has shown that the round­

off noise of a filter depends on the form of the realization. 

Throughout this thesis, only fixed-point arithmetic will be con­

sidered. Digital filters are usually realized through implementation on 

a minicomputer or by the construction of special purpose hardware using 

fixed point arithmetic. This allows for simplicity in the design [3] 

and, correspondingly, reduces cost. 

1.2 Technical Approach 

The approach used in this thesis to evaluate the effects of coef­

ficient quantization upon the pole locations of state-model digital 

filters is to analyze the eigenvalue sensitivity of the system matrix 

due to variations in the system matrix elements. Since the eigenvalues 

of the system matrix of the state-model are the pole locations of the 

digital filter, the choice of the state-variables for realizing the 

filter is important [8] [9]. 

A new system matrix suitable for use in digital filters is present­

ed. The parameter space of the matrix elements is mapped into the unit 

circle of the z-plane~ showing that the second order matrix can realize 

all real or complex conjugate pole locations within the unit circle. 

This matrix is compared to other second order matrices that have been pre­

sented in the literature [8] [9] by using sensitivity analysis techniques. 

Expressions for the magnitude, and the corresponding radial and angular 
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components, of the change in complex conjugate pole locations for each 

system matrix are developed for both absolute and normalized simultan­

eous variations in the system matrix elements. Minimum pole sensitivity 

regions within the unit circle of the z-plane are shown for each system 

matrix. 

Using a sensitivity definition introduced by Singer [9], a sensi­

tivity matrix is derived for each system matrix. Each system matrix can 

be obtained from the others by the transformation given in {1-7). It is 

shown that a similar relation exists for the sensitivity matrices. 

By using the sensitivity expressions for radial and angular movement, 

the allowable variation in each element of the matrix is determined for 

given pole movements in the radial and angular directions. This allow­

able element variation is then used to determine the coefficient word­

length necessary to constrain the pole movements with.in the allowable 

limits. 

Since the system matrix elements of a digital filter are implemented 

with fixed wordlength binary registers, the coefficients of the resul­

tant characteristic polynomial of the system matrix can assume only dis­

crete values and therefore only a fixed set of discrete pole locations 

within the unit circle can be realized. For a given wordlength, the 

realizable pole grid of each system matrix is determined by the set of 

characteristic polynomials consisting of valid combinations of discrete 

coefficient values. A valid polynomial is one that has roots inside the 

unit circle. 

Mills et al. [7] developed sufficient conditions for the absence of 

overflow oscillations in second order filters using two•s complement 

arithmetic. This sufficient criteria will be applied to the system 
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matrices under consideration. The roundoff noise properties of the mat­

rices will be obtained using a method presented by Gold and Rader [25]. 

1.3 Review of the Literature 

The concept of sensitivity in its most basic form is almost as old 

as the concept of feedback. One of the basic reasons for introducing 

feedback was to reduce the effect of parameter changes upon system perfor­

mance. Therefore, it is quite natural that the basic concepts pf sensi­

tivity appeared in the fundamental work of-Bode [10] which constituted 

the beginning of the modern theory of control systems. However, the se­

ries of ideas and methods which were developed for solving problems con-

nected with parameter variations were contributed by various disciplines. 

This resulted in a generality which makes it possible to treat these 

ideas and methods as a fundamental theory--the theory of sensitivity 

analysis. 

Bode [10] introduced the idea of single element sensitivity. The 

present day definition of this element sensitivity is given by 

5T(jw) _ d(ln T(jw)) 
a - d(ln a) 

where T(jw) is the continuous system transfer function and a is a system 

parameter. 

It has been shown that a continuous or discrete system defined by a 

transfer function can be expressed in state model format with a companion 

matrix as the system matrix [11] [12]. Wilkie and Perkins [13] considered 

the problem of generating the sensitivity functions of all states of a 

companion matrix state model with respect to any number of parameters for 

a continuous linear, time-invariant, single-input~ controllable system. 
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As a consequence of an increasing application of the pole-zero ap­

proach to the problems of networks and control systems synthesis, the 

idea of pole-zero sensitivity was developed. Kokotovic and Rutman [14] 

present sensitivity coefficients for the movements of poles and zeroes 

as a function of small relative and absolute variations in system param­

eters. 

A fundamental problem within the area of pole-zero sensitivity is 

the effect of polynomial coefficient variation upon the roots of the 

polynomial. Maley [15] considered this problem for single parameter 

variation. Reddy [16] [17] and Morgan [18] considered the more general 

problem of the eigenvalue sensitivity of a multivariable system expressed 

in state-model format whose system matrix elements are functions of the 

system parameters. 

Procedures are presented in Huelsman [19], Daryanani [20] and Mitra 

[21] for the determination of transfer function sensitivity, pole-zero 

sensitivity, and characteristic polynomial coefficient sensitivity. 

These presentations are in regard to the analysis and synthesis of con­

tinuous, linear, active networks. 

Horowitz [28] considered the sensitivity analysis of sampled-data 

systems by using transformations which made it possible to study the 

properties of the sensitivity function in terms of continuous system fre­

quency concepts. He found that it is impossible to secure unlimited 

sensitivity reduction and that a compromise between the values of the 

'sampling period, the system response, and the system sensitivity is 

necessary. 

The use of state-space techniques in systems analysis is very at­

tractive as they lend themselves very wel1 to computer simulation and 
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sensitivity analysis. Kerlin [23] used state-variable formulation to 

develop expressions for transfer function and pole sensitivities for the 

analysis of large systems on digital or analog computers. 

Associated with state-space techniques is the selection of the state 

variables. Mantey [8] has investigated the relationship between eigen­

value sensitivity and state variable selection and found that the eigen­

value sensitivity depends strongly on the choice of the state variables. 

His search was limited to matrices requiring a minimum number of arith­

metic operations. He mentions that no orderly procedure has been devised 

for the selection of a system matrix to insure minimum eigenvalue sensi­

tivity. Singer [9] studied in further detail the problem of minimizing 

eigenvalue sensitivity through the selection of state variables. He con­

sidered only second order matrices, the number of arithmetic operations 

not being minimal. 

An interesting area for the application of sensitivity analysis is 

the field of problems concerning roundoff noise in digital filters. It 

has been shown [4] [24] [25] that equivalent input/output digital filter 

realizations exhibit different output noise characteristics. Fettweis 

[26] has shown that there exists a connection between the generation of 

roundoff noise by a multiplier and the effect that the coefficient word­

length limitation of this multiplier has upon the response characteris­

tics of a filter. Bonzanigo [27] has shown that low coefficient sensi­

tivities do not guarantee low roundoff noise output since other factors, 

such as pairing and ordering of sections in the cascade form, affect the 

noise output but not the coefficient sensitivities of the filter. Jack­

son [28] has utilized the sensitivities of a digital filter transfer 
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function with respect to its coefficients to derive lower bounds on the 

roundoff noise output. 

The effect of coefficient quantization upon the response of a digi­

tal filter can be analyzed by calculating the movements of the poles and 

zeroes of the transfer function. Mitra and Sherwood [29] have presented 

a technique for estimating. pole-zero displacements and for determining 

coefficient wordlength which insure that the pole-zero movements will 

stay within prescribed bounds. Gold and Rader.[30] and Avenhaus [6] 

have proposed structures with less pole sensitivity to parameter quanti­

zation. 

1.4 Quantization Errors in Digital Filters 

In this section background i.nformat ion is presented concerning the 

three sources of errors in digital filters. These sources are: input 

quantization, product quantization, and coefficient quantization. The 

procedure used follows that employed by Hwang [31]. 

Given a digital filter expressed in state-space format as shown in 

(1-2) and (1-3), the effects of input, product, and coefficient quanti­

zations result in the actual filter implemented by a finite wordlength 

machine being given by 

or 

x(n+l) = [(A+6A)x(n)]r + [(B+~B)u(n)]r 

9(n) = [(C+AC)i(n)]r + [(D+~D)U(n)]r 

i(n+l) = Ax(n) + Bu(n) + a(n) + S(n) 

y(n) = Cx(n) + Du(n) + y(n) + o(n) 

(1-11) 

,(1-12) 

(1-13) 

(1-14) 

where [ ]r indicates rounding; U(n), i(n), and y(n) are, respectively, 
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~ -the actual input, states, and output; A = A+6A, B = B+6B, C = C+6C, 

0 = 0+60; and a{n), B(n), y(n), and o{n) are respectively, N-, N-, 1-, 

and 1- dimensional error vectors generated due to product quantizations 

in the A, §, ~. and 0 matrices. 

Subtracting (1-2) from (1-13), and (1-3) from (1-14) 

6x{n+l) = A6x(n) + B6u(n) + 6Ax(n) + 6Bu(n) + a(n) + B(n) 

6y{n) = C6x(n) + D6u(n) + ~Cx(n) + 60u(n) + y{n) + o(n) 

( 1-15) 

(1-16) 

where 6x(n) is the state-error vector, and 6y(n) is the output error or 

noise. 

Using the standard method for solving linear, time-invariant vector 

matrix difference equations [32], the solutions to (1-15) and (1-16) are 

n-1 
6x(n) = An6x(o) + L A (n-j-l)[B6u(j) + 6Ax(j) 

j=o 
+ 6Bu(j) + a(j) + B(j)] (1-17) 

and, assuming that 6x(o) = o, 

(1-18) 

where 
n-1 ( . ) 

~y1 {n) = C .L A n-J-l Bl\u(j) + D6u(n) 
J=O 

(l-19) 

n-1 ( . ) 
~y2 (n) = c .L A n-J-1 [a(j) + B(j)] + y(n) + o(n) 

J=O 
.(1-20) 

n-1 ( . l) 
~y3 (n) = ~ _L A n-J-. [6Ax(j) + 6Bu(j)] 

J=O 

+ ~Cx(n) + 60u(n) ( 1-21 ) 
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are the errors due to the input, product, and coefficient quantizations, 

respectively. 

One important point of emphasis is necessary at this point. Al­

thoUgh this development allows the three types of errors to be expressed 

distinctly in (1-19), (1-20) and (1-21}, it should be kept in mind that 

the effect of coefficient quantizations, shown in (1-21}, couples into 

those of input quantization in (1-19) and product quantization in (1~20) 

since A, B, C, and D are defined by A = A + ~A, etc. 

From (1-19) - (1-21) it is seen that ~y3 (n) is directly proportional 

to the magnitude of the input, while ~y 1 (n) and ~y2 (n) are independent of 

it. This means that the signal-to-noise ratio for the error due to co-

efficient quantizations is fixed for a given network, while those for 

the input and product quantizations can be improved by increasing the 

input level. 

The state-model given by (1-5) and (1-6) is equivalent to that given 

by (1-2) and (1-3) and is related by the transformation given in (1-4). 

The effect of such a transformation on the input quantization error given 

in (1-19) is now analyzed by substituting (1-7), (1-8), and (1-9) into 

(1-19). This results in 

~ n-1 
A(n-j-l)B~u(j) t:.y 1 (n) = c ~ + D~u(n) 

j=o 
( 1-22) 

~ n-1 
(T-lA T)(n-j-l)T-1 ~yl(n) = C T ~ B~u(j) + D~u(n) 

j-o 
( 1-23) 

Now ( -1~ )(n-j-1) -1~(n-j-1) T A T = T A T (1-24) 

So 
n=l ( . ) · 

~y1 (n) = C .E A n-J-l B~u(j) + D~u(n) 
J=o 

.(1-25) 



Therefore, up to first order effects of the quantization level, 

~y1 (n) is invariant under structure transformation and/or amplitude 

scalings. A similar examination of ~2 (n) and ~y3 (n) shows that they 

are highly dependent upon transformation effects. Thus, searching for 

a better network realization entails minimizing the effects of coeffi­

cient and product quantizations. 

13 

The error due to input quantization, as shown in (1-19) is often 

referred to as .. quantization noise 11 • It is inherent in any A/D conver-

sian process and has been studied in great depth [33] [34]. 

The error due to product quantizations, as shown in (1-20), is simi­

lar to the input quantization error in that it also involves quantization 

of the data. However, this form of error is different in that the data 

is already in digital form and the quantization, in the form of either 

rounding or truncation, takes place within the filter, not just at the 

input. Generally, this type of error is referred to generically as 

11 roundoff noise .. , and it is an important design consideration in digital 

filters which has received extensive research [2] [31] [34]. 

The last source of error to be considered is that of coefficient 

quantization as shown in (1-21). The effect of coefficient quantization 

on the performance of a filter has been of much concern and a number of 

different approaches to this problem have been suggested [1] [4] [30]. 

In general, the effect of coefficient quantization is highly de­

pendent on the structure used to implement the system. Oppenheim and 

Schafer [35] emphasize that the present understandin~ of the relation­

ship between network structure and coefficient sensitivity is very mea­

ger. Although Jackson [34] considers the error due to coefficient 

quantization as straightforward to analyze, he comments that the 
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inclusion of coefficient quantization in the initial filter synthesis 

procedure in order to minimize the resulting filter complexity is a com­

plex problem. No systematic method has yet been developed for determin­

ing the best realization given constraints on the number of multipliers, 

word length, and the number of delays. The only recourse is a compara­

tive search for the best of a set of possible structures. 

1.5 Organization of the Thesis 

Chapter II presents a new second order system matrix suitable for 

digital filter applications. The parameter space of the matrix elements 

is examined and the existence of the third order case, along with a 

method of solution, is discussed. 

Chapter III presents the eigenvalue sensitivity analysis of the new 

system matrix. Other second order system matrices discussed in the 

literature are also analyzed for comparison with the new matrix. Both 

absolute and normalized element variations are assumed. Expressions for 

the magnitude, and the corresponding radial and angular components, of 

the eigenvalue displacement due to variation in the matrix elements are 

presented. Minimum pole sensitivity regions within the unit circle of 

the z-plane are shown for each system matrix. A relationship between 

sensitivity matrices of equivalent system matrices is shown to exist. 

A technique for determining the eigenvalue sensitivity of a system 

matrix from the sensitivity of an equivalent companion matrix is pre­

sented. 

Chapter IV presents a comparison of the system matrices based on 

wordlength requirements necessary to insure that the pole-zero movements 

will remain within prescribed bounds. For a given coefficient wordlength, 
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the realizable pole locations within the unit circle of the z-plane are 

presented for each matrix. The tendency of each matrix to sustain over­

flow oscillations is also examined. As a final comparison, the roundoff 

noise properties of each matrix is discussed. 

Chapter V presents a summary and suggestions for further study. 



CHAPTER II 

A TRIDIAGONAL SYSTEM MATRIX FOR DIGITAL FILTERS 

2.1 Introduction 

In analog filter design, LC ladder structures are noted for the 

relative insensitivity of their frequency response to the element values. 

Fettweis [36] has conjectured that digital filter structures modeled 

after them would have the same coefficient sensitivity properties and 

could be implemented with shorter coefficient wordlengths. Crochiere 

[37] investigated this conjecture and found that, in many cases, digital 

ladder structures can be implemented with shorter wordlengths than con­

ventional cascade structures. Fettweis [36] and Crochiere [37] presented 

methods for designing digital ladder structures that utilized transfor­

mations and digitization methods on an existing analog ladder structure. 

Marshall [38] has shown that tridiagonal matrices are related to 

ladder networks. · Yarlagadda [39] has shown that a tridiagonal represen­

tation of a system can be obtained directly. As applied to digital fil­

ters, the use of a tridiagonal system matrix in a state-model represen­

tation allows a digital ladder structure to be obtained directly without 

using digitization of an analog ladder structure. 

In this chapter a class of tridiagonal matrices is investigated for 

use as system matrices in state-model digital filters. The structure of 

this class of tridiagonal matrices was chosen in an effort to combine 

16 
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desirable properties of two other classes of matrices used in state-

model representation of systems. These classes of matrices are the diag-

anal matrix which exhibits minimum eigenvalue sensitivity of 1 for real 

eigenvalues [9]. Rader and Gold [30] has given a second order coupled-

loop structure which has an antisymmetric system matrix and exhibits a 

constant eigenvalue sensitivity of ;z- for all eigenvalues inside the 

unit circle of the z-plane [9]. 

Considering these two aspects, one logical tridiagonal system matrix 

is 

kl 1 

-1 k2 

K = 0 -1 

0 0 

0 0 

0 

1 

0 

0 

0 

-1 

0 

0 

0 

1 

,(2-l) 

where it is clear that the only elements subject to variation are the 

diagonal entries, as in the diagonal matrix. The entries for the two 

sub-diagonals are chosen to be antisymmetric, i.e., 

k. "+1 = -k.+l ., 1,1 1 ,1 
i = 1 ,2, . . . , n-1 ,(2-2) 

as in the coupled-loop structure. The main diagonal elements are re­

quired to be real. For n=3, the matrix Kin (2-1) is given by 

kl 1 0 

K = -1 k2 1 .(2-3) 

0 -1 k3 

However, since second order structures are the basic building blocks for 
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higher order filters [5], the existence of higher order forms of the 

matrix K are examined only for completeness. There is a general tridi­

agonal matrix, known as the Schwarz matrix [32], which exists for any 

n-th order system. However, when applied to digital filters as a second 

order building block, the matrix becomes identical to the companion 

matrix. 

For the second order case, the parameter space of k1, k2 is examined 

regarding its mapping into the unit circle of the z-plane. The parameter 

dynamics, or the relationship of k1 and k2 as a function of pole loca­

tions in the unit circle, is also examined. A second order state-model 

is also presented. 

2.2 Second Order System Matrix 

For any state-model representation of digital filter specifications 

given by the transfer function 

H(z) = ~hl 
P\zT 

the characteristic polynomial of the system matrix A, given by 

f(z) = lzi-AI 

must satisfy 

P(z) = lzi-AI 

,(2-4) 

'(2-5) 

. ( 2-6) 

For the second order case let X(z) in (2-4) be given by X(z) = z2 

+ az + b where a and bare real. Then the second order form of (2-1), 

· given by 



must satisfy 

lzi - Kl = z2 + az + b 

or 

Equating coefficients in (2-9) and solving for k1 and k2 yields 

k1 ,k2 = -a± /a2-4(b-l) 
2 

where the+{-) sign corresponds to k1(k2). 
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,(2-7) 

(2-8) 

.(2-9) 

,{2-10) 

It is clear that the coefficients a and b in (2-8) must satisfy 

(2-11) 

(2-12) 

where z1 and z2 are the zeroes of the polynomial X(z). For digital fil­

ter applications,· the zeroes of P(z) are the poles of the transfer func­

tion H(z) and, for a stable filter, must l.ie inside the unit circle in 

the z-plane, i.e., lzil<l, i=l,2. 

Therefore b, as given in (2-12), has a magnitude less than one, and 

this assures that the values of k1· and k2 in (2-10) are real·. This is 

the reason that a real matrix K, in (2-7), exists for all stable digital 

filter operations. 

For filters requiring real pole locations, equations (2-10)-{2-12) 

produce the necessary values of k1 and k2. 

For filters with complex poles, the restriction that a and b are 
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real requires the poles to be complex conjugates given, in polar coordin­

ates, by 

z1 = pease + jpsine (2-13) 

z2 = pcose + jpsine .(2-14) 

Then (2-11) and (2-12) yield 

a = -2pcose (2-15) 

(2-16) 

which, when substituted into (2-10), results in 

(2-17) 

. !J 2 . 2 k2 = pease- · 1-p s1n e .(2-18) 

Examination of the possible values of k1 and k2 for stable pole lo­

cations inside the unit circle results in 

(2-19) 

.(2-20) 

This completes the demonstration of the existence of the second 

order tridiagonal system matrix for all root locations inside the unit 

circle. The second order matrix in {2-7) has not been given before and 

has considerable potential in digital filter synthesis. A comparison of 

this matrix with other second order matrices is presented in Chapter 3. 

Equations defining the parameters k1 and k2 are given along with the 

range of parameter values. In the next section the mapping of the param-

eter space k1 ,k2 into the unit circle of the z-plane is examined. 
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2.2.1 Parameter Space 

A mapping of acceptable values of k1 and k2 that permit the reali­

zations of real or complex pole locations inside the unit circle of the 

z-plane is shown in Figure 1 and Figure 2. The labeled points in Figure 

1 are mapped into the corresponding points in Figure 2. Points within 

bounded regions in Figure 1, such as ABEA, map into pole locations in-

side the corresponding region of Figure 2. Points in the parameter space 

along AB are mapped into complex conjugate pole locations on the right 

half of the unit circle while pole locations on the left half of the unit 

circle are obtained from a mapping of the parameter space along BC. 

The left hand side of (2-9) can be solved for the pole locations z1 

and z2 in terms of the parameters k1 and k2• These solutions are 

kl+k2+ ;(kl-k2)2-4 
2 (2-21) 

. (2-22) 

Examination of these solutions yields the following information about 

regions in the parameter space: 

If k1-k2>2 - the poles are real and distinct. 

If k1-k2=2 - the poles are real multiples. 

If k1-k2>2 - the poles are complex conjugates. 

Line segment AEC in Figure 1 corresponds to k1=2+k2. ·From the above 

it is clear that the region to the left of AEC, bounded by ABCEA but not 

including the boundary, maps into complex conjugate pole locations inside 

the unit circle. Points inside the parameter space bounded by ABEA 



Figure 1. Parameter Space 
for Valid Poles 

B 

Figure 2. z-Plane Map of Parameter 
Space 
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realize complex conjugate poles with positive Re(z) while points inside 

BCEB realize complex conjugate poles with negative Re(z}. 

The region to the right of AEC, bounded by AECOA including the 

boundary, maps into pole locations on the real axis. The bound~ry AOC 

corresponds to the case when one or both of the real poles lie on the 

unit circle. Points on AD in Figure 1 have one pole at 1 while the other 

can be at any point on the real axis. Points on CO have one pole at -1 

while the other can be at any point on the real axis .. The equations 

defining the boundary segments AD and CO are 

/::, 
AD= k1k2-k1-k2+2 = 0 (2-23) 

/::, 
co= klk2+kl+k2+2 = 0 .(2-24) 

The boundary ABCDA of the parameter space always realizes at least 

one pole on the unit circle of the z-plane. Since most stable digital 

filters require poles inside the unit circle, acceptable values for the 

parameters wi 11 not inc 1 ude the boundary. 

2.2.2 Parameter Dynamics 

The parameter dynamics of the matrix addresses the relationship of 

k1 and k2 as a function of pole location in the unit circle. Such an 

analysis gives information regarding regions of pole location that re-

quire little relative change in magnitude for one parameter as opposed 

to the other. This information will be used in later chapters. 

Using. (2-17) and (2-18), Figure 3 shows plots of k1 and k2 for poles 

A = pe+je for different values of ~agnitude p and angle e. Also shown 

is a plot of the curve 2cos8 which is the function approached by the sum 
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of k1 and k2 asp approaches 1. As shown in Figure 3, for pole locations 

close to the unit circle the parameters have definite regions of angular 

location e where the location of the pole is primarily determined by only 

one of the parameters. The limiting case of p=l exhibits this feature 

very well. For angular locations in the first and fourth quadrant of the 

unit circle (0~0~90, 270~8~360} the parameter k2=o while the parameter k1 

determines the pole location. In the second and third quadrants (90-:::e::: 

270} the parameter k1=o while k2 determines the pole location. As p de­

creases the angular regions primarily dominated by one parameter decrease 

in size. An interesting result of these parameter characteristics is 

that the effects of variations in the parameters will be primarily due to 

variations in the dominant parameter. As p approaches 1, the dominant 

parameter primarily affects the angular location of the pole since the 

increasing magnitude p is a result of the other parameter becoming 

smaller and more constant in magnitude. Therefore, for poles close to 

the unit circle, the angular location 8 is more sensitive than the mag-

nitude p to changes in the parameters. This intuitive concept is ex-

plained analytically in Chapter III. 

2.3 Second Order State Model 

A state-model utilizing the new second order matrix as a system. 

matrix is now presented. For the implementation of the state-model, a 

useful characteristic of the second order matrix is applied. As was 

noted in (2-19} and (2-20}, the range of values of k1 and k2 for stable 

pole locations satisfy O<k1<2 and -2<k2<0. For these ranges, k1 and k2 

can be written as k1=x+l and k2=y-l, where lxl<l and IYI<l. Now Kin 

(2-7)·can be written as 
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K = [ :: :J = [: :] + [ _: _: l = Q + I ,{2-25) 

where I is an invariant matrix consisting of ±1 elements. By using K in 

this form, the state-model closely represents a simplified implementation 

of the filter since the matrix I corresponds to hardwired connections and 

no contingency plan is required to check whether the coefficient magni­

tudes are less than one [2]. This is a significant advantage over the 

companion form realization. 

A state model for the realization of a digital transfer function 

2 

H(z) 
z +b1 z+c1 

= al 2 
z +az+b 

is given by 

r xl (n+l) 

l x2(n+l) 

= 

X 

0 

l~(n) = [y 

V(z)=H(z)U(z) 

1 

+ 

-1 -1 

The implementation of the model is shown in Figure 4. 

2.4 Tridiagonal Realizations Greater 

Than Second Order 

(2-26) 

The general existence of the n-th order matrix given in (2-1) that 
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can realize any given set of n poles is not known for n~3. For n>2 it 

becomes necessary to solve an increasingly difficult set of nonlinear 

equations in the parameters ki to obtain the matrix. This problem is 

illustrated for the third order case. Conditions under which it is 

28 

relatively easy to solve for the parameters are presented along with a 

method of solution. It is not clear that a solution always exists under 

these conditions. 

In order for a third order tridiagonal matrix given in. (2-3) to 

realize a given pole polynomial 

(2-27) 

the determinant lzi-KI must satisfy 

lzi-KI = f(z) (2-28) 

or, 

Then (2-30) 

(2-31) 

(2-32) 

are the set of nonlinear equations to be solved for real values of k1, 

k2, and k3. 

By the elimination process or by use of Bezout•s determinant [40] 

equations (2-30)-(2-32) can be reduced to a sixth order polynomial in 

one parameter given by 



k16-2ak15+(a2+2b-3)k14-(2c+2ab-4a)k13+(2ac-a2-7b+Zb2+7)k12 

2 -(ab-2a+3c-2bc)k1+b-2+c -ac = 0 

29 

.(2-33) 

If a real solution to (2-33) exists that satisfies (2-30)-(2-32) the 

matrix can be realized. Further discussion on this is omitted as it is 

fairly routine. In the following, a simpler method of solution is dis-

cussed. 

2.4.1 Proposed Technique for Third 

Order Matrices 

Examination of (2-30)-(2-32) points out a condition under which so-

lutions might be obtained relatively easily. If the coefficients a and 

c in the pole polynomial given by (2-27) were equal then (2-29)-(2-31) 

could be satisfied by k2=o or k1k3=1. 

Case I:· For a=c and k2=o, (2-30)-(2-32) reduce to 

for which the solutions for k1 and k3 are 

k = a± ~2+4{2-b) 
3 2 

= a+ la2+4{2-b) 
kl 2 

Case II: For a=c and k1k3=1, (2-30)-(2-32) reduce to 

k +k +k3 = a 
1 2 

(2-34) 

,(2-35) 

(2-36) 

. (2-37) 

(2-38) 

(2-39) 



k = _1 
. 3 k 

1 

for which the solutions for k1, k2, k3 are 

k - 1 
1 - k3 

a-k2± /(a-k2)2-4 
K =---~---3 2 

k _ a± / a2+4(3-b) 
2 .., 2 
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,(2-40) 

(2-41) 

(2-42) 

.(2-43) 

For most f(z) given in (2-27) the coefficients a and c will not be 

equal. However, by employing the change of variable 

z = A.+e: (2-44) 

in (2-27), the resultant f(A.), given by 

has coefficients a, S, and y that are polynomials in e:. It is then poss­

ible to find a real e: (since y is a third order polynomial in e:) such 

that a =y. The previously discussed Case I or Case II can then be ap­

plied to obtain possible solutions for the set of equations 

(2-46) 

(2-47) 

.(2-48) 

If a solution exists, then matrix elements k1, k2, and k3 for realiza­

tion of f(z) in (2-27) are obtained by 



; = 1 ,2 ,3 

2.4.2 Example 

Given f(z) = z3+z2+0.5z = 0 

find k1, k2, k3 such that 

-1 0 

1 -1 = f(z) 

0 1 

Applying z=A+s to f(z) results irt 

Solving for s such that 

3 2 £ +s +.5£ = 3s+l 

results in£= 1.366. Then f(A) in· (2-51) is given by 

and the set of equations to be solved are: 

Applying Case I for k2 = 0, (2-36) yields 

k3 = 2.544±j.576 

which is complex so this solution does not apply. 
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.(2-49) 

. (2-50) 

. (2-51) 

,(2-52) 

(2-53) 

(2-54) 

.(2-55) 



Applying Case II for k~k; = 1, equations (2-41)-(2-43) yield k; = 

-3.038, k~ = -1.732, k; = -0.329. Applying (2-49) for the realization 

of f(z) results in k1 = -1.672, k2 = -0.366, k3 = 1.037. Therefore 

z+l.672 -1 

z+0.366 

0 

0 

-1 

z-1. 037 
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As was mentioned previously, the general existence of third and 

higher order matrices for all pole locations is not known. The proposed 

methods of solving the nonlinear equations (2-30)-(2-32), under the 

condition that the coefficients a and c in (2-27) are equal, has not been 

proved to apply for all pole locations. In the example presented, Case I 

did not provide a solution but Case II did. 

In digital filter applications, third and higher order filters are 

generally realized through first and second order sections in cascade or 

parallel combinations. This treatment of the third and higher ordered 

matrices is included only for completeness. 

In passing, it should be pointed out that two other third order tri­

diagonal matrices with ones on the sub-diagonals can be considered. The 

first matrix is 

kl 1 0 

K• = 1 k2 (2-56) 

0 1 k3 

Since K • is symmetric, it can realize only real poles and, therefore, is 

not of much interest. The second matrix 
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kl 1 0 

K" = 1 k2 (2-57) 

0 -1 k3 

is not of much interest either as it cannot realize most pole locations 

in the unit circle. This can be proved by using root locus arguments 

[41]. 

2.5 Summary 

A second order tridiagonal matrix suitable for realizing all stable 

pole locations for state-model digital filter applications is presented. 

The mapping of the matrix element parameter space into the unit circle 

of the z-plane is discussed. The dynamics of the parameter interaction 

as a function of filter pole location is presented. A state-model using 

the second order tridiagonal matrix as the system matrix is presented. 

Third and higher order realizations of all pole locations using this 

class of tridiagonal matrices is not known. An example for the existence 

of a third order matrix is presented. 



CHAPTER III 

SYSTEM MATRIX EIGENVALUE SENSITIVITY 

3.1 Introduction 

In this chapter the second order form of the class of tridiagonal 

matrices introduced in Chapter 2 is compared with other second order 

matrices with similar characteristics that are capable of realizing all 

pole locations inside the unit circle of the z-plane. The eigenvalue 

sensitivity of the matrices is used as the method of evaluation. Eigen-

value sensitivity is defined as the change in the eigenvalue locations of 

a matrix due to changes in the elements of the matrix. This sensitivity 

measure can be applied to the coefficient accuracy problem of state­

model digital filters since the constraint of finite wordlength is a 

cause of changes in the system matrix elements. The research of Mantey 

[8] and Singer [9] involved searches for minimally sensitive system 

matrices for equivalent input/output state-models. As pointed out by 

Mantey [8] and Oppenheim and Schafer [35]~no systematic method has yet 

been devised for determining the best realization in terms of insensi­

tivity to the effects introduced by the constraints of finite wordlength 

and the number of multipliers. The only recourse is a search for the 

best of a set of possible realizations. In this thesis, a simple proce­

dure for selecting a second order matrix with two variational elements 

is proposed which uses the concept of sensitivity analysis. 

34 
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The emphasis, in this thesis, will be on system matrices with complex 

conjugate eigenvalues~ Singer [9] has shown that for real eigenvalues 

the diagonal matrix exhibits a minimal sensitivity of one. In some 

instances when real eigenvalues have large separations between them 

they may be associated together in a companion matrix form to achieve a 

sensitivity, for the smaller eigenvalue, that is less than one. With 

this exception, real eigenvalues are best realized through diagonal 

system matrices. 

The matrices to be considered in this comparison are: 

K = [kl 
-1 

A characteristic common to these matrices, with the exception of As' is 

that they have only two elements subject to variation. Any zero or unity 

elements which are in a fixed position of a matrix and do not occur as a 

result of particular eigenvalue locations are considered to be free of 

variation. The zero elements require no additions or multiplications to 

be performed. Since their presence is an indication of an absence of 

operations, no storage or computer error is associated with them. Simi-

larly, no multiplications are performed when an element of the system 

matrix is unity. It represents a direct hardwire connection on a special 

purpose realization and a simple addition (subtraction for a minus sign) 

in a computer. 

The variational elements in the companion matrix Ac are the coeffi­

cients of a given pole polynomial. Since these coefficients are functions 

of the variational elements in the other system matrices of (3-1), it is 

shown that the eigenvalue sensitivity of the matrices As' A0 , and K can 
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be derived from the eigenvalue sensitivity of the companion matrix Ac. 

Using this technique, expressions for the magnitude, and the correspond­

ing radial and angular components, of the eigenvalue displacement due 

to simultaneous variation in the matrix elements are presented. Minimum 

pole sensitivity regions within the unit circle of the z-plane are shown 

for each system matrix. 

Although second order system matrices are of primary emphasis, the 

eigenvalue sensitivity technique presented is applicable to a general 

n-th order system. A qualitative discussion of the extension to an n-th 

order system is presented later. 

3.2 Matrix Eigenvalue Sensitivity Relationship 

The following is from Huelsman [19] and is concerned with the varia­

tions in the simple roots of a polynomial due to variations in the poly-

nomial coefficients. For second order polynomials with complex conjugate 

roots, to which this analysis is primarily applied in this thesis, the 

case of multiple roots does not arise. For the derivation which follows 

for a general n-th order polynomial, it should be remembered that the 

analysis applies only to simple roots. 

Let f(z) be given by 

n 
f(z) = rr (z-zk) 

k=l . 
(3-2) 

where, without loss of generality, dn+l=l. The change in the simple root 

zk due to small changes in the coefficients dj is given by 

n azk 
~zk = • L: ~dJ. 

J=l J 
' ( 3-3) 



where azk is obtained from 
ad. 

J 

and 
Qk(zk) = ~~z=z 

k 

By defining 

equation (3-3) can be written as 

·-+ qtd !J.z = 

where -+ col(tJ.z1, !J.z = ... ' 
M = col ( !J.dl ' ... ' 

and Q is an nxn matrix. 

!J.zn) 

!J.dn) 
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,(3-4) 

. ( 3-5) 

' ( 3-6) 

,(3-7) 

' ( 3-8) 

' ( 3-9) 

Equation (3-7) relates the polynomial root variations to the poly-

nomial coefficient variations. 

The variational elements of a companion matrix are simply the nega-

tive of the pole polynomial coefficients. Since the eigenvalues A; of 

the matrix are equal to the roots of the polynomial, (3-7) gives the vari-

ation of the matrix eigenvalues A; as a result of variations in the 

matrix elements. For the second order matrix A in (3-1) the character-. c . 

istic polynomial is 

.(3-10) 

Application of (3-6) and (3-7) for the matrix eigenvalues Al and A2 
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~Al 
1 Al 

~dl Al-A2 Al-A2 
= .(3-11) 

~A2 
1 A2 

M2 A2-Al A2-Al 

For complex eigenvalues given by 

Al = pcose+jpsine (3-12) 

A2 = pcos0+jpsin0 ,(3-13) 

equation (3-11) yields for ~Al 

.(3-14) 

It is clear from (3-11) that the variation ~A2 is simply the complex con­

jugate of t.A1 . 

Singer [9] defined the magnitude of the eigenvalue sensitivity of a 

square matrix F at an eigenvalue Ak as 

1 im 1 
= ~+() -

lt.f .. j<t. ~ 
lJ -

. rr::-
sup /a.' Aa. . 
n jAk-A·I II . 1 

i=l 
i1k 

,{3-15} 

A 

where a. is a vector c9mposed of the matrix element variations t.fij and A 

is a square, positive definite, symmetric matrix. The limit as ~+0 oper-

ation results in an expression for the magnitude of the sensitivity that 

allows convenient geometrical comparisons of matrix sensitivity. What 

it effectively does is to normalize the magnitude of the element varia-

tions to one since 
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lim Llfij = ±1 
Ll-+0 Ll 

ILlf. ·I<~:!. lJ -

,(3-16) 

where the sign is determined by the direction of the element variation. 

Therefore the vector~ consists of elements ±l when the limit operation 

is performed in (3-15). 

.(3-17) 

Employing the limit operation of (3-15) and taking the supremum of (3-17) 

yields the same result as derived by Singer [9] for the eigenvalue sensi­

tivity of the companion matrix Ac. That result is 

I S(A A ) I = /1+2p c~sel +p2 
k' c 2p s1n0 .(3-18) 

From (3-15) and (3-17) it is clear that for the companion matrix 

A T~ . . b c' a a 1s g1ven y 

,(3-19} 

or .(3-20) 

. where A" is defined as the sensitivity matrix for the companion matrix 

Ac. For a given system matrix F, there will be a corresponding varia­

tional vector a and a sensitivity matrix A. 
The coefficients of a given pole polynomial are functions of the 

variational elements of a system matrix used to realize those poles. 

Since the variational elements of a companion matrix are given by the 
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polynomial coefficients, it is clear that those elements can be· expressed 

as functions of the elements of any other system matrix used to realize 

the same poles. As a result of this relationship, a product of this 

thesis is a technique for the derivation of IS(lk,F)I for any matrix F 

based on IS(A.k,Ac)l. The method is presented for second order matrices 

without the loss of generality. 

For a second order companion matrix Ac' as given in (3-1), and any 

second order matrix F with matrix elements fij' i,j=l ,2, the functional 

relationship of d1 and d2 to the elements fij can be given by 

dl = g(f .. ) lJ 

d2 = h (f .. ) lJ 

(3-21) 

.(3-22) 

For small variations in fij' the resultant changes in d1 and d2 are 

given by 

lldl = I: E.9_ llf .. i ,j ()f.. lJ 
lJ 

(3-23) 

E ah lld = ar- flf .. 2 i ,j . . lJ 
lJ 

.(3"-24) 

Equations (3-23) and (3-24) can be written as 

lldl E.9_ .£.9_ .£.9_ .£.9_ 
~f, ()fll ()fl2 ()f21 ()f22 

= llfl2 

lld2 
ah ah ah ah 

llf21 
(3-25) 

af11 afl2 af21 af22 
llf22 

or lld :::: M·llf . (3-26) 

As shown in (3-23) and (3-24), if a matrix element is invariant it does 
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not appear in (3-25). For example, for two elements subject to varia-

tion, M is 2x2 and ~f is 2xl in size. 

Substituting (3-26) into (3-20) results in 

,{3-27) 

where A= MTA~M is the sensitivity matrix of F derived from the sensitiv­

ity matrix A~ of the companion matrix A and ~f is the corresponding var-c . 
iational vector ~-

Equation (3-27) is the relationship between matrix eigenvalue sensi­

tivities that was being sought. Given the sensitivity matrix A~ for the 

companion matrix, the eigenvalue sensitivity, as defined in (3-15), of 

any other system matrix of the same order can be obtained through (3-25), 

(3-26), and (3-27). For the second order matrix Ac' A~ as defined in 

(3-20) is given in (3-19) as 

A~ [ 
= pease 

.(3-28) 

Singer [9] presents A~ for the general n-th order companion matrix. 

As an illustration of the described method for determining matrix 

eigenvalue sensitivity, the sensitivity of the matrix As in (3-1) will 

be determined. Singer [9] has shown that the sensitivity given in (3-15) 

for this matrix is !S(Ak,As)l = /2. It is a good example for illustrat­

ing the above procedure because all four elements are subject to varia-

tion. 

3. 2 . 1 Ex amp 1 e 

For the matrix 
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[ 
a. s] 

A = 

s -13 a. 
,(3-29) 

equations (3-21) and (3-22) are given by 

(3-30) 

'(3-31) 

where a.=pcose and 13=psin0 for eigenvalues 

:\1 ,:\2 = pcos0±jpsin0 .(3-32) 

Applying (3-25) results in (3-26) being given by 

I 6dl J [-~ 13 -s -~] ~fll 

= 
M2 0 0 ~fl2 .(3-33) 

~f21 

~f22 

Even though there are four variational elements in this matrix, the vari­

ation of the elements is not independent. A given variation in f11 will 

also exist in f 22 . Also, t.f12 = -~f21 due to the antisymmetric nature 

of the matrix. Due to these relationships (3-33) can be conveniently 

condensed, as is also evident from (3-30) and (3-31), into 

[Ml] = [-2a. -213] [~a.] 
t.d2 2 o ~s 

.(3-34) 

Equation (3-34) as (3-33) can be used in (3-27) to determine the sensi­

tivity matrix A for the system matrix As. For convenience (3-34) will 



be used. The fact that As can be analyzed in terms of two variational 

elements, although all four elements are subject to variation, is the 

reason it was included in (3-1). 
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Substituting (3-34) and (3-28) into (3-27) results in the sensitiv-
• • I'\ • 

1ty matr1x A for the matnx As being given by 

. (3-35) 

Using (3-35) in (3-15) with aT=[~a ~S] results in 

1 im 1 ~ 2 . 2 ( 2 2 ) = ~+O X sup 4p s 1 n ~ ~ a+~ S 
l ~f .. !<~ 2plsln91 

lJ - . 

.(3-36) 

This yields 

. (3-37) 

3.3 Eigenvalue Sensitivity Expressions for 

Second Order System Matrices 

In the previous section a method was presented for obtaining the 

eigenvalue sensitivity of a matrix from the sensitivity expression for 

a companion matrix. For illustration of the method, an example was pre­

sented for the matrix As in (3-1). In this section, eigenvalue sensitiv­

ity expressions for the remaining system matrices in (3-1) are developed 

using the same method. Since information on the variation of the matrix 

elements may be given as absolute variations or as tolerances, expres­

sions are developed for both absolute and normalized element variations. 
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3.3.1 Absolute Element Variations 

Absolute element variations refer to the information for the varia-

tional vector a in (3-15) being given in terms of a magnitude and a 

direction either positive or negative. When the limit operation is per-

formed, the element variations are normalized to plus or minus one de-

pending on the direction assumed for each element variation. This allows 

the comparison of the eigenvalue sensitivity of various system matrices 

to be based on equal magnitude of variation in the matrix elements. As 

shown in the example in 3.2.1, the supremum is determined by the assumed 

directions, plus or minus, the variations take. Without employing the 

limit operation, (3-15) gives the sensitivity of an eigenvalue Ak due to 

given element variations ~fij in the vector a. It should be remembered 

that (3-15) is derived under the assumption of small element variations. 

In section 3.2 expressions for the eigenvalue sensitivity of the 

matrices Ac and As were presented. These expressions, repeated here for 

convenience, are: 

with normalized, equal variations resulting in 

and 

= /1+2p 
2p 

(3-38) 

,{3-39) 

.(3-40) 

Sensitivity equations for the remaining matrices, A0 and K in (3-1) are 

now developed. 



Matrix A0 

For the matrix 

equations (3-21) and (3-22) are given by 
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( 3-41 ) 

(3-42) 

.(3-43) 

For this matrix only two elements are subject to variation. Therefore 

(3-25) is given by 

[~dl] = [1 -1] [~X] 
~d2 0 1 ~y 

. (3-44) 

Substituting (3-44) and (3-28) into (3-27) results in the sensitivity 
A 

matrix A for the matrix A0 being given by 

Using (3-45) in 

pcos8-l ] 

p2-2pcos8+l 

(3-15) with aT=[~x ~y] results in 

.(3-45) 

lim 
~+0 ~ 

ft2 2 2 sup ~ x-2(1-pcose)~x~y+(l-2pcos8+p )~ y 

or 

I ~f ··I<~ lJ -

I )I ~-4pcos8+~2 
S(Ak,Ao = 2pjsin81 

2pjsinel 

where the supremum is obtained by setting ~x=-~y. 

. ,(3-46) 

,(3-47) 



46 

Matrix K: 

For the matrix 

(3-48) 

equations (3-21) and (3-22) are given by 

dl = -klk2-l (3-49) 

d2 = kl+k2 . (3-50) 

For this matrix only two elements are subject to variation. Therefore 

(3-25) is given by 

.(3-51) 

Substituting (3-51) and (3-28) into (3-27), and using k1 ,k2=pcose ± 

A-p2sin2e, results in the sensitivity matrix A for the matrix K being 

given by 

A(K) = 

l 

2 2 . 2 1 p s1n 0-

Using (3-52) in (3-15) with aT= [~kl ~k2 ] results in 

~2 2 . 2 2 
lim l sup/~ k1+2(2p s1n e-l)~k 1 ~k2+~ k2 
~+0 ~ 2plsinel 

l~f. ·I<~ lJ -

or 

.(3-52) 

,(3-53) 
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1 

= .(3-54) 

~1 2 2 -l p sin e 

The sensitivity expressions derived in this section have been pre-

sented by Singer [9] for all the system matrices except the matrix K 

introduced in this thesis. The method of derivation, however, is new 

and follows the manner presented in Section 3.2. All of the expressions 

thus far have given the supremum, or maximum, sensitivity that can be 

expected for a given eigenvalue. While it is beneficial to compare the 

worst case sensitivity of matrices, it is also interesting to compare 

the sensitivity obtained without taking the supremum. In some cases 

this might be the actual sensitivity experienced, depending on the di­

rection in which each element varies, and could affect the choice of a 

system matrix to realize a given set of complex poles. For all the 

matrices considered, this sensitivity is obtained when the variations of 

the elements are all in the same direction. Under this condition, the 

eigenvalue sensitivity of A, A, A , and K are obtained from (3-38), . c s 0 

(3-40), (3-46), and (3-53), respectively, and are given as 

I s1 C\ ,As) I = 12 Is, p .. k ,Ac) I = A +2ecose+T2 
2pjsin8 ,(3-55) 

IS,(Ak,K)I 1 IS,(;\k,Ao)l = 
1 ,{3-56) = 2lsinel 

where the subscript 1 is used to differentiate these sensitivities from 

those obtained using the supremum. 

The sensitivity of the matrix K is shown to be one for parameter 

variations in the same direction. This is an important product of the 

introduction of the matrix. Using this matrix, complex poles can achieve 
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a constant sensitivity, for all pole locations, equal to the sensitivity 

of real poles realized by a diagonal matrix. In Chapter II the rationale 

behind choosing the structure of K included the desire to have the varia-

tional elements on the main diagonal since diagonal matrices realized 

real poles with a sensitivity of one. It is evident that the sensitivity 

properties of the diagonal matrix have been carried over to complex poles 

due to the structure of K. 

The results obtained in this section are summarized in Table I.· 

These results will be used in section 3.3.3 in a comparison of the eigen-

value sensitivities of the matrices. 

3.3.2 Normalized Variations 

The sensitivity expressions derived in the last section allow the 

computation of the eigenvalue sensitivity in terms of the absolute vari-

ations of matrix elements. In many cases, however, information on the 

variational elements is given in terms of tolerances rather than absolute 

variations. In these cases, the vector a in (3-15) should be expressed 

as normalized values ~fij/fij" Since aT= [~f1 ... ~fm], where m is the 

number of elements subject to variation, and the normalized variation 

~f.N =~f./f. (i=l, ... , m) then 
1 1 1 

( 3-57) 

T where aN = [~flN" .. ~fmN] and D is a diagonal matrix with main diagonal 

elements f 1 , ... ,fm. 

Substituting (3-57) into (3-15) without the supremum or limit oper-

ation, the matrix eigenvalue sensitivity in terms of normalized varia-

tional elements is given by 



TABLE I 

SYSTEM MATRIX EIGENVALUE SENSITIVITIES 

As A Ao K c 

(2p2sin2e;;::l) IS(t-k,F)I 12 j, +2p I cose I +p2 14-4Tcose•i 1 ' 
2pjsinel 2p sine! 1 (2p2sin2e::;1) 2 . 2e - 1 ' 

p s1 n -
-----~·-e----·--· -----------------

IS1(\,F)I ff /1 +2Tcos0li 1 1 2p sine! 21 s·inel 



n 
II IAk-Ail 

i =1 
irk 
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. (3-58) 

Eigenvalue sensitivity expressions utilizing the tolerance descrip­

tion of element variations have not been previously presented for the 

matrices under consideration .. Using (3-58) these expressions are now 

developed. 

Matrix A5 : 

For As' (3-57) is given by 

[L1a L113] = [L1aN L113N] r_pco
0
se 0 1 

j_ psin~ 
,(3-59) 

· where a=pcose, f3=psine. 

Using (3-59) as a~D and A given in (3-35), (3-58) gives the sensi­

tivity in terms of element tolerances as 

.(3-60) 

Matrix Ac: 

For Ac' (3-57) is given by 

[nd1 fld2J = [fld1N 8dzNl [-:2 ,(3-61) 

2 where d1=-p , d2=2pcose. 

Using (3-61) as a~D and A given in (3-28), (3-58) gives the sensi­

tivity in terms of element tolerances as 

. ( 3-62) 
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~latrix A0 : 

For A0 , (3-57) is given by 

,{3-63) 

where x = 2pcos0-l-p2 andy= 2pcos0-l. 

Using (3-63) as ~~D and A given in (3-45), (3-58) gives the sensi­

tivity in terms of element tolerances as 

Matrix K: 

For K, (3-57) is given by 

[kl k2] = [ kl N k2NJ l:l :J 
where k1 = pcoso+fl-p2sin2e, k2 = pease- Jl-p2sin2e. 

.(3-64) 

,{3-65) 

Using (3-65) as a~o and A given in (3-52), (3-58) gives the sensi-

tivity in terms of element tolerances as 

.(3-66) 

3.3.3 Matrix Eigenvalue Sensitivity Comparison 

Singer•s definition of eigenvalue sensitivity, given in (3-15), is 

convenient in that it allows the sensitivity characteristics of different 

system matrices to be compared and summarized in a geometrical manner. 

Figure 5 and Figure 6 summarize the eigenvalue sensitivity expressions 

listed in Table I. They indicate the proper choice of a system matrix 

in order to provide minimum sensitivity for complex eigenvalues Ak. In 



COORD I NATES 

k- (0.0,-0.378) 
l -(0.911,-0.411) 
m- ( 0.725, -0.689) 
n - ( 0.528,-0.577 l 

0- (0225,-0.707) 
p - ( 0.500, -0.866) 
q- (-0.500,-0.866) 
r - (-0.225,-0.707) 

s - ( -0.528,-0.577) 
t -(-0.816,-0.577) 

jim(z) 

1.0 

----~----------As------------------~--
LO Re(z) 

Figure 5. Minimum IS(Ak,F)j Regions 

COORDINATES 

a - (0.0, 0.378) 
b - (0.911 ,0.411) 
c - ( 0.725, 0.689) 
d- (0528,0.577) 

e - (0.225, 0.707) 
f - (0.500,0.866) 
g - ( -0.500,0.866) 
h- (-0.225,0.707) 

i - ( -0.528, 0.577) 
j - (-0.816,0.577) 

U1 
N· 



jlm(z) 
1.0 

I.O Re(z) 

Figure 6. Minimum !s1(Ak,F)I Regions 

COORDINATES 

Q - ( 0.866, 0.500) 
b- (0.866,-0.500) 
c - (-0.500,0.866) 
d - (-0.500,-0.866) 
e - (-0.500, 0.288 l 
f - (-0.500,-0.288) 
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Figure 5 the areas indicate regions of pole locations in the unit circle 

for which the matrices As' Ac' A0 , and K offer the minimum, worst case 

sensitivity given by IS(Ak,F)I in Table I. The comparison shown in Fig­

ure 6 has not been given before. In this figure the areas indicate re­

gions of pole locations in the unit circle for which the matrices Ac' A0 , 

and K offer the minimum sensitivity when the supremum is not taken and 

the element variations are in the same direction, as given by !S1(Ak,F)I 

in Table I. The matrix As is not shown since the sensitivity of K is 

always less than that of As' as shown in Table I. The striking differ~ 

ence between Figure 5 and Figure 6 points to the importance of the direc­

tion in which the matrix elements vary. As explained previously, taking 

the supremum of the sensitivity is, in effect, placing the requirement 

that the elements magnitude varies in the same or opposite directions de­

pending on pole location. For example, the supremum of the sensitivity 

of Ac requires that the element variations be in the same direction for 

pole angles e such that case is positive, and that they be in the oppo-

site direction when case is negative~ 

In comparison with the other matrices, the newly introduced matrix 

· K does fairly well. In the worst case it offers minimum sensitivity for 

pole locations close to the unit circle where the stability of a digital 

filter is of great concern. This is an important factor in digital fil­

ter design since optimal filters have poles very close to the unit circle. 

In the design of digital resonators Gold and Rader [25] point out a com­

mon practice of moving pole locations inside the unit circle by an amount 

e ~ 2-20 so that the radius is given by p=l-2-20 and stability problems 

due to coefficient quantization can be avoided. When the element 



variations are in the same direction, K offers minimum sensitivity for 

pole locations near the real axis. 

3.3.4 Example 

As an example of the use of Table I and Figure 5, consider a six 

pole digital filter with pole polynomial given as 
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. (3-67) 

The poles of this filter are located at Al ,2 = 0.3±j0.935, A3,4 = 

0.5±j0.707, A5,6 = 0.589±j0.276. Utilizing second order filters as 

building blocks, determine which matrices offer minimum worst case sen-

sitivity for each complex pole pair. 

Placement of the poles on Figure 5 indicates the following choices 

for realizations: Ac for A1,2; K for A3,4; and As for A5,6• 

Evaluation of IS(Ak,F)I in Table I for each matrix gives the 

following results: 

I S(Al ,2 ,Ac) I = 0.85 IS(A3,4'Ac)l = 1.17 !S(A5,6,Ac)l = 2.92 

!S(Al ,2,As)l = 1.41 !S(A3,4'As)l = 1.41 IS(A5,6'As)l = 1.41 

IS(A.l ,2'Ao)l = 1.04 IS(A.3,4'Ao)l = 1. 95 IS(A.5,6'Ao)l = 2.60 

IS(A.l ,2'K)I = 1.00 IS(A.3,4'K)I = 1.00 IS(A.5,6'K)I = 3.48 

The results of calculating the sensitivities in Table I confirm the orig­

inal choice of realizing each complex pole pair based on pole location 

in Figure 5. 



3.4 Radial and Angular Sensitivity Expressions 

for Second Order System Matrices 
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In many cases, the magnitude of the eigenvalue sensitivity may not 

give enough information. Although it is a good basis for comparing dif-

ferent system matrices, it does not give any information as to the nature 

of the variation. For filters with poles very near the unit circle, the 

radial change in pole location is very important from stability consider­

ations. For filters with stringent resonant or cut-off frequency speci­

fications, the angular change in pole location is of most importance. 

For filter requirements where it is possible to sacrifice sensitivity 

qualities in either the radial or the angular direction in order to 

achieve the best sensitivity in the more critical of the two directions, 

a different system matrix might be chosen than one chosen based on sen-

sitivity magnitude alone. 

In this section radial and angular sensitivity expressions in terms 

of absolute and normalized element variations are developed for each of 

the second order matrices under consideration. Rader and Gold [30] and 

Mitra and Sherwood [29] have presented the expressions for Ac and As 

previously. The expressions for A0 and K have not been presented pre­

viously. Mitra and Sherwood [29] present a method for determining radial 

and angular sensitivities for the poles of an n-th order polynomial that 

involves the partial fraction expansion of the pole polynomial. The 

method used here for determining the expressions for Ac follow the more 

direct approach of Rader and Gold [30]. Following the procedure of 

section 3.3, the expressions for the matrices As' A0 , and K are derived 

from those of the matrix A . The sensitivities of the matrices are 
c 
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compared by showing regions of the unit circle where they offer minimum 

angular or radial sensitivity. 

Radial and angular variations are the components of the change in 

eigenvalue location. It is shown that the sensitivity matrix A of sec­

tion 3.3 can be obtained from the radial and angular sensitivity expres-

sions. 

3.4.1 Absolute Element Variations 

For the companion matrix Ac in (3-1) to realize the complex poles 

Ak=pe±j8, the elements d1 and d2 are given by 

2 
dl = -p 

d2 = 2pcos8 

Assuming small variations, 

ad1 
6d1 = ap. 6p 

ad2 ad2 
6d2 = a.p 6p + a8 68 

Which results in 

6d = -2p6p 
1 

6d2 = 2cos86p-2psin868 

Solving (3-72) and (3-73) for 6p and 68 yields, 

-6dl 
6p = 2P 

-6d 6d2 
68 = · 2 1 - 2psin8 

2p tan8 

(3-68) 

.(3-69) 

(3-70) 

.(3-71) 

(3-72) 

.(3-73) 

(3-74) 

.(3-75) 
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These are the results obtained by Rader and Gold [30]. They can be con-

veniently presented in matrix format as 

Matrix Ac: 

t.p -1 0 t.dl 
2p 

= .(3-76) 

t.e -1 -1 t.d2 
2 2psine 2p tanG 

As mentioned previously, the elements d1 and d2 of the companion 

matrix are in one-to-one correspondence with the coefficients of the 

pole polynomial and are, therefore, functions of matrix elements for 

which this one-to-one correspondence does not apply. Using this rela-

tionship in the same manner as wa~ presented for the derivation of the 

sensitivity magnitude equations, the radial and angular sensitivity 

expressions for the matrices As' A0 , and K are obtained as follows: 

For matrix As: Substitution of (3-34) into (3-76) results in 

Matrix As: 

[ 
case 

-si~e 

sine] 
case 

p 

which agrees with the results of Rader and Gold [30]. 

,(3-77) 

For matrix A0 : Substitution of (3-44) into (3-76) results in 

Matrix A0 : 

t.p -1 1 t.x 
2p 2p 

= .(3-78) 
t.e -1 cose-12 t.y 

2 2p tanG 2p2sine 



For matrix K: Substitution of (3~51) into (3-76} results in 

Matrix K: 

/:,.p 

= 

k cos8-p 2 . 
2 2 . p s1n8 

k1cos8-p 
2 11k2 2 . p s1n8 

where k1, k2 = pease±/, -p2sin2e. 

. 59 

'(3-79) 

The sensitivity expressions in (3-78), to present knowledge, and 

certainly (3-79) have not been presented before. 

3.4.2 Normalized Element Variations 

To obtain radial and angular sensitivity expressions utilizing the 

tolerance of the elements as the element variation information, the same 

procedure as used in section 3.3.2 is employed. Expressing the varia­

tional vector as given in (3-57), the following radial and angular sensi-

tivity equations result: 

For matrix As: Substitution of the transpose of (3-59) into (3~77) 

yields 

Matrix As: 

[:] = 
[ 

2 pcos 8 

-cos8sin8 
. 2 ] [ ] 

ps1n 0 baN 

cosesine 11f3N 
. ( 3-80) 

For matrix Ac: Substitution of the transpose of (3-61) into (3~76) 

results in 
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Matrix Ac: 

[:: 
Q. 0 .!ldlN 
2 

= . (3-81) 
1 -1 .!ld2N 

2tane tane 

For matrix A0 : Substitution of the transpose of (3-63) into (3-78) 

yields 

= 

2 p -2pcose+l 
2p 

p2-2pcose+l 
2 2p tane 

2pcose-l 
2p 

(2pcose-l)(cose-p) .!lyN 
2p2sine 

.(3-82) 

For matrix K: Substitution of the transpose of (3-65) into (3-79) 

results in 

Matrix K: 

ilp 2 2 
ilklN .P__:]_ .P__:]_ 

2p 2p 
= .(3-83) 

ilG e II 2 · 2e -cose+p/, -p2sin2e ilk2N -cos -p -p s1n -
2p2sine 2 2 . 2 p s1n e 

3.4.3 Radial and Angular Sensitivity Comparison 

Using the radial and angular sensitivity expressions just presented, 

the sensitivity characteristics of the second order matrices under consid-

eration can be compared in the same manner as was presented for the total 

magnitude of the eigenvalue sensitivity in section 3.3.3. Figure 7 and 

Figure 8 show a summary of the comparison for the minimum, worst case 

sensitivity for angular and radial pole variations, respectively. In 
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COORDINATES 

(1 - (0.242,0.970) 
b - ( 0.250, 0.433) 
c - (0.493, 0.296) 
d - (0.992,0.122) 
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Figure 7. Minimum Worst Case ~e (Normalized Variations) 
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these comparisons, the normalized element expressions of (3-80), (3-81), 

(3-82), and (3-83) are used. The element tolerances have been assumed 

to be equal in magnitude and the direction has been chosen to achieve the 

maximum sensitivity. The regions indicate areas of pole locations in 

which the matrices offer the minimum, worst case radial or angular sen­

sitivity. 

In Figure 7, a good property of the matrix As that has been comment­

ed on by Rader and Gold [30] is shown. As the sampling rate of a digital 

filter is increased, the poles tend to move towards z=l. As shown in 

Figure 7, under these conditions the matrix As offers the minimum angular 

sensitivity to element variations. 

In section 2.2.2 a qualitative analysis of the sensitivity proper­

ties of the matrix K for pole locations near the unit circle was made 

based on the dynamic relationship between the matrix elements. The 

radial sensitivity expression in (3-83) shows the quantitative confirma­

tion of that analysis. As shown in Figure 8, the matrix K offers the 

minimum radial sensitivity to element variations, among all the matrices, 

for pole locations near the unit circle. Most of the pole variation is 

due to changes in the angular location of the pole. For pole locations 

near the unit circle, insensitivity in the radial direction has a very 

good effect on the stability property of the filter due to parameter 

variations. The introduction of the matrix K has resulted in an in­

approved realization for critical pole locations near the unit circle. 

3.4.4 Relationship Between Magnitude and 

Radial, Angular Sensitivity 

Since radial and angular variations are components of the change in 

eigenvalue location, there must be a relationship between the radial and 
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angular sensitivity expressions and the expression for the magnitude of 

the eigenvalue sensitivity. In this section, it is shown that the sensi-
A 

tivity matrix A of section 3.3 can be obtained from the radial and angu-

lar sensitivity expressions. 

For complex A=pe±jG subjected to small changes in p and e due to 

matrix element variations, the change in eigenvalue location is given by 

by 

!J.A = <3A !J.p + <3A !J.G 
ap ae 

which results in 

or !J.A = (!J.p±jptJ.G)e±jG 

The square of the magnitude of (3-86) is given by 

jtJ.Aj2 = !J.2p+p2/J.2G 

which can be written as 

2 
IMI = [Ap A9] [: 

'(3-84) 

'(3-85) 

'(3-87) 

.(3-88) 

From (3-15) the square of the magnitude of !J.A can also be written 

as 

.(3-89) 

For radial and angular sensitivit~ expressions given in matrix format 

as 

tJ. = Fa. p,G 
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it is clear from (3-88) and (3-89) that 

A 

A = FTDF 
n 2 ' ( 3-91 ) 
II IAk-Ail 

i=l 
i;k 

where 

A 

D = G :2] .(3-92) 

A 

Equation (3-91) gives the relationship between the sensitivity matrix A 

and the radial and angular sensitivity expressions. 

For an example consider the matrix Ac. From (3-76) and (3-90) 

-1 0 
2p 

F = .(3-93) 
-1 -1 

2 2p tane 2psine 

Substituting (3-93) into (3-91) yields 

A = r· 1 pco:] 
pease p 

,{3-94) 

which is the same as the sensitivity matrix A~ defined in (3-28) for the 

companion matrix A . . c 

A geometric analysis of a change in eigenvalue location clarifies 

what is given in (3-87). Figure 9 depicts what is happening when an 

eigenvalue changes due to small variations ~P and ~e. Due to small 

parameter variations, an eigenvalue ;\=pe±je changes to 

;\+~;\=(p+~p)e±j(0+~0) .(3-95) 

In Figure 9 the old location is depicted by the vector OA and the new 
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jlm(z) 

Figure 9. Eigenvalue Change Geometry 
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location by the vector OB. For small variations it is assumed that the 

vector AC with magnitude p~0 is perpendicular to the vector OB. Then 

3.5 General Extension to rl-th Order Systems 

Although the sensitivity analysis technique presented in section 3.3 

is applied, in this thesis, to the analysis and comparison of second order 

matrices with two variational elements used to realize digital filter poles, 

the procedure is general and may be applied to larger systems. Any linear 

analog or digital system that can be represented by a state-model can 

utilize the technique to determine the effects of parameter variations on 

the poles and zeroes of the system. For any system specified by a state­

model, there exists an equivalent input/output state-model with a com-

panion matrix as the system matrix [11] [12]. Singer [9] has presented 

the sensitivity matrix A for an n-th order companion matrix. It is 

given by 

1 

pease 

A'= 

n-1 ( ) p cos n-1 0 

pcose 
2 

p 

p2cos20 

p3cose 

pn-lcos(n-1)0 
n . 

p cos(n-2)0 

pn+lcos(n-3)0 · · . p2n-2 

. ( 3-97) 

With this matrix, the sensitivity matrix A for any other n-th order 

system matrix can be obtained from (3-27) which gives A as 
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.(3-98) 

For any n-th order system, the system matrix must have at least n 

var1ab1e elements in order to realize all possible poles of the system. 

In general, it is clear that the fewer the number of variable elements, 

the better the representation in terms of implementation. However, in 

a completely general case all matrix elements can be variable. Then if 

m is defined as the number of variational elements, it can assume values 

in the range n~msn2 . The matrix M in (3-98) would then have dimension 

nxm and ~f, the variational vector, would be an mxl vector. As an ex-

ample, consider the more general case of a second order matrix with all 

four elements subject to variation. The dimensions of M and ~f would 

then be 2x4 and 4xl, respectively. Note that the dimension of the sensi-

tivity matrix is always equal to the number of variational elements. As 

m changes, that change is reflected in the dimension of the matrix M 

since it is associated with the variational vector ~f. 

Singer•s definition of sensitivitx as given in (3-15) applies to the 

n-th order case. As shown previously, when the limit is applied, (3-15) 

. results in 

'(3-99) 

T where the elements of the variational vector, a =[a1a2 ... am], have been 

normalized to aj=±l. A problem that is encountered early in the appli­

cation of (3-99) is the determination of sup aTAa where aj=±l. For n=2 

this is a simple problem solved by inspection. When the general n-th 

order problem with m variational elements is considered, where n is 
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large, the determination of the vector a to maximize aTAa is more complex 

and requires a systematic procedure. 

The problem 

T"' max a Aa (3-lOOt) 

rv • = +_l J. = 1 m '""'J ' ••• ' 

is a member of a general class of integer nonlinear programming problems 

(INLP). The general INLP is characterized by [42] 

max f(x) 

gi (x)~O i = 1, ... , p 

x = integer 

' ( 3-101) 

where f(x) and gi(x) are real-valued functions. A subset of the problems 

defined in (3-101) that are more closely related to that of (3-100) are 

those problems when x takes on binary values 0,1. In fact (3-100) can be 

translated to a binary problem by defining y such that 

a.+l 
Yj =+ j = 1 , ... ,m 

Then (3-99) is given by 

A 

y. = o, 1 j = 1' ... ' ni 
J 

.(3-102) 

.(3-103) 

where B is a row vector and C is a scalar. Since the function of interest, 

aTAa, is quadratic in form, a solution to (3-100), translated to (3-103) 

through (3-102), can be obtained by employing techniques developed for 

solving quadratic binary programming problems. 

Much of the work done in developing solution techniques for these 

types of problems comes from the disciplines of Operations Research and 
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Management Science. Under these disciplines the quadratic binary prob-

lem may arise in many situations including the classical Traveling 

Salesman Problem, the Candidates Problem, and Capital-Budgeting Problems 

[43] [44]. 

A procedure that has been used to solve (3-103) is known as pseudo­

boolean progra11111ing [45]. A pseudo-boolean function is a real-valued 

function of a binary n-vector. Any pseudo-boolean function can be rep­

resented by a polynomial to which an enumerative algorithm is applied 

to eliminate one variable, yj' at a time until a trivial problem in one 

variable is solved. The eliminated variables are then obtained from 

recursive relationships involving the solved variable. Once these 

binary variables yj are solved for, the elements aj in (3~100) are 

obtained from (3-102) as 

a. = 2y.-l 
J J 

j=l, ... , m ' ( 3-104) 

and the sensitivity of the n-th order matrix F with m variational elements 

is obtained from (3-100) and (3-99). 

To obtain expressions for the magnitude of the eigenvalue sensi-

tivity in terms of the tolerance of the variable elements the same pro­

cedure is used as in section 3.3.2. As discussed previously, for an 

n-th order matrix with m variational elements the vector a has dimension 

mxl where n:911912• Therefore the matrix 0 as given in (3-57) has dimen­

sion mxm which, when substituted into (3-58) gives the desired expression. 

The technique used in section 3.4 of deriving radial and angular 

sensitivity expressions for second order matrices with two variational 

elements from the corresponding expressions for a second order companion 

matrix is also applicable to the general case of an n-th order matrix 
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with m variational elements. For such a general case, the radial and 

angular expressions for the n-th order companion matrix may be written 

as 

,(3-105) 

where ~d is an nxl vector composed of the variations of the companion ma­

trix elements and where SP and s8 are lxn radial and angular sensitivity 

vectors, respectively, that have been presented by Mitra and Sherwood 

[29]. For the second order case, Sp and Se are given in {3-76) as 

s 1 0] (3-106) = [- 2p . p 

se = [ -1 -1 ] . (3-1 07) 2 2psine 2p tane 

From {3-26) and (3-105) the radial and angular sensitivity expres-

sions for an n-th order matrix F with m variation elements is given as 

. [:] = [ ::] MM 
' ( 3-108) 

where S and s8 are the lxn sensitivity vectors for the companion matrix p -

and M is an nxm matrix relating the mxl variational vector, ~f, of rna-

trix F to the nxl variational vector, ~d, of the companion matrix. Ex­

pressions in terms of tolerance information for ~f are obtained in the 

same manner as was discussed for the sensitivity magnitude expressions. 

3.6 Summary 

The newly introduced second order system matrix K is compared to 

other second order system matrices ~n the basis of the eigenvalue 
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sensitivity of the matrices. A relationship between the sensitivity ma­

trix A' of the companion matrix Ac and the sensitivity matrices A for 

the other system matrices is shown to exist. Based on this relationship, 

a method for determining the eigenvalue sensitivity of system matrices 

from the sensitivity expressions for an equivalent companion matrix is 

presented. Expressions for the magnitude of the eigenvalue sensitivity 

and the corresponding radial and angular components of that sensitivity 

are derived for absolute and normalized matrix element variations. It 

is shown that the sensitivity matrix of a given system matrix can be 

obtained from the radial and angular sensitivity expressions for that 

matrix. Minimum pole sensitivity regions within the unit circle of the 

z-plane are shown for each matrix. The system matrix K is shown to 

exhibit very good sensitivity properties for critical pole locations 

near the unit circle where the stability of a filter subject to element 

variation is of great concern. Extension to the general case of an n-th 

order matri~ with m variational elements is discussed and the proposed 

procedure of determining eigenvalue sensitivity of system matrices from 

the sensitivity expressions of an equivalent companion matrix is shown 

to apply. 



CHAPTER IV 

COEFFICIENT WORDLENGTH REQUIREMENTS, REALIZABLE 

POLE-GRIDS, AND OTHER DATA ON SECOND 

ORDER SYSTEM MATRICES 

4.1 Introduction 

There are other properties of a matrix besides eigenvalue sensiti­

vity that can be examined in the process of selecting a system matrix 

for digital filter applications. One criteria that is useful for deter­

mining hardware requirements for the implementation of a filter is the 

number of bits required for each coefficient in order to insure accept­

able performance. Closely associated with the coefficient wordlength 

is the location and density of the discrete pole grids which can be 

realized with a given number of bits. 

Another effect of finite wordlengths in fixed point recursive digi­

tal filters is the introduction of overflow oscillations. The tendency 

of a filter to sustain overflow oscillations depends on the manner in 

which it is realized. In state-model realizations it has been shown 

that certain kinds of system matrices will not sustain oscillations re­

gardless of pole position [7]. This lessens the requirement of using 

stringent signal scaling, the use of which usually results in higher 

roundoff noise, in order to avoid the effects of such oscillations. 

The realization of the filter also determines its roundoff noise 
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properties [34]. As explained in Chapter I, roundoff noise results from 

the quantization of the results of multiplications in the filter and is 

therefore an unavoidable source of error. Jackson [28] has claimed that 

realizations with good coefficient sensitivity properties also have good 

roundoff noise properties. 

In this chapter the second order system matrices under consideration 

are compared with regard to the properties mentioned above. Expressions 

for determining the coefficient wordlength necessary to keep pole varia­

tions within prescribed bounds are developed for each system matrix. 

For a given set of bounds on pole movements, tabular data representing 

the required wordlengths necessary for the fractional part of each matrix 

element is presented for comparison. Realizable pole grids are shown for 

each of the matrices when the coefficient wordlength is restricted to 

five bits, including the sign bit and one magnitude bit. From these 

pole grids, the effects of increasing the size of the wordlength can be 

evaluated. 

A cursory examination of the tendency of each system matrix to 

sustain overflow limit cycles is made by applying the criteria of Mills 

et al [7] to each matrix. Using the techniques described by Gold and 

Rader [25], the mean squared value of the roundoff noise for the reali­

zation of a common transfer function by each system matrix is computed 

and compared. 

For each of the properties considered in these comparisons, results 

have been given in the literature for the matrices As and Ac. To pre­

sent knowledge, none have been presented for A0 and certainly not for 

the matrix K. 
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4.2 Coefficient Wordlength Requirements 

While an analysis of various state-model formulations for digital 

filters based on eigenvalue, or pole, sensitivity provides a useful basis 

for comparing system matrices, the ultimate criteria for the realization 

of the filter might be the number of bits required for each coefficient 

in order to insure acceptable performance. Typically a digital filter 

will be realized in one of two ways. Either the filter will be imple­

mented on a computer or a minicomputer with fixed wordlength, or a 

special purpose hardware will be built with the possible advantage of 

using different wordlengths for each coefficient with the intention of 

obtaining lower cost and/or higher speed. For filters implemented on 

computers, determining the coefficient wordlengths for a particular 

realization will indicate whether or not the poles can be realized within 

a given accuracy. For special purpose hardware implementation, the 

wordlengths necessary for a given pole location accuracy directly deter­

mines the hardware requirements. 

The method used for determining coefficient wordlength has been 

presented by Mitra and Sherwood [29] for the general case of an n-th 

order matrix with m variational elements. For completeness, a b-rief 

discussion of this general case will be presented later. For second 

order matrices with two variational elements, the procedure is more 

direct since it allows the matrix element variations to be directly 

solved for in terms of the maximum allowable pole movements. 

Th~ minimum number of bits required for a coefficient y is deter­

mined by the maximum quantization step size /1y allowable to insure speci­

fied performance, which, in this case, is the realization of a pole 
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location within a specified distance of the ideal location that could be 

realized with infinite precision. The radial and angular sensitivity 

expressions presented in section 3.4 relate complex pole movements to 

small variations in the matrix elements of the second order matrices of 

interest. If the radial and angular changes are given as the maximum 

allowable changes in pole location, then the corresponding element vari­

ations constitute the quantization step sizes for those elements. There­

fore, solving the sensitivity expressions of section 3.4.1 for the matrix 

element variations in terms of maximum allowable changes in the radial 

and angular locations of the pole results in expressions for the quanti-

zation step size of each matrix element. 

For the companion matrix Ac, solving (3-76) for the parameter 

changes yields 

[l:!dll [-2p 0 l [l:!p] 
8ct2J = 2cose -2psin~ 8p 

. ( 4-1) 

It is clear from (4-1) that the element variations are a function of 

pole location and/or the direction in which the pole moves. For a worst 

case solution, the wordlength should be based on the minimum quantization 

step size encountered for a given pole location regardless of the direc-

tion of pole movement. For the companion matrix, the worst case para­

meter quantization step sizes are, from (4-1), 

A : c 

minl!:!d21 = I j2cos0l:!pl-l2psin0!:!0l I 

(4-2) 

.(4-3) 



For the matrix As' solving (3-77) for ~a and ~S yields 

[~:] = [case 
DfJ sine 

-psine] [~PJ 
pease ~e 

which results in 

minl~al = llcos8L'lpi-1Psin8~GII 

min I ~B I = II s i nGL'lp 1-1 pcose~ejj 

For the matrix A0 , solving (3-78) for ~x and ~Y yields 

[ ~Yx] = [2(cos8-p) 
D 2cos8 

-2ps inGJ [L\p] 
-2psin8 110 

which results in 

which 

A : 
0 

minl~xl=l l2(cos8-p)~pl-l2psin8L'l8l I 

mini11Y =I l2cos811pl-l2psin8118l I 

For the matrix K, solving (3-79) for ~k 1 and ~k2 results in 

~kl 2(k1cos8-p) -2k2psin8 11p 
1 = 

kl-k2 
~k2 2(p-k2cose) 2k2psin8 118 

results in 

K: 

min l11k21 = kl~k2 ll2,(p-k2 cos8)L'lp l-l2k2psine~ell 

77 

(4-4) 

. ( 4-5) 

(4-6) 

. ( 4-7) 

.(4-9) 
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If pole movements due to coefficient quantization are specified to 

remain within the limits ~p=~pmax and ~e=~emax radians, then (4-2)-(4-9) 

give the necessary quantization levels for each matrix element that will 

insure such a constraint under worst case conditions of matrix element 

variations. An important point to remember is that since the original 

sensitivity expressions assumed small parameter variations, the matrix 

element variations resulting from employing the quantization levels 

given by (4-2)-(4-9) must be small enough so that second and higher-order 

factors in the relationship between pole location and parameter variation 

can be ignored. 

When the filter is implemented, the coefficients will be stored in 

finite-length binary form. If n is the number of bits to the right of 

the binary point, then the coefficient quantization step size ~Y is 

given by 

-n 
~y = 2 

Solving for n results in 

if coefficient quantization is done by rounding, and 

.(4-10) 

' ( 4-11) 

,(4-12) 

if coefficient quantization is done by truncation, and where [x] stands 

for the largest integer in x. 

Using equations (4-2)-(4-9) and (4-11), the wordlength required to 

the right of the binary point in order to constrain movements of complex 

poles within the limits ~Pmax=.OOl and ~emax=.OOl radian were computed 
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for each matrix element of the second order matrices of interest. The 

values of ~P and ~8 that were used were chosen in order to insure max max 
that the matrix element variations were small with respect to the nominal 

values of the elements for each pole location and also to provide a com-

mon basis for comparing the requirements of the matrices. The results 

are given in Tableii-Table XI for various pole locations. 

The data presented in the tables show general trends of wordlength 

requirements as pole locations vary throughout the unit circle of the z-

plane. For example, as the radius of the pole location becomes smaller, 

the matrix K requires an increased wordlength to maintain pole variations 

within the prescribed limits. This is a characteristic of the other 

matrices also but not to the same degree as it is for K. Also apparent 

is the cyclic nature of the wordlength requirements of a given matrix as 

the pole angle varies on a given radius. This is true of all the matrices 

except A0 . Recall from Figure 3 in Chapter II that, as p approaches one, 

one or the other of the parameters k1 and k2 of the matrix K maintains a 

constant value close to zero for particular angular regions of pole loca-

tions. This cyclic nature is also shown in the tables. The element x 

of the matrix A0 is shown to require dramatically increasing wordlength 

requirements as 8 approaches ninety degrees. The dash entry at that 

point indicates a very high wordlength requirement. Examination of (4-6) 

shows this to be true for any equal bounds placed on ~P and ~e. Element 

d1 of the matrix Ac shows a constant wordlength requirement for a given 

pole radius. Since d1 determines the pole radius and not the angle this 

is not surprising. 

The extent to which the wordlength requirements of the elements of 

a particular matrix change as e varies is not indicated in the tables. 
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WORDLENGTH WHEN p=.99 
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10 

10 
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54 
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K 
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9 

9 

8 

8 

7 

7 

8 

10 

10 

9 

9 

1 0 

12 

11 

10 
10 
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9 

18 
27 

36 

45 

54 

63 

72 

81 

90 
99 

W8 

117 
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144 

153 
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As 
I 

I N 
Cl. 
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10 
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11 

13 

12 

11 
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10 

10 
10 
10 

11 

12 

13 
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11 
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10 
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TABLE II I 

WORDLENGTH WHEN p=.90 

Ac I Ao 
I 

NB Nd 
1 

Nd 
2 

Nx NY 

10 9 8 12 8 
10 9 

i 
9 13 9 

10 9 9 11 9 

11 9 10 10 10 

12 9 1 0 10 10 

13 9 12 10 12 

11 9 11 10 11 

11 9 10 10 10 

10 9 9 10 9 

10 9 9 11 9 

9 9 9 -- 9 

10 9 9 11 9 

10 9 9 10 9 

11 9 10 9 10 

11 9 11 9 11 

13 9 12 9 12 

12 I 9 10 8 10 

11 9 10 8 10 

10 9 9 8 9 

10 9 9 8 9 

10 9 8 8 8 

K. 

Nk 
1 

10 

10 

11 

13 
10 

9 

9 

10 

14 

10 

9 

9 
9 

9 

9 

9 

9 

9 

9 

9 

9 

Nk 
2 

9 

9 

9 

9 

9 

9 

9 

9 

9 

9 

9 
10 

14 

10 

9 

9 

10 

13 

11 

10 

10 
00 
0 



As 

8 Na ! 

1 9 

9 1 0 

18 10 

27 10 

36 11 
45 12 

54 14 

63 11 

72 11 

81 10 

90 10 

99 10 

108 11 

117 11 

126 14 
135 12 

144 11 

153 10 

162 10 

171 10 

179 9 

TABLE IV 

WORDLENGTH WHEN p=.80 

A I 
Ao c : 

Ns Nd 
1 

Nd 
2 

Nx NY 

10 9 8 11 8 
10 9 9 12 9 

11 9 9 12 9 

11 9 9 10 9 

14 9 10 10 10 

12 9 11 10 11 

11 9 13 1 0 13 

10 9 10 10 10 

10 9 10 10 10 

10 9 9 11 9 

9 9 9 -- 9 

10 9 9 11 9 

10 9 10 10 1 0 

10 9 10 9 10 

11 9 13 9 13 

12 9 11 9 11 

14 9 10 8 10 

11 9 9 8 9 

11 9 9 8 9 

10 9 9 8 9 

10 9 8 8 8 

K 

Nk 
1 

Nk 
2 e 

9 9 1 

10 9 9 

11 9 18 

13 9 27 

11 9 36 

10 9 45 

10 9 54 

10 9 63 

11 10 72 

12 10 81 

10 10 90 

10 12 99 

10 11 108 

9 10 117 

9 10 126 

9 10 135 

9 11 144 

9 13 153 

9 11 162 

9 10 171 

9 9 179 

As 

N a 

9 

10 

10 

10 

11 

12 

15 
12 

11 

10 

10 
10 

11 

12 

15 
12 

11 

10 

10 

10 

9 

TABLE V 

WORDLENGTH WHEN p~;70 

Ac Ao 

Ns Nd Nd N NY 
1 2 X 

10 9 8 10 8 

10 9 9 11 9 

11 9 9 1 3 9 

12 9 

I 
9 11 9 

15 9 10 10 10 
I 

12 9 11 9 11 

11 9 14 10 14 

10 9 11 10 11 

10 9 10 10 10 

10 9 9 11 9 

9 9 9 -- 9 

10 9 9 11 9 

10 9 10 10 10 

10 

I 
9 11 9 11 

11 9 14 9 14 

12 9 

I 
11 9 11 

15 9 10 8 10 

12 9 
I 

9 8 9 

11 9 9 8 9 

10 9 9 8 9 

10 9 8 8 8 

K 

Nk 
l 

Nk 
2 

9 9 

10 10 

10 10 

12 10 

12 10 

11 10 

10 10 

10 10 

11 10 

17 10 

11 11 

10 17 

10 11 

10 10 

10 1 0 

10 11 

10 12 

10 12 

10 10 

10 10 

9 9 
o:> __. 



As 

e N a 

1 ! 9 

9 I 10 

18 10 
27 

I 
10 

36 11 

45 11 

54 13 

63 13 

72 11 

81 11 

90 10 

99 11 

108 11 

117 13. 

126 13 

135 11 
144 11 

153 10 
162 10 

171 10 
179 9 

TABLE VI 

WORDLENGTH WHEN p=.60 

Ac I Ao 

N.s Nd 
1 

Nd 
2 

Nx NY 

10 9 8 10 8 
11 9 9 10 9 

11 9 9 11 9 

13 9 9 14 9 

13 9 10 11 10 

11 9 10 10 10 

11 9 12 10 12 

10 9 12 10 12 

10 9 10 10 10 

10 9 10 11 10 

9 9 9 -- 9 

10 9 10 11 10 

10 9 10 10 10 
10 9 12 9 12 

11 9 12 9 12 

11 9 10 9 10 
13 9 10 8 10 

13 9 9 8 9 

11 9 9 8 9 
11 9 9 8 9 

10 9 8 8 8 

K 

Nk 
1 

Nk 
2 e 

9 9 1 
10 10 9 

10 10 18 

11 10 27 

14 10 36 

11 10 45 
10 10 54 

·-

10 10 63 

11 10 72 

13 11 81 

12 12 90 

11 13 99 

10 11 108 

10 10 117 

10 10 126 

10 11 135 
10 14 144 

. 10 11 153 

10 10 162 

10 10 171 
9 9 179 

As 

N a 

I 9 

I 10 
! 10 

I 10 
I 10 I 

11 
12 

16 

12 

11 

11 

11 
12 

16 
12 

11 

10 

10 

10 

10 

9 

TABLE VII 

WORDLENGTH WHEN p=.50 

Ac Ao 

Ns Nd r Nd2 I Nx NY 
1 I 

I 

11 9 8 9 8 

11 9 9 10 9 

12 9 9 

I 
10 9 

16 9 9 11 9 

12 9 9 I 15 9 

11 9 10 i 11 10 I 

10 9 11 ! 10 11 

I 10 9 15 10 15 

10 9 11 10 11 

10 9 10 11 10 

9 9 9 -- 9 

10 9 10 11 10 

10 9 11 10 11 

10 9 15 9 15 

10 9 11 9 11 

11 9 10 9 10 

12 9 9 8 9 

16 9 9 8 9 

12 9 9 8 9 

11 9 9 8 9 

11 9 8 8 8 

K 

Nk 
1 

9 

10 
10 
11 

12 

14 

11 

10 

11 

12 

13 

11 
1 i 
10 

10 
10 

10 
10 

10 
10 

9 

Nk 
2 

9 

10 
10 
10 

10 
10 

10 

10 

11 

11 

13 
12 

11 

10 

11 

14 
12 

11 

10 
10 

9 

co 
N 



As 

8 
N a 

1 I 9 
I 

9 ' 10 I 
18 10 
27 10 

36 10 
45 11 
54 11 

63 13 

72 13 

81 12 
90 11 

99 12 

108 13 

117 13 

126 11 

135 11 

144 10 

153 10 

162 10 

171 10 
179 9 

TABLE VIII 

WORDLENGTH WHEN p=.40 

Ac Ao 

Ni3 Nd Nd Nx NY 
! 1 2 

11 10 8 9 8 

12 10 9 9 9 
13 10 9 10 9 

13 10 9 10 9 

11 10 9 11 9 

11 10 10 14 10 

10 10 10 11 10 

10 10 12 10 12 

10 10 12 10 12 

10 10 11 11 11 

9 10 10 -- 10 

10 10 11 11 11 

10 10 12 . 10 12 

10 10 12 9 12 

10 10 10 9 10 

11 10 10 9 10 

11 10 9 8 9 

13 10 9 8 9 

13 10 9 8 9 

12 10 9 8 9 

11 10 8 8 8 

I K 
I 

Nk 
1 

Nk 
2 

9 9 

10 10 
10 10 
10 10 

11 10 
12 10 

13 10 

11 10 

11 11 

12 12 

14 14 

12 12 

11 11 
10 11 

10 13 

10 12 

10 11 

10 10 

10 10 

10 10 
9 9 

As 

8 N 
Ct 

1 9 

9 10 
18 10 
27 10 

36 I 10 
45 

I 
10 

54 11 

63 I 12 

72 
I 

15 

81 12 

90 11 

99 12 

108 15 

117 12 
126 11 

135 10 

144 10 

153 10 

162 10 

171 10 
179 9 

TABLE IX 

WORDLENGTH WHEN p=.30 

Ac Ao 

Ni3 Nd 
1 

Nd 
2 Nx J NY 

11 10 8 9 8 

12 10 9 9 9 

15 10 9 9 9 

12 10 9 10 9 

11 10 9 10 9 

10 10 9 11 9 

10 10 10 13 10 

10 10 11 12 11 

10 10 14 10 14 

10 10 11 11 11 

9 10 10 -- 10 

10 10 11 11 11 

10 10 14 10 14 

10 10 11 9 11 

10 10 10 9 10 

10 l 0 9 9 9 

11 10 9 9 9 

12 10 9 8 9 

15 10 9 8 9 

12 10 9 8 9 

11 10 8 8 8 

K 

Nk 
1 

9 
10 
10 

10 

11 
11 

13 
13 

11 
12 

16 
12 

11 

11 
10 

10 

10 

10 

10 

10 
9 

Nk 
2 

9 
10 
1 0 

1 0 

10 
10 

10 
11 

11 

12 

16 
12 

11 

13 

13 

11 

11 

10 

10 

10 
9 

00 
w 



As 

0 
N a. 

1 9 

9 10 
18 10 
27 10 
36 10 
45 10 
54 11 
63 11 

72 13 

81 14 
90 12 

99 14 
108 13 

117 11 
126 11 

135 10 
144 10 
153 10 
162 10 
171 10 
179 9 

TABLE X 

WORDLENGTH WHEN p=.20 

A Ao c 

NB Nd 
1 

Nd 
2 

Nx NY 

12 11 8 9 8 
14 11 9 9 9 
13 11 9 9 9 

11 11 9 9 9 

11 11 9 9 9 
10 11 9 10 9 
10 11 10 11 10 

10 11 10 12 10 
10 11 12 12 12 

10 11 13 11 13 
9 11 11 -- 11 

10 11 13 11 13 
10 11 12 10 12 

10 11 10 10 10 
10 11 10 9 10 

10 11 9 9 9 

11 11 9 9 9 
11 11 9 8 9 

13 11 9 8 9 

14 11 9 8 9 

12 11 8 8 8 

K 

Nk 
1 

Nk 
2 e 

9 9 1 

10 10 9 

10 10 18 
10 10 27 

10 10 36 

11 10 45 

11 10 54 
13 11 63 

13 11 72 

12 12 81 
17 17 90 

12 12 99 

11 . 13 108 

11 13 117 

10 11 126 

10 11 135 

10 10 144 

10 10 153 

10 10 162 

10 10 171 

9 9 179 

As 

N 
Ci 

9 
10 
10 
10 
10 
10 
10 
11 

12 
14 
13 
14 
12 

11 

10 
10 
10 
10 
10 
10 

9 

TABLE XI 

WORDLENGTH WHEN p=. 10 

Ac Ao 

NB Nd 
1 

Nd 
2 

Nx NY 

13 
I 

12 8 9 8 

14 12 9 9 9 

12 12 9 9 9 

11 12 9 9 9 

10 12 9 9 9 

10 12 9 9 9 

10 12 9 10 9 

10 12 10 10 10 

10 12 11 12 11 
10 12 13 13 13 
9 12 12 -- 12 

10 12 13 11 13 

10 12" 11 10 11 

10 12 10 10 10 

10 12 9 9 9 

10 12 9 9 9 

10 12 9 9 9 

11 12 9 9 9 

12 12 9 8 9 

14 12 9 8 9 

13 12 8 8 8 

K 

Nk 
1 

Nk 
2 

9 9 
10 9 

10 10 
10 10 

10 10 

10 10 

11 10 

11 11 

13 11 
14 12 
20 20 

12 14 
11 13 

11 11 
10 11 

10 10 

10 10 

10 10 

10 10 
9 10 

9 9 
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For example, at p=.9 and 8=48 degrees, the matrix A0 requires a twenty 

bit wordlength for the element y. The data was taken at generally nine 

degree increments in e for a given radius p. This wide separation made 

the amount of data manageable but it has tended to mask some of the dy-

namics of the changing requirements as a function of e. Nevertheless, 

the tables do show the general characteristics of each matrix as was in­

tended. Specific comparisons of wordlength requirements should be ob­

tained through the use of (4-2)-(4-9) at particular pole locations. 

The one case where (4-2)-(4-9) and the data listed in the tables is 

misleading and does not apply in determining wordlength requirements is 

when the nominal values of the matrix elements necessary to realize a 

given pole location can be expressed as an integer power of two. In 

those cases there are no variations in the matrix elements due to quanti-

zation and, therefore, the poles are realized exactly. The set of poles 

corresponding to these cond1tions constitute an exactly realizable pole 

grid for the matrix which will be examined in section 4.3. For the mo-

ment, however, it is important to realize that, if the nominal value of 

the matrix element is an integer power of two, then l::.p and 1::.8 are zero. 

Application of (4-2)-(4-9), with assumed limits on l::.p and t::.e,· will result 

in a wordlength from (4-11) and (4-12) that is misleading. As an example, 

consider the complex pole pair z1,z2=0.S±j0.5. In polar coordinates, 

this pole pair is given by p=.707, 8= 45 degrees. Each or the matrices 

As, Ac. and A0 can realize these poles exactly. For As the matrix ele­

ments are: a.=0.5, a=0.5. For Ac the matrix elements are: d1=-0.5, 

d2=1.0. The matrix elements of A0 are given by: x=-0.5, y=O.O. It is 

clear that, with the exception of d2 andy, only one bit to the right of 

the binary point will realize these elements, and therefore the poles, 
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exactly. The elements d2 andy don•t require any fractional bits. If, 

however, ~P and ~e are assumed to be .001 in (4-2)-(4-7), the resultant 

fractional wordlengths are: N~=N 0=12; Nd =9, Nd =11; and N =9, N =11. 
~ ~ 1 2 X y 

For an example of the utilization of the wordlength equations, the 

following example is presented. 

4.2.1 Example 

Determine the necessary wordlengths to the right of the binary point 

for k1 and k2 in order to realize the pole pair given by p=0.9, 0=±27 

degrees (.471238898 radians) within the limits ~P =.001, ~e =.001 max max 
radians. 

For these poles, k1 and k2 are given by k1=1.714623258 and k2= 

-0.1108115145, and the resultant'pole polynomial is given by 

z2-1.603811744z+.81=0 .(4-13) 

Applying (4-8), (4-9), and (4-11) with ~Pmax=~emax=.OOl results in Nk 
1 

=13, Nk =9. 
2 

The values of k1 and k2 realized with 13 bits and 9 bits, respec-

tively, with rounding, are given by k1R=l.714599434 and k2R=-O.lll328125. 

The resulting pole polynomial is given by 

z2-1.603271309Z+.8091168599=0 ' ( 4-14) 

which realizes poles given by 

p = .8995092328 

e = :4708296436 radians 

which are clearly within the prescribed limits. 
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If truncation were the method of quantization, then (4-12) yields 

Nk =14, Nk =10. 
1 2 

The values k1 and k2 realized with 14 bits and 10 bits 

respectively, with truncation~are: k1T=l.714600838 and k2T=-O.ll03515625. 

The resulting pole polynomial is given by 

z2-1.604249276z+.8107911185=0 

which realizes poles given by 

p = .900439403 

8 = .4716612977 radians 

which are clearly within the prescribed limits. 

4.2.2 Coefficient Wordlength Requirement -

General Case 

' ( 4-15) 

The method used to determine the wordlength requirements of the 

various matrix elements made use of the radial and angular sensitivity 

expressions. Recall from (3-105) that these expressions for an n-th 

order matrix with m variational elements can be given as 

,(4-16) 

·where 8f is interpreted here as the mxl vector of the element variations 

and SP and s8 are lxm radial and angular sensitivity vectors, respectively. 

For a second order matrix with two variational elements, S and s8 cam-P -

bine to form a square matrix which can be inverted to solve for the para-

meter variations directly. For the general case, however, the matrix is 

not square and the parameter variations cannot be obtained as directly. 
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Mitra and Sherwood [29] use the following approach to obtain a solution. 

±je ( ) For each pole zk=pke k, an• expression given by 4-16 exists and 

is given by 

rpkl ~pkl 60k =SBk M 
, ( 4-17) 

where dpk dpk ()pk 
spk = [ar at2 arJ 

1 m 
s(4-18) 

ae ae ae 
5ek 

k k k = [ar ()f2 arJ 
1 m 

' ( 4-19) 

and ~f = [~fl. ~f2 ~f ]T 
m .(4-20) 

For a given ~Pk.max and ~ekmax' the allowable pole movement is divided 

equally among all the variable elements. Then for each variable element 

fd' d=l ,2, ... ,m, the corresponding variation is given by 

~fdp = ~I d=l,2, ... ,m 

for radial movements of the pole, and by 

~fde = ~I 

for angular pole movements. 

For a given element fd define 

d=l ,2, ... ,m 

(4-21) 

(4-22) 
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Afp 1::. min t::.fd d = k p 
d=l,2, ... ,m (4-23) 

t::.fe 1::. 
min t::.f de d k 

d= 1 ,2 , ... ,m .(4-24) 

If the variational vector t::.f i~ (4-17) was composed of elements /::.f~ 

given in (4-23), then the radial variation of all poles zk would be 

within the given limits. Similarly, if the variational vector 4f were 
8 

composed of elements t::.fd given in (4-24), the angular variation of all 

poles zk would be within the limits. Therefore, t::.f is composed of a 

composite of the elements given by (4-23) and (4-24). That composite 

is formed by letting the elements t::.fd of the vector t::.f be given by 

d=l ,2, ... ,m .(4-25) 

It is clear that with t::.f composed of elements given by (4-25), the radial 

and angular variations in pole location will be within the limits given 

for all poles zk. 

Equal allocation of l::.pmax and t::.emax among all the variable elements, 

as used by Mitra and Sherwood [29], is one method of obtaining a solu-

tion for the element variations. If, however, particular matrix elements 

are known to be critical in determining the pole location, a more realis-

tic approach would be to apply weights to the contribution of each 

element in proportion to its criticality, 

4.3 Realizable Pole Grids 

Since the system matrix elements are realized by binary numbers of 

finite lengths, there exists only a finite set of possible pole location 
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in the unit circle ·of the z-plane. Avenhaus [6] used the density of 

allowable pole positions in the z-plane as a measure for assessing vari­

ous filter structures. He showed that the distribution of these poles~ 

by choice of a suitable structure, may be arranged to provide a higher 

density of realizable locations in areas of the z-plane critical to a 

particular filter requirement. 

A unique example of digital filter implementation requirements that 

affect the realizable pole locations is given by Schmidt [46]. In this 

example, the implementation of a high speed digital filter on an LSI 

chip required that the coefficients be represented in canonical signed 

digit (CSD) form. Coefficients represented in this manner have the 

least number of non-zero bits, which allows faster multiplication. By 

limiting the number of non-zero bits in each CSD coefficient to three, 

multiplier complexity, and therefore multiplier area required on the 

chip, was reduced. However, this resulted in the elimination of certain 

coefficient values and, therefore, certain pole locations that could not 

be realized. 

In this section, the effects of coefficient quantiz~tion on the 

poles of the system matrices of interest are shown in pole grids that 

depict the actual poles that can be realized inside the unit circle of 

the z-plane for a given wordlength. Only complex poles are considered. 

The realizable pole grids of the matrices As and Ac have been presented 

previously in the literature [35] [47] [48]. The pole grids for the 

matrices A0 and K have not been previously presented. For this compari­

son, the wordlength of the matrix elements is assumed to be five bits 

long; consisting of three fractional bits, one magnitude bit, and a 

sign bit. 
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The realizable pole grids for the matrices As' Ac' A0 , and K, for 

quantization to three fractional bits, are given in Figure 10, Figure 11, 

Figure 12, and Figure 13; respectively. For As' the poles lie on a grid 

defined by the intersection of vertical lines (corresponding to quanti­

zation of a=pcose) and horizontal lines (corresponding to quantization 

of S=psine). The separation between these lines is given by the quanti­

zation increment given by 2-3=0.125. As shown in Figure 10, As realizes 

a pole grid with uniform density throughout the unit circle. 

For the matrix A , the poles lie on a grid defined by the inter-c 
section of concentric circles (corresponding to quantization of -d1=p2) 

and vertical lines (corresponding to quantization of d2=2pcose). The 

separation between the vertical lines is 0.0625 since the real part of 

the pole (pease) is one-half the quantization increment of d2. As shown 

in Figure 11, Ac does not realize a uniform density pole grid. The 

density of realizable poles increases with the magnitude, or radius, of 

the pole. 

The realizable poles of the matrix A0 lie on a grid defined by the 

intersection of concentric circles (corresponding to quantization of 

x-y=p2) and vertical lines (corresponding to quantization of y+l=2pcose). 

Functions consisting of the sum or subtraction of quantized elements 

assume discrete values with the same quantization interval as that of 

the elements. therefore, the concentric circles defining pole locations 

for A0 are the same as those for Ac. The vertical lines defining pole 

locations are also the same as those for Ac' with the exception of pole 

lbcations in part of the second and third quadrants. With the assumed 

wordlength, the largest negative value of the element y, in magnitude, 

is given by y=-1.875. Since y+l=2pcose, the largest negative real part 
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Figure 10. A5 Pole Grid - Three Bit Quantization 
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Figure 11. Ac Pole Grid- Three Bit Quantization 
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Figure 12. A0 Pole Grid - Three Bit Quantization 
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Figure 13. K Pole Grid - Three Bit Quantization 
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for realizable poles is peas = -0.4375. So, with only one numerical bit 

to the left of the binary point, A0 cannot realize poles throughout the 

second and third quadrants, as shown in Figure 12. In general, A0 will 

require an additional bit in wordlength, as compared to Ac' to realize 

poles throughout the unit circle. The emphasis, here, is that the range 

of values required by the element y (-3<y<l) in order to realize poles 

in all areas of the unit circle is not accommodated by the assumed word-

length. However, y is related to the element d2 of matrix Ac by the ex­

pression y = d2-l. If y is implemented in this matter, the range con­

straint of the assumed wordlength no longer applies and A0 can realize 

poles throughout the unit circle. The resulting pole grid would then be 

the same as that for A shown in Figure 11. c 

The realizable poles of the matrix K assume the same quantized 

locations for the real part of the poles as do the matrices Ac and A0 . 

However, the magnitudes of the pole locations are now determined by a 

functional relationship with the product of the quantized elements k1 

and k2 that is given by p =lk1k2+1. As shown in Figure 13, this dras­

tically changes the nature of the pole grid. The pole grid shows an in-

creasing density as the radius increases towards one, especially at 8=90 

degrees. The matrix K clearly has the highest pole density of all the 

matrices in this region of the unit circle. With increasing wordlength, 

this characteristic would cover larger areas of the unit circle. This 

is another indication of the excellent characteristics of this matrix 

for pole locations very close to the unit circle. 

Although the assumed wordlength in this comparison is five bits, 

the matrix As only requires four bits, including the sign bit, to realize 

the poles shown in Figure 10. This is because the elements a and 8 are 
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less than one. If the matrix K were implemented using the form given in 

(2-25), the same comments would apply to it. In general, then, the 

matrices As and K require one bit less in wordlength, for a given quanti­

zation increment, than does Ac, and two bits less than A0 • 

4.4 Overflow Limit Cycle Tendency 

Overflow oscillations, or limit cycles, in fixed point recursive 

digital filters are caused by nonlinearities introduced by finite regis­

ter lengths. Most digital filters are implemented using 2•s complement 

arithmetic for the addition operation. Register overflow can then occur 

at the adder and the resulting nonlinearity causes self sustained oscill­

ations of large magnitude that dominate the output of the filter. This 

. has justified the use of highly conservative scaling rules which makes 

overflows impossible at the expense of increased roundoff noise [34], or 

the use of saturation arithmetic in order to not sustain the oscillations 

when overflow occurs [49]. 

The tendency of a filter to sustain overflow oscillations also de­

pends on the realization. In state-model realizations it has been shown 

that certain kinds of system matrices will not sustain oscillations re­

gardless of pole position [7]. In this section, a cursory examination 

of the tendency of each system matrix under consideration to sustain over­

flow limit cycles is made by applying the criteria of Mills, Mullis, and 

Roberts [7] to each matrix. Results for the matrices As and Ac have been 

reported previously [7] [49]. The overflow tendencies of A0 and K have 

not been previously reported. 

The criteria given in [7] constitute a sufficient condition for 

the absence of overflow oscillations for a matrix A and are based upon 
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finding a diagonal matrix D with positive diagonal elements for which 

(D-ATDA) is positive definite. For a second order matrix A, there 

exists such a D if and only if the elements of A satisfy 

,{4-26) 

(2) la11 -a22 1 + det(A)<l . ( 4-27) 

The elements of As are given by a=pcose and S=psine. Since a12=s, 

a21 = -S, condition (1) in (4-26) is not satisfied. For condition (2) 

given in (4-27), As yields a2+s2<1 which is true for all pole locations 

inside the unit circle. Therefore As will not sustain overflow limit 

cycles for all stable pole locations. 

For the matrix A , application of condition (1) in (4-26) yields c 

d 1 ~o which is not true since d1= -p2<0. Condition (2) in (4-27) yields 

l-d2!-d1<1. Since d1<0, this is the same as jd1 l+ld2l<l, which is the 

result obtained by Ebert, Mazo, and Taylor [49]. Therefore, Ac will not 

sustain overflow limit cycles when 

.(4-28) 

This means that the ability of Acto sustain overflow limit cycles de­

pends on the pole location. 

For the matrix A0 , the conditions for which poles are realized in­

side the unit circle are given by 

l+x-y>O 

2+2y-x>O 

x<O 

(4-29) 

(4-30) 

. ( 4-31 ) 



Applying condition (1) in (4-26) results in x~O which, from (4-31) is 

not true. Applying condition (2) in (4-27) yields 

99 

11-y I +y-x<l .(4-32) 

If 1-y>O, then (4-32) yields x>O, which, from (4-31), is not true. If 

1-y<O, then (4-29) is not satisfied since x<O. Therefore, at no point 

in the parameter space of A0 are the criteria in (4-26) and (4-27) satis­

fied. Since the conditions in (4-26) and (4-27) are sufficient and not 

necessary, this does not mean that there are no conditions under which 

A0 will not sustain overflow oscillations. It does point out, however, 

that scaling techniques may be necessary when using this matrix. 

Application of condition (1) in (4-26) to the matrix K reveals that 

it is not satisfied since a12=1, a21 = -1. Applying condition (2) in 

(4-27) results in 

Expressing k1 and k2 in terms of p and 8, (4-33) becomes 

For no values of p and 8 is (4-34) satisfied. Therefore, at no point in 

the parameter space of the matrix K are the criteria in (4-26) and (4-27) 

s.atisfied. As in the case of A , scaling techniques may be necessary 0 . . 

when using the matrix K in order to avoid overflow oscillations. 

4.5 Roundoff Noise Properties 

In this section, the roundoff noise that each second order system 

exhibits when realizing a common transfer function is compared. Fixed 
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point arithmetic and rounding of products prior to summing is assumed. 

As discussed in Chapter 1, roundoff noise results from the quantization 

of the results of multiplications in the filter and has been shown to be 

a function of the realization. The product of an m bit multiplicand and 

an n bit coefficient is an m+n bit product. Due to finite register 

lengths in the fi 1 ter, the m+n bit product wi 11 be rounded to m bits. 

This quantization introduces errors which can be represented as additive 

noise sources after each multiplier coefficient. For example, the noise 

sources due to roundoff quantization in the state-model presented for 

the second order matrix K are shown in Figure 4. 

The technique used to compute the roundoff noise will follow that 

presented by Gold and Rader [25]. The errors due to roundoff noise are 

generally assumed to be statistically independent and have a uniform 

probability density with zero mean (when quantization is performed by 

·rounding). If E0 is the quantization increment, the mean squared value 

· of each noise source is given by its variance as 

E 2 
ci - 0 -12 . ( 4-35) 

Since the noise sources are statistically independent, the total 

mean squared value of the output noise of the filter is given by the sum 

of the output noise due to each noise input. Therefore, the total output 

noise is given by 

' ( 4-36) 

where n is the number of noise sources, and Hi(z) is the transfer function 

relating the i-th noise input to the filter output. The integration path 
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is taken around the unit circle [25]. 

Gold and Rader [25] offer (4-36) as being easy to apply to find the 

roundoff noise of filters since evaluation of the integral for linear 

discrete networks is always possible from the Cauchy residue theorem. 

For the purpose of comparison, each second order system matrix of 

interest will be used to realize a common transfer function given by 

' ( 4-37) 

where G is a constant gain factor and coefficients d1= -p2, d2=2pcose, 

realize the pole pair z1 ,z2=pcos8±jpsin8. Expressions for the roundoff 

noise of filters using matrices Ac and As to realize (4-37) have been 

presented in the literature [25] [30]. Roundoff noise expressions for 

realization of (4-37) using the matrices A0 and K have not been previ­

ously presented. 

The realization of (4-37) through the use of matrices K, As• A0 , 

and Ac is shown in Figure 14, Figure 15, Figure 16, and Figure 17, re­

spectively. From these figures, the transfer functions necessary in 

(4-36) can be determined for each of the noise inputs Ei indicated. 

To illustrate the process of computing the roundoff noise of a re­

alization through the use of (4-36), consider the K matrix realization 

in Figure 14. Through standard state-model methods, the transfer func­

tions relating the no1se sources E1(resulting from multiplication by k2}, 

E2 (resulting from multiplication by k1), and E3 (resulting from multi­

plication by G) to the filter output Y(n) are determined to be 

,{4-38) 
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Y(n} 

U(nl. 

~----------~-lr------------

Figure 14. K-Matrix Realization of (4-37) 

U(nl 

----------~-~r---------------~ 

Figure 15. A5 -Matrix Realization of (4-37) 
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Y(n) 

U(n) 

Figure 16. A0 -Matrix Realization of (4-37) 

·----------~d~~------------~ 

Figure 17. Ac-Matrix Realization of (4-37) 
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'(4-39) 

.(4-40) 

Then the total output noise is given by 

2 2 2 2 
ao = a1 +a2 +a3 '(4-41) 

where 2 Eo2 1 t 1 -1 
al = l2 2IIj H1 (z)H1 (z-)z dz ,(4-42) 

2 
E 2 

2~§ H2 (z )H2 (})z -l dz = 0 
a2 l2 ' ( 4-43) 

2 
E 2 

2~ ~ H3 (j;)H3 (~)z -1dz 
0 

a3 = l2 .(4-44) 

Through the use of the Cauchy residue theorem, with the integration con­

tour being the unit circle, the expressions in (4-42)-(4-44) are deter-

mined to be 

= 

j 2.2 2 2 2 24 (2pcose~l-p s1n 0(1-p )+2p cos 0(p-1)+2+p -p) 

E 2 
0 

l2 

4 2 p +l-2p cos20 

' ( 4-45) 

' ( 4-46) 

.(4-47) 

As the poles of a digital filter approach th~ unit circle, the 

roundoff noise increases very rapidly. For comparison purposes it is 

good to look at the roundoff noise of a realization for poles near the 

unit circle. Letting p=l-e: in (4-45) and (4-46) results ·ln, as e:-+0, 
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= . ( 4-.48) 
48£sin2e 

Substituting (4-48) and (4-47) into (4-41) yields the total roundoff 

noise of the K matrix realization of (4-37) to be 

= . 2 
24c:sin 0 

2 Eo 
+12 .(4-49) 

In a similar manner, the preceding procedure can be used to deter-

mine the roundoff noise expressions for the matrices As' A0 , and Ac. 

The results of such an analysis, for pole locations close to the unit 

circle, are summarized in Table XII. 

As shown in Table XII, all of the matrices e~hibit the same general 

roundoff noise properties. The matrix As clearly has the highest round­

off noise, with all the other matrices being equal. All of them show 

that the noise variance is inversely proportional to the distance of the 

poles from the unit circle. All of them also clearly point out the de-

pendence of the noise on the resonant angle e. For very low values of 8, 

the noise variance is greatly increased. The newly introduced matrix K 
. ' compares very well with the other matrices. Although it is no better, 

it certainly is no worse than the best of the more commonly used matrices. 

Since the K matrix is newly introduced, a similar roundoff noise 

analysis was done for the realization in Figure 4 of the general transfer 

function given in (2-26). The total roundoff noise variance for Figure 

4 is given, for completeness, as 

2 2 2 2 Ea2 Ea2 
ao = a, (a, +cr2 + ~) + ~ ,{4-50) 



A s 

2 
E 2G2 E 2 
0 + _Q__ 

0"0 
12e:sin2e 12 

TABLE XII 

ROUNDOFF NOISE VARIANCE 
(p=1-E) 

Ac 

E 2G2 E 2 

Ao 

E 2G2 E 2 
0 + _Q__ 

24e:sin2e 12 
0 . + 0 

24e:sin2e l'"2 

K 

E 2G2 E 2 
0 0 

2 + l'"2 
24e:sin 0 

0 
0'1 
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. ( 4-51) 

4.6 Summary 

Using the radial and angular sensitivity expressions of section 3.4, 

expressions for determining the wordlength required to constrain pole 

movements, due to coefficient quantization, to within prescribed limits 

are developed for each second order matrix element. Using radial and 

angular variation limits of 0.001, wordlengths are computed and general 

trends in wordlength requirements as a function of pole location are 

noted. With the method used, wordlengths for second order matrices with 

two variational elements can be obtained directly. Extension of the 

method to the general n-th order case is discussed. 

Realizable pole grids are presented for each system matrix. The 

matrix elements have a quantization increment of 0.125 as a result of a 

wordlength consisting of three fractional bits, a magnitude bit, and a 

sign bit. With this wordlength, the matrix A0 cannot realize poles 

throughout the entire unit circle unless the element y is implemented 

indirectly. In general, the matrices As and K require one less bit in 

wordlength than does Ac and two bits less than A0 in order to realize 

poles throughout the unit circle for a given quantization increment~ 

The matrix K exhibits a very high density of realizable pole locations 

for poles near the unit circle, especially for pole angles near ninety 

degrees. With increasing wordlength, this characteristic will be more 
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pronounced for all poles with magnitudes close to one and will exceed 

the density offered by the other matrices in this critical pole region. 

An examination of the tendency of each of the system matrices to 

sustain overflow limit cycles is presented. The matrix As will not 

sustain overflow oscillations for any pole location while the tendency 

of Ac to s~stain oscillations is shown to be a function of pole location. 

The criteria applied in assessing overflow properties did not show A0 

and K to be free of overflow oscillations for any pole location. Suit­

able scaling techniques must be considered when using these matrices. 

As a final comparison, the roundoff noise output of a realization, 

by each system matrix, of a common transfer function is derived. The 

expressions for each system matrix show the same general properties of 

increased noise for poles close to the unit circle and/or close to the 

real axis. The matrix K exhibits roundoff noise properties as good as 

the best of the more commonly encountered matrices. 



CHAPTER V 

SUMMARY AND SUGGESTIONS FOR FURTHER STUDY 

5.1 Summary 

This thesis investigates the effects of coefficient quantization 

on the pole locations of digital filters realized through state-equations. 

Since the poles of a digital filter are the eigenvalues of the state-model 

system matrix, the eigenvalue sensitivity of the system matrix due to 

variations in the matrix coefficients is used as the method of analysis. 

A technique for conducting this analysis, based on the sensitivity ex­

pressions of a companion matrix, is presented. This technique can be 

applied to any n-th order linear system, analog or digital, that can be 

described by state-equations. 

If the eigenvalue sensitivity is expressed in terms of its magni­

tude, it is shown that a sensitivity matrix can be defined for any given 

system matrix. Furthermore, it is shown that a relationship exists be­

tween the sensitivity matrix A" of the companion matrix A and the sen-e 
" sitivity matrices A of other system matrices. This relationship provides 

the basis for an easily applied technique for determining the magnitude 

of the eigenvalue sensitivity of a matrix from the sensitivity magnitude 

of an equivalent companion matrix. 

The same technique applies if the eigenvalue sensitivity of a matrix 

is expressed in terms of its radial and angular components. It is also 

109 
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A 

shown that the sensitivity matrix A of a given system matrix can be de-

rived from the radial and angular sensitivity expressions for that 

matrix. 

Since second order filters are basic building blocks for higher 

order filters, second order system matrices are the primary concern of 

this thesis. A new system matrix suitable for stat~-model digital fil-

ter applications is introduced. This matrix is the second order form of 

a class of tridiagonal matrices that has the variable elements on the 

main diagonal while the upper subdiagonal and the lower subdiagonal has 

invariant elements of positive or negative one. The mapping of the 

element space of the second order matrix K into the unit circle of the 

z-plane is discussed and it confirms that the new matrix can realize all 

stable pole positions inside the unit circle. A state-model, using the 

matrix K, for the realization of a general second order digital filter 

transfer function is presented. The general existence of higher order 

forms of the tridiagonal matrix, for the realization of stable pole lo­

cations, is not known. For the third order case, however, a new method 

is presented for solving the set of nonlinear equations relating the 

matrix elements and the desired poles. For the specific example pre-

sented, where one pole was zero, the matrix is shown to exist. Whether 

or not it exists for all pole locations inside the unit circle is not 

known. 

The eigenvalue sensitivity of the new matrix K is compared to the 

sensitivity of other second order matrices. All the matrices are simi­

lar in that they have, or can be analyzed as having, only two variational 

elements. Using the technique presented in this thesis, expressions for 

the magnitude of the eigenvalue sensitivity, and the corresponding radial 
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and angular components, are derived for each matrix. The expressions are 

given in terms of absolute element variations and also in terms of ele­

ment tolerances. Minimum pole sensitivity regions within the unit circle 

of the z-plane are shown for each matrix. The new matrix K is·shown to 

exhibit very good sensitivity properties for critical pole locations 

near the unit circle, where the stability of a filter subject to coeffi­

cient variation is of great concern. 

The wordlength requirements of each of the second order matrices 

are compared by deriving expressions for determining the minimum word­

length required to constrain pole movements, due to coefficient quanti­

zation, within prescribed limits. For a specific set of limits, word­

lengths are computed and general trends in requirements as a function of 

pole location are noted. With the method used to determine wordlength, 

the requirements of second order matrices with two variational elements 

can be obtained directly. Extension of the method to the general n-th 

order case is discussed. 

As another method of comparison, the realizable pole grids obtained 

when the matrix elements are quantized to three fractional bits are pre­

sented for each system matrix. The matrix K exhibits a very high densi­

ty of realizable pole locations for poles near the unit circle, especial­

ly for pole angles near ninety degrees. With increasing wordlength, this 

characteristic will be more pronounced for all poles with magnitude close 

to one and will exceed the density offered by the other matrices in that 

critical pole region. 

An examination of the tendency of each of the system matrices to 

sustain overflow limit cycles is presented. The criteria applied in 

assessing overflow properties indicates that the matrix K is not immune 
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to overflow oscillations. Suitable scaling techniques must be considered 

when using this matrix. 

As a final comparison, the roundoff noise output of the realization, 

by each system matrix, of a common transfer function is derived. The 

expressions for each matrix show the same general properties of increased 

noise for poles close to the unit circle and/or close to the real axis. 

The matrix K exhibits roundoff noise properties as good as the best of 

the other matrices. 

5.2 Suggestions for Further Study 

In the following, some extensions to the present effort are sug­

gested. Appropriate references are indicated. 

5.2.1 n-th Order Tridiagonal Matrix 

The second order class of the general tridiagonal matrix introduced 

in Chapter 2 has been thoroughly investigated because of the importance 

of second order sections in digital filter design. It has been shown to 

exhibit very good properties in this application. Although such a direct 

application does not exist for higher order matrices, investigation of 

the properties of the general form of this matrix is warranted from a 

theoretical nature. The existence of the n-th order form of this matrix 

for realization of prescfibed eigenvalues is not known and needs investi­

gation. A starting point, of course, is the third order matrix which has 

been shown, in this study, to exist for certain eigenvalues and for which 

a method of obtaining the matrix elements has been given. Investigation 

as to whether the proposed solutions always allow real element values to 

be determined for any combination of eigenvalues is necessary. ·If the 



matrix does not exist for all eigenvalues, for what classes of eigen­

values does it exist? 

5.2.2 Quadratic Maximization/Minimization 

Procedure· 
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The problem of determining the maximum or minimum of aTAa, when the 

elements a; of the vector a are a;=±l, is one of determining the signs 

of the elements such that a maximum or minimum is achieved. For second 

order matrices this is a simple problem solved by inspection. When the 

general n-th order problem is considered, where n is large, the determin­

ation of a is more complex and requires an efficient, systematic proce­

dure. Although this problem arises in this thesis for the determination 

of the eigenvalue sensitivity magnitude of an n-th order matrix, 

McMillan [50] has shown that this quadratic problem also occurs in delta 

modulation communication problems. Therefore, any contribution to the 

investigation of this problem could have far ranging effects. As dis­

cussed in section 3.5, solutions for this type of problem can possibly 

be obtained through adaptation of quadratic binary programming procedures 

[44] [45]. All of the present methods for analyzing this problem are 

basically enumerative in nature. Although these methods provide a sys­

tematic procedure, their enumerative nature is a disadvantage for high 

order systems. An efficient analytical method for solving this problem 

is needed. 

5.2.3 Eigenvalue Sensitivity Minimization 

An interesting class of matrices not considered in this thesis is 

the second order matrix with all four elements subject to variation. 
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This type of matrix offers the possibility of being able to minimize the 

sensitivity of the matrix by proper selection of the values of the matrix 

elements. If so, it should be realized that the minimization would be 

achieved at the expense of more numbers of multiplications required per 

iteration of the filter. Although it is usually desirable to minimize 

the number of multiplications, it might be more advantageous to employ 

such a matrix in order to satisfy more important requirements in other 

areas such as stability. One possible approach to this problem is sug­

gested by a transformation given by Ogata [32] in which the elements a12 

and a22 of a matrix can be expressed in terms of the eigenvalues of the. 

matrix and the elements a11 , a21 . For eigenvalues cr1 ,cr2=cr±jw, the result 

of this transformation is given by 

2 2 

all al2 all 
· ( cr-a11 ) +w 

a21 
= 

a21 a22 a21 2cr-a11 

With the matrix expressed in this manner, the problem now is to find 

a11 and a21 such that the eigenvalue sensitivity is minimized. Using 

either Singer's [9] or Manty's [8] definition of eigenvalue sensitivity, 

the observation is that the sensitivity of a four variational element 

matrix can be expressed in terms of cr, w, which are given, and a11 , a21 , 

which are to be determined. At this point it might be possible to em­

ploy a minimization procedure, such as steepest descent, to find a11 , 

a21 (and, therefore, a12 , a22 ) such that the sensitivity is minimized. 

Another approach to the problem of minimizing eigenvalue sensitivity 

would be to consider the problem of determining a transformation matrix 
-T such that a matrix A is transformed to a minimally sensitive matrix A, 
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with the same eigenvalues, by the transformation A= T-1AT.' This is an 

old problem still awaiting a solution. Recently, Hwang [51] has made 

some contributions in this area for the problem of roundoff noise mini­

mization. Perhaps some of his results could be applied to the problem 

of coefficient quantization. 
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