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CHAPTER I
INTRODUCTION
Statement of the Problem

The three most salient developments in the last two decades in the
field of monetary economics have been:

1. The formulation of monetary theory as a part of capital theory
which treats money as an alternative to real assets.]

2. The integration of monetary theory with the theory of economic
growth Teading to a number of growth models in whiﬁh the role of money
is explicitly 1ncorporated.2

3. The analysis of the nature of the connection between financial

development and economic gr‘owth.3

]Harry Johnson, "Recent Development in Monetary Theory," Essays in
Monetary Economics (Cambridge: Harvard University Press, 1969), p. 94;
Milton Friedman, "Postwar Trends in Monetary Theory and Policy," in
Deane Carson, ed., Money and Finance: Readings in Theory,Policy and
Institutions (New York: John Wiley and Sons, Inc., 1966), p. 189.

2Jerome L. Stein, Money and Capacity Growth (New York: Columbia .
University Press, 1971), pp. 265-67; Allan H. Meltzer, "Money, Inter-
mediation and Growth," Journal of Economic Literature, VII (1969), pp.
40-56; Jon Harkness, "The Role of Money in a Simple Growth Model:
Comment," American Economic Revjew, LXII (March, 1972), pp. 177-79.

3Robert L. Bennett, "Financial Innovation and Structural Change in
the Early Stages of Industrialization: Mexico, 1945-59," Journal of
Finance, XVII (1963), pp. 666-83; John G. Gurley and E. S. Shaw,
"Financial Aspects of Economic Development," American Economic Review,
XLV (September, 1955), pp. 515-38; E. S. Shaw, Financial Deepening in
Economic Development (New York: Oxford University Press, 1973).




Accordingly, the increased interest in econometric monetary models
has become one of the most important developments in contemporary
economics. Indeed, there have been a large number of attempts to
explain aggregate demand with quantity theory models, where the money
supply plays the central role in determining key macroeconomic variables
of the economy. As Johnson pointed out, the main issue is "whether the
demand for money is sufficiently stable to provide, in conjunction with
the quantity of money, a better explanation of observed movements.of
money income and other aggregates than is provided by models built around
income-expenditures re]ationships."4 Evidence from the experiences of
developed economies suggests that the relationships in the monetary
sector are not only stable andlpredictab]e, but are necessary for an
understanding the behavior in other economic secto;s. The evidence also
shows that an econometric monetary model has been widely accepted as a
standard approach to forecasting and policy simulations. -

Despite these developments, very little attention has been given to
the construction of econometric monetary models in the less developed
countries. However,- the construction of such a model may be of substan-
tial use for policy decisions ih such countries. Since no econometric
monetary'mode] has ever been constructed for the Jordanian economy, it
would be worthwhile to examine the role of money, and to integrate some
of the recent developments in monetary theory in an econometric model of
Jordan. In other words, it is possible that the relationships developed

and estimated in econometric monetary models in developed economies are

4Harr:y Johnson, "Monetary Theory and Policy," in Richard Thorn,
ed., Monetary Theory and Policy (New York: Praeger, Inc., 1976), p. 42.




applicable to the less developed economies, with appropriate theoretical
modifications. This is the problem to which this study is mainly

concerned.
Objectives

This study is an attempt to construct an econometric monetary
model of the Jordanian economy. The explicit purposes of this model are
to:

a. investigate whether monétary relationships are indeed stable
enough to give a reliable explanation of national income;

b. 1identify the channels through which monetary policy operates
on the real sector of the economy by constructing a small-scale real
sector model; and, |

c. serve as a useful analytical tool to forecast the behavior of
the Jordanian economy.

Moreover, special attention is directed to the following substan-
tive issues in regard to quantity theory of money:

a. The principal determinants of the demand for money, including
the role of interest rates. |

~b. The appropriate definition of money.
c. MWhether the supply of money is exogenously controlled by the

monetary authorities.
Organization of the Study

Following this introduction, Chapter II presents a brief descrip-
tion of the institutional background and general behavior of the

Jordanian economy and monetary system. A brief review of monetary



policy during the period under study is also provided. Chapter III is
concerned with the estimation of the demand for monetary assets in the
context of the Jordanian economy. To achieve this, an éttempt is made
to examine the relevance of demand for money theory to the monetary
conditions of Jordan. C}he specification of the structural equations of
the monetary sector as well as the real sector of the economy and the
theoretical rationale for each equation are presented in Chapter V)
Chapter V contéins the ordinary least squares and two-stage least
squares estimates of the structural parameters of the model. In Chapter
VI, various kinds of simulation ana]ysfs are performed to examine the
model's properties, such as dynamic stability, predictive ability and
policy implications. Chapter VII, the final chapter, c0ntainsla summary
of the findings and a discussion of the study's ]ihitations and sugges-

tions for further research.



CHAPTER II

THE JORDANIAN ECONOMY AND MONETARY SYSTEM]

This chapter contains a description of some of the institutional
background and general behavior of‘the Jordanian economy and monetary
system. The purpose of this chapter is to present an overview of the
Jordanian economy with emphasis on the monetary system to make intelli-
gible the monetary models which are encountered in Chapter IV. Thus,
the chapter first discusses the general character and past behavior of
the Jordanian economy. A description and analysis of the Jordanian
financial market then follows. Finally, Jordanian monetary policies are

considered.
Salient Features of the Economy

Jordan comprises the former Kingdom of Transjordan and the part of
Palestine which remained in Arab hands when hostilities with Israel
ended in 1948. The Hashemite Kingdom of Jordan came into existence on
April 24, 1950, when the East Bank of Palestine was formally attached to

Transjor‘dan.2 The total area of Jordan is 37,000 square miles. The

]Much of this chapter is extracted from the author's Master's thesis
at the University of Maine in 1975. Adeeb K. Haddad. 'The Control of the
Supply of Money in Jordan" (Unpublished Master's thesis, University of
Maine, 1975.)

2Raphae] Patai, The Kingdom of Jordan (Princeton: Princeton
University Press, 1958), pp. 40-45.




population of Jordan in 1972 was 2.4 million, 1.7 million being on the
East Bank. The West Bank of Jordan has been under Israeli occupation
since the June War of 1967.3

The economic structure of Jordan, like most less developed economies,
is characterized by heavy dependence on the agricultural sector. Since
the activity in the agricultural sector is heavily dependent on weather
conditions, the economy is more unstable than those of developed
economies. Jordan also depends on foreign aid for generating income,
the quantum of which varies according to the type of political grounds
between Jordan and the donating countries. Besides, the instability
generated by social and political factors entails a change in government
policies relating to economic activities.

These economic conditions represent the salient economic features of
Jordan. Some data are shown in Table I. The gross national product
(GNP) grew at an average annual real rate of 6.1 percent over the periodl
1956-1975. The rate of growth was not stable, but fluctuated from year
to year. The fluctuation of rates was mainly due to political instabil-
ity following the War of 1967."

The growth in GNP has been largely generated from some sectors such
as agriculture, industry and services sectors. Agriculture contributes
about 20 percent of gross domestic product (GDP). It provides employment
for over one-third of the total labor force, and constitutes 50 pekcent

of the exports of the country.4 The major agricultural products are

3Nationa1 Planning Council, Three Year Development Plan 1973-1975,
p. 323.

“bid., pp. 323-326.



TABLE I

MAIN ECONOMIC INDICATORS
(In JD Million)™

(End of Year)

Exports of  Imports of Total Govt. Total Govt. Foreign  Money Foreign
Year GNP Goods Goods Expendi ture Revenues Aid Supply Currency Assets
1956  66.91 5.12 24.60 21.30 40.90 14.81 20.24 14.56 25.14
1960 127.14 4.00 41.40 32.82 43.41 26.88 26.09 15.63 30.67
1964 160.62 8.82 49.47 43.62 51.60 - 28.52 39.76 23.03 52.05
1967 205.95 11.30 54.20 68.18 70.41 53.93 75.24 51.52 92.46
1970 222.50 12.23 - 65.53 80.70 76.26 40.65 105.46 82.43 97.37
1973 291.34 19.00 107.82 114.70 131.40 64.60 139.25 97.48 106.98
1975 418.90 48.88 232.94 209.43 193.21 140.36 218.51 139.03 174.72 .

*JD = Jordanian Dinar.

Source: Table XVI and Central Bank of Jordan, Monthly Statistical Bulletin, Relevant Issues.




wheat, barley, and fruits. The production of these crops is subject to
wide fluctuations as the result of weather conditions from year to year.
The contribution of the services sector is abnormé]]y high as
compared with other countries at similar stages of development. The
average share of the services sector in GDP has been ranged between 45
to 63 percent during the period under study. After the War of 1967,
this sector started to increase more rapidly than any sector in the
economy as a result of the large increase in the public administration
and defense sector.5 |
Industry and mining contributed about 16.5 percent of GDP in 1975

as compared with 13.2 percent in ]956.6

The industrial structure is
dominated by small and handicraft enterprise. The mining structure is
still in a primary stage of development, and natural resources are very
Timited. In spite of governmental intervention to promote the develop-
ment of this sector, it still has chronic problems such as limited
suppTies of capital goods, shortage of semi-skilled labor, and the small
size of the Tocal markets.7

On the budgetary side, fiscal development was characterized by
large increases in both government expenditures and foreign transfers.
The total goverhment expenditures increased by an average annual rate of

12.8 percent over the period under study, while the total government

revenues increased at an average annual rate of 8.5 percent. Moreover,

5Internationa] Monetary Fund, International Financial Statistics
(December, 1976), pp. 211-214.

®1bid., pp. 211-214.

TNational Planning Council, op. cit., pp. 110-114.



foreign grants showed a sharp increase over the same period. These
funds amounted to JD 140 million in 1975 or more than tenfold the level
of 1956. Domestic revenues compriﬁed an average of less than 50 percent
of the total revenues over the period 1956-1975. The basic source of
domestic revenues is indirect taxes which constituted an average of

more than 45 percent of domestic revenues. Direct taxes averaged eight
percent of domestic revenues.

One of the permanent features of government expenditures is that 70
percent of the total expenditures are devdted'to recurring expenditures
such as salaries and military expenditures. It may be of interest to
note that the Jordanian budget has been characterized over the period
1967-1975 by a consistent deficit, which required domestic borrowing and
continued reliance on foreign aid.

Moreover, Jordan's foreign trade showed a large increase in both
imports and exports over the period 1956-1975. Total exports averaged
about 20 percent of total imports. Although exports rose by an average
annual rate of 12.6 percent over the period concerned, the Jordanian
trade balance still suffers from a rising and chronic structural deficit
which dates back to 1950. This deficit has widened from JD 19 million
in 1956 to JD 43 milljon in 1967, and to JD 184 million in 1975. It
should be noted that Jordan depends on imports to meet its domestic
demand for a large number of agricultural goods, where imports account
fof more than half of Jordéh‘s consumption of cereals and animal products.
The expansion Qf imports is thus considered one of the factors which

contributed to the rapid growth of the services sector‘.8 However, the

8National Planning Council, Five Year Plan 1976-1980, p. 23.
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trade deficit is usually financed by foreign aid. Most of the transfer
payment is in form of assistance by foreign governments, and the United
States of America and Suadi Arabia are the main donors. These transfers
are used to cover the deficit in the trade balance and to bridge the
wide gap between the total government expenditures and domestic revenues.
A1l the features of the Jordanian economy--the continued deficits

of the central government, the agrarian economy, the great dependence on
foreign aid, and the chronic balance of trade problems--have implications

for control of the aggregate monetary variables.
Money Market in Jordan

The Nature of the Jordanian Money Market

The money market in Jordan, as in most less developed countries, is
characterized by its dual nature. The unorganized money market caters
to the needs of the predominant undeveloped or agricultural sector,
while the organized money market is confined to the developed urban or
industrial sector. There is no link between the two markets. The
lenders in the unorganized sector do not have access to the banking
system of the organized market. A large part of the loans in the
unorganized sector do not carry money interest. The interest rates,
where they exist, vary widely from lender to lender, and are much higher
than the ones charged by the commercial banks in the organized market.
However, interest rates in the organized market are subject to ceilings
imposed by the central bank. The imposition of ceilings is not operative
in the unorganized market, i.e., funds are loaned by savers to the

investors on the basis of personal contract. Therefore, the interest
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rate structure does not reflect the market conditions and distorts
resource allocation between the economic sectors.9
Since agriculture is the predominant sector, the relative
importance of the unorganized money market is probably much greater than
the organized money market in Jordan. The size of organized money
market may be approximated by ratios such as ratio of demand deposits
tovthe total money supply, and the ratio of total bank credit to GNP.
The first ratio represents "the liquidity preference approach," and the
second ratio represents "the loanable funds approach."]_0
Table II shows that both ratios are very low in Jordan, as compared
with the ones in the developed countlr'ies.]1 This situation may be
mainly due to the lack of banking habits among people, coupled with the
absence of banking facilities in the rural areas of Jordan. Accordingly,
the smallness of the organized market or the lack of integration between
the two markets gives rise to certain peculiar characteristics of the
money-using units. The use of checking accounts instead of currency as
a medium of exchange is very restricted in the large rural areas of
Jordan. This is reflected in the particular composition of money;
currency being 65 percent of the money supply over the period 1956-1975.

This may suggest that currency could be both the medium of exchange and

9See, for example, H. Myint, "Economic Theory and the Underdeveloped
Countries," Journal of Political Economy, 73 (October, 1965), pp. 477-
491; Arthur I. Bloomfield, "Monetary Policy in Underdeveloped Countries,"
Public Policy, eds., C. J. Fredrich and S. E. Harris (Cambridge: Harvard
University Press, 1956), pp. 232-273.

]OU Tun Wai, "Interest Rates in the Organized Money Market of Under-
developed Countries," IMF Staff Papers, V (August, 1956), pp. 249-278.

]]More detail about the loanable funds will be given in the follow-
ing subsection.
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the store of value, unlike in the developed economies, where currency
is used more as a medium of exchange than a store of value. In other
words, liquidity preference may be reflected more in the holding of

currency rather than in deposit money.

TABLE II
LIQUIDITY PREFERENCE AND LOANABLE FUNDS RATIOS

Year (DD/M])% (CL/GNP)%
1956 28.1 12.3
1960 40.1 | 14.9
1967 31.5 : 17.5
1973 30.0 4 20.0
1975 36.4 ‘ 27.3
Where DD = demand deposits

M1 = currency in circulation plus demand deposits

CL = commercial banks' loans

Source: Table XVI.

The Organized Money Market

The monetary system of the organized sector in Jordan is dominated
by the central bank, and the commercial banks. There are other institu-
tions such as the specia]fzed non-deposit credit institutions, which are
semi-governmental. Their assets (1iabilities) are too small to warrant

serious attention.
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Commercial Banks. The banking system in Jordan started in 1950

with four commercial banks, three of which were branches of firms with
head offices in London. The Arab Bank was the only Jordanian bank.
Foreign banks played a very important part over the period 1950-1955.

By the end of 1975, the banking system consisted of ten commercial
banks: four of them were Jordanian, the other six were--in terms of
nationality--two British, an American, an Iraqi, a Lebanese, and an
Egyptian bank. These banks maintained 70 branches, of which 41 branches
were located in the capital city of Amman.]2

The Jordanian commercial banks have been performing the basic
banking functions including discounting commercial paper, receiving
deposits, granting Toans and remitting funds.

After the establishment of the Central Bank of Jordan (CBJ) in
1964, banks were limited by a Taw regq]ating the ownership, management,
credit to customers, and profits and dividends of commercial banks.]3
Commercial banks were required to maintain with the CBJ, legal reserves
equal to a given minimum percentage of their deposit liabilities. The
minimum reserve requirement can be changed by the CBJ. The commercial
banks were also required to maintain a certain proportion of their
deposit liabilities in the form of 1iquid assets. These liquid assets
were: (1) Jordanian currency, notes, and coins, (2) balances held with
the CBJ, (3) net credit balances with banks both inside and outside the

country, and (4) domestic and foreign government bﬂ]s.]4

]ZNational Planning Council, op. cit., p. 65

]3The Banking Law, Law No. 24 of 1971, Articles 13, 14, 15, 18.

141pid., Article 17.



14

The consolidated balance sheet of the commercial banks reveals
that their activities and operations have increased (Table III). This
expansion is reflected in a continuous increase in the "sources of

ul5 These sources

commercial banks ]endihg power-capital and deposits.
increased by an average annual rate of 10.9 percent over the period
1964-1975. The volume of capital and reserves has changed siowly and
within narrow limits relative to other sources of lending power. Other
liabilities, such as borrowings from the CBJ, are small relative to

total liabilities, because the Jordanian commercial banks believe that
borrowing from the CBJ impairs their prestige.

The most important change in the liabilities' side was the growth
of commercial banks' deposfts. Total deposits increased by an average
annual rate of 11.2 percent over the period 1964—f975. The rate of
growth in demand deposifs was much higher than that of the time deposits.
The decrease in government deposits at commercial banks after 1964 was a
result of the estab]fshment of the CBJ and the transfer of government
deposits to that 1'nst1'tut1'on.]6

Changes in the sources of commercial banks' funds were reflected in
the use of their lending power. Loans and advances, including bills
discounted and investﬁent in government securities were the most

important types of assets held by the commercial banks in Jordan.

‘Before 1969, there were no treasury bills and government bonds, and the

5j0hn G. Ranlett, Money and Banking: An Introduction to Analysis
and Policy (New York: Wiley and Sons, 1969), p. 69.

]6Internationa1 Monetary Fund, op. cit., pp. 211-214.
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TABLE III
BALANCE SHEET OF COMMERCIAL BANKS

(In JD Million)
(End of Year)

1964 1967 1973 1975
Vault Cash 1.27 1.50 2.07 2.89
Balances with CBJ 0.34 16.94 16.76 32.91
Treasury bills and '

Govt. Bonds - - 16.94 24.48
Loans and Discounts 27.66 35.97 58.14 114.25
Other Assets 33.94 16.39 17.69 38.67
Assets=Liabilities 63.21 70.80 111.60 213.20
Capital and Reserves 4.80 6.39 . 8.01 12.29
Demand Deposits 23.02 30.58 47.44 90.50
Time Deposits : 24.05 20.80 37.28 60.25
Borrowings from CBJ -- -- 0.23 0.84
Other Liabilities 11.34 13.03 18.64 49.32

Source: Central Bank of Jordan, Monthly Statistical Bulletin, Relevant
Issues.
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commercial banks' portfolios consisted only of private discounted bills.
At the end of 1975, however, investments in government bills and bonds
represented about 11.5 percent of their total assets.

In recent years, commercial banks' credit to the private sector--
loans and discounts--has emerged as the single most important form of
assets held by the commercial banks. By the end of 1975, it represented
about 54 percent of total assets and 76 percent of total deposits. It
may, however, be of interest to note that the commercial banks 1in
Jordan, as well as in the other less developed countries, are reluctant
to supp]y long-term loans. Thus, more than half of total commercial
banks' credit was for financing the trade sector in Jordan. The agri-
culture sector, for instance, which accounts for 20 percent of GDP
receives a very small proportion of banks' crediti This proportion has

7 this

increased from 2.1 percent in 1965 to 4.6 percent in 1975.
conservative attitude of the banking system is attributed to the fact
that long-term loans involve a higher degree of risk, and the control
and supervision by the central banks do not encourage more "risk-taking
practice."
Concentration of banking activities is also noted in the urban

areas rather than the rural areas in Jordan. In spite of the increase
in the numbef and the branches of the commercial banks in Jordan, the

banking services do not cover a substantial part of the population. In

1972, for instance, 95 percent of credit was extended to residents of

Amman, and more than 33 percent of credit was extended to 48 ch'ents.]8

]7Internationa1 Monetary Fund, op. cit., pp. 211-214.

]3Jawad A. Anani, "A Comparision Between the Effects of Fiscal and
Monetary Actions on Economic Activity - Case of Jordan " (#npublished
Ph.D. dissertation, University of Georgia, 1975), p. 74.
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An interesting feature that may rise from the banking system
activities is that the commercial banks maintain a relatively high ratio
of 1iquid assets to deposits in Jordan. Table IV gives some idea about
the commercial banks' preference of liquidity. It reveals that the
commercial banks have maintained a relatively high ratio of»]iquid
assets, despite the decline of the liquidity ratio from 54.7 percent in
1956 to 41.4 percent in 1975. The usual purpose of a liquidity ratio is
"to increase the effectiveness of credit restraint by 1imiting the scope
for commercial banks' Tiquidation of treasury bills to support an expan-

sion of bank 1oans."]9

This is not true of Jordan because there is not
much possibility of selling treasury bills and bonds in the open market
other than to the CBJ. However, the higher liquidity ratio could be due
to the Tlimited size of the money market, the lack of banking habits, the
conservative attitude towards extending credit, and the unsettled politi-
cal conditions in the Middle East.

The table also shows that the total reserve ratio was very high
relative to the required minimum reserve ratio. This may be due to the
higher level of liquidity ratio. However, the trend of the excess
reserve ratio has fallen sharply. This is due to transfer of most of

the foreign assets from the commercial banks to the CBJ, and the CBJ has

stopped the payment of interest on the commercial banks' reserves.

Central Bank of Jordan (CBJ). In 1950, the Jordan Currency Board

was established. The Board was empowered with the sole right to issue

currency in Jordan against payment in advance in Sterling in London, and

19P. G. Fousek, Foreign Central Banking, The Instrument of Monetary
Policy (New York: Federal Reserve Bank of New York, 1957), p. 59.




TABLE IV
TOTAL, REQUIRED AND EXCESS LIQUIDITY AND RESERVE RATIOS

(Percent)
(End of Year)

Required Excess Total Required Excess Total
Liquidity Liquidity Liquidity Reserve Reserve Reserve
Ratio Ratio Ratio Ratio Ratio Ratio

Year (1) (2) (3)=(1)+(2) (4) (5) (6)=(5)+(4)
1956 - - 54.7 - - -
1967 25 16.1 41.1 7 26.0 33.0
1970 25 12.4 - 37.4 10 13.2 23.2
1973 25 21.8 46.8 10 9.8 19.8
1975 25 16.4 41.4 12 9.8 21.8

Source: Table XVI and Central Bank of Jordan, Annual Reports, Relevant
Issues.
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to make available Sterling in London against the surrender of Dinar in
Jordan. The Board was required to invest all its assets ih Sterling
treasury securities issued by governments other than the Jordanian
government.20 The Board was unable to exercise any influence on the
supply of money or credit in Jordan, either directly by its own opera-
tions or indi?ectly by influencing or controlling the operations of the

21 Therefore, the traditional instruments of monetary

commercial banks.
control were absent.

Given that the future development of Jordan required a more compre-
hensive monetary authority, the government decided to estab]ish a Central
Bank in 1960, like the ones existing in other countries. The Central
Bank was brought into being by 1960 Law; it is known as the Central
Bank of Jordan (CBJ), and started its activities in 1964. Two years
after beginning operations, the 1960 Law was amended by the Law of 1966,
and then by the Law of 1971. According to the Central Bank Law of 1971,
the objectives of the CBJ are "to maintain monetary stability, to insure
the convertibility of the Jordanian Dinar, and to promote the sustained
growth of the economy of the kingdom in accordance with the general
economic policy of the government."22
The CBJ has given a "monopoly of note-issue." The CBJ is required

to maintain assets against note-issue, the value of which at any time

shall not be less than the value of the notes and the coins issued.

20The International Bank for Reconstruction and Development, The
Economic Development of Jordan (Baltimore: The John Hopkins Press, 1957).
p. 363.

21

Ibid., p. 366.

22The Law of the Central Bank of Jordan, Law No. 23 of 1971, Article
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Such assets shall consist of gold and gold coins, convertible foreign
currencies, securities issued by a foreign government or by an inter-
national finance institution, any foreign exchange assets including
credit balances and treasury bills, holdings of special drawing rights,
and Jordanian government secum'ties.z3
| The CBJ also acts as the banker and fiscal agent to the government

and public entities. It is empowered to deal with debt-instruments
issued by the government. It is responsible for managing government
accounts and foreign assets, and for keeping government deposits.
Moreover, the CBJ is required to make short-term advances to the govern-
ment not exceeding ten percent of the government domestic revenues for
the current fiscal year.24

As the bankers' bank and the lender of last résort, the CBJ is
empowered to provide the commercial banks with rediscounting facilities,
and with advances for fixed periods not exceeding nine months. Also, it
has been given the power to regulate the banks' credit, to change the
reserve requirement, and to determine the commercial banking system
po]icy.25

Furthermore, the CBJ is granted the power of maintaining and manag-
ing the gold and the foreign exchange reserves of the country, and

regulating the quantity, quality and cost of credit to meet the require-

ments of economic growth and monetary stability.

23

241hid., Articles 38, 39, 40, 46.

The Law of the Central Bank of Jordan, op. cit., Article 31.

251hid., Articles 48, 49.
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A brief review o% policy instruments of monetary management used
by the CBJ is given below:

1. Discount Rate (Bank Rate) - The CBJ has been empowered to
change the bank rate, at which it is prepared to rediscount approved
bills of exchange and other types of commercial papers. Since the
establishment of the CBJ in 1964, the bank rate has been changed three
times. The rate has ranged between 5 and 5.50 percent over the period
1964-1975.

However, discount operations have not been of much significance as
an instrument through which the CBJ has been able to influence the
commercial banks' credit and its cost. This is due to the fact that the
reserves of the commercial banks were so large as to preclude the need
for any regular recourse to the CBJ credit via rediscounts and borrow-

ings.26

Furthermore, the undeveloped state of the money and capital
'markets, tends to make interest rates in the organized sector of the
market relatively insensitive to changes in the bank rate. Thus, the
bank rate is rendered an ineffective tool of monetary controls.

2. Open Market Operations - Open market operations have a direct
effect on the volume of bahks' reserves, the monetéry base and the
money supply. Although the CBJ has been given the power to use open
market operations as a means of controlling credit and regulating the
quantity of money, the CBJ has hardly taken recourse to them. This is,
howevér, not to deny the existence of the government securities~trans—

actions between the CBJ and the commercial banks. But due to the narrow

and limited securities market these operations were seldom used as a

26500 Table I1I, p. 15 and Table IV, p. 18.
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conscious instrument of monetary policy. Thus, the limiting factor is
not so much the range of available securities as the size of the market
itself.

However, the CBJ had tried to enlarge the scope of the government
securities market by encouraging'the public to invest in treasury bills.
In 1973 the Law allowed that 50 percent of the interest income coming .
from treasury bills be deductible for income tax purposes. In addition,
the CBJ announced its readiness to purchase.government bonds from the
public at face value at any time, and they are protected against the

risks of being lost or destroyed.27

Thus, the experience of the last
three years indicates an increasing citizen willingness to invest in
government bills and bonds. The public's holdings of government bills
and bonds increased from three percént of total outstanding in 1969 to
24 percent in 1975.%8
3. Legal Reserve Ratio and Liquidity Ratio - Since the commercial
banks are required to‘maintain a certain percentage of their current and
time deposits with the CBJ, changing this ratio influences the lending
power of banks. As Goode and Thorn point out, the variable reserve
ratio may be useful in less developed countries because changes in bank
rate are often less influential than in countries with highly developed

financial institutions, and because the development of open market

operations is a long run pr‘ob]em.29 Until 1969, the minimum legal

27Centra] Bank of Jordan, Tenth Annual Report (1973), p. 106.

28Centra] Bank of Jordan, Monthly Statistical Bulletin, Relevant
Issues.

29

Richard Goode and Richard Thorn, "Variable Reserve Requirements
Agagzst Commercial Bank Deposits," IMF Staff Papers, 7 (April, 1959),
p. 2&. v
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reserve requirement was seven percent for current and time deposits.
Since then reserve requirements changes have been used quite frequently
as an instrument of monetary policy. Inl1970, the reserve requirement
ratio was raised to ten percént to check monetary and credit expansion.
In 1974, it was further raised to 12 percent. The Tiquidity ratio is
another restraint on the expansion of banks' credit. The minimum
liquidity ratio was 25'percent over the period 1964-1975.

4. Selective Controls - In addition to these quantative controls,
selective controls such as moral suasion and preferential treatment of
certain types of loans are also available. The basic purpose of
selective controls is to provide some degree of flexibility to monetary
policy and to regulate the flow of credit to different sectors of the
economy. The CBJ has relied mostly on selective control instruments
to attain its objectives. Such controls were in the form of fixing
margin requirements on loans or fixing quotas on the lending of the
banks for some specific purposes.

In summary, even though the CBJ has been given the major instruments
of the monetary policy to regulate the volume of Eredit and the quantity
of money, and to manage the country's foreign assets, the monetary
policy in Jordan, like most other less developed countries, was
restricted mainly to use of selective controls. The reasons given for
not using other policy instruments effectively are: (1) the small
amount of credit compared to the GNP; (2) the dichotomy between the
organized and the unorganized money markets; (3) the excess Tiquidity
in commercial banks' portfolios; (4) the limited government securities

market; (5) the immaturity of financial institutions; and (6) the undue
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government recourse to borrowing from the CBJ.30

Review of Monetary Policy

Fundamentally, the basic objectives of monetary policy do not
differ greatly in less developed countries from those in developed
countries, despite widely differing economic and social frameworks.

The desired goals of Jordanian monetary policy, however, are taken from

31 In order to

the objectives of the CBJ specified in the Law of 1971.
see the role and the scope of the monetary policy, a brief discussion of
the monetarypolicies that have been pursued in Jordan over the past two
decades is presented.

Prior to 1964, commercial banks' activities were not subject to any
form of monetary control by the Jordan Currency Board. The Board had
no discretionary power to influence the quantity of money and the volume
of credit in the country. Its functions were totally automatic and
passive. The 100 percent Sterling backing of the currency issued was
too restrictive, and it created a rigid link between money supply and
foreign assets. Therefore, all the conventional instruments of monetary
policy could not be used over the period 1950-1964. During the Board
period, the money supply grew at an average annual rate of 7.5 percent.
The growth of money supply was attributable to the expansion of the
currency. The GNP grew at an average annual real rate of 9.7 percent.
The price level was quite stable over the same period; it increased

at an average annual rate of 1.7 percent.

3OCentral Bank of Jordan, Annual Report, Relevant Issues;
Arthur I. Bloomfield, op. cit., pp. 242-273.

3]See subsection 2, p. 19.
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At the end of 1964, the CBJ and some specialized non-deposit
credit institutions were created. The analysis of monetary policy dur-
ing the CBJ's existence shows that Jordan has experienced a rapid
monetary expansion in terms of the growth of the money supply. The
money supply increased at average annual rate of 16.8 percent, more
than twice its rate of increase during the Jordan Currency Board period.
It should be noted that 90 percent of the growth of the money supply
over the period ]964—]975, was accounted for by an expansion of the
monetary base, and ten percent by an increase in the monetary multiplier.
The control of the monetary base -in Jordan, as in many less developed
countries, is difficult, when the balance of trade and the government
budget show persistent deficits, because the country covers these
deficits by securing foreign aid and governmental recourse to CBJ credit.

However, the largest rates of growth of money supply occurred in
1967 and 1973. The increase in these two years was mainly brought about
by the increase in currency. The currency component of the money
supply comprised more than 60 percent of the money supply over the
period 1964-1975. In comparison, the currency component of the money
supply of the United States of America has been below 30 percent through-
out the twentieth century, but the currency portion of the money supply
of thev]ess developed countries is usually over 30 percent.32 Jordan
has the same problem as do many other developing countries; the volume
of currency is determined by the public's preference for holding cash
rather than by the monetary authorities. As Khazzoom points out, the

determinants of the currency ratios in less developed countries are--

32Edward Nevin, Capital Funds in Underdeveloped Countries (New York:
St. Martin, 1961), p. 3.
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the growth of banking system, the monetization of the economy, urbani-
zation, and the political situation.33 These appear to be the important
factors in Jordan. However, the rapid expansion in the money supply
over the period 1964-1975 caused mainly by the increase of foreign
assets, which increased by an average annual rate of 11.6 percent, and
the claims on private sector, which rose by an average annual rate of
13.8 percent. The government became indebted to the banking system
through the introduction of treasury bills in 1969 and government bonds
in 1971.

The behavior of the aggregate monetary variables was reflected in
the rest of the economy as a whole. The growth in real income averaged
2.7 percent per annum during the period 1964-1975, while the rate of
inflation averaged 6.3 percent per annum for the §ame period. Most of
this increase occurred between 1971-1975 when prices increased at an
average rate of 9.1 percent per annum. Velocity however, tended to
decline, because the inckease of money supply was faster than the

increase of GNP.

33J. Daniel Khazzoom, The Currency Ratio in Developing Countries
(New York: Frederick A. Praeger, Inc., 1966), p. 24.




CHAPTER III
DEMAND FOR MONEY IN JORDAN

This chapter consists of three sections. The first section out-
1ines the important contributions to the theory of demand for money
which exist today in the developed countries. In the second section,
an attempt is made to examine the relevance of demand for money theory
to the monetary conditions of a developing country such as_Jordan. The
third section presents the single equation estimates of various struc-

tural forms of the demand for components of the money stock in Jordan.
Theoretical Issues

Historically, the current concept of the demand for money grew out
of the classical "crude" quantity theory of money which is basically a
monetary theory of the price level. As Alvin Hansen pointed out, "in
its most naive form the.(quantity) theory stated that prices varied in
| direct proportion to the money supp]y."] This theory was accepted by
most economists from the Mercantilist era until the time when Alfred
Marshall ruled Cambridge.

The quantity theory has taken two different approaches. The first
is the Equation of Exchange, usually associated with the naﬁe of Irving

Fisher, and the second is the Cambridge Cash-Balance Approach.

]Alvin H. Hansen, Monetary Theory and Fiscal Policy (New York:
McGraw Hil11, 1949), p. 48.

27
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Irving Fisher's Equation of Exchange--velocity of circulation
approach--can be expressed as:2

MV = PT (1)

where M averagé amount of money in circulation during a period
of time;
V = the velocity of cifcu]ation of money;
P = the average price level of all transactions for a period
of time;
and T = the physical volume of transactions.

As a result of the development of national accounting, the
quantity equation has recently tended to be expressed in terms of
income transactions and income velocity rather than gross transactions,
and transactions velocity, respectively. The Fisher equation then can
be written in income form as: |

MV = Py (2)
where M is the same as in the Equation of Exchange, V is the average
number of times per unit time that the money is used in making the
final transactions, P is an average price level of final transactions,
and y the level of real income.

The Cambridge Cash-Balance Approach can be stated in the following
form: M=K Py (3)
where K is the reciprocal of the V in equationA(z).

The most important feature of the cash-balance approach is that
the left hand side of the equation is the supply of money, while the

right hand side is the demand for money. Thus, the quantity theory in its

2Irving Fisher, The Purchasing Power of Money (New York: MacMillan
Company, 1922), pp. 8-30.
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cash-balance approach "can be regarded as a demand function for money.“3

However, the classical theory of demand for money was based on the
following elements:
1. The demand for money arises from transaction consideration,
money being merely a medium of exchange.
2. The interest elasticity of demand for money is zero.
3. The demand for money is unitarily elastic with respect to
income.4
4. The demand for cash balances is a stable function of income.
Keynes attacked the quantity theory on the grounds that the level
of income and velocity are considered constant in the short run and the
only equilibrium level is with full employment. Keynes, however, did not
break away completely from the classical theory. He approaches the
demand for money by examining the motivations of individuals for holding
cash. In other words, his demand for money stems from treating money
as an asset, emphasizing the store of value aspect of money. The
speculative motive is then added to the classical transactions and
precéutionary motives as another important determinant of the demand for

money.5 He divides the demand for money into two components, M] to

3Robert J. Gordon, Milton Friedman's Monetary Framework (Chicago:
The University of Chicago Press, 1974), p. 10.

4Patinkin has argued that "...the neoclassical contention about
monetary elasticity is not inherent in the Cambridge function as such”
because a change in P alone generates a real balance effect. Don
Patinkin, Money, Interest and Prices (New York: Harper and Row, 1965),
second edition, p. 170.

5John M. Keynes, The General Theory of Employment, Interest and
Money (New York: Harcourt Brace and World, Inc., 1964), pp. 194-209.
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-satisfy the transactions and precautionary motives and M2 to satisfy the
speculative motive. Corresponding to these two.components, there are
two liquidity functions; one depends on the level of income, while the

other depends on the current rate of interest and the state of expecta-

tions.6 Thus, the complete Keynesian demand for money function is

written as:7

M= M+ My = L (Y) L (r)3 (4)

1 2
or M= L(Y,r)

g—$->o,andg“:<o.
where M = stock of money;

M] = transaction balance

M2 = speculative balance;
= national income;
and r = nominal rate of interest.
%1bid., p. 199.
"Ibid., p. 199.
81t isbclear that the income velocity of money can no longer be a
constant. That is if:
velocity V = %
M] = KY
and M= M] + M2 = L](Y) + Lz(r)
then M= KY + Lz(r)
and Vv = Y
KY + inri
_ 1
N Lzlri
K + Y

Velocity will vary by variations in the ratio of money demanded as
an asset - Lz(r) - to the level of national income.
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Although Keynes mentioned the interest rate as a possible determin-
ant of the level of the transactions demand for money, it was not

9

emphasized.” More rigorous theoretical examinations of the interest

elasticity of transaction demand for money were conducted by Baumol and
Tobin. 1°

In the 1950's, the Chicago School led by Friedman reacted to the
Keynesian onslaught on monetary policy by restating the classical
quantity theory of money. The crucial points in Friedman's "The
Quantity Theory of Money--A Restatement"]] are "that the (modern)
quantity theory is a theory of the demand for money, not of output,
money income or prices; and that money is an asset or capital good, so

that the demand for money is a prob]ém in capital theory."]2

The modern
quantity theory differs from the Keynesian theory in starting from the
fundamentals of capital theory. It begins with the broadest, most
comprehensive possible definition of wealth, including human wealth in
the form of the present value of the expected stream of the individual's

income. "As in the usual theory of consumer choice, the demand for

money (or any other particular asset) depends on three major sets of

9David Laidler, The Demand for Money: Theories and Evidence
(Pennsylvania: International Textbook Company, 1969), p. 52.

]OWilliam Baumol, "The Transactions Demand for Cash: An Inventory
Theoretic Approach," Quarterly Journal of Economics (November, 1952),
pp. 545-556; *James Tobin, "The Interest Elasticity of Transactions
Demand for Cash," Review of Economics and Statistics (August, 1956), pp.
241-247.

]]Milton Friedman, "The Quantity of Money - A Restatement," in M.
Friedman, ed., Studies in the Quantity Theory of Money (Chicago:
University of Chicago Press, 1956), pp. 3-21.

]2Harry G. Johnson, "Monetary Theory and Policy," in Richard Thorn,
ed., Monetary Theory & Policy (New York: Praeger, Inc., 1976), pp. 45-46.




32

factors: (a) the total wealth to be held in various forms--the analogue
of the budget restraint; (b) the price of and return on this form of
wealth and alternative forms; and (c) the tastes and preferences of the
wealth-owning um‘ts."]3
Within this framework it is assumed that wealth can be held in
five forms: money (M), a commodity or claim that is generally accepted
in exchange at a fixed nominal value; bonds (B), claims to time streams
of fixed nominal péyments; equities (E), claims to pro rata shares of the

returns of enterprises; physical non-human goods (G); and human capital

(H). These forms of wealth along with rates of return, the price level,

and nominal income yield the following demand function for money:]4
_ .o 1dp
M=F (P, b Yer b gt > W Y, u) (5)

By the homogeneity of the first degree in P and Y assumption, the

equation then can be written as:

; 1dp
M= F(aP, 'ps Te* B ge W AY, u) (5a)
_ 1dp
"}\F(P, Y'b, re, Pdt, w) Y’ u)
; =1
then, if A = P
M 1 dP Y
I—D' = F(Y‘ba res B_.E', W, —IS ’ U) (6)
. =1
and, if x» = y
M 1 dP P
VP 0y re g s Wy W) (6a)
- 71 1
“v(r,r,1dP,w Y, u)
b e 5 q " P
or, :
_ 1dp Y
Y=y (rb, res § ge> W u).M (6b)
13

Milton Friedman, op. cit., p. 5.

41pid., p. 8-11.
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where M = the nominal stock of money;
P = the general price level;
Y = nominal income;
ry = the market interest rate in bonds;
r = the market interest rate in equities;
w = the ratio of non-human to human wealth;
u = the tastes and preferences;

and v = income velocity.

The significance of Friedman's theory lies in the nature of income
thét‘he believes relevant for the theory of demand for money. He argues
that the demand for money is a function not solely of present or
measured income, but rather a person's total wealth. Since wealth is
the discounted present value of the stream of expected future income,
the interest rate (r) serves as a link in the relationship between income
(Y) and wealth (W), i.e., W = %n In other words, Y is considered as the

return on all forms of wealth.

Relevant Theory to Developing Countries

and Empirical Evidence

Before attempting to formulate the demand for money function for
Jordan, it may be appropriate to examine the relevant theory to the
monetary conditions of developing countries. Given the controversial
analysis about the role of money in developed countries and the absence
of systematic analysis of monetary behavior in developing countries, one
may pose here the following basic analytic questions. Is it possible
that the theoretical relationships developed to explain monetary

behavior in the developed economies are applicable to developing
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economies? If so, how far is the monetary theory of developed economies
applicable to developing economies?

No one would seriously deny that the institutional and structural
characteristics of the two types of economy are widely different. But
it seems unlikely that such differences would render ineffective the
economic theory in developing countries. As Schumpeter points out,
within the framework of economic theory "there are tools economists use
which are ideologically neutral, automatically evoked in the development
of economic analysis, and capable of application to a wide variety of
situations . . J']S

However, from a monetary analysis point of view, many economists
have questioned the applicability of Keynesian liquidity preference

theory in developing economies.]6

It has been argued that Keynesian
theory is irrelevant to the monetary problems of developing countries
because it is geared to the preoccupations of developed countries. This
argument stresses the underdeveloped nature of the financial sector of
developing countries, particularly the primitive state of money and
capital markets. 1In most developing countries, the variety of financial
assets is extremely limited, and the markets for these assets are

narrow. Thus, the financial assets that form the transition between

money and real assets in countries with fully developed financial

]5Joseph Schumpeter, History of Economic Analysis (New York:
Oxford University Press, 1954), p. 44. -

]6See, for example, H. Myint, "Economic Theory and the Under-
developed Countries," Journal of Political Economy, LXXIII (October,
1965), pp. 447-491; Y. C. Park "The Role of Money in Stabilization
Policy in Developing Countries," IMF Staff Papers, XX (July, 1973), pp.
381-393; J. J. Polak, "Monetary Analysis of Income Formation and Pay-
ments Problems," IMF Staff Papers, XI (November, 1957), pp. 1-49.
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markets play a very minor role in the asset structure of developing
countries.

In addition, the quoted interest rates in many developing countries
do not reflect money market conditions because they are exogenously
determined by institutional arrangements. In these conditions, it is
argued that the desired holdings of money are predominantly transactions
balances which are Tikely to be inelastic with the interest rates on
financial assets. Accordingly, many economists contend that the
unsophisticated classical quantity theory may well be applicable to
developing countm’es.]7

Whether the quantity theory is relevant to the monetary conditions
of developing countries depends upon the following fundamental
empirical issues: (1) the mosf appropriate definition of money; and
(2) the variables that enter the demand for money function in a manner
so as to maintain a stable demand for money over time. These empirical
issues and others are now examined in light of empirical studies from
a number of developing countries.

The question of definition of money arises from treating money as
asset. Harry Johnson views the debate over the appropriate definition

of money as being caused by . the transition from the conception of

||]8

money as a medium of exchange to money as a store of value. This

transition results from a wide recognition of substitutability between

]7See, for example, C. H. Wong, "Demand for Money in Developing
Countries," Journal of Monetary Economics, 3 (1977), pp. 59-86; U Tun Wai,
"Interest Rates in the Organized Money Market of Underdeveloped
Countries," IMF Staff Papers, V (August, 1956), pp. 249-278; Y.C.

Park, op. cit., pp. 386-387.

]8Harry Johnson, op. cit., p. 47.
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money and the financial assets. However, the debate as to what to
include in, and what to exclude from a definition of money is a problem
of empirical evidence rather than a direct counterpart of the theoretical
concept.]9 For instance, Selden argues that the definition of money
which includes time deposits is more appropriate. He finds that the

long run trend of velocity in the United States has been one of secular
decline as income has grown. He explains this phenomenon by indicating
that money is a luxury good with an income elasticity greater than one.20
Friedman also finds money to be a luxury good with income elasticity of
1.8.%1 | |

Significant results concerning the definition of money are reported
by Me]tzer.22 His findings strongly indicate that the demand to hold
currency plus demand deposits is at least as stable as in alternative
demand functions. Thus, there appears to be no reason for broadening
the definition of money to include time deposits or liabilities of
financial intermediaries.

Unlike the developed countries, the broader definition of money,

which includes time deposits beside currency and demand deposits, is not

]9See,for example, George G. Kaufman, "More on an Empirical
Definition of Money," The American Economic Review, LIX (March, 1969),
pp. 78-87; David Laidler, The Demand for Money, Theories and
Evidence, op. cit., pp. 89-99.

20Richard.T. Selden, "Monetary Velocity in the United States," in
Friedman, ed., Studies in the Quantity Theory of Money (Chicago:

University of Chicago Press, 1956), pp. 230-23T.

21Mﬂton Friedman, "The Demand for Money: Some Theoretical and
Empirical Results," Journal of Political Economy, 67 (August, 1959),
pp. 327-351.

22AHan Meltzer, "The Demand for Money: The Evidence from the Time
Series," Journal of Political Economy, 71 (June, 1963), pp. 219-246.
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so relevant to the developing countries where the role of interest rates
and the speculative motive are very weak, and the quoted interest rates
do not change in response to market forces.

Furthermore, the money market in most developing countries is
characterized by its dual nature. This makes it impossible for a large
part of the population to deal with banks so that fransactions are
financed with currency rather than with bank balances. In other words,
currency is mainly used for transactions in the rural areas while in the
urban areas large transactions are carried on in checks. However since
currency constitutes a major part of money holdings, and currency and
demand deposits are not used interchangeably in most developing countries,

it is quite appropriate to specify separate functions for currency and
demand deposits. On-the other hand, it is necessary to know the behavior
of time deposits because every monetary analysis mﬁst rely on the move-
ment of funds among the three components with resultant variations in the
supply of money. Therefore, a separate function for time deposits is
proposed to be undertaken.

The other important issue is the specification of the relevant
variables in the demand function for money. Again, the question of the
choice of any variable over the others is mainly due to empirical rather
than theoretical considerations.

The first argument is the role of income or wealth as one of the
determinants of the demand for money. Harry Johnson points out that,

In principle one can regard current income as corresponding to

transactions demand for money. This is to be contrasted with

wealth which can be measured either by the value of people's

assets or by the permanent income concept. In principle one
could expect to bring both into the analysis.23

23Harry G. Johnson, Macroeconomics and Monetary Theory (London:
Gray-Mills Publishing Ltd., 1971), p. 125.
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Meltzer finds that the inclusion of income in the demand for money
equation does little to imprové the explanatory ability of the fuﬁction.
Also he concludes that the_démand for money function is more stable when
a wealth rather than income constraint is used. On the other side of
the spectrum, Goldfeld finds that the wealth variable is unimportant
when used with the income variable alone, while the latter retains ité
significance. He suggests that the exp]ahatdry ability of the demand
function for money would be improved by using the income variab]'e.z4
Unlike the developed countries, the choice between income or wealth
is ruled out because of the absence of estimates of total wealth in
developing countries. But, one can say, if wealth is an appropriate
variable, and income is properly considered as the return on wealth,
thus as Johnson indicates,‘income is an appropriate variable also.
However, most of the empirical studies in less developed countries show
that income is the most important determinant of the demand for money
function.25
On the other hand, if income is considered the only variable in the
demand for money function, this implies that the economy will function
under the tenets of a quantity theory equation. In fact, the simple
version of the quantity theory, which includes incbme as the only

variable in explaining the demand for money, would become inapplicable

to the developing economies if the income velocity is unstable over time.

24Stephen M. Goldfeld, "The Demand for Money Revisited," in
Richard Thorn, ed., op. cit., pp. 217-219.

255ee,f0r“examp1e, Paul B. Trescott, Thailand's Monetary Experience

(New York, Praeger Publishers, Inc., 1971); Y.C. Park, op. cit.;
C. H. Wong, op. cit.
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It has been observed that the income velocity of money is subject to
short run decline in most less developed countries.26 This is certainly
expected in the light of progressive monetization of the economy. 1In
Jordan, as in most less developed countries, a sizable proportion of
income originates through non-monetary transactions and barter trade.
This proportion generally declines with economic development. Therefore,
the démand for money increases partly because of the income growth and
partly because of a rise in the degree of monetization. It is there-
fore, very important to take into account the degree of monetization in
specifying the demand for money function in Jordan as well as the most
developing countries.

What would be the most relevant variable for the degree of monetiza-
tion? The best variab]e fhat can represent the degree of monetization
is the marketed portion of the national income. But most developing
countries and definitely Jordan, do not have data on that breakdown.
Thus a proxy variable must be employed. Some writers have proposed the
ratio of value added of non-égricu]tura] sector to total value added of

national product.27

But Jordan as well as most developing countries
does not have data on that separately. Since there is no exact measure
available, the ratio of demand deposits to money stock (currency plus

demand deposits) is used as a proxy measure of degree of Monetization.

26Y. C. Park, "The Variability of Velocity: An International Compari-
son," IMF Staff Papers, XVII (November, 1970), pp. 620-636.

27See,for example, B. B. Bhattacharya, "Demand and Supply of Money
in a Developing Economy: A Structural Analysis for India," Review of
Economics and Statistics, 56 (March, 1974), pp. 502-510; A. G.
Chandavarkar, "Monetization of Developing Economies," IMF Staff Papers,
XXIV (November, 1977), pp. 693-714. ’
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An increase in this ratio indicates an increase in banking activity and
monetization.28
Beside the above, the role of interest rates as a determinant of
the demand for money has become more controversial than that of income.
For instance, Friedman found that there is no empirical relation
between the demand.for money and the rate of interest. But this is
contrary to his theoretical work, in which he includes interest rate as
a determinant of the demand for money. On the contrary, when a similar
test was carried by Laidler, the intérest rate was included in the
cycle average regression, and this inclusion was found to confirm the
importance of the interest rate as a determinant of the demand for
money.29 Also, Meltzer found that demand function for money is a
stable function of the long term interest rate and non-human wealth.
They are of almost equal importance in explaining the demand for real
cash balances. Another strong result related to interest rates was
conducted by Laidler. He concludes that,
Whether one thinks of the demand for money function as being
constrained by income, wealth or expected income, whether one
cares to define money to include time deposits or exclude them,

whether one chooses to ignore the identification problem or
deal with it, whether one uses a short rate of interest, a

28See,for example, Wayne W. Snyder, "Money in a Developing
Economy: A Case Study of Pakistan, 1953-1961," Review of Economics and
Statistics, XLVI (November, 1964), pp. 413-420, also, "Money in a
Developing Economy: A Reappraisal," Review of Economics and Statistics,
LII (February, 1970), pp. 54-61. He used a similar measure, the ratio
of deposits to currency as an implicit measure of growth in banking
activities and monetization. Richard C. Porter, "Income Velocity of
Pakistan's Second Plan," Pakistan Development Review, I (Summer, 1961),
pp. 22-51. He also used a similar measure, the ratio of currency to
money stock as an indicator of monetization.

29pavid Laidler, "The Rate of Interest and the Demand for Money,"
Journal of Political Economy, 74 (December, 1966), pp. 545-555.
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long one, the return on financial intermediaries' liabilities

or the yield on corporate equities, there is an overwhelming

body of evidence in favor of the proposition that the demand

for money is stably and negatively related to the rate of

interest.

Unlike the developed countries, there is no conclusive evidence as
to whether the demand for money is affected by either short term or
long term interest rates in developing countries. Empirical studies

33

made by Biswas,31 Gujarati,32 and Singh™" show that the demand for

money is not sensitive to either short term or long term interest rates.

34 and Sastry35 found that the elasticity of

On the other hand, Gupta,
the demand for money with respect to long term interest rates is
statistically significant. On the basis of the results of these
studies, one cannot determine that the interest rate affects the demand
for money in developing countries.

However, the choice of a repreéentative rate of interest from a

wide rénge of interest rates is a difficult problem. Most developing

countries do not have available data for each kind of interest rate.

30Dav1'd Laidler, The Demand for Money: Theories and Evidence,
op. cit., p. 97.

3]D. Biswas, "The Indian Money Market: An Analysis of Money
Demand," Indian Economic Journal, IX (January, 1962), pp. 308-323.

32p, Gujarati, "The Demand for Money in India," Journal of Develop-
ment Studies, 5 (October, 1968), pp. 59-64.

338. Singh, "Price Stability and Money Supply During Fourth Five-
Year Plan," Indian Economic Journal, XVII (April, 1970), pp. 469-481.

34K. Gupta, "The Demand for Money in India: Further Evidence,"
Journal of Development Studies, 6 (January, 1970), pp. 159-168.

35V. Sastry, "Demand for and Supply of Money in India," Indian
Economic Journal, X (July, 1962), pp. 29-38.
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With these constraints in view, the interest rate on saving deposits is
selected as a representative interest rate for the demand for monetary

assets in Jordan.

Estimation of Demand Function for

Money in Jordan

Having chosen the relevant variables in the total demand for money
function for developing countries, it is how the purpose of this section
to specify the equations of the demand for components of the money stock
and to run the regression tests.

Following the arguments presented in the previoué section, the
demand for monetary assets is determined separately for its components.
The study of demand function for cdmponents of the‘money stock is
important because it provides additional information on the behavior of
the observed money stock. Each component has different policy implica-
tions. Demand deposits and time depbsits are liabilities of commercial
banks while currency is a liability of the Central Bank of Jordan.
deLeeuw and Cooper have examined the demand functions for the components
of the money stock in order to analyze the behavioral changes in monéy
stock.36

Basically, in the demand function for each component there are two
determinants; the gross national product and the interest rate on saving

deposits. ‘Another explanatory variable, which is the ratio of demand

36Frank delLeeuw,. "A Model of Financial Behavior," in-J. S. Dusenburry,
et al., eds., The Brookings Quarterly Econometric Model of the United
States (Chicago: Rand McNally, 1965), pp. 465-530; J. Phillip Cooper,
Development of the Monetary Sector, Prediction and Policy Analysis in the

FRB-MIT-Penn Model (Mass.: D.C. Heath and Company, 1974), pp. 44-57.




deposits (DD) to the supply of money (M]), is used to measure the
degree of monetization.

Initially, the singTe equation least squares regression method is
employed to estimate the parameters of the various demand functions.
In the empirical tests, linear relations are stipulated either in

natural number or in the logarithm of variables considered.

Demand for Currency

The format of the demand for currency equation is as follows:
(1) cc = cc(Y, Z, RS)

¢c, >0, CC, <0, CC, <O

1 2 3
where CC = currency in circulation;

1]

Y = gross national product at current prices;

z

degree of monetization proxy, defined as tne ratio of
demand deposits (DD) to money stock (M]);

and RS = qnterest rate on saving deposits.

The regression estimates of equation (1) are given below:

(1.1) CC = 32.9105 + 0.3618 Y - 141.0716 Z + 0.7283 RS
(0.0379)  (17.8407)  (5.4373)
R% = 0.982, DW = 1.828, SE = 5.346
(1.2) CC = 30.9225 + 0.3570 Y - 140.4593 7
(0.0131)  (16.7395)
R% = 0.983, DW = 1.800, SE = 5.189

(1.3) Log CC = -4.2322 + 1.1374 Tog Y - 1.1248 Tog Z + 0.6162 Tog RS
(0.1276) (0.1307) (0.3705)
RZ = 0.977, DW = 1.792, o = 0.196, SE = 0.103

(1.4) Log CC = -4.4618 + 1.3301 Tog Y - 1.1599 log Z
(0.0625) (0.1401)

§2 = 0.969, DW = 1.722, p = 0.213, SE = 0.107
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The numbers in the parentheses below the coefficients are the
corresponding standard errors. R is the multiple correlation
coefficient adjusted for degrees of freedom. DW is the Durbin-Watson
d-statistic. SE is the standard error of estimate for the equation.
p is the first-order autocorrelation value where a serial correlation
correction is made.

In equation (1.1) the t-statistic for the interest rate coefficient |
indicates that the interest rate is insignificant with unexpected sign.
The consistent lTack of statistical significance and the unexpected
positive sign of the interest rate variable support the a priori
contention that the interest rate in Jordan as in most deve]oping_
countries is not an important determinant of the demand for currency.
The regression coefficient for the monetization variable is with
expected negative sign and it is very significant according to the
t-test. This contention is supported by the fact that the proportion
of currency in the money stock has been declining over the period under
study. Accordingly, a simple function relating demand for currency to
- gross national product ahd degree of monetization appears to work
better than the one which includes the interest rate variable. The
interest rate variable is, therefore, dropped from the demand function
for currency.

The comparison between the linear fokms and log-Tinear forms
(eduations 1.3 and 1.4) reveals that both forms have similar results
except the coefficient of the interest rate in the log form (equation
1.3) is statistically significant with wrong sign instead of being
insignificant with wrong sign in the linear form (equation 1.1). For
simplicity, the linear form is therefore chosen for the demand for

currency in the aggregate model.
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Demand for Demand Deposits

The following specification is used for the demand for demand
deposits function:
(2) DD .= DD(Y, Z, RS)

DD] > 0, DD2 > 0, DD3 <0

where DD = demand deposits at banks;

Y = gross national product at current prices;
Z = degree of monetization proxy, defined as the ratio
of demand deposits (DD) to money stock (M]);
and RS = interest rate on saving deposits. |

The regression results using equation (2) are:

(2.1) DD = -34.3309 + 0.1681 Y + 38.8376Z + 3.5822 RS
(0.0322) (18.7599) (4.5121)

R% = 0.935, DW = 1.506, p = 0.271, SE = 4.343
(2.2) DD = -24.4270 + 0.1909 Y + 35.6953 7
| (0.0131)  (16.6362)
R% = 0.949, DW = 1.554, o = 0.183, SE = 4.320

(2.3) Log DD = -3.2802 + 1.1397 log Y + 0.3511 log Z + 0.6022 log RS
(0.1140) (0.1105) (0.2875)

R% = 0.968, DN = 1.766, SE = 0.099

(2.4) Log DD = -3.5143 + 1.3293 log Y + 0.3151 log Z
: (0.0959) (0.1474)

R% = 0.951, DW = 1.592, o = 0.165, SE = 0.103

The linear regression results show that the demand for demand
deposits is simply dependent upon income and the degree of monetization.
The insignificant coefficient of the interest rate with wrong sign in

the demand deposité function is not surprising since the demand

deposits in Jordan as in most developing countries are not related to
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the interest rate. Therefore, the elimination of interest rate from
equation (2.2) improves the goodness of fit and the DW statistic, as
well as the level of significance of the monetization variable.

The comparison between the linear forms and log-Tinear forms
(equations 2.3 and 2.4) reveals that both forms have similar results
except the coefficient of the interest rate in the log form (equation
2.3) is statistically significant with wrong sign instead of being
insignificant with wrong sign in the Tinear form (equation 2.1). For
simplicity, the Tinear form is therefore chosen for the demand for
demand deposits in the aggregate model."

One important aspect that deserves attention is that an increase
in Z, the degree of monetization variable, leads to a decrease in the
demand for money (currency plus demand deposits). This is not surpris-
ing since changes in the supply of money do not come about through
changes in the level of demand deposits aé in financially mature
economies but through changes in the quantity of currency. Specifically,
government expenditures go principally for wages and salaries in the
form of cash, few of which are made by checks. Credit supplied to
exporters is simultaneously Withdrawn in the form of cash to purchase
goods from the rural sector, which is the predominant sector in most
developing countries. Besides, the use of checking accounts is not a
familiar phenomenon to the average person or even the average business
fifm. Accordingly, the demand for money is reflected more in the hold-
ing of currency rather thah in deposit money. This is to say that the
dominance of the currency in the total money supply is reflected in the
coefficient of Z in the currency equation, which is much greater than

the one in the demand deposits function.
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Demand for Time Deposits

The following form is used for the demand for time deposits
function:

(3) TD = TD(Y, Z, RS)

37
TD] > 0, T02 > O,TD3 >0

where TD = time deposits at banks;

Y = gross national product at current prices;
Z = degree of monetization proxy, defined as the ratio
of demand deposits (DD) to money stock (M]);
and RS = interest rate on saving deposits.

The regression results are presented below:

(3.1) TD = -22.3722 + 0.1316 Y + 3.9401 Z + 4.1543 RS
(0.0132)  (6.3578)  (1.8772)
R% = 0.987, DW = 1.732, o = 0.108, SE = 1.824
(3.2) TD = -19.9249 + 0.1331 Y + 3.7780 RS
(0.0126)  (1.7636)
R% = 0.987, DW = 1.576, SE = 1.794

(3.3) Log 7D = -6.0774 + 1.6205 log Y + 0.0459 log Z + 0.3327 log RS

(0.1630) (0.1813) (0.4549)
§2 = 0.973, DW = 1.543, p = 0.397, SE = 0.123

(3.4) Log TD = -6.1199 + 1.5249 log Y + 0.3095 log RS
(0.1575) (0.4332)

R® = 0.974, DW = 1.531, o = 0.324, SE = 0.119

37By'defin1tion time deposits include both savings and fixed
deposits. Theoretically, time deposits should be positively related to
income and their own yields. In the absence of a weighted average of all
the relevant rates for the whole period under study, interest rate on
saving deposits is considered to be the most appropriate rate for the
time deposits function. Moreover, this rate and fixed deposits are
directly related. Therefore, the interest elasticity of the demand for
time deposits should be positive.
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At the first glance, the regression results seem to be highly
satisfactory. The goodness of fit in each equation is very high and
all the coefficients bear the expected signs. An interesting phenomenon
is that time deposits are not related to the degree of monetization.
This contention is supported by the fact that time deposits are one
form of liquid assets for the urban dwellers rather than a medium of
exchange in a developing country such as Jordan. Accordingly, a
function relating demand for time deposits to income and interest rate
appears to yield more satisfactory results than the one which includes
the monetization variable as shown in equation (3.2). A1l the signs
of coefficients are in conformity with theory: positive signs for both
income and interest rate. The t-statistic for the coefficient of
interest rate is statistically significant at 5 percent level.

However, comparison of these results with those in log-linear forms
(equations 3.3 and 3.4) reveals that the linear regression results are
superior to those for the log-linear regression results. For instance,
the coefficients of interest rate are insignificant in the log-linear
regressions. Therefore, the log-linear form is ruled out for the demand
for time deposits.

Our findings can be summarized as fo]]ows: first, the interest
rate variable is significant enough to justify its inclusion into the
structural equation for the time deposits as an explanatory variable.
Second, the proxy variable for the degree of monetization is an important
argument in the demand functions for demand deposits and currency in a
developing country like Jordan. The variable yields a consistent sign

which is theoretically expected.
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Elasticities of the Demand for

Monetary Assets Components

To complete the single equation analysis, the sensitivity of the
demand for monetary assets to changes in their determinants should be
considered. Usually, the constant elasticities in the log form |
functions are represented by the coefficients of the variables them-
selves, while the point elasticities in the linear form are computed at
the point of means of the variables. The partial point elasticities
are computed in the following fashion. Let the regression equation be

Y = ao + a] Xy + a, X

1 7272
then elasticity of Y with respect to Xi is defined as:38
X. |
) A | .
E(Y, X_i) = 8X.i Y 1= ]; 2

- The coefficients of Xi‘s (a] and az) are taken as the partial deriva-
tive of Xi's over Y and the mean values of Xi's and Y are used for
Xi's and Y in the equation respectively. That is, the elasticities of

Y at the point of the means of each of the independent variables are

given as:
=g, b
X
-4 2
(Y, %)) T %2

The point elasticities and constant elasticities are presented in

Table V. The elasticities of demand for currency, demand deposits and

38R. S. Pindyck and D. L. Rubinfeld, Econometric Models and
Economic. Forecasts (McGraw-Hi1l, Inc., 1976), pp. 72-73.
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time deposits with respect to income in the two versions of elasticity
are close to each other. On the other hand, the income elasticity of
demand deposits and currency in the two versions of elasticity appears
to be higher than unity, leading to the conclusion that money is, to
some extent, a "superior good" or a "luxury good." Even though the
demand for currency and demand deposits equations resemble the classical
type of demand for money function, the applications of the demand for

money function with unitary elasticity do not seem to be appropriate in

Jordan.
TABLE V
ELASTICITIES OF DEMAND FOR CURRENCY, DEMAND
DEPOSITS AND TIME DEPOSITS
Independent Variable

Equation Equation Dependent

Number Form Variable Y VA RS
1.2 linear cC 1.360 -0.981 -
2.2 linear DD 1.504 0.519 -
3.2 Tinear D 1.314 - 0.722
1.4 log-1linear cC 1.330 -1.160 -
2.4 log-Tlinear - DD 1.329 0.315 -

1.525 - 0.310*

3.4 log-Tlinear D

* Not significant.
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The elasticity of demand for demand deposits with respect to the
degree of monetization is 0.315 in the log equation and 0.519 in the
linear equation. The'elasticity of the demand for currency with respect
to the degree of monetization, is slightly less than unity in absolute
value in the Tinear equation and greater than Qnity in absolute value
in the log equation. The results of the Tinear equations suggest that
as the banking activity and monetization are increasing period after
period, the demand for demand deposits will be more responsive than the
demand for currency. These findings have some implications for monetary
policy. As demand deposits become a more important factor relative to
currency, the banking sector will occupy a more important position in
monetary activities‘and the private sector which is not directly under
the control of the central bank will occupy a less important position.
Thus, policy makers can foresee easiér monetary management in the
future, at Teast in this respect.

Finally, the elasticity of demand for time deposits with respect to
the interest rate is less than unity in the linear form and insigni-

ficant in the log form.



CHAPTER IV

THE ECONOMETRIC MONETARY MODEL: CONSTRUCTION
AND SPECIFICATION

Introduction

The model is specified in money terms of levels of variables. It
will be.estimated on an annual basis for the period 1956-1975. Since
the model centers on the monetary aspects of key macroeconomic variables,
it can be described as a "monetary model." This model takes into account
the appropriate link between the monetary and real sectors as shown
below. In the monetary sector, the behavior of each monetary asset is
séparate]y specified.] This specification helps the model to incorporate
the role of the private as well as the role of the banking system in
| determining the size of monetary assets. Also, the monetary sector
contains behavioral equations for the interest rate on saving deposits,
the commercial bank behavior and the demand for bank credit. In the

real sector, effective demand is determined by a consumption function,

]In this context, the model is similar to the models developed by

James Boughton, Eduard Brau, Thomas Naylor and William Yohe, "A Policy
Model of the United States Monetary Sector," Southern Economic Journal,
XXXV (April, 1969), pp. 333-346; K. Imam, "A Structural Model of Pakistan's
Monetary Sector," Pakistan Development Review, X (Fall, 1970), pp. 359-
379; and Wayne Snyder, "Money in a Developing Economy: A Case Study of
Pakistan, 1953-1961," Review of Economics and Statistics, XLVI (November,
1964), pp. 413-420.
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an investment function, imports function, government expenditures and
exports.

The model specified for Jordan consists of 11 behavioral equations
and 7 identities, with the monetary sector containing seven behavioral
equations and five 1dentitie§, and the real sector four behavioral
equations and two identities.‘ The choice of variables for the model is
guided strongly by the econometric experimentation in identifying
variables that theory does not specifically identify. That is, for
each structural equation, various forms of specification are examined and
theory is used to support the different specifications of each equation.2
The equations of the monetary system which are concerned with the port-
folio of the public and the banks afe based on the theory of portfolio
choice. The equations of the real sector are based on recent develop-
ments in macroeconomic theory. Due to the peculiarities of the Jordanian
economy, necessary modifications are taken into account. Some of the
equations contain Tagged values of dependent variables for one period.
This serves to dynamize the model. The model is presented below:

I. Monetary Sector Equations

A. Public's Demand for Money, Near-Money and Credit:

CC=a +a¥+a,Z+ U, (1.2)
DD = b, + byY + b,Z + U, (2.2)
D =cy+c¥+c, RS+ U, (3.2)
CL = do + d1 IM + d2Y + d3 RV + U4 (4)

2See,for example, Patric Hendershott, "Recent Development of the
Financial Sector of Econometric Models," Journal of Finance, XXIII
(March, 1968), pp. 41-65.




B. Commercial Banks' Behavior:

VC
EL
~RL
RS

e, t eVl +e, D+ U

h0 + h1 D + U6

r(DD + TD + 0D)

jo + j] RS_1 + jz RV + U7

C. Identities:

LA

1]

1]

n

EL + RL
DD + TD + OD
CC + DD
CC + DD + TD

II. Real Sector Equations

C
I
M
T
YD
Y

i

1]

v0 +vv1 YD + vzc_] + U

m_ + m] C} +m

8

5 Dum + U9

n_ + n, Y + n2 CL + ng FR + ny Dum + U]0

to + t]

Y- T

Y+ U,

C+I+G+X-1IM

The endogenous variables are:

DD
cC
LY
CL
VC
EL
RL
RS
LA

1]

demand deposits held by the public

~currency held by the public

time deposits held by the public

bank credit to the private sector

cash held by commercial banks (vault césh)
éxcess liquid assets of commercial banks
required liquid assets of commercial banks
interest rate on saving deposits

total Tiquid assets of commercial banks
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(9)

(10)
(11)
(12)
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D = total deposit liabilities of commercial banks
M] = honey stock (narrowly defined)
M2 = money stock (broadly defined)
C = private consumption expenditures
‘i = gross investment expenditures
IM = total imports
T = tax revenue (direct and indirect taxes)
YD = disposable income
Y = gross national product

The exogenous and lagged variables are:
Z = degree of monetization proxy, defined as the ratio of

demand deposits (DD) to money stock (M])

RV = interest rate on commercial banks' loans

r ='required liquidity ratio

0D

other commercial banks' deposits

FR foréign aid

Dum = Dhmmy variable taking the value of 1 in 1967 and the value
of 0 otherwise
G = government consumption expenditures
X = total exports
VC_] = cash held by commercial banks lagged one period

RS_1 = interest rate on saVing deposits lagged one period

(qp]
I

a7 private consumption expenditures lagged one period
A11 the variables are in money terms in millions of Dinar.

Interest rates are in percent.
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Monetary Sector

Before discussing the specification of the structural equations of
* the monetary sector, it would be useful to consider the monetary policy
transmission mechanism in the economy. The monetary transmission
mechanism is the manner in which actions by the monetary authority
produce effects that interact with the real sector to bring about
changes in income and in the price level.

| In a Keynesian income-expenditure model, monetary policy operates
through changes in the rate of interest. The change in the interest
rate affects aggregate private expenditure which in turn, has a multi-
plier effeét on the level of income. In other words, Keynesian theory
indicates that money supply changes work indirectly by affecting the
rate of interest, aggregate demand, and then the income level. The
magnitude of the interest rate change alone is not, however, an impor-
tant measure of the efficiency wiih which monetary policy is transmitted
to the expenditure for output, especially if the "feedback" effects from
the real sector are taken into account.

Friedman and others argue that those effects quickly reverse any
drop in the level of interest rates induced by expansionary monetary
policy.3 Monetarists believe however, that the supply of money is the
main channel of transmission in the economy, i.e., the link between the
changes in money supply and spending is more direct than the round about

transmission mechanism of Keynesian models. Alternatively, monetarists

3Mﬂton Friedman, "The Lag in the Effect of Monetary Policy,"
Journal of Political Economy, 69 (October, 1961), pp. 456-459; Warren
Smith, "A Neo-Keynesian View of Monetary Policy," in Warren Smith and
R. Teigen, eds., Readings in Money, National Income, and Stabilization
Policy (I11inois: Richard Irwin, Inc., 1974), Third Edition, p. 352.
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feel that changes in money supply work directly by affecting prices,
interest rates and spehding on goods and services.4

Tobin has also presented a hypothesis of monetary transmission
based on portfolio choice. He postulates that changes in the money
supply lead to changes in interest rates, which are followed by substi-
tutions in asset portfolios; then finally, total spending is affected.
The main difference between his hypothesis and the monetarists' is that
he argues that interest rates are the key element of the transmission
mechanism, influencing decisions to hold money versus alternative
financial assets as well as decisions to invest in real assets.5
However, both monetarists and non-monetarists base their theories of the
transmission mechanism on the portfolio approach, but the portfolio of
assets in the non-menetarists analysis is limited to money and financial
assets, whereas the monetarist portfolio is based on the concept of
total wealth as outlined in Friedman's statement of the quantity
theory of money in the previous chapter. Therefore, the impact of
monetary policy in-the non-monetarist framework affects aggregate demand
via changes in the relevant interest rate that determines investment
expenditures, and these expenditukes in turn affect the level of con-

sumption and income. According to the monetarist framework, monetary

4Mﬂton Friedman and Anna Schwartz, "Money and Business Cycles,"
Review of Economics and Statistics, 45 (February, 1963), pp. 59-64;
Leonall Anderson and Jerry Jordan, "Monetary and Fiscal Actions: A
Test of Their Relative Importance in Economic Stabilization," Federal
Reserve Bank of St. Louis, 50 (November, 1968), pp. 13-17.

5Wi111am Brainard and James Tobin, "Pitfalls in Financial Model
Building," American Economic Review, LVIII (May, 1968), pp. 103-105;
James Tobin, "Money, Capital, and Other Stores of Value," American
Economic Review, LI (May,1961), pp. 30-33.
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policy has a direct effect not only upon investment expenditures, but
also upon consumption expenditures, i.e., a changeé in money stock
produces direct impact on a who]e spectrum of capital and consumer goods.

Another possible Tink between the monetary sector and the real
sector is the "availability of credit" mechanism.6 This channel
influences aggregate demand through consumption, and investment
expenditures. Variations in the volume of bank credit transmit the
effects of monetary policy changes throughout the economy.

Among the three channels of monetary influences, the availability
of credit channel may be the most direct and powerful source of trans-
mission of monetary changes to the real sector in developing countries.
The explanation for this is that in an undeveloped capital market,
interest rates charged to borrowers by the commercial banks, are
controlled by institutional forces, not by market forces, and tend not
to change even when there is a change in the demand for funds. Hence,
the commercial banks (lenders) ration the available supply of credit
among the would-be borrowers by various nohprice considerations such as
variations in the standards of "credit-worthiness" of borrowers and the
vague hotion of "customer relationship." As Modigliani points out, the
demand for credit is limited "not by the borrowers' willingness to
borrow at the given rate but the lenders' willingness to lend, or more
precisely, by the funds available to them to be rationed out among the

ll7

would-be borrowers. Therefore, the effectiveness of monetary policy

6See,for example, ‘Stephen Goldfeld, Commercial Bank Behavior and

Economic Activity (Amsterdam: North Holland Publishing Company, 1966),
p. 16, 63; Warren Smith, op. cit., pp. 351-352.

7Franco Modigliani, "The Monetary Mechanism and Its Interaction With
Real Phenomena," Review of Economics and Statistics, XLV (February, 1963),
p. 98.
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in affecting expenditure outlays depends upon the availability and
rationing.decision of credit rather than its cost. Accordingly, it is
argued that while the cost of credit "does not matter" in affecting
aggregate demand in developing countries, the availability of credit
does.

In viéw of these considerations, the present model has been
designed to take into account the role of commercial banks' loans to
the private sector as a link in the actual transmission mechanism of
monetary policy in Jordan. Banks' loans (CL) appear in two of the real
sector equations--equations (14) and (15)--thereby establishing the 1ink
from thé monetary sector to the real sector. Also, the "feedback"
effects from the real sector to the monetary sector through (CL) can be
shown in equation (4).

The specification‘of the structural equations of the monetary

sector is presented below.

Public's Demand for Money, Near-Money and Credit

The public's demand for monetary assets and credit consists of
four behavioral equations: demands for currency, demand deposits, time

deposits and bank credit. The equations are now presented.

Currency, Demand Deposits and Time Deposits. Equations 1.2, 2.2

and 3.2 have been specified in the previous chapfer. They are
respectively the demand functions for currency, demand deposits and time
deposits. The choice of those three equations for the aggregate model

has been based on statistical and economic properties.

Bank Credit. Bank credit is the most important source of earnings
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for commercial banks. It is also the main source of credit in the
economy. The demand for bank credit reflects in part, the demand for
goods and services, and the movements of these goods and services are
faciiitated by the availability of credit. The simplest way is to
treat the demand for bank credit as a function of GNP.

In addition, some other variables are considered more specifically
linked with bank credit. Traditionally, commercial banks tend to
concentrate heavily on short term loans to finance foreign trade and
domestic commerce. Such loans are likely to be more profitable than
other types of loans. Loans for production purposes to industry and
agriculture constitute only a small proportion .of bank credit in Jordan.
This proportion ranges between 7 and 12 percent over the period under
study.8 Accordingly, the imports variab]e may be ‘considered anbther
explanatory variable to explain the demand for bank credit. A third
variable which affects the demand for bank credit is the rate of
interest on loans. This rate represents the cost of borrowing which
‘has an inverse relationship with the demand for credit for obvious
reasbns.

- Accordingly, the.following equation is specified to explain the
demand for bank credit.
IM +d,)Y +d, RV (4)

1 2 3

_d] > 0, d2 > 0, d3 <0

CL.= d0 +d

where CL = commercial banks' loans to the private sector;

81nternationa] Monetary Fund, International Financial Statistics
(December, 1976), pp. 211-214.
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IM = imports;
Y = gross national product at current price;
and RV =

interest rate on commercial banks' loans.

On the other hand, the supply of bank credit is controlled by
banks through changes in the loan rate (RV). RV is determined
differently than in developed countries. Fof instance, Boughton asserts
that RV is basically determined by discount rate and the ratio of bank
credit to total deposits. RV responds positively to changes in the
discount rate and to the credit-deposts ratio.9 Sommariva argues that
RV is a function of income, monetary base, interest rate on saving and
time deposits and interest rate on bonds.]0

Unlike the deve]opéd countries, it was argued in Chapter II that
lending rates in Jordan as well as in most developing countries do not
change in response to market forces because they are exogenoﬁs]y
determined by institutional arrangements in the organized credit market
and by personal agréements in the unorganized credit market. On the
other hand, the lending activities'of the organized market are always
constrained by some nonprice considerations, not by the borrowers'
willingness to borrow at the given loan rate. Hence, the link between
the Toan rate and the lending activities is very small or perhaps zero.
Moreover, thé lending rate in the present study represents the ceiling

imposed by the monetary authorities because a weighted average of the

9James Boughton, Monetary Policy and the Federal Funds Market
(North Carolina: Duke University Press, 1972), p. 110, 115.

TOA._Sommariva, "Some Theoretical Implications of the Model of the
Bank of Italy," Tudschrift Voor Economie, XVIII, No. 2 (1973), pp. 219-
221.
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1 Besides,

quoted Toan rate on each type of credit is not available.
this ceiling has been changed only onCe‘during the period under study.
Under these conditions, one cannot rely on the RV to represent the
supply equation for bank credit in Jordan. Therefore, the supply of

credit is dropped from the model, and RV is made exogenous to the system.

Commercial Banks' Behavior

The analysis of the commercial banks' behavior is essentially a
study of their asset portfolio. A typical commercial bank holds a
large number of different assets in its portfolio. Each asset has a
unique set of characteristics, for example, its liquidity, reversibility,
predictability of return, risk, taxability, etc. Loans are the most
important assets in the commercial banks' portfolio.

Three behavioral eqﬁations are considered in the analysis of the
commercial banks' behavior. Behavioral equations determine respectively
the demands for vault cash and excess liquid assets. The third
determines the Tevel of the interest rate on saving deposits. The
equafion for excess reserves is not considered in the model because of
the absence of time series data about the required and total reserves
before 1964. Instead, the excess. 1iquid assets are taken to depict
the actual situation of the banking system activities for the whole

12

period under study. Behavioral equations for government securities and

]]See Appendix A for sources' of data.

, ]2Liquid assets in Jordan consist of Jordanian currency, balances
held with the CBJ, net credit balances with banks both inside and outside

the country, and domestic and foreign government bills. The Banking

Law, Law No. 24 of 1971, Article 17.
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borrowed reserves are also dismissed because of the lack of time
series data on them. The specification of the demand for and supply of
bank credit has been discussed in the first sub-section. The equations

of the banking system are now presented.

Vault Cash. Holding an asset in the form of vault cash implies a
return»foregone, but it is necessary in order to meet the requirements
“of day-to-day normal withdrawals. Thus, cash held by the banks depends
mainly upon the amount of banks' deposits. The second explanatory
variable is the previous period's vault cash. A related interpreta-
tion of one period lagged of vault cash is that there is normally a
discrepancy between actual and desired stocks outstanding, i.e., a
stock adjustment model. Furthermore, cash held by the banks is
negatively associated with lending rate. A rise in the lending rate may
lead the banks to economize on their cash holdings which do not earn any
interest. This argument is irrelevant to Jordan, because the demand
for vault cash is not sensitive to the lending rate. Accordingly, the

demand for vault cash equation can be formulated as follows:

VC = eo + e VC_-I + e2 D (5)

1

0 < e.I <1, 0 < e2 <1

where VC = cash held by commercial banks (vault cash);

VC_] vault cash lagged one period;

and D

it

total deposit liabilities of commercial banks.

Excess Liquid Assets. The demand for total liquid assets is

determined as the sum of required liquid assets and excess liquid assets.
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Excess‘liquid assets play a substantial role in determining the commer-
cial banks' portfolio in Jordan. Data reveal the presence of a large
difference between legal reserves and liquidity reserves required by
the Central Bank of Jordan on one hand and those actually maintained |
by the commercial Sanks on the other hand.]3

Theoretically, there are two major determinants of banks' demand for
excess liquid assets. First, since banks act as risk averting profit
maximizers, éxpected alternative net yields of various banks' assets
are considered among the main determinants of the banks' demand for

those liquid assets.]4

Goldfeld employs a similar assumption. He
argues that preferences for assets are assumed to be consistant with
rational maximizing behavior by banks, i.e., banks' demand for liquid
assets depend positively on its own yields and negatively on all other
yie]ds.]5

The second impoftant determinant is the deposit l1iabilities of the
" commercial banks. Meltzer argues that there is a close relationship
between banks' demand for excess liquid reserves and deposits even in a
banking system without legal reserves. He assumes that,

Given the distribution of deposits, the amount of precaution-

ary reserves held is based on a probability distribution for

the expected drain. A1l reserves above the amount required

on the basis of the probability distribution are excess
reserves. That is, there is a relation between the change

135ee Chapter II, p. 18.

]4George Morrison, "Portfolio Behavior of Banks" (Unpublished
Ph.D. dissertation, University of Chicago, 1962), quoted in A. Meigs,
Free Reserves and the Money Supply (Chicago: The University of Chicago
Press, 1962), p. 47.

]SStephen Goldfeld, op. cit., p. 7, 69-71; Ronald Teigen, "Demand
and Supply Functions for Money in the United States: Some Structural
Estimates," Econometrica, XXXII (October, 1974), pp. 504-506.
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in reserves and the change in_deposits for any given assump-
tion about this distribution.16
Given the above determinants, the formulation of the demand for

‘excess liquid assets equation is as follows:

- a b c
EL = fo + f] r+ f2r + f3r + f4D
f] > 0, f2 <0, f3 <0, 0c< f4 <1
where EL = excess liquid assets;
r? = an implicit own rate;
b

r- = the Toan rate;

r® = rate on other assets such as investment abroad and
governments bonds;

and D = total deposit liabilities of commercial banks.

Due to the particular structure of the money and capital markets
in the developing countries, economists of these countries generally
agree that commercial banks' deposit liabilities are the main determin-
ant of the demand function of liquid assets. This is true for Jordan
since the demand for liquid assets is not sensitive to the lending rate.
Therefore, the demand function for excess liquid assets has been
postulated as follows:

EL = hO + h] D (6)

0 <h, <1

1

Required Liquid Assets. Required Tiquid assets are defined as:

RL =r (DD + TD + OD) (7)

It

where RL = required liquid assets;

]GAllan Meltzer, "The Behavior of the French Money Supply, 1938-
1954," Journal of Political Economy, 67 (June, 1959), p. 278;
Karl Brunner and Allan Meltzer, "Some Further Investigations of the
Demand and Supply Functions of Money," Journal of Finance, XIX (May,
1964), pp. 249-252. '
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r = legal liquid asset ratio on total deposit liabilities;
DD = demand deposit liabilities;
TD = time deposit 1liabilities;

and 0D = other deposit liabilities such as inter-bank deposits.

It should be mentioned that required liquid asset ratio has never
varied since the establishment of the Central Bank of Jordan in 1964.
It is 25 percent for total deposits. For analytical purpose, we have
therefore assumed the same ratio for the period before 1964. Consequently,
the required liquid asset identity can be written as:

RL = .25 (DD + TD + OD) - (7a)

Interest Rate on Saving Deposits. It is a challenge to incorporate

interest rates into an econometric monetary model for a developing
country such as Jordan. Unfortunately, all the interest rates do not
reflect the actual monetary movements, due to the nonexistence of well
organized money and capital markets and the existence of institutional
rigidity in the quoted interest rates. Note in the present context
that the variable RS is the average rate paid by the commercial banks
on saving deposits, not the ceiling imposed by the monetary authorities,
so that RS is endogenous to the system.]7

However, the interest rate function has been specified in the
simplest possible way since it was not sensitive to many variables in
the mbde].' That is, the interest rate depends on the lagged value of
itself and the interest rate on banks' loans.

RS = jo + j] RS_] +

, RV (8)

O<j.l<'|,0<j2<]

]7See Appendix A for sources of data.
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where‘RS = interest rate on saving deposits;

RS_] = interest rate on saving deposits lagged one period;
and RV = interest rate on banks' loans.

The fact that the interest rate on saving deposits has been chosen
as a representative interest rate is intended to signify the existence

of some relationship with the monetary assets.
Identities

Various identities are stated to close the system in the monetary
sector. Total liquid assets are the sum of excess liquid assets and
requifed liquid assets:

LA = EL + RL (9)
-Total deposit liabilities of commercial banks are the sum of
hemand deposits (DD), time deposits (TD), and other deposits (OD):‘
D=DD+TD + 0D ' _ (10)

This identity is only a balancing equation on the 11abilities
side of the commercial banks' portfolio.

The following equation shows that the supply of money narrowly
defined is the sum of currency held by the public (CC) and demand
deposits held by the public at the commercial banks (DD):

M; = CC + DD (11)

1
The following identity similarly shows that the supply of money
broadly defined is:

M, = CC + DD + TD (12)

2

where TD = time deposits held by the public at the commercial banks.
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Real Sector

The main purpose of the model is to construct an econometric
monetary model of the Jordanian economy. The real sector is, however,
essential in determining whether monetary relationships are indeed
stable enough to give a reliable explanation of national income, and to
indicate the channels through which monetary po]ity operates on the
real sector of the economy. However, in the absence of accurate time
series data on the capital stock, wages, employment and depreciation,
a simple real sector model is developed which permits analysis of the
basic interactions of the monetary mechanism with real economic
phenomena.

The specification of the structural equations of the real sector

is presented below.

Consumption

The consumption function is essentially a Keynesian contribution.
Keynes argued that consumption is a stable function of current income,
and that the marginal propensity to consume is less than one and greater
than zero. His function is not generally accepted.

A quite different approach is developed by Fm’edman.]8

He rejects
the usual concept of income on which the consumers base their behavior,
and replaces it with what is called "permanent income." A similar
rejection is also made for the concept of consumption. Friedman's

hypothesis is that permanent consumption is proportional to permanent

]8Mi1ton Friedman, Theory of Consumption Function (New Jersey:
Princeton University Press, 1957).
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income. The observed income of any period is the sum of the permanent
and the transitory components.]9 He assumes that the transitory
“elements of income and consumption are uncorrelated with their corres-
ponding permanent components and also with each other. Specifically,
his hypothesis is expressed as:

C_ = KY
P p

- where Cp = permanent consumption;
Yp = permanent income;
and - K is a function of the interest rate (i), the ratio of non-

human wealth to permanent income (w), and a number of

factors such as tastes, age, family composition, etc. (U).

That is, K= F (i, w, U).

Thus, the aggregate consumption function can be rewritten as:

Cp =F (i, w, U) Yp

In contrast to Friedman's hypothesis, recent studies by Moroney
and Mason, and Christ assert that consumption is a function of

20 Nevertheless,

disposable income and consumption lagged one period.
consumption Tagged one period in their consumption functions is similar
to Friedman's hypothesis by making consumption dependent on all past

values of disposab]e income with geometrically declining weights.

19A similar theory was developed by Ando and Modigliani. They
argue that the proportion of income saved depends on the lifetime average
income making savings relatively insensitive to income. A. Ando and F.
Modigliani, "The Life Cycle's Hypothesis of Savings: Aggregate Implica-
tion and Tests," American Economic Review (March, 1963), pp. 55-84.

ZQJ. R. Moroney and J. M. Mason, "The Dynamic Impacts of Autonomous
Expenditures and the Monetary Base on Aggregate Income," Journal of Money,

Credit and Banking (November, 1971), pp. 793-808; Carl Christ, Econometric
Models and Methods (New York: John Wiley and Sons, Inc., 1966), p. 582.
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Furthermore, Chang, in his dissertation on Taiwan, found that disposable
income and consumption lagged one period as the determinants of private
consumption are statistically significant.21
With respect to Jordan, consumption expenditures are divided into
private and public. For purpose of policy simulations public consump-
tion is treated as an exogenous variable. Private consumption is
postulated to depend on the disposable income and private consumption
lagged one period as follows:
C = Vo F v YD + v

C (13)

1 27-1

0 < vy < 1, 0 < Vo < 1
Where C, YD and C_] denote private consumption, disposable income and
private consumption lagged one period, respectively. Disposable income

is gross national product (Y) minus net taxes (T).
'Investmeht

Perhaps the most familiar investment function is the Keynesian
marginal efficiency of investment function. According to this approach,
the decision to invest depends on the internal rate of return and the
current rate of interest. Keynes defined the marginal efficiency of
investment as "being equal to the rate of discount which would make the
present value of the series of annuities given by the returns expected
w22

from the capital-asset during its life just equal to its supply price.

In simple terms, the Keynesian theory of investment is, however, defined

Z]Peter Chang, "A Macroeconometric Forecasting Model of Taiwan"

(Unpublished Ph.D. dissertation, Oklahoma State University, 1977.)

22John M. Keynes, op. cit., p. 135.
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as an inverse relationship between investment expenditures and the
interest rate.

Another theory, which is known as the "accelerator principle,"”
has been developed. The naive form of it postulates a certain fixed

23

relationship between the desired capital stock and output. This was

later developed into a stock adjustment and a capacity utilization

version by Goodwin and Chenery.24 A )
However, investment functions Have taken different forms. For

instance, Klein asserts that gross investment is a function of capital

stock, interest rate and lagged profit.25

According to the new
c]assica] theory of investment as expounded by Jorgenson, gross invest-
ment is a function of output, the user cost of capital and the stock
of capita1.26 -

In view of the above, investment is one of the most difficult areas
for empirical study in developing countries. The difficulties of
getting a satisfactory model of investment activities in the rural
sector, and the lack of adequate and comprehensive data prevent

disaggregating the investment function according to various types of

23J. M. Clark, "Business Acceleration and the Law of Demand,"
Journal of Political Economy (March, 1917), pp. 217-235.

24R. M. Goodwin, "The Non-Linear Accelerator and the Persistence of
Business Cycle," Econometrica (January, 1951), pp. 1-17; H. B. Chenery,
"Over Capacity and the Acceleration Principle," Econometrica (January,
1952), pp. 1-28.

25Lawr‘ence Klein, Economic Fluctuations in the United States 1929-
1941 (New York: John WiTley and Sons, Inc., 1950).

260a1e Jorgenson, "The Theory of Investment Behavior," in Robert
Ferber, ed., Determinants of Investment Behavior (New York: National
Bureau of Economic Research, 1967), pp. 129-155.
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investment in Jordan. Instead, a single behavioral equation is used,
which determines the demand for investment for gross business investment,
as well as inventory investment. The following equation explains the

behavior of the combined aggregate of public and private gross

investment:
I = m, + m, CL = m, Dum (14)
m] > 0, m, < 0
where I = gross investment expenditures;
CL = banks' loans to the private sector;
and Dum = proxy for the War of 1967 taking the value 1 for the

year 1967 and the value 0 otherwise.

In this equation, it is, however, shown that the banks' loans play
an important. role in determining investment activities, i.e., the more
funds available the more investment is undertaken. On the other hand,
banks' .1oans represent the establishment of the transmission mechanism
of the monetary policy throughout the economy, i.e., the impact of the
monetary policy is transmitted to the real sector through the banks'

loans.

Imports

The basic assumption that underlies import demand relations is
that variation in imports are primarily caused by variations in real
incdme and relative prices. In the model, however, the basic assqmption
is modified in the 1light of some characteristics of the Jordanian
economy. The special feature of the_economy is that the Jordanian trade
balance has suffered from a rising and chronic structural deficit since

1948. The large trade deficit has been mainly financed by foreign aid.
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Hence, the foreign aid variable can be used to explain the demand for
imports:

As noted in Chapter II, the foreign trade sector in Jordan depends
heévi]y on commercial banks' loans. Thus, the addition of the
commercial banks' loans plays an important role in determining demand
for imports. On the other hand, commercial banks' loans represent a
channel of the transmission mechanism of the monetary policy in Jordan.
That is, the impact of monetary policy affects aggregate demand via
changes in the volume of bank credit that determines imports, and these
imports in turn influence aggregate demand. In addition, a dummy
variable taking the value of 1 in 1967 is added to capture the relative
effect of War 1967 upon imports.

| Accordingly, the following equation is specified to explain the
demand for imports:

IM = o + n,Y +n, CL+n

1 5 FR + ny Dum (15)

3

ny > 0, n, > 0, n3 > 0, n4 <0

where IM = total imports;
Y = gross national product at current price;
CL = banks' loans to the private sector;
FR = foreign aid;

ll

and Dum = proxy for the War of 1967 taking the value 1 for the year

1967 and the value 0 otherwise.
Taxes

In the present model, a simple relationship between the aggregate
taxes and the gross national product is postulated. This relation

follows from the basic economic assumption of linear relation between
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the tax yield and its base. Thus, the tax equation is specified as:

T=t0+t]Y (16)
0 < t] <1

where T is direct and indirect taxes.

Income Identities

There are two income identities. First, disposable income is
defined as:

YD=Y-T (17)
where YD, Y, and T denote disposable income, income and taxes,
.respective1y.

| Second, gross national product identity is defined as the sum of
private consumption (C), gross investment (I), government expenditure
(G) and net trade balance (X-IM). This can be written as:

Y=C+I+G+X-1IM ' (18)



' CHAPTER V
MODEL ESTIMATION AND TESTING
Introduction

In the previous éhapter, the structural equations of the model and
the theoretical rationale for each equation weré presented. In the
model there are 18 structural relationships: 11 behavioral equations
and 7 identities. Also, there are 18 endogeneous variables and 11
exogeneous and lagged dependent variables, making the system complete.

If is the purpose of this chapter to estimate and test the
structural equations of the model. Initially, ordinary least squares
(OLS) is employed to estimate the parameters of the various functions.
Since the essence of the economic theory is the interdependence of
economic phenomena and the determination of the values of economic
variables by the simultaneous interaction of relationships, it is
generally recognized that there are pitfalls in attempting to estimate
the parameters of a single structural equation taken from a multi-
equation model. This is due to the fact that a minimum assumption for
the consistency of OLS--that the explanatory variables are independent
of the error term--cannot be maintained if the equation to be estimated

1

~is one of a system of simultaneous structural equations.  Therefore, to

13an Kmenta, Elements of Econometrics (New York: The MacMillan Co.,
1971), pp. 550-552.

75
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take account of the simultaneous nature of the equations in the model to
be estimated and to get consisteht estimates of the structural coeffi-
cients, the model is estimated by two-stage least squares (TSLS).

| The model is estimated for the period 1956-1975 on an annual basis,
due to the unavailable data on key real sector variables for intervals
smaller than a year. The data are presented in Appendix A. The SAS
program is adopted for. the estimation of the mode].2

At the very outset, it is necessary to define the criteria used in
testing the model. First, the adjusted multiple correlation coefficient
-ﬁ? instead of the multiple correlation coefficient R® is used to measure
the explanatory power (goodness of fit) of the regression equation.3

Second, the standard errors are presented in parentheses below the °
estimated coefficfents. Since there are only 20 observations in the
present study, the estimated coefficient is considered statistically
significant at the five percent level if its accompanying t-statistic
exceeds 2.09 in an absolute value for two-tailed test.

Third, the Durbin-Watson (DW) statistic is used to detect first-
order autocorrelation (p) in the disturbance term. This test was
designed for a small sample under the assumption of a single equation
model with exogenous independent variables. However, it is invalid for

regressions that contain 1agged dependent variables among the regressors

~

2. Barr, J. Goodnight, J. Sall and J. Helwig, A User's Guide to
SAS (North Carolina: Sparks Press, 1976).

3The value of RZ is defined as: RZ =1 - (1 - R%) [(N-1)/(N-K)],
where N is the_number of observations and K is the number of parameters.
The value of RZ is actua11¥ larger than the value of RZ except when
K = 1 in which case R2 = R4, Henri Theil, Principle of Econometrics
(New York: John Wiley and Sons, Inc., 1971), pp. 178-179.
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or for simultaneous equation system.4 An alternate test has been
developed by Durbin, which involves the calculation of a test statistic
(h) for a large sample with lagged dependent variable in a single
equation model. If the errors are not serially correlated, h is

5

distributed normally with mean zero and standard deviation one.” The

h statistic is derived as:

N
1 -NV (b])

h=(1-1/2 DW)

Since (1 - 1/2DW )= r

then hes v N <
1 -N V(b])

where DW is the Durbin-Watson statistic, r is the estimated first-order
autocorrelation coefficient of the residuals, N is the number of
observations in the sample, V(B]) is the estimate of variance of b], and
b] js the coefficient of the lagged dependent variab]e.6

The chapter first discusses the ordinary least squares estimates of
the structural equations of the model. Secondly, this is followed by
the two-stage least square estimates of the parameters and a comparison

of the estimates obtained with the two estimation procedures.

4J. Johnston, Econometric Methods, Second Edition (New York:

McGraw-Hi1l, Inc., 1972), pp. 249-251.

5J. Durbin, "Testing for Serial Correlation in Least Squares
Regression when Some of the Regressions are Lagged Dependent Variables,"
Econometrica (May, 1970), pp. 410-421.

6For example of the application of this test see, P. Rao and R.
Miller, Applied Econometrics (California: Wadsworth Publishing Company,
Inc., 1971), pp. 123-125; J. Johnston, op. cit., pp. 312-313.
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Ordinary Least Squares Estimates

In this section, a brief discussion of the empirical results
obfained by using OLS is-presented a]éng with statistical information
on other variables that were tried but found insignificant. The
standard error for each variable, adjusted coefficient of determination
(ﬁz), Durbin-Watson statistic (DW) and the sténdard error of estimate
for the equation (SE) are provided below each estimated equation.
Besides, the following are listed below the relevant estimated equation:
first-order autocorrelation (p) where a serial correlation correction
is made, and the h-statistic where a lagged dependent variable is

present among the regressors in an equation.

Monetary Sector

The monetary sector of the model is made up of seven behavioral
equations and five identities. Four of the behavioral equations
determihe the demand for the components of the monetary assets and bank
credit, while the other three equations determine the commercial banks'

behavior. The estimated equations of this sector are now presented.

Demand for Currency (CC).

CC = 30.9225 + 0.3570 Y - 140.4593 Z (1.2)
(0.0131)  (16.7395)
R% = 0.983, DW = 1.800, SE = 5.189

The demand for currency depends directly upon the income (Y) and
inversely upon the degree of monetization (Z). These variables account
for almost all the variance in the dependent variables as seen from the

size of the coefficient of determination. Both the explanatory
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variables are very significant and their coefficients carry the expected
signs. The interest rate on saving deposits is another explanatory
variable that was tried for this equation but found unacceptable, as

shown in Chapter III.

Demand for Demand Deposits (DD).

DD = -24.4270 + 0.1909 Y + 35.6953 Z (2.2)
(0.0131) (16.6362)
ﬁz = 0.949, DW = 1.554, p = 0.183, SE = 4.320

The demand for demand deposits is determined by income (Y) and the
degree of monetization (Z). The positive influence of Z represents the
increase in banking activities and monetization. The coefficient of Z
is significant at the five percent level. As noted in Chapter III, the
inclusion of the interest rate on saving deposits yields insignificant
results. Therefore, the interest rate variable is dropped from the

demand function for demand deposits.

Demand for Time Deposits (TD).

D = -19.9249 + 0.1331 Y + 3.7780 RS (3.2)
(0.0126)  (1.7636)
R2 = 0.987, DW = 1.576, SE = 1.794

The demand for time deposits is related positively to income (Y)
and interest rate on saving deposits (RS). Both the explanatory
variables have the expected signs and their coefficients are significant
at the five percent level. 1In addition, the degree of monetization
variable was tried for this equation but was found insignificant, as

shown in Chapter III.
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Demand for Bank Credit (CL).

40.3298 + 0.3162 IM + 0.1022 Y - 5.9852 RV (4)

e (0.0545)  (0.0321)  (3.7905)

R% = 0.983, DW = 1.788, SE = 3.375

CL = 15.5224 + 0.3395 1 + 0.1834 Y - 3.1768 RV (4a)
(0.1646)  (0.0477)  (5.8911)

R% = 0.957, DW = 1.677, SE = 5.277

Equation (4) or (4a), which explains the demand for bank credit to
the private sector (CL), is one of the most important structural
relations in the model. It is expected to provide one of the important
links between the monetary sector and real secfor. In the first
equation, the demand for bank credit depends directly on imports (IM) and
income (Y), and inversely on the lending rate (RV). The regression
resu]té strongly support this hypothesis. The three explanatory
variables account for 98 percent of the variance in bank credit. The
regression coefficients are significant at the five percent level,
except for the lending rate, which is significant at the twelve percent
level.

In equation (4a), the investment variable is used instead of
imports variable. A comparison between the above two results shows that
Rz is slightly higher in equation (4), and the t-statistic for RV is
significant in equation (4a) at a much higher level than the 12 percent
level in equation (4). In addition, the t-statistic for IM is much
higher than the t-statistic for I, i.e., bank credit is more correlated
with imports than with investment. This contention is supported by the

fact that commercial banks in Jordan tend to concentrate heavily on

short term loans to finance foreign trade. Loans for investment
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purposes to industry and agriculture constitute about twelve percent of
bank credit.7 Accordingly, the regression results suggest that imports
can be used to exp]ain adequately bank credit. Furthermore, lagged
endogenous variable (CL_]) and interest rate on saving deposits (RS)

were tried but they were dound to be insignificant.

Vault Cash (VC).

VC = 0.3835 + 0.4337 VC_; + 0.0101 D (5)
(0.1917) (0.0029)

R = 0.787, DW = 2.153, h = -0.665, SE = 0.322

VC = 0.4861 + 0.0423 RV + 0.0139 D (5a)
(0.3845)  (0.0041)

RZ = 0.671, DW = 1.454, o = 0.292, SE = 0.368

VC = 1.4338 + 0.1328 RV + 0.4489 VC_; + 0.0110 D (5b)
(0.3707)  (0.2014) (0.0039)

RZ = 0.725, DW = 2.201, h = -1.029, SE = 0.332

In equation (5), vault cash (VC) depends directly upon the size of
the cbmmercia] banks' deposits (D) and vault cash lagged one year (VQJ).
‘Both the explanatory variables are significant at the five percent
level and their coefficients are properiy signed. The lagged dependent
variable (VC_]) shows the movement towards desired vault cash. The
computed h-statistic shows that the hypothesis of no serial correlation
in the errors at the five percent level of significance is not rejected.

The presence of the quoted interest rate on loans (RV) in equation
(5a) yields insighificant results. The interest rate coefficient is

insignificant with wrong sign, and ﬁz is Tower than the one in equation

7Internationa] Monetary Fund, International Financial Statistics
(December, 1976), pp. 211-214.
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(5). The equation was found to be suffering from serial correlation in
its original form at five percent level and was corrected using the
AUTOREG procedure.8 Similarly, equation (5b) shows that the coefficient
of RV is insignificant with unexpected positive sign, and §2 is lower
than the one in equation (5). Therefore, the quoted interest rate on

loans is dropped from the demand for vault cash in the aggregate model.

Excess Liquid Assets (EL).

EL = 3.2369 + 0.1384 D (6)
(0.0264)

R% = 0.751, DW = 1.423, o = 0.174, SE = 2.808

EL = 3.4559 + 0.1279 D + 0.0755 RS (6a)
(0.0542)  (2.5844)

R% = 0.702, DW = 1.449, o = 0.298, SE = 3.055

Equation (6) determines the demand for excess liquid assets (EL) as
a function solely of total deposits (D). Although the explanatory
power 6f 75 percent is not as high as in previous equations, it does
‘not necessarily indicate the lack of real relationship between EL and
D. As noted in Chapter IV, there are theoretical grounds for believjng
that EL is positively related to D. This argument is supported by the
high significant coefficient of D.

The inclusion of the interest rate on saving deposits (RS) in

equation (6a) yields unacceptable results, The RZ

is not improved, and
the t-statistic for the interest rate coefficient is insignificant with
unexpected sign. Accordingly, a simple function relating demand for

excess liquid assets with total deposits appeared to work better than

8. Barr, J. Goodnight, J. Sall and J. Helwig, op. cit., pp.
66-69.
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the one which includes the iﬁterest rate variable. Therefore, the

interest rate variable is dropped from the demand for excess liquid
‘assets in the aggregate model. The interest rate on loans (RV) and
the ratio of bank credit (CL) to total deposits (D) were also tried,

but were found to be insignificant.

Interest Rate on Saving Deposits (RS).

RS = -4.5750 + 0.7727 RS_# 0.6515 RV (8)
(0.1596) "1 (0.2826)

R = 0.865, DN = 1.740, h = 0.830, SE = 0.251

RS = -6.2903 + 0.5006 RS i+ 0.8575 RV + 1.4603 CL/D (8a)
(0.2054) ' (0.2838)  (3.6508)

R% = 0.883, DW = 2.248, h = -1.347, SE = 0.233

In equation (8), the interest rate on saving deposits (RS) depends
directly upon the interest rate on saving deposits lagged one year
(RS_]) and the lending rate (RV). The Tow standard error of estimate
for the equation and reasonably good explanatory power characterize the
regression results in the equation. Both the explanatory variables are
significant at the five percent level and their coefficients bear the
expected signs. In addition, the positive effect of the lagged dependent
variable (RS_]) indicates the movement towards desired interest rate.
The computed h-statistic indicates that the hypothesis of no serial
correlation in errors at the five percent level of significance is not
rejected.

The introduction of loans-deposits ratio (CL/D) in equation (8a)

shows a slight increase in the explanatory power from 87 percent to
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88 percent.9 However, the coefficient of CL/D is not significant at any
of the acceptable levels. This is not surprising since RS was not
sensitive to many variables in the model. Accordingly, RS has been
specified in the simplest possible way, that is, RS depends on the

lagged value of itself and the interest rate on loans (RV).

Real Sector

The real sector of the model is composed of six equations. Four
of the equations are behavioral equations while two are identities.

The estimated equations of this sector are now presented.

Private Consumption (C).

C = 12.3816 + 0.4472 YD + 0.4203 C

(13)
(0.0816)  (0.1241) !

R% = 0.992, DW = 2.045, h = -0.121, SE = 5.377

C = 8.5484 + 0.5140 YD + 0.4240 C_, - 0.1082 M, (13a)
(0.1056)  (0.1242) (0.1086)

R® = 0.992, DW = 2.199, h = -0.535, SE = 5.378

In equation (13), disposable income (YD) and one year lagged con-
sumption (C_]) are the two explanatory variables which account for
almost all the variance in consumption. The coefficient of YD is signifi-
cantly different from zero at the five percent level and has the expected
sign. Similarly, the coefficient of the lagged dependent variable is

also significantly different from zero at the five percent level

9Equation (8a) is similar to the one derived by James Boughton,
Eduard Brau, Thomas Naylor and William Yohe, "A Policy Model of the
United States Monetary Sector," Southern Economic Journal, XXXV
(April, 1969), pp. 333-346.




85

and has the expected sign. In addition, the positive effect of
the lagged dependent variable shows the movement towards desired
consumption. The computed h-statistic indicates that there is no
serial correlation at the five percent level of significance.

In equation (13a), the money stock (M1) is included to reflect the
effects of monetary changes on aggregate demand. That is, since the
money supply is regarded as a component of total wealth, a change in
the money stock leads to a change in aggregate wealth and causes a
'~ change in consumption through the wealth effect. However, the regres-
sion resu]ts show that the coefficfent of M] is with unexpected negative
sign and it is insignificant according to the t-test. Accordingly, a
function relating consumption with disposable income and one year
lagged consumption appeared to work better than the one which includes
the money supply variable. Therefore, M] is dropped from the consump-
tion function in the aggregate model. Furthermore, currency in circula-
tion (outside money) as a part of total wealth was tried in the consump-
tion function, but was also found to be insignificant with wrong sign.
Also, the dummy variable which represents the effect of 1967 War, was

tried but found insignificant.

Gross Investment (I).

1 =1.7925 + 0.9726 CL - 10.2589 Dum (14)
(0.0610) (5.8620)

R% = 0.936, DN = 2.137, SE = 6.844

I = 1.6574 +0.9543 CL + 0.0254 I_, - 10.1660 Dun (14a)
(0.1585)  (0.2014) (5.2720)

RZ = 0.921, DW = 2.194, h = -0.998, SE = 7.052

Equation (14) shows that the gross investment (I) is a function of
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bank credit (CL) and dummy variable representing the effect of 1967
War. The two explanatory variables account for 94 percent of the
variance in gross investment. The coefficient of CL appears as
theoretically expected (positive): the more funds available the more
investment is undertaken. Also, it can be shown from the equation

that the bank credit variable is an important determinant affecting

. investment activities. The dummy variable, which is introduced to take

care of the effect of 1967 War, is significantly different from zero at
the ten percent level.

The introduction of lagged investment (I_]) in equation (14a)
reveals that the coefficient of I_] is not significant at any of the
acceptable levels. The size of the coefficient is not significantly
different from zero. This indicates that the actual investment is
never equal to demand for it. Accordingly, a function relating demand
for gross investment with bank credit and dummy variable appeared to
work better than the one which includes the lagged investment one year.
Therefore, the lagged investment variable is dropped from the investment
function. Furthermore, the quoted interest rate on loans (RV) and
income (Y) were tried for the investment function but were found to be

insignificant.

Imports (IM).

IM = -2.8332 + 0.1554 Y + 0.7437 CL + 0.7439 FR - 32.3588 Dum (15)
(0.0583)  (0.3005)  (0.1476) (5.3902)

R2 = 0.992, DW = 2.223, SE = 4.836

IM = -17.3340 + 0.1648 Y + 0.6614 CL + 0.6659 FR + 0.1920 RM

(0.0547)  (0.2919) (0.1446) (0.1075)

- 29.7326 Dum (15a)
(5.2451)
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R® = 0.993, DW = 2.408, SE = 4.517

In equation (15), the demand for imports (IM) is a function of
income (Y), bank credit (CL) and foreign aid (FR), as well as a dummy
variable representing the effect of 1967 War. These variables account
for 99 percent of the variance of the dependent variable. As expected,
the availability of credit plays an important role in the determination
of the Tevel of imports. Furthermore, the appropriateness of the
foreign aid variable in the equation is supported by the fact that
Jordan has been having chronic and large deficits in its balance of
trade. Al1 the explanatory variables have the expected signs and the
coefficients of the explanatory variables are significant at the five
percent level.

In equation (15a), import prices (RM) are added to capture the
relative effect of foreign prices on imports, i.e., a rise in foreign
prices wou]d result in a decrease in demand as imports become more
expensive. However, the regression results show that the t-statistic
for foreign prices is significant at tenpercent level with unexpected
positive Sign. Therefore, the foreign price variable is dropped from
the demand function for imports. Furthermore, the export prices-

import prices ratio was tried but found insignificant.

Taxes (T).

T =-0.1329 + 0.1070 Y (16)
(0.0035) ‘

RZ = 0.980, DW = 2.052, SE = 1.454

Equation (16) is a simple regression of tax yields (T) to income

(Y). Ninety eight percent of the variance in the dependent variable is
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explained by Y, and its regression coefficient is significant at the
five percent level.

By considering the above analysis, the structural estimates
obtained by the method of OLS, which are presented in Table VI, are
selected the best among a group of fitti%gs for each of the behavioris-
tic equations. These structural estimat%s are compared with those
derived by the TSLS in the next section.'

It may, however, be of interest to %ndicate that the model is
estimated in a Tog-linear form. The estimation results are in Appendix
B. The comparisons of these results with those in the linear form
Table VI reveal that both forms have almost similar regression results
in the equations of the demand for currency, the demand for demand
deposits, the interest rate on saving deposits and taxes, whereas the
linear form fares much better than the log-linear form for the rest of
the estimated equations. Therefore, there is no particular reason to
accept the log-Tinear form in preference to the linear form for the

whole model.
Two-Stage Least Squares Estimates

This section contains the two-stage least squares (TSLS) regression
results. The structural form of the model which was developed in
Chapter IV, is used as the specification form for the simultaneous
equation estimator. Thus, the simultaneous equation model consists of
11 behavioral equations and 7 identities. It also contains 18 endogenous
variables and 11 exogenous and lagged dependent variables. A1l 11
behavioral equations in the model are over identified by the order

condition, and the remaining 7 identities are identified. Hence, it is



STRUCTURAL EQUATION ESTIMATES BY OLS

TABLE VI
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CC = 30.9225 + 0.3570 Y - 140.4593 Z
(0.0131)*  (16.7395)*

R® = 0.983, DW = 1.800,

SE = 5.189

DD = -24.4270 + 0.1909 Y + 35.6953 Z
' (0.0131)* (16.6362)*

RZ

TD = -19.9249 + 0.1331 Y + 3.

(0.0126)* (1.

R = 0.987, DW = 1.576,

CL = 40.3298 + 0.3162 IM + 0.
- (0.0545)* (0.

52

= 0.949, DW = 1.554, p = 0.183, SE = 4.320

7780 RS
7636)*

SE = 1.794

1022 Y - 5.9852 RV
0321)* (3.7905)

R™ = 0.983, DW = 1.788, SE = 3.375
VC = 0.3835 + 0.4337 Ve, 0.0101 D
(0.1917)* (0.0029)*

R% = 0.787, DW = 2.153, h = -0.665, SE = 0.322

EL = 3.2369 + 0.1384 D
(0.0264)*

R% = 0.751, DW = 1.423,
RS = -4.5750 + 0.7727 RS # 0.

(0.1596)* 1 (0.

R = 0.865, DW = 1.740,

C=12.3816 + 0.4472 YD + 0.
(0.0816)* (0.

2

—
It

1.7925 + 0.9726 CL - 10.
(0.0610)* (5.

R = 0.936, DW = 2.137,

p = 0.174, SE = 2.808
6515 RV
2826)*
h = 0.830, SE = 0.251

4203 C_;
1241 )*

R® = 0.992, DW = 2.045, h = -0.121, SE = 5.377

2589 Dum
8620)

SE = 6.844

(1.2)

(3.2)

(13)

(14)
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TABLE VI (Continued)

IM = -2.8332 + 0.1554 Y + 0.7437 CL + 0.7439 FR - 32.3588 Dum (15)
T (0.0583)* (0.3005)*  (0.1476)*  (5.3902)*
R = 0.992, DW = 2.223, SE = 4.836
T = -0.1329 + 0.1070 Y (16)
(0.0035)*
R® = 0.980, DW = 2.052, SE = 1.454

Note: The notation * indicates the estimated coefficients are
significantly different from zero at the five percent level.
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concluded that the entire system is indentifiab]e.lo

The simultaneous equation model is estimated for the period 1956-
1975. The SAS program which was adopted for the OLS estimates is also
adopted for the simultaneous equation estimation model. The structural
estimates obtained by the method of TSLS are presented in Table VII in
identical order to that which was used for the structural estimates
obtained by the method of OLS in Table VI. The regression results
obtained by the TSLS technique are compared with those derived by the
OLS technique.

An important feature of the results is that TSLS estimates do not
suggest any change in the specification of the equations since the
goodness of fit (explanatory power), the level of significance and the
coefficients of parameters remain almost unchanged as compared with the
OLS estimates. In terms of explanatory power, all of the estimation

results indicate that R

ranges between 0.93 to 0.99 except for the
equations 5, 6 and 8 for which those are 0.79, 0.75 and 0.87 respectively.
A1l the explanatory variables carry the expected signs, and all coeffi-
cients are significant at the five percent level in both methods of
estimation, except for the lending rate (RV) in equation (4) and the
dummy variable in equation (14), which are significant at the 12 and 10

percent levels respectively. There is no appreciable difference in the

coefficients obtained by the two methods of estimation.

]OThe order condition for identification is that the number of
predetermined variables excluded from an equation but included in the
model must be no less than the number of endogenous variables in the
equation minus one, i.e., K** > G° -1. Where K** = the number of pre-
determined variables excluded from the equation and G2 = the number of
endogenous variables included in the equation. However, the order con-
dition for identification is a necessary condition, not a sufficient
condition. Jan Kmenta, op. cit., pp. 539-543.
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cC

DD

D

CL

VC

EL

RS

1)

"

30.3399 + 0.3588 Y - 139.7517 Z
(0.0132)*  (16.7509)*

52

RS = 0.982, DW = 1.797, SE = 5.192

-23.3574 + 0.1882 Y + 33.2471 7
‘ (0.0115)* (14.6784)*

R = 0.951, DW = 1.455, SE = 4.390

-21.5599 + 0.1293 Y + 4.4219 RS
(0.0132)* (1.8583)*

RZ = 0.987, DW = 1.552, SE = 1.802

41.1512 + 0.3055 IM + 0.1090 Y - 6

(0.0564)*  (0.0333)* (3
R = 0.982, DW = 1.780, SE = 3.379

0.3829 + 0.4363 VC1+ 0.0101 D
(0.1918)* ™" (0.0029)*

R% = 0.788, DW = 2.142, SE = 0.323
3.7230 + 0.1281 D

(0.0216)*
R% = 0.753, DW = 1.324, SE = 2.905

-4.5750 + 0.7727 RS]+ 0.6515 RV
(0.1596)* " (0.2826)*

% = 0.865, DW = 1.740, SE = 0.251

12.4509 + 0.4496 YD + 0.4167 C_,
(0.0861)*  (0.1308)*

R® = 0.992, DW = 2.049, SE = 5.377

1.6653 + 0.9762 CL - 10.2596 Dum -
(0.0611)* (5.8501)
nl

R™ = 0.937, DW = 2.138, SE = 6.845

.1284 RV
.8001)

(14)
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TABLE VII (Continued)

IM

= -4.3453 + 0.1797 Y + 0.6112 CL + 0.7825 FR - 33.1737 Dum (15)
(0.0648)* (0.2842)*  (0.1559)* (5.5070)*
R® = 0.993, DW = 2.277, SE = 4.867
T =-0.1733 + 0.1072 Y (16)
(0.0035)*
R® = 0.980, DW = 2.056, SE = 1.454
Note: The Standard Errors are presented in parentheses below the

estimated coefficients. The notation * indicates the estimated
coefficients are_iignificant1y different from zero at the five
percent level. R¢ is the multiple correlation coefficient
adjusted for degrees of freedom. DW is the Durbin-Watson
statistic for the test of first-order autocorrelation in the
disturbance terms. SE is the standard error of estimate for
the equation.



94

In summary, the model in general appears to be well specified
considering the conditions under which monetary system works in Jordan.
The regression results have been quite satisfactory. On the other hand,
the model is considered adequate enough to demonstrate the linkage
between the monetary and the real sectors of the economy via the commer-
cial banks' loans. However, the next task is to evaluate the performance
and the properties of the model. The TSLS estimates which take account

of simultaneous equations bias, are used for the evaluation of the model.



CHAPTER VI
MODEL SIMULATION ANALYSIS
Introduction

The real test of a multi-equation model, perhaps more than the

desirable properties tested by §2

and standard errors of coefficients,
lies in its predictive ability. As Klein points out

The real test of the validity and usefulness of any theory is

its ability to predict. In economics we formulate theories

of how people behave under a general variety of circumstances.

The econometric test is to observe behavior, measure the

theoretical parameters from the observations and then predict

behavior in non-observed situations. !
In order to test the validity of the postulated relationships and to
see how well they hold, the model is subjected to simulation technique.
Simulation is simply "the mathematical solution of a simultaneous set of
difference equations."2 It suggests how the model may provide informa-
tion which will be helpful to policy makers, and how the model can be
used for stabilization analysis.

In the case of an econometric model which is linear in the

variables, the simulation is achieved by finding the reduced form of the

]Lawrence Klein, A_Textbook of Econometrics (New York: Row,
Peterson and Company, 1956), p. 249. Also Carl Christ, "Aggregate
Econometric Models," American Economic Review, 46 (1956), pp. 401-403.

2R. S. Pindyck and D. L. Rubinfeld, Econometric Models and
Economic Forecasts (McGraw-Hil1l, Inc., 1976), p. 310.

95
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model. In the reduced form, the endogenous variables are represented as
the function of predetermined variables only. The reduced form is
obtained from the structural linear form as shown below.

The structural form can be written as:

AY + BX = U (1)
where A = the coefficient matrix of the endogenous variables (NxN);
Y = the column vector of the endogenous variables (Nx1);
B = the coefficient matrix of the predetermined variables (NxK);
X = the column vector of the. predetermined variables (Kx1);

and U = the vector of disturbance terms (Nx1).
The reduced form is derived by pre-multiplying the matrices by the
inverse of the matrix A, i.e.,

-1 1 -1

AT AY+ A BX=A"U (2)

then the reduced form of the system is

v=-AlBx+Alu | (3)
or, Y=mX+V (3a)
where T = -A”! B, i.e., the multiplier matrix;3
and V=AU

However, the above analytical approach is convenient for a small
linear model. As econometric models become larger, an analysis of their
dynamic behavior becomes more difficult and less straightforward. Thus,
for a large linear model and a.non-linear model, the simultaneous

equations must be simulated on a computer program.4 The present model

3More detail about the multiplier analysis will be given in the
policy simulation section.

' 4See,for' example, R. S. Pindyck and D. L. Rubinfeld, op. cit., pp.
311-312, 344-346.
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is simulated on a computer program because two of the equations are non-
linear.

In this chapter, three aspects of simulation analysis are involved:
(1) stability of the model (dynamic stability), (2) performance of the

model, and (3) dynamic multipliers and policy simulations.
Dynamic Stability of the Model

In order to test the model for stability, the dynamic simulation
procedures start with observed lagged values for year prior to the first
year of the sample period and the actual values of the exogenous vari-
ables over the sample period. The model then generates its own current
and lagged values of the endogenous variables through a solution
- process. The convergence of the system is achieved through ah iterative
process. This process is repeated for obtaining the solution values of
the successive periods.

The MACROSIM®

program is used to test the estimated model for
stability. In this program, the dynamic simulation is specified to
allow a dynamic system to run unconstrained simulation for 50 time
periods, each run with all lagged endogenous variables being appropriately
updated. The simultaneous solution of the system provides the time
paths for each of the endogenous variables in the model.

The results of the stability analysis are provided in Table VIII.
The time paths for all the endogenous variables are plotted in Appendix

C. It is clear from these results that the simulated values of the

endogenous variables tend to approach equilibrium values during the

5Dona]d Hester, A Macro-Simulation Program and Monte Carlo Sample
Generator, User's Manual (Wisconsin: The University of Wisconsin, 1969).




SUMMARY OF DYNAMIC STABILITY OF THE MODEL

TABLE VIII
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Exogenous Variables

Initial Value
(First Run-50 Time

Endogenous Variables

" Variable Period Simulation) Variable Equilibrium Value

DD 3.828

RV 8.250 cC 25.290
RS_] 3.000 TD 6.282
VC_] 1.800 CL 10.295
0D 7.960 RS 3.519
C_] 50.010 VC 1.003
X 10.210 EL 6.038
FR 14.810 RL 4.517
16.820 LA 10.555

Dum 0.000 D 18.070
VA 0.280 M] 29.117
M2 35.399

C 86.843

1 11.715

IM 30.604

T 10.009

YD 84.975

Y 94.984
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first run (i.e., 50 time period simulation). The time paths of the
economic variables are monotonic and essentially linear in character.
The behavior of the model is stable. Furthermore, the resu]fs of
simulation provide some basis for confidence in the tracking ability of
the model in estimating the economic response to some economic variables
over the time path. That is, without ascertaining that the model is
stable, any economic implications drawn from the model would lose their
significance.

Evaluation of Model Performance

After testing the model for stability, the next task is to test the
performance of the model. In doing so, ex post simulation and ex post
forecasting are conducted. The former refers to the simulation within
the sample period, while the latter refers to forecasting beyond the
sample period up to the present time. Besides, quantitative criteria

are constructed for judging the system's performance.

Performance Test Criteria

Since most of the performance tests concentrate on how well the
simulated (or forecasting) values retrace the actual data during and
after the estimated period, quantitative criteria are necessary. The
reason why the quantitative measurements are desirable is pointed out
by Stekler:

A method that utilizes information about the absolute discrep-

ancy between the forecast and the observed changes should be

employed, for this also permits comparison of a particular

model's forecast with the accuracy of other forecasting procedures
and naive methods.6

6H. 0. Stekler, "Forecasting with Econometric Models: An Evaluation,"
Econometrica, 36 (July, 1968), p. 438.
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However, in the econometric literature, there are many criteria to
measure quantitatively the discrepancy between predicted and actual
values of the endogenous variables. The criteria that are most often
used are:7 mean absolute error (MAE), mean absolute percent error
(MAPE), root mean square error (RMSE), and root mean square percent
error (RMSPE). These quantitative measures are discussed below:

1. Mean Absolute Error (MAE) - The MAE is a measure of the absolute
value of deviation of the simulated (or forecasted) value from its

actual (historical) value. It can be defined as:

N
=1 P _ya
MAE—NnE] LA e (1)
where Yi = the simulated (forecasted) value of the endogenous
variable (Yt);
Yi = the actual value;
and N = the number of periods in the simulation (number of

observations).

2. Mean Absolute Percent Error (MAPE) - If the mean absolute
deviations are expressed in terms of percent, the measure becomes mean
absolute percent error (MAPE), i.e., the MAPE is a measure of the
absolute value of percent deviation of the simulated value from its

actual value. It can be expressed as:

7Henri Theil, Applied Economic Forecasting (Amsterdam: North-
Holland Publishing Company, 1966), pp. 27-28; R. S. Pindyck and D. L.
Rubinfeld, op. cit., pp. 314-319; Phillip Howrey, L. R. Klein and M.
McCarthy, "Notes on Testing the Predictive Performance of Econometric
Models," International Economic Review, 15 (January, 1974), pp. 373-382.
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p__a )
g P Y . 100 (2)

MAPE =
1 yd

1
N n
3. Root Mean Square Error (RMSE) - The RMSE is a measure of the

deviation of thevsimu1ated value from its actual value, with larger
value denoting greafer deviation and poorer forecasting fit of the model.
The magnitude of this error must be evaluated by comparing it with the

average size of the variable in question. It can be written as:

RMSE =

it M=

C 2
] (V8 - D) | (3)

=] —

n
4. Root Mean SqUare Percent Error (RMSPE) - If the éum squared
deviations are expressed in terms of percent, the measure becomes the
root mean square percent error (RMSPE), i.e., the RMSPE is a measure of
peréent deviation of fdrecasting value from its actual va]ué. It can

be defined as follows:

YP - y@ 2
- a
n=1 Yi ,

It may be of interest to point out that MAE and MAPE measure

~M =2

errors in terms of absolute level to avoid the problem of positive and
negative errors canceling, but RMSE and RMSPE measure errors in terms of
level to penalize large individual errors. In fact, RMSE and RMSPE are

used more often in simulation performance.8

8. s. Pindyck and D. L. Rubinfeld, op. cit., pp. 316-317.
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Ex Post Simulation

As mentioned earlier, the ex post or historical simulation is
performed in order to evaluate the model's ability to replicate the
actual data. By simulating the model during the period for which the
model was estimated, a comparison of the actual data series with the
simulated series for each endogenous variable can provide a useful
test of the validity of the model. However, when all equations are
simulated simultaneously, errors may accumulate and a bad simulation
fit may result. "Of course, no model is expected to fit the data
exactly: thevquestion is whether the residual errors are sufficiently
small to be to]erab1e4and sufficiently unsystematic to be treated as
krandom."g

To perform the ex post simulation test the revised MACRSIM program
is adopted. This testing procedure is accomplished by simulating the
estimated model over the sample period 1956-1975 and by comparing the
actual values of the endogenous variables with the values generated by
the simulation. The simulation error measures are presented in Table IX.
These measures are given for all the endogenous variables. In addition,
actual and simulated values for all the endogenous variables are plotted
in Appendix D.

It is clear from the table that the components of the monetary
assets are not predicted badly; the MAPE errors are of 18.47 percent for

demand deposits, 9.94 percent for currency in circulation and 13.87

9Char]es C. Holt, "validation and Application of Macroeconomic
Models Using Computer Simulation," in J. S. Dusenburry, et al., eds.,
The Brookings Quarterly Econometric Model of the United States (Chicago:
Rand McNally, 1965), p. 639.
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RESULTS OF EX POST SIMULATION
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MAE

MAPE RMSE RMSPE
(value) (percent) (value) (percent)
DD 2.80 18.47 0.82 6.51
cc 3.16 9.94 0.86 3.05
™ 1.33 13.87 0.36 4.60
cL 2.53 8.78 0.74 2.48
RS 0.29 8.25 0.07 2.0
Ve 0.21 12.11 0.07 4.02
EL 2.71 31.10 0.71 8.87
RL 0.90 9.11 0.26 2.84
LA 3.25 15.67 0.86 4.21
D 3.61 9.11 1.06 2.84
M, 5.53 10.98 1.50 3.07
M, 6.28 9.71 1.70 2.62
C 5.83 4.66 1.55 1.32
1 4.52 13.38 1.38 3.60
IM 4.22 5.85 1.08 1.47
T 1.23 6.97 0.36 1.95
YD 5.95 4.51 1.53 1.29
Y 6.53 4.40 1.67 1.28
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percent for time deposits. The computed values of M] and M2 are fairly

close to their actual values, with MAPE of 10.98 percent for M., and

!
9.71 percent for M2. However, the simulation test produces mixed
results for the assets in the portfolio of the commercial banks. Credit
to the private sector, required liquid assets and vault cash are well
predicted. Their simulated values deviate from the actual values by
8.78, 9.11 and 12.11 percent, respectively. On the other hand, the
simulation test yields poor result for excess liquid assets. The MAPE
is about 31.10 percent. This deviation is due primarily to the greater
difficulty invo]ved in the specification of its function. The MAPE
errors for interest rate on saving deposits and total deposits are about
8.25 and 9.11 percent, respectively.

On the other hand, the simulation of real sector is quite satis-
factory. The predfction errors appear to be within very reasonable
limits, i.e. the computed values of the real sector variables are
reasonably close to their actual values. The largest MAPE of prediction
is 13.38 percent in the case of investment variable followed by taxes
with MAPE of 6.97 percent. For the rest of real sector variables, MAPE
is ih tﬁe 4.40 to 5.85 percent range.

In addition, a clear perception about the performance of the model
in simulation can be given from the root mean square percent error
statistic (RMSPE). Table X summarizes the RMSPE distribution for the
whole model. The results indicate that 89 percent of the eugations
have RMSPE errors of less than five percent while more than half of them
have RMSPE errors of less than three pergent. Only one equation has

" RMSPE errors of more than seven percent.



TABLE X
RMSPE DISTRIBUTION

Error Distribution Number of Equations Percent
1 - 1.99% 5 27.8
2 - 2.99% 5 27.8
3 - 3.99% 3 16.7
4 - 4.99% 3 16.7
5-6.99% 1 5.5
over 7% 1 5.5
Total 18 100.0

In summary, it is clear from the foregoing discussion that poor
predictive performance was confined to only two relationships in the
entire model, namely, demand deposits and excess liquid assets. This
may not be all that serious when the RMSPE and also the other measures
of forecasting accuracy suggest that the model overall tracks the
historical time path of the variables fairly well. However, on the
whole, the performance of the model is quite satisfactory and it can

be employed to forecast beyond the sample period.

Ex Post Forecasting

A good structural model is also expected to perform well in
predicting the behavior of the system beyond the sample period. In

the econometric literature, two types of forecasts are generally
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considered: the ex post forecast and the ex ante forecast.]O The

prediction beyond the sample period up to the present time is known as

ex post forecast. This type of forecasting does not give any information
about the future but it is quite useful for testing the behavior of the
hode] outside the sample period. The ex ante forecast is utilized only
in forecasting the endogenous variables for the future periods. It is

a conditional forecast based on the projected future values of the
exogenous variables rather than on the historical values. Since the
information necessary for the projection of the future values of the
exogenous variables is not available, the ex ante forecast is not
proyided in this study.

The year 1976 is the only year for which all the variables included
in the model are now available. Therefore, an ex post forecast is
performed for that year to determine the degree to which the model is
able to rep]icate the actual data outside the sample period. Table XI
presents the predicted values, the actual values, the error, and MAPE
-measure for each endogenous variable. It is clear from the table that
many predictions derived from the individual equations for the year 1976
are quite good. Large errors of 57.26 percent in the prediction of
- excess 1iquid assets are not, however, unexpected since it was found
earlier that the ex post simulation yielded large errors in this
equation.

One important aspect that deserves attention is that the predicted

value of demand deposits is less than the actual value while the

]OSee,for example, J. Phillip Cooper, Development of the Monetary
Sector, Prediction and Policy Analysis in the FRB-MIT-Penn Model (Mass.:
D.C. Heath and Company, 1974), pp. 97-120; R. S. Pindyck and D. L.
Rubinfeld, op. cit., pp. 312-314.
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TABLE XI
EX POST FORECAST RESULTS FOR 1976

Variable Actual Predicted Error MAPE (%)
DD 102.09 100.88 1.21 1.18
cc 161.50 187.98 26.48 16.40
™ 95.34 77.92 17.42 18.27
cL 175.65 153.69 -21.96 12.50
RS 5.25 5.21 ~0.04 0.79
Ve 3.44 3.55 0.11 3.29
EL 18.09 28.45 10.36 57.26

RL 52.91 48.25 -4.66 8.80
LA 71.00 76.70 5.70 8.03
D 211.64 193.01 -18.63 8.80
M, 263.59 288.86 25.27 9.59
M, 358.93 366.78 7.85 2.19
c 360.70 368.29 7.59 2.10
I 150.12 136.27 -13.85 9.23
M 339.54 303.21 -36.33 10.70
T 69.90 63.21 -6.69 9.57
YD 474.30 528.04 53.74 11.33
Y 54420 591.25 47.05 8.65

Note: A1l the variables are in millions of Dinar. Interest rate
variable (RS) is in percent.
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predicted value of currency in circulation is more than the actual
value. This is to say that since the estimated equations of both
variables contain the same predetermined variable DD/M], the under
predicting demand deposits contributed to the over prediction of
currency in circulation. The MAPE errors are 1.18 percent for demand
deposits and 16.40 percent for currency in circulation. Time deposits
and bank credit register MAPE errors of 18.27 and 12.50 percent,
respectiye]y. For the rest of the monetary variables, the range of
MAPE errors extends from 0.79 percent for interest rate on saving
deposits to 9.59 percent for M]'

On the other hand, the real sector variables perform generally
better than the monetary sector variables beyond the sample period.
They display a range of MAPE errors of 2.10 percent for consumption to
11.33 percent for disposable income. On the whole, the model performs

fairly well beyond the estimated period.

Sensitivity Test of the Model

The model performance is further tested by examining the reaction
of the model to any change in the initial period used for simulation.
Actually, if the model approximately represents the real world, then the
model should not be very sensitive to any change in the initial period
- of simulation. That is, if the model was estimated using data from
1956 to 1975, then it should not matter very much whether the simulation

11

is begun in 1956 or 1960. For this kind of test, a number of simula-

tion runs should be made with the initial period of simulation being

3. s. Pindyck and D. L. Rubinfeld, op. cit., p. 319.
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altered from run to run. Each run generates time paths for all
endogenous variables in the model. For each such run, the time paths
generated may be compared with corresponding time paths of the original
initial simulation period, and observed differences may be related to
the change in the initial period of simulation that was used.

In the present study, the sensitivity tests are performed by
simulating the estimated model for two different initial periods;
namely 1960-1975 and 1964-1975. These alternative initial periods are
arbitrarily selected as examples of sensitivity tests. The revised
MACRSIM is used to conduct two simulation runs over the periods 1960-
1975 and 1964-1975. The results of these runs - period B and period C -
and the original initial period of simulation run - period A -, and the
comparison results are given in Table XII. The MAPE and RMSPE are
chosen for comparison since these errors criteria are more relevant.

It is clear from the table that the model in period B and period C as
well as in period A tracks the historical time path of the variables
fairly good. HoWever, the comparison of period B and period C results
with those in the original initial simulation period - period A -
indicates that monetary sector variables as evaluated by MAPE and RMSPE
are rather sensitive to changes in the initial simulation period;
especially for excess liquid assets and demand deposits. This finding
seems to further substantiate the a priori contention that the ex post
simulation yielded large errors for these variables. On the other hand,
the real sector variables as evaluated by MAPE and RMSPE seem to be

rather insensitive to changes in the initial simulation period.



TABLE XII-
SENSITIVITY RESULTS

Period A Period B Period C Differences
1956-1975 1960-1975 1964-1975 Period A-Period B Period A-PeriodC
MAPE RMSPE MAPE RMSPE MAPE RMSPE MAPE RMSPE MAPE RMSPE
DD 18.47 6.51 10.92 3.30 9.37 3.39 7.55 3.21 9.10 3.12
cC 9.94 3.05 7.66 2.57 7.91 3.08 2.28 0.48 2.03 -0.03
T 13.87 4.60 9.19 3.51 9.48 3.45 4.68 1.09 4.39 1.15
CL 8.78 2.48 7.27 2.21 7.19 2.60 1.51 0.27 1.59 -0.12
RS. '8.25 2.01 7.41 1.97 9.47 2.98 0.84 0.04 -1.22 -0.97
VC 12.11 4.02 9.44 3.16 9.29 3.46 2.67 0.86 2.82 0.56
EL 31.10 8.87 34.27 1.51 36.67 3.24 -3.17 -2.64 -5.57 -4.37
RL 9.11 2.84 6.51 1.93 4.48 1.51 2.60 0.91 4.63 1.33
LA 15.67 4.21 13.58 4.28 14.53 5.05 2.09 -0.07 1.14 -0.84
D 9.11 2.84 6.53 1.93 4.49 1.51 2.58 0.91 4.62 1.33
M 10.98 3.07 8.40 2.62 7.95 2.95 2.58 0.45 3.03 0.12
Mo 9.71 - 2.62 7.62 2.28 6.02 2.06 2.09 0.34 3.69 0.56
C 4.66 1.32 3.55 1.05 3.39 1.12 1.11 0.27 1.27 0.20
I 13.38 3.60 14.94 4.37 14.67 4.94 -1.56 -0.77 -1.29 -1.04
IM 5.85 1.47 5.83 1.68 5.85 1.92 0.02 -0.21 0.00 -0.45
T 6.97 1.95 6.53 2.08 5.09 2.00 0.44 -0.13 1.88 -0.05
YD 4,51 1.29 3.37 1.00 2.83 0.95 1.14 0.29 1.68 0.34
Y 4.40 1.28 3.23 0.99 2.68 0.89 1.17 0.29 1.72 0.39

OLL
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Dynamic Multipliers and Policy Simulation

The next step is to determine the nature of the effects produced in
the model when policies are changed. If the structural relationships
are well-defined, a change in any of the policy instruments generates
predictable reaction in the system. For this purpose, the model is

‘further,tested by using the dynamic multiplier analysis. This test
involves shocking the entire system with a change in one or more of the
policy instruments.

In ecoﬁometric literature, there are three types of dynamic multi-
pliers in terms of time dimension: impact (short run) multipliers,
interim multipliers and total (long run) multipliers. The impact
multipliers measure the immediate (first period) impact of each exogenous
vériab]e on each endogenous variable. The interim multipliers indicate
the effects on each endogenous variable over a given time period. The

.sum of all interim multipliers over time is the total muhtiph‘ers.]2
These dynamic multipliers provide an additional check on the stability
of the system. The system is considered stable if the interim multi-
p]ier$ become smaller and smaller inrabsolute value and converge to zero
over time or, the total multipliers are finite.]3

In the present study, four policy variables are considered. These

variables represent lending rate (RV); government éxpenditures (G); tax

]ZFor a detailed discussion of dynamic multipliers, see Arthur S.
Goldberger, Impact Multipliers and Dynamic Properties of the Klein-
Goldberger Model (Amsterdam: North-Holland Publishing Co., 1959), pp.
83-99.

]3J. R. Moroney and J. M. Mason, "The Dynamic Impacts of Autonomous
Expenditures and the Monetary Base on Aggregate Income," Journal of
Money Credit and Banking (November, 1971), pp. 807-808.
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rate (t]); and the foreign aid (FR). RV 1is the only monetary policy
variable which can be manipulated by the monetary authority, and G, t]

14 Each of these instruments is

and FR are the non-monetary variables.
examined separately in order to evaluate the relative importance of
monetary and non-monetary effects on the endogenous variables. Table
XIII summarizes the impact and total multipliers for these policy

variables.

Interest Rate on Bank Credit (RV)

The effecté of an increase of the ceiling loan rate on the entire
ﬁystem follow quite readily from the structural parameters of the model.
 $1nce the loan rate enters the interest rate on saving deposits
equation with a positive sign, an increase of one percentage point in
the ceiling loan rate brings an increase of 0.65 and 2.87 percent in
interest rate on saving deposits in the short run and long run,
respective]y. As the interest rate on saving deposits increases, the
time deposits increase by 2.38 million Dinar in the short run and 11.82
million Dinar in the long run. Consequently, the demand for currency in
circulation and demand deposits decreases, because the public switches
from currency and demand deposits to interest bearing assets. The net
result is, thus, a reduction in M] in both short run and long run, and
an expansion in M2 in both short run and long run as shown in Table

XIII. Furthermore, an increase in the ceiling loan rate has a positive

]4The required liquid assets ratio multipliers are not considered,
because the variation of this ratio has a very limited effect on the
model. Rising the required liquid assets ratio in the present system
affects only the distribution of total liquid assets of the commercial
banks.



TABLE XIII

IMPACT AND TOTAL MULTIPLIERS*

ARV =1% A G =1 Unit A t] 1% A FR = 1 Unit
Impact Total Impact Total Impact Total Impact Total
DD -0.735 -1.239 0.267 0.450 -0.107 -0.278 -0.181 -0.308
cC -1.401 -2.361 0.509 0.858 -0.204 -0.530 -0.345 -0.586
‘D 2.376 11.824 0.184 0.309 -0.074 -0.191 -0.124 -0.211
CL -8.322 -8.862 0.286 0.482 -0.115 -0.298 0.103 -0.032
RS 0.652 2.866 0.000 0.000 0.000 0.000 0.000 0.000
Ve 0.017 0.190 0.005 0.014 -0.002 -0.008 -0.003 -0.010
EL 0.210 1.356 0.057 0.097 -0.023 -0.060 -0.039 -0.067
RL 0.411 2.647 0.113 0.190 -0.045 -0.117 -0.076 -0.129
LA 0.621 4.002 0.170 0.287 -0.068 -0.177 -0.115 -0.196
D 1.642 10.585 0.450 0.759 -0.181 -0.469 -0.305 -0.519
My -2.135 -3.599 0.776 1.309 -0.311 -0.808 -0.526 -0.894
M, 0.242 8.224 0.960 1.618 -0.385 -0.998 -0.651 -1.106
C -1.567 -4.528 0.570 1.646 -0.629 -1.633 -0.384 -1.128
I -8.124 -8.651 0.279 0.471 -0.112 -0.290 0.101 -0.031
IM -5.788 -6.598 0.430 0.725 -0.172 -0.447 0.680 0.478
T -0.418 -0.705 0.152 0.256 0.830 0.642 -0.104 -0.176
YD -3.485 -5.875 1.267 2.136 -1.399 -2.119 -0.860 -1.462
Y -3.903 -6.581 1.419 2.392 -0.569 -1.476 -0.963 -1.638

*
1 Unit = one million Dinar.

1% = one percentage point.

€Ll
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effect on the vault cash and 1iquid assets of the commercial banks in
both short run and long run. The unexpected positive impacts on these
assets were caused by the positive relationship between loan rate and
time deposits, where the latter is the main determinant of the demand
for vault cash and excess 1liquid assets in the present model.

| ' On the other hand, the cost of borrowing from the commercial banks
is among the determinants of the demand for bank credit by the private
sector, which being affected, the effect is transmitted to the real
sector through the gross investment and imports functions. A rise in
~ the ceiling loan rate generates a reduction in bank credit fof the
private sector, which in turn results in a sizeable fall in the level
of income through a-reducti?n in the demand for gross investment and
imports. ;

In short, a rise of ong percentage point in the ceiling loan rate
leads to some positive and gome negative net interim effects. The
signs of these net interim %ffects are consistent with the corresponding
‘impact and total mu]tip]ieré. In general, since most loan rate multi-
pliers are negative, an increase in the ceiling loan rate has a

contractive effect on the ebonomy.

Government Expenditures (G)

Government expenditureé enter the model as positive value in the
gross national product identity. Therefore, the maih chore of the
adjustment in the entire syétem is carried by the‘gross national product.
A one million Dinar increase in government expenditures in the first
period brings an increase of 1.42 and 2.39 million Dinar in gross

national product in the same period and in the long run, respectively.
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Consequently, an increase o% 0.57 and 0.28 million Dinar in the same
year and an increase of 1.65 and 0.47 million Dinar in the long run are
generated in the private copsumptiOn and gross investment, respectively.
Also, a change in government expenditures By one million Dinar leads to
a change in imports by 0.43?m1]110n Dinar in the short run and by 0.72
million Dinar in the Tlong rpn in the same direction. Consequently, the .
bank credit is affected in ihe same direction. Furthermore, the

impacts of an increase in the government expenditures increase the
supply of money, presumably because this increase in the government
expenditures is Tlargely finénced by borrowing from the Central Bank of
Jordan. Consequently, the budget deficit will increase. A change in
government expenditures exe%ts relatively minor positive effects on
vault cash and excess 1iquia assets in the short run as well as in the
long run.

It becomes quite clear from the foregoing discussion that the
impact and total mu]tiplier§ which measure the simulated response of
the system to the change in the government expenditures have the anti-
cipated signs. A1l the government expenditure multipliers are positive,
but all the impact multipliers are smaller than the corresponding long
run multipliers. Accordingly, the government expenditure has positive
net interim effects on the economy. In other words, the increase in

'government expenditures has an expansionary impact on the economy.
Tax Rate ﬂ}_],)_

The response of the system to a sustained increase of the tax rate
can be traced out through. the structural equations of the model. Since

the tax rate is the coefficient of gross national income in the tax
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revenue equation; an increase in this coefficient by one percentage
point brings 0.83 and 0.64 million Dinar increase in tax revenue in

the short run and the long run, respectively. A rise in tax revenue
generates a reduction in both disposable income and gross national
income leading to decrease of different proportions in both monetary
dnd real variables 6f the model as shown in Table XIII. However, since
all the tax rate multipliers are negative except for tax revenue, an

increase in tax rate has a contractive impact on the economy.

Foreign Aid (FR)

Foreign aid is determined primarily by the donating countries. It
can be treated as a policy variable under the assumption of continuity
of good political relations between Jordan and the donors. Foreign aid
is mainly used to cover the large deficit in the trade balance. That
is, the deficit is equal to the total value of imports minus the total
value of exports'plus the net transfer. Without foreign aid, the
deficits in the trade balance wquld probably not have reached such
extreme levels. However, foreign aid enters the model with a positive
sign in the import function. Therefore, the.adjustment process in the
entire sygtem is mainly carried by the imports. A one million Dinar
increase in foreign aid in the first year brings an increase of 0.68 and
0.48 million Dinar in imports in the same year and in the long run,
respectively. A rise in imports produces an increase of 0.10 million
Dinar in the short run and a decrease of 0.03 million Dinar in the long
rﬁn in bank credit to the private sector. Consequently, the same effects

are brought to the gross investment.
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On the other hand, a rjise in imports, which is brought by an
increase in foreign aid, causes a loss of foreign assets, a contraction
of banks' deposits, and thu§ an automatic decrease in the money stock.
This is to say that when thF government finances its imports by using
foreign aid it has in the banking system, the money supply will
. contract. The loss of bank§' reserves will force the banks to contract
their deposit creation, thu% causing the money supply to decrease auto-
'matica]1y.]5 Accordingly, ?he present study shows that a rise in imports
brings a decrease of 0.12 ahd 0.20 million Dinar in the tota1 liquid
assets of commercial banks %n the short run aﬁd the Tong run,
respectively. Consequentlyi'a decrease of 0.18 and 0.12 million Dinar
in the short run and a decrease of 0.31 and ‘0.21 million Dinar in the
long run are generated in tﬁe demand deposits and time deposits,

respectively. The net result is, thus, a reduction in M] and M, in both

2
short run and long run as shown in Table XIII. Similarly, both impact
and total multipliers indicate that a rise in imports causes a reduction
in the gross national produqt leading to decrease of different propor-
tions in the real sector va#iab]es. Accordingly, it can be concluded
that increase:in foreign aid has a contractive effect on the present
system. This is not unexpected for Jordan since the most part of
foreign aid goes to defense and public administration sector and imported
consumption goods.

In conclusion, the increase in ceiling loan rate, tax rate and

foreign aid produce contractive effects on the economy, while the

increase in government expenditures produces stimulating effects on the

_ ]SSee,for example, J. Fleming and L. Boissonneault, "Money Supply
and Imports," IMF Staff Papers, VIII (May, 1961), pp. 235-240.
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economy. Interest rate on saving deposits is insensitive to these
policy variables changes except for the ceiling loan rate change.
Furthermore, the quantitative evidence provided in Table XIII indicates
that the impact of a percentage point change in the monetary policy
variable is more effective than the impact of a percentage point (or a
unit) change in a non-monetary policy variable in the short run and

the long run with regard to all the endogenous variables.

The preceding estimates of four policy variables offer some
preliminary guidance towards formulation of economic policy in Jordan.
Any combination of policy measurés for a given set of economic objectives
can be obtained by simulation procedures. In the present study, only
the combination of two policy variables are arbitrarily chosen as
examples of bo]icy simulation. The policy configurations however, are
as follows:

1. An increase in government expenditures by one million

Dinar and an increase in tax rate by one percentage point.

2. An increase in government expenditures by one million Dinar

and a decrease in tax rate by one percentage point.

3. An increase in government expenditures by one million Dinar

‘and an increase in ceiling loan rate by one percentage point.

4. An increase in government expenditures by one milljon Dinar

and a decrease in ceiling loan rate by one percentage point.

Table XIV summarizes the short run and the long run impacts of
these policy combination changes on the major endogenous variables. It
is clear from these results that policy combination (4) (expansionary
monetary and non-monetary policy variables) is the most effective
policy in stimulating the economy. It produces an expansionary impact

of 5.30 million Dinar and an expansionary total effect of 8.96 million



TABLE XIV

SUMMARY OF THE POLICY SIMULATIONS*

AG = 1 Unit, At] = 1% AG = 1 Unit, At] = - 1% AG =1 Unit, ARV = 1% AG = 1 Unit, ARV = -1%
Impact Total Impact Total Impact Total Impact Total
CL 0.164 0.175 0.395 0.774 -8.012 -8.299 8.589 9.301
M] 0.462 0.509 1.079 2.109 -1.338 -2.269 2.898 4,879
M2 0.569 0.621 1.380 2.610 1.210 9.803 0.711 -6.595
C -0.057 0.012 1.190 3.278 -0.984 -2.862 2.117 6.117
I 0.165 0.179 0.394 0.757 -7.805 -8.118 8.384 9.112
IM 0.251 0.271 0.598 - 1.159 -5.308 -5.843 6.201 7.304
0.845 0.901 1.969 3.832 -2.462 -4.167 5.304 8.955

* .
1 Unit = one million Dinar.

1% = one percentage point.

6Ll
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Dinar in gross national product. On the other hand, policy combination
(3) (contractionary monetary policy and expansionary non-monetary.
policy) is the most effective policy in contracting the economy. It
produces a contractive impact of 2.46 million Dinar and a contractive
total effect of 4.17 million Dinar in gross national product.

These findings suggest that any non-monetary policy must be
accompanied by a monetary policy in order to exert a significant
influence on the behavior of the economic units throughout the whole
system. This is to say that the infeasibility of other monetary poliéy
instruments does not deprive the model of its usefulness for policy
purposés; it has shown clearly the effectiveness of only one monetary

~policy instrument on aggregate demand and the level of income.
Monetary Transmission Process

A11 the monetary models have as their goal understanding the 1ink
between the monetary sector and the real sector. In the monetary
sector, the policy and intermediate monetary variables and the effects
of the real variables determine the final monetary variables. In the
real sector, the behévior of the economy is determined by the given
final monetary variables and the exogenuous variables of the real sector.
In this analytical scheme, the monetary models emphasize the workings
of the monetary sector in order to see how the individual instrumental
monetary vériab]es forward their effects into the final monetary
variables which influence the real sector, and how the real sector
reacts back upon the monetary sector. In other words, the monetary

models wish to identify the actual transmission mechanism of monetary
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policy building it into the structural equations of the monetary sector
and subjecting it to econometric estimation.]6

In the present model, the wealth effect channel has been tried as
a link in the actual transmission mechanism of monetary policy in Jordan,
but it was found that the money supply does not exert a measurable
influence on aggregate demand through the consumption expenditures.
Instead, the availability of credit channel has been found to be the
most direct and powerful source of transmission of monetary changes to
the real sector in Jordan. This channel influences aggregate demand
through the investment and import functions. As mentioned before, the
ceiling loan rate (RV) is the only monetary policy variable which is
manipulated by the monetary authority. This policy variable transmits
its effect into the final monetary variable (CL), which in turn
influences the aggregate demand through the demand for gross investment
/(I) and imports (IM), and the real éector reacts‘back upon the monetary
sector through CL, as shown in Figure 1.

Table XV describes the actual effects on the major endogenous
variables of a sustained one percentage point decrease in the monetary
policy variable (RV) beginning in the first year of simulation. This

simulation takes into account the effects from the policy controlled

]GAggregate macroeconomic models are concerned with the "direct
effect" of monetary policy. They aim to estimate directly the effects
of the final monetary variables on national income without using the
structural equations of the monetary sector, i.e., they are uncompli-
cated by feedback from the real sector to the monetary sector. Frank
deLeeuw and Edward Gramlich, "The Channels of Monetary Policy," Federal
Reserve Bulletin, LV (June, 1969), pp. 485-488; Gary Fromm and Paul
Taubman, Policy Simulations with an Econometric Model (Washington,
D.C.: The Brookings Institution, 1968), pp. 84-97.
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EFFECTS OF A ONE PERCENTAGE POINT
DECREASE IN RV

TABLE XV

123

Period C M Y CL M1
0 1.567 8.124 5.788 3.903 8.322 2.135
1 1.025 0.182 0.281 0.926 0.187 0.507
2 0.670 0.119 0.184 0.605 0.122 0.331
3 0.438 0.078 0.120 0.396 0.080 0.217
4 0.287 0.051 0.079 0.259 0.052 0.142
5 0.189 0.033 0.052 0.170 0.034 0.093
6 0.125 0.022 0.034 0.113 0.023 0.061
7 0.084 0.017 0.023 0.078 0.015 0.042
8 ©0.053 0.009 0.015 0.047 0.010 0.026
9 0.034 0.006 0.009 0.031 0.007 0.018
10 0.022 0.005 0.007 0.020 0.005 0.013
11 0.015 0.003 0.004 0.014 0.003 0.007
12 0.010 0.002 0.003 0.009 0.002 0.005
13 0.006 0.001 0.005 0.002
14 0.003 0.003
15
16
17
18
19

Total v

Effect 4.528 8.651 6.598 6.581 8.862 3.599
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variable through the final monetary variable (CL) to the real sector
and the feedback effects from the real sector to the monetary sector.
It is clear from the results that the immediate response to one
percentage point decrease in RV is a 3.90 million Dinar increase in the
gross national product (Y) in the same year, and it is followed by an
increase of 0.93 million Dinar in the next year. In the third year,
the effect drops to 0.61 million Dinar in Y. This response, however,
shrinks in size until the fourteenth year.

The table shows that while investment and imports are responsible
for much of the early effect on the gross national product, their
importance gradually declines over time. This pattern can be attributed
largely to the bank credit (CL) channel. In periods immediately
following the policy variable change, the impact responses for CL drop
sharply from 8.32 million Dinar in the first year to 0.19 million Dinar
in the second year and to 0.12 million Dinar in the third year. The
total positive effect for CL amounts to 8.86 million Dinar, which does
not substantially deviate from its impact effect. These results could
be due to the feedback effect, in which the rise in money income
stimulates the interest rates and tends to reverse their initial
movements. Specifica]]y,‘the initial fall in RV will stimulate the
aggregate spending and the demand for credit. The rise in the demand
for credit will tend to reverse the initial fall in interest rate. If
aggregate spending is continually stimulated, demand pressures will force

17

up the price level and the interest yields. Accordingly, the system

]7See,for example, Roger Spencer, "Channels of Monetary Influence:
A Survey," Federal Reserve Bank of St. Louis, 56 (November, 1974),
pp. 15-17.
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response to the change in RV gradually dampens (or dies out) over time
because of the feedback effects through the monetary mechanism - the

rises in interest rates stimulated by the rise in money income.



CHAPTER VII
SUMMARY AND CONCLUSIONS
Summary

The purpose of this study, as statéd in Chapter I, was to construct
an econometric monetary model of the Jordanian economy. The model was
designed to take into account the role of commercial banks' loans to the
private sector as a link in the actual transmission mechanism of
monetary policy in Jordan. The conceptual validity of the model was
ensured by relating it to the various economic theories developed in
advanced economies. Following the construction and estimation of the
model, the dynamic stability and predictive ability of the model within
and beyond the estimated period have been tested. In addition, the
policy implications of the model have been analyzed.

The model specified for Jordan consisted of 11 behavioral equations
and 7 identities, with the monetary sector containing seven behavioral
equations and five identities and the real sector four behavioral
equations and two identities. It was estimated for the period 1956-1975
on an annual basis. OLS and TSLS were used in estimating the parameters
of the structural equations of the model. In the monetary sector,
separate behavioral equations have been présented for the demand for
currency, demand deposits and time deposits. The disaggregation of the

demand for monetary assets provided interesting insights into the nature
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of forces that determine their demand. It has been found that the
proxy variable for the degree of monetization has proved to be an
important variable in the dehand functions for demand deposits and
currency. This variable yielded a consistent sign which is theoretically
expected. This is to say that as the economy became more monetized |
the public's preference tended to shift away from holding currency to
demand deposits. Furthermore, the demand for currency and demand
deposits was best explained by income. The income elasticity of demand
for currency and demand deposits appeared to be higher than unity,
leading to the conclusion that money is, to some extent, a luxury good
in Jordan.

On the other hand, the demand for time deposits has been found to
‘be strongly related to the level of income and weakly related to the
degree of monetization. The weak relation between the degree of
monetization and the time deposits is supported by the fact that time
’deposits are one of the convenient forms of liquid assets for the urban
people rather than a medium of exchange in Jordan. It has also been
found that the interest rate on saving deposits is significant enough to
~Jjustify its introduction into the equation of time deposits.
| Besides specifying the demand functions for monetary assets, the
monetary sector contains:behavioral equations for the interest rate on
savihg deposits, the commercial bank behavior and the demand for bank
credit. The interest rate on saving deposits is found to be dependent
on the lagged value of itself and the quoted lending rate since it was
not sensitive to many variables in the model. The demand for bank
credit is found to be directly related to the movements of gross

national income and imports and inversely related to the quoted lending
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rate. The volume of cash that the commercial banks are willing to hold
in their vaults is determined by their total deposits and vault cash
lagged one period. The demand for excess liquid assets of the commercial
banks is governed by their total deposité.

In addition to the monetary sector model, a simple model of income
formation has been developed. Effective?demand is determined by a
consumption function, an investment funcéion, imports function and
government expenditures and exports. The construction of the real
sector equations is, however, intended to identify the channels through
which monetary policy operates on the real sector of a deve]oping
economy. The results of the real sector confirm the hypothesis that the
monetary sector variables exert considerable fnf]uences on the aggregate
demand through the financing of imports and investment. Specifically,
bank credit appears to play an important role in determining the demand
for imports and investment, thereby establishing the 1link from the
monetary sector to the real sector. Also, the "feedback" effects‘from
the real sector to the monetary sector were transmitted through the
demand function for bank credit. The volume of bank credit was best
explained by income, imports and lending rate.

The regression results obtained for the whole model have been
quite satisfactory. The TSLS estimates do not suggest any change in
the specifications of the equations since the explanatory power, the
1e§e1 of significance, the coefficients of parameters and the DW
statistic remain almost unchanged as compared with the OLS estimates.
A1l the estimation results indicate thatf{2 ranges between 0.93 and 0.99
except for the equations of interest rate on saving deposits, excess

liquid assets and vault cash for which those are 0.87, 0.75 and 0.79
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respectively. A1l the explanatory variables carry the expected signs,'
and all the coefficients are significant at five percent level, except
for the interest rate on loans in the demand for bank credit equation
and the dummy variable in the investment function, which are signifi-
cant at 12 and 10 percent levels, respectively.

The model was tested for stability. The results of dynamic simula-
- tion indicate that the model is stable, as evidenced by the fact that
the simulated values of the endogenous variables approach the equilibrium
va}ues over time. It would also appear from calculating the dynamic
multipliers that even a change in any policy variable would not distort
the equilibrium growth trend of the economy. That is, since the total
multipliers are finite the model is considered stable.

‘ Furthermore, policy simulations have shown that changes in policy
variables exert significant influences on the behavior of the economic
units throughout the whole system. Exogenous increases in ceiling loan
rate, tax rate and foreign aid produce cohtractive effects on the
economy, while the exogenous increase in government expenditures
produces stimulating effects on the economy. Interest rate on saving
deposits is found to be insensitive to those policy variables except for
the ceiling loan rate change.

The model performance was further evaluated in terms of ex post
simulation, ex post forecast and sensitivity analysis. With regard to
ex post simulation and ex post forecast, the predictive error measure-
ments indicate that the model tracks the historical time path of the
variables within and beyond the sample period fairly well. The poor
predictive performance is, however, confined to only two equations of

the entire model, namely, excess liquid assets and demand deposits.
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With regard to sensitivity test, the overall model performance appears
to be rather stable, although.some variables are sensitive to change in

~the initial simulation period.
Conclusions

The model in general appears to be well specified considering the
peculiarities of the economy and the conditions under which the
monetary system works in Jordan. The model is also considered adequate
to demonstrate the linkage between the monetary sector and the real
sector of the economy via the commercial banks' loans. Moreover, the
results obtained from the various simulation tests indicate that the
model is useful for policy analysis and also for forecasting in the
future. Nevertheless, since no model is perfect, modifications and
adjustments are often needed in order to improve the ability of the
model to forecast in the future. In other words, the model's ability
to forecast can be maintained if the modé] is continuously adjusted and -
re-estimated by using more recent data and information as they become
available. However, it is hoped that this study has been a starting

point for further research in Jordan as well as the other Arab countries.
Limitations and Suggestions for Further Research

Any econometric model is subjected to certain Timitations as
well as suggestions for further studies. A major limitation in this
study is that some of the behavioral relations, especially in the real
sector, have been formulated in highly aggregative forms. This Timita-
tion results from the lack of continuous and consistent time series
data on a large number of important areas, such as wages, employment,

sectoral investment, capital stock, depreciation, etc. These areas are
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among the important areas that could benefit from further research and
study. In addition, inadequacy of time series data on interest rates

has dictated certain simplifications in specifying some of the behavioral
relations. An‘imbrovement in the quality of data would result in a
better specification of the behavioral relations and better results.
Furthermore, the model was estimated on an annual basis while for many
practical problems it might be useful to have a model over intervals
smaller than a year. Accordingly, a construction of quarterly model is

recommended.
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Sources of Data

The data for the variables listed in Table XVI are basically
obtained from the following sources:

(A) Central Bank of Jordan, Monthly Statistical Bulletin, Relevant
Issues, Amman, Jordan.

(B) Currency Control Department, Banking and Foreign Exchange
Statistics, Relevant Issues, Amman, Jordan.

(C) Department of Statistics, National Accounts in Jordan, 1952-1976,
March, 1978, Amman, Jordan.

(D) International Monetary Fund, International Financial Statistics,
Relevant Issues, Washington, D.C.

The monetary sector data for the period 1955-1963 are taken from
(B) and (D), and for the period 1964-1976 are taken from (A) and (D).
Official time series for interest rate on saving deposits are not,
however, available for the years prior to 1971. The data for the
period 1955-1970 are prepared by the Economic Research Department,
Central Bank of Jordan. For the period 1971-1976, the data are'taken
from (A). Moreover, the data for interest rate on banks' loans for
the period under study represent the ceilings imposed by the government
because the average rates for various types of loans are not available.
These ceilings are taken from the memoranda issued in the Official
Gazette. However, the available data on interest rates represent the
weakest time series used in this study.

The Tlast group of variables are the real sector ones. The data
on gross national income and its components are published on an annual
basis in several publications. The data for the period-1955-]967 are
derived from (C) and (D). For the period 1968-1976, the data are

derived from (A) and (D). The unit price indexes of exports (RX) and



143

imports (RM) are from the United Nations, Yearbook of International
Trade Statistics.

Finally, all the variables<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>