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## PREFACE

Choosing an ordered basis for $n$ dimensional euclidean space, $\mathrm{E}^{\mathrm{n}}$, is one of the more elementary concepts of "orientation." More precisely, choose an ordered set of basis vectors, $\bar{e}_{i}=\left(e_{i l}, \ldots, e_{i n}\right), i=1,2$, ...n, for $E^{n}$. Then the determinant of the matrix ( $e_{i j}$ ) is not zero. If the determinant is positive we say that this ordered basis defines the positive orientation of $\mathrm{E}^{\mathrm{n}}$, and in the other case, the negative orientation of $E^{n}$. Notice that the reflection of $E^{n}$ caused by replacing $\overline{e_{i}}$ with $-\overline{e_{i}}$ causes the determinant to change sign, thus reversing the orientation.

Suppose that $V$ and $W$ are complementary subspaces of $E^{n}$ and that we have chosen bases $\left\{\overline{\mathrm{V}}_{\mathrm{i}}\right\}^{\mathrm{p}}{ }_{i=1},\left\{\overline{\mathrm{w}}_{\mathrm{i}}\right\}_{i=1}^{q}$, and $\left\{\bar{e}_{i}\right\}^{\mathrm{n}}$, for $V, W$, and $\mathrm{E}^{\mathrm{n}}$, respectively, where $p+q=n$. Let $A$ be the matrix of coefficients determined by writing the vectors $\overline{\mathrm{V}}_{1}, \ldots, \overline{\mathrm{~V}}_{\mathrm{p}}, \overline{\mathrm{W}}_{1}, \ldots, \overline{\mathrm{~W}}_{\mathrm{q}}$ in terms of the vectors $\left\{\bar{e}_{i}\right\}_{i=1}^{n}$. That is, we can write $\bar{v}_{j}=\sum_{i=1}^{n} \alpha_{1 j} \bar{e}_{i}$. Column j of $A$, transposed, is $\left(\alpha_{1 j}, \ldots, \alpha_{n j}\right)$. Also, $\bar{W}_{j}=\sum_{i=1}^{n} \beta_{i j} \bar{e}_{i}$, for some integers $\beta_{i j}$. Column $p+j$ of $A$, transposed, is $\left(\beta_{1 j}, \ldots, \beta_{n j}\right)$. We can define $V \# W$, of $V$ and $W$ according to the determinant of $A$. If $|A|>0$ we set $V \# W=+1$. If $|A|<0$ then we set $V \# W=-1$. This is one of the elementary concepts of an "intersection number." Thus, these two concepts, orientation and intersection number, are closely related and had their origins in linear algebra.

In this thesis the concept of intersection number is defined in a more general setting. The complementary spaces $V$ and $W$, and the
underlying space $M$ are assumed to be topological spaces which admit Piecewise-Linear manifold structures. The concept of orientation is very closely related and, in fact, must precede the discussion of intersection numbers. Thus, we begin Chapter I with a discussion of orientations on a manifold (if they exist). Also, combinatorial and homological definitions of the intersection number of a simplex and its dual cell are given under the assumption that the underlying space is an orientable PL manifold.

In Chapter II, using the elementary intersection number theory of Chapter $I$, we prove the duality theorems in the PL category.

In Chapter III, three definitions of the intersection number of submanifolds of complementary dimension are given. An example is included to aid in the comprehension of these definitions.

Finally, in Chapter IV, we give some additional applications of intersection number theory.

The reader is assumed to have had a graduate course in algebraic topology.
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The objective of this chapter is to give a combinatorial definition of the intersection number of a simplex with its dual cell. The presentation follows that of Alexandrov [3]. In addition, a homological definition is given which is more in the spirit of contemporary algebraie ${ }^{\text {a }}$ topology.

It is assumed that the reader is familiar with piecewise linear (PL) topology (see Hudson [11], Chapters I, II and III), simplicial homology (see Hocking and Young [10], Chapter VI) and singular homology (see Vick [25], Chapters I and II).

Definition 1.1: A PL-n-ball (PL-n-sphere) is a polyhedron which is PL homeomorphic to an n-simplex (boundary of an $n+1$ simplex).

Definition 1.2: Given a simplex $\sigma$ in a simplicial complex $K$, we define the star of $\sigma$ in $K$ by St $(\sigma, K)=\{\tau \varepsilon K \mid \tau<\gamma$ and $\sigma<\gamma$ for some $\gamma \varepsilon K\}$ (< means is a face of), and the link of $\sigma$ in $K$ by $L K(\sigma, K)=$ $\{\tau \varepsilon \operatorname{St}(\sigma, K) \mid \tau$ ก $\sigma=\phi\}$.


Figure 1. Simplicial Complex

The shaded area in Figure 1 is the star of the o-simplex $\sigma$. The darkened polygonal circle is the link of $\sigma$.

Definition 1.3: A PL-n-manifold is an $n$-manifold which has a triangulation such that the link of each vertex is either a PL-(n-1)-ball or PL-( $n-1$-sphere. Unless otherwise stated, the statement " $M^{n}$ is a $P L$ manifold with triangulation $K$ " implies that $K$ is a PL triangulation.

If X is an n -dimensional manifold, we denote the interior of X by Int $X$ and recall that Int $X=\left\{\left.\begin{array}{ll}x & \varepsilon\end{array} \right\rvert\, x\right.$ has a neighborhood homeomorphic to $R^{n}$ \}. Denote the boundary of $x$ by $B d x(B d x=x-$ Int $X)$.

Assume Bd $\mathrm{X}=\phi$.
Lemma 1.1: $H_{n}(X, X-x) \cong Z$ for every $x \in X$.
Proof: $x$ has a neighborhood, $B$, homeomorphic to the standard n-cell and such that $x \in$ Int $B$. By excision, $H_{n}(X, X-x) \cong H_{n}(B, B-x)$. It is a routine exercise using the sequence of the pair ( $B, B-x$ ) to show that $H_{n}(B, B-x) \cong Z . \|$

Definition 1.4: A local orientation of $X$ at $x$ is a generator of $H_{n}(x, x-x)$.

Lemma 1.2: Given an element $\alpha_{x} \varepsilon H_{n}(X, X-x)$, $X_{i}$ an open neighborhood $U$ of $x$ and $\alpha \varepsilon H_{n}(X, X-U)$ such that $\alpha_{X}=i_{X}^{U}(\alpha)$, where $i_{X}^{U}: H_{n}(X, X-U) \rightarrow H_{n}(X, X-x)$ is the inclusion induced homomorphism.

Proof: Let a be a relative cycle representing $\alpha_{x}$. Then the support $|\partial a|$ of $\partial a$ is a compact subset of $x$ contained in $x-x$. Hence $U=x-|\partial a|$ is an open neighborhood of $x$. Thus we can take $\alpha \varepsilon H_{n}(X, X-U)$ to be the homology class of a relative to $X-U . \|$

Call $\alpha$ a continuation of $\alpha_{x}$ in $U$. If $Y \varepsilon U$, define $\alpha_{Y} \varepsilon H_{n}(X, X-Y)$ by setting $\alpha_{Y}=j_{Y}^{U}(\alpha)$.

Lemma 1.3: Every neighborhood $W$ of $x$ contains a neighborhood $U$ of $x$ such that for every $y \in U, j_{Y}^{U}$ is an isomorphism.

Proof: Let $V$ be a neighborhood of $x$ such that $V \subseteq W$ and $V$ is homeomorphic to $R^{n}$. Let $U \subseteq V$ with $U \neq V$ and $U$ homeamorphic to $R^{n}$. For any $y \in U$, the following diagram commutes (~ denotes reduced homology).

$$
\begin{aligned}
& H_{n}(X, X-U) \longleftrightarrow H_{n}(V, V-U) \xrightarrow{\beta} \tilde{H}_{n-1}(V-U)
\end{aligned}
$$

Now $\alpha$ and $\gamma$ are excision isomorphisms and $\beta$ and $\delta$ are connecting isomorphisms. The right vertical homomorphism is an isomorphism because the inclusion $V-U \rightarrow V-y$ is a homotopy equivalence. Thus, $j_{Y}^{U}$ is an isomorphism. ||

Definition 1.5: Let $U \subseteq X$. An element $\alpha \in H_{n}(X, X-U)$ such that $j_{y}^{U}(\alpha)$ generates $H_{n}(X, X-y)$ for every $y \in U$ is called a local orientation of $X$ along $U$.

If $V \subseteq U$, let $j_{V}^{U}: H_{n}(X, X-U) \rightarrow H_{n}(X, X-V)$ denote the inclusion induced homomorphism. If $\alpha$ is a local orientation along $U$, then $j_{V}^{U}(\alpha)$ is one along $V$ since for any $y \in V j_{Y}^{V}\left[j_{V}^{U}(\alpha)\right]=j_{Y}^{U}(\alpha)$.

Definition 1.6: Suppose we have (1) a family of open subspaces $\left\{U_{i}\right\}_{i \varepsilon} \Gamma^{\text {which cover } X ; ~(2) ~ f o r ~ e a c h ~} i \varepsilon \Gamma$, a local orientation $\alpha_{i} \varepsilon H_{n}\left(X, X-U_{i}\right)$ of $X$ along $U_{i}$ and (3) if $x \in X$ and $x \varepsilon U_{i} \cap U_{i}^{\prime}$, then $j_{x}^{U}\left(\alpha_{i}\right)=j_{x}^{U \prime}\left(\alpha_{i}^{\prime}\right)$. Then $\left\{U_{i}, \alpha_{i}\right\}_{i} \varepsilon \Gamma$ is called an orientation system for $X$. In this case a local orientation is unambiguously defined at each point $x$ by $\alpha_{x}=j_{i}^{U_{i}}\left(\alpha_{i}\right)$ for $x \in U_{i}$.

Given another orientation system $\left\{\mathrm{v}_{\mathrm{k}}, \beta_{\mathrm{k}}\right\}_{\mathrm{k} \varepsilon} \Lambda^{\prime}$, we say. that it defines the same orientation if $\alpha_{x}=\beta_{x}$ for every $x \varepsilon x$.

Definition 1.7: A global orientation of $\underline{x}$ is an equivalence class of orientation systems. If an orientation system exists, then we say that $X$ is orientable.

Definition 1.8: If X is a manifold with boundary, then X is orientable if and only if Int $X$ is orientable. See Greenberg [9], pp. 115122 for the proofs of the following three lemmas.

Lemma 1.4: (a) If $B d X=\phi$ and $X$ is orientable, then any open submanifold of $X$ is orientable. (b) $X$ is orientable if any only if all of its connected components are orientable.

Lemma 1.5: If $X$ is noncompact, $B d X=\phi$ and $X$ is orientable, then $H_{n}(X)=O$ ( $n$ is the dimension of $X$ ).

Lemma 1.6: Let $X$ be a compact n-manifold with $B d X=\phi$. Then $H_{n}(X)=Z$ if $X$ is orientable and 0 if $X$ is not orientable.

If $B d X \neq \phi$, the double $D X$ of $X$ is the space obtained by attaching two copies of $X$ along $B d X$ via the identity map. More precisely, if $f: B d X \rightarrow B d X$ is the identity map, then $D X=(X \cup X) / R$ where $X R f(x)$ for every $\mathrm{x} \varepsilon \mathrm{Bd} \mathrm{X}$.

Lemma 1.7: If $M$ is a compact orientable PL n-manifold with boundary, then $H_{n}(M, B d M) \neq 0$.

Proof: Let $\left.M^{+}=\operatorname{MU(BdMx}[0,1)\right)$. Now $M^{+}$is homeomorphic to Int $M$ (this is a corollary of the Topological Collaring Theorem). Thus $M^{+}$is an orientable manifold without boundary. Let $\left\{U_{i}, \mu_{i}\right\}_{i \varepsilon} \Gamma$ be an orientation system for $M^{+}$. Triangulate $M$ so that if $\sigma_{1}$ and $\sigma_{2}$ are any two $n$-simplices with a common $n-1$ face $\sigma^{n-1}$, then $\left|\sigma_{1}\right| U\left|\sigma_{2}\right|=\Delta$ is contained in some $U_{i}$. We can use $U_{i}$ and $\mu_{i}$ to prescribe a generator of $H_{n}(\Delta, B d \Delta)$ by considering the following sequence: (x $\varepsilon$ Int $\Delta$ ) $H_{n}\left(M, M-U_{i}\right) \xrightarrow{j_{i}^{U_{i}}} H_{n}(M, M-x) \stackrel{\text { excision }}{\rightleftarrows} H_{n}(\Delta, \Delta-x) \rightarrow H_{n}(\Delta, B d \Delta)$.

We can induce generators $\bar{\sigma}_{i}$ of $H_{n}\left(\left|\sigma_{i}\right|, B d\left|\sigma_{i}\right|\right)$ in the same manner. If we view $H_{n}(\Delta, \operatorname{Bd} \Delta)$ simplicially, then $\bar{\sigma}_{1}+\bar{\sigma}_{2}$ is a generator and we see that $\sigma_{1}$ and $\sigma_{2}$ must be oriented so that when the $\partial$-map is applied to $\sigma_{1}+\sigma_{2}, \sigma^{n-1}$ must occur twice with opposite signs in the resulting sum. Now $M$ is a strong deformation retract of $M^{+}$. Let $\gamma \varepsilon C_{n}(M)$ be the sum of all $n$-simplices of $M$ with each $n$-simplex receiving an induced orientation as above. If $\sigma^{n-1}$ is an $n-1$ simplex not in $B d M$, then when we compute $\partial(\gamma)$ we find $\sigma^{n-1}$ occurring twice with opposite signs. Hence $|\partial(\gamma)| \subseteq B d M$. Thus, $\gamma$ is a non-trivial cycle in $C_{n}(M)$ and this implies $H_{n}(M, B d M) \neq 0 . \quad \|$

Lemma 1.8: If $M$ is a compact orientable n-manifold with boundary, then DM is orientable.

Proof: Assume DM is not orientable. Since DM is a compact n-manifold without boundary, we have by Lemma 1.6 that $H_{n}(D M) \cong 0$. Consider the following exact sequences:

$$
\begin{aligned}
& \ldots \rightarrow H_{n}(D M) \rightarrow H_{n-1}(B d M) \xrightarrow{\alpha} H_{n-1}(M) \oplus H_{n-1}(M) \rightarrow \ldots \\
& \ldots \rightarrow H_{n}(M) \rightarrow H_{n}(M, B d M) \rightarrow H_{n-1}(B d M) \xrightarrow{\alpha^{\prime}} H_{n-1}(M) \rightarrow \ldots
\end{aligned}
$$

$H_{n}(D M)=0$ implies $\alpha$ is 1-1. Hence $\alpha^{\prime}$ is 1-1. But $H_{n}(M) \cong 0$ and $\alpha^{\prime}$ being l-1 implies that $H_{n}(M, B d M) \cong 0$. This contradicts Lemma 1.7. II

Corollary 1: If $M$ is a compact orientable $n$-manifold with boundary, then $B d \quad M$ is a compact orientable ( $n-1$ ) manifold without boundary.

Proof: We know that $\mathrm{Bd} M$ is a compact ( $n-1$ ) manifold without boundary. By Lemma $1.6, H_{n-1}(B d M) \cong 0$ or $Z$. Consider the following portion of the Mayer-Vietoris sequence:

$$
H_{n}(M) \oplus H_{n}(M) \rightarrow H_{n}(D M) \rightarrow H_{n-1}(B d M) \rightarrow H_{n-1}(M) \quad \oplus H_{n-1} \text { (M) }
$$

Since $H_{n}(M) \cong 0$ and $H_{n}(D M) \cong Z$, we have $0 \rightarrow z \rightarrow H_{n-1}(B d M) \rightarrow H_{n-1}$ $\oplus H_{n-1}(M)$ is exact. If $H_{n-1}(B d M)$ were 0 , we would then have $0 \rightarrow z \rightarrow 0$ which is impossible. Thus, $H_{n-1}(B d M) \cong Z$ and $B d M$ is orientable. II

Corollary 2: If $M$ is a compact orientable n-manifold with boundary, then $H_{n}(M, B d M) \cong Z$.

Proof: By Corollary 1 the sequence $H_{n}(M) \rightarrow H_{n}(M, B d M) \rightarrow$ $H_{n-1}(B d M)$ becomes $0 \rightarrow H_{n}(M, B d M) \rightarrow Z$. We know that $H_{n}(M, B d M) \neq 0$. Thus, it must be isomorphic to a non-trivial subgroup of $Z$. That is, $H_{n}(M, B d M) \cong Z . \quad \|$

Given a simplicial complex $K$, a simplex in the first barycentric subdivision $K^{\prime}$ is of the form ( $\hat{\mathrm{A}}_{0}, \hat{A}_{1}, \ldots, \hat{A}_{k}$ ) where the $A_{i}$ 's are simplices of $K$ and $A_{o}<A_{1}<\ldots<A_{k}$. A simple example will illustrate this. Let $A_{0}$ be the o-simplex, $A_{1}$ the l-simplex and $A_{2}$ the 2-simplex, as indicated in Figure 2.


Figure 2. 2-Simplex

Then in the first barycentric subdivision, $\sigma$ is $<\hat{A}_{0}, \hat{A}_{1}, \hat{A}_{2}>$ (see Figure 3).


Figure 3. Simplex in $K^{\prime}$

Now assume that $|K|$ is an $n$-manifold. Given a $k$-simplex $A^{k}$ in $K$, the $(n-k)$-cell dual to $A_{k}$ consists of all simplices in $K^{\prime}$ of the form ( $\hat{A}_{k}, \ldots$ ).

For example, let $A$ ' be the l-simplex as shown in Figure 4.


Figure 4. 1-Simplex

The dual cell is the l-cell $B$ shown in Figure 5.


Figure 5. Dual Cell

Since $A^{k}$ must be a face of some $A^{k+1}$, which in turn must be a face of some $A^{k+2}$, etc., until $A^{k+i}$ is an $n$-simplex, we know that the dual cell is of dimension $n-k$ (it is the union of cells of the form $<\hat{\mathrm{A}}^{\mathrm{k}}$; ... $\hat{A}^{n}>$ ). Alternatively, $B^{n-k}$ could be defined as $\cap\left\{S t\left(v, K^{\prime}\right) \mid v\right.$ is a vertex of $A^{k}$ \} (see Hudson [11], p. 29).

Let $A^{\mathrm{P}}=\left\langle\mathrm{v}_{0}, \ldots, \mathrm{v}_{\mathrm{p}}\right\rangle$ be a p-simplex (or a PL cell with vertices $\mathrm{v}_{\mathrm{o}}, \ldots ., \mathrm{v}_{\mathrm{p}}$ ) and choose some arbitrary ordering of the vertices $\mathrm{v}_{\mathrm{o}}, \mathrm{v}_{1}$, ... $\mathrm{v}_{\mathrm{p}}$. The equivalence class of even permutations of this fixed ordering is the positively oriented simplex $+A^{P}$, and the equivalence class of odd permutations of the fixed ordering is the negatively oriented simplex $-A^{p}$.

For example, choose $<\mathrm{v}_{\mathrm{o}}, \mathrm{v}_{1}, \mathrm{v}_{2}>$ to represent $+\mathrm{A}^{2}$ (see Figure 6). Then $\left(v_{1} v_{2} v_{0}\right)=\left(v_{0} v_{1}\right) \cdot\left(v_{0} v_{2}\right)$ (o represents the usual product of permutations) is an even permutation of $\left(v_{0} v_{1} v_{2}\right)$ and hence $\left\langle v_{1}, v_{2}, v_{0}\right\rangle$ represents $+A^{2}$. Similarly, $\left(v_{2} v_{0} v_{1}\right)=\left(v_{2} v_{0}\right) \circ\left(v_{0} v_{1}\right)$. Hence, $\left\langle v_{2}, v_{0}, v_{1}\right\rangle$ represents $+A^{2}$. On the other hand, $\left(v_{0} v_{2} v_{1}\right)=\left(v_{1} v_{2}\right)$. Thus, $\left\langle\mathrm{v}_{\mathrm{o}}, \mathrm{v}_{2}, \mathrm{v}_{1}>\right.$ represents $-\mathrm{A}^{2}$. Pictorially, < $\mathrm{v}_{\mathrm{o}}, \mathrm{v}_{1}, \mathrm{v}_{2}>$ gives
$A^{2}$ a clockwise orientation, while $\left\langle v_{0}, v_{2}, v_{1}\right\rangle$ gives a counterclockwise orientation.


Figure 6. 2-Simplex

The connection between the orientation of an $n$-manifold $M$ and the orientation of a simplex $A^{n}=\left\langle v_{0}, v_{1}, \ldots, v_{n}\right\rangle$ can be seen as follows. Let $x=\hat{A}^{n}$. There is a $U_{i}$ in the orientation system of $M$ such that $\mathbf{x} \varepsilon \mathrm{U}_{\mathrm{i}}$. Consider the following sequence:

$$
\begin{aligned}
& H_{n}\left(M, M-U_{i}\right) \xrightarrow{j_{x}^{i}} H_{n}(M, M-x) \xrightarrow{\text { excision }} H_{n}\left(\left|A^{n}\right|,\left|A^{n}\right|-x\right) \\
& \quad \rightarrow H_{n}\left(\left|A^{n}\right|, B d\left|A^{n}\right|\right) .
\end{aligned}
$$

The local orientation at $x$ prescribes a generator of $H_{n}\left(\left|A^{n}\right|, B d\left|A^{n}\right|\right)$. Simplicially, the homology class of $\left\langle v_{0}, v_{1}, \ldots, v_{n}\right\rangle \varepsilon C_{n}\left(\left|A^{n}\right|, B d\left|\cdot A^{n}\right|\right)$ is one of the generators of $H_{n}\left(\left|A^{n}\right|, B d\left|A^{n}\right|\right)=Z$; the other generator being the class of $-\left\langle v_{0}, v_{1}, \ldots, v_{n}\right\rangle$. Hence, the local orientation at $x$ prescribes one or the other of the equivalence classes of the permutations on the vertices of $A^{n}$.

We also need the notion of induced orientation. Suppose $A^{k}$ and $B^{k}$ are $k$-simplices such that $\left|\mathrm{B}^{\mathrm{k}}\right| \subseteq\left|\mathrm{A}^{\mathrm{k}}\right|$. Pick an orientation < $\mathrm{v}_{\mathrm{O}}, \ldots, \mathrm{v}_{\mathrm{k}}$ > of $A^{k}$. Subdivide $A^{k}$ so that $B^{k}$ is a subcomplex of $A^{k}$. Let $\sigma_{1}, \sigma_{2}, \ldots$, $\sigma_{n-1}, \sigma_{n}=B^{k}$ be the $k$-simplices in this subdivision of $A^{k}$. Then the equation $\sum_{i=1}^{n} \varepsilon_{i} \partial \sigma_{i}^{k}=\partial A^{k}$ can be solved, giving values of $\pm 1$ for each $\varepsilon_{i}$, hence inducing an orientation of each $\sigma_{i}$, and in particular, $B^{k}$. For example, take $A^{2}$ and $B^{2}$ as in Figure 7.


Assign the orientation $\left\langle v_{0}, v_{1}, v_{2}\right\rangle$ to $A^{2}$. Subdivide to obtain Figure 8.


We must have

$$
\begin{aligned}
\partial\left\langle v_{0}, v_{1}, v_{2}\right\rangle= & \partial\left[\varepsilon_{1}<v_{0}, v_{3}, v_{4}\right\rangle+\varepsilon_{2}\left\langle v_{0}, v_{1}, v_{4}\right\rangle \\
& \left.+\varepsilon_{3}<v_{1}, v_{4}, v_{5}\right\rangle+\varepsilon_{4}\left\langle v_{1}, v_{2}, v_{5}\right\rangle \\
& \left.\left.+\varepsilon_{5}<v_{2}, v_{3}, v_{5}\right\rangle+\varepsilon_{6}<v_{0}, v_{2}, v_{3}\right\rangle \\
& \left.+\varepsilon_{7}<v_{3}, v_{4}, v_{5}>\right]
\end{aligned}
$$

That is,

$$
\begin{aligned}
&\left\langle\mathrm{v}_{0}, \mathrm{v}_{1}\right\rangle-\left\langle\mathrm{v}_{0}, \mathrm{v}_{2}\right\rangle+\left\langle\mathrm{v}_{1}, \mathrm{v}_{2}\right\rangle= \\
& \varepsilon_{1}\left(\left\langle\mathrm{v}_{0}, \mathrm{v}_{3}\right\rangle-\left\langle\mathrm{v}_{0}, \mathrm{v}_{4}\right\rangle+\left\langle\mathrm{v}_{3}, \mathrm{v}_{4}\right\rangle\right) \\
&+\varepsilon_{2}\left(\left\langle\mathrm{v}_{0}, \mathrm{v}_{1}\right\rangle-\left\langle\mathrm{v}_{0}, \mathrm{v}_{4}\right\rangle+\left\langle\mathrm{v}_{1}, \mathrm{v}_{4}\right\rangle\right) \\
&+\varepsilon_{3}\left(\left\langle\mathrm{v}_{1}, \mathrm{v}_{4}\right\rangle-\left\langle\mathrm{v}_{1}, \mathrm{v}_{5}\right\rangle+\left\langle\mathrm{v}_{4}, \mathrm{v}_{5}\right\rangle\right) \\
&+\varepsilon_{4}\left(\left\langle\mathrm{v}_{1}, \mathrm{v}_{2}\right\rangle-\left\langle\mathrm{v}_{1}, \mathrm{v}_{5}\right\rangle+\left\langle\mathrm{v}_{2}, \mathrm{v}_{5}\right\rangle\right) \\
&+\varepsilon_{5}\left(\left\langle\mathrm{v}_{2}, \mathrm{v}_{3}\right\rangle-\left\langle\mathrm{v}_{2}, \mathrm{v}_{5}\right\rangle+\left\langle\mathrm{v}_{3}, \mathrm{v}_{5}\right\rangle\right) \\
&+\varepsilon_{6}\left(\left\langle\mathrm{v}_{0}, \mathrm{v}_{2}\right\rangle-\left\langle\mathrm{v}_{0}, \mathrm{v}_{3}\right\rangle+\left\langle\mathrm{v}_{2}, \mathrm{v}_{3}\right\rangle\right) \\
&+\varepsilon_{7}\left(\left\langle\mathrm{v}_{3}, \mathrm{v}_{4}\right\rangle-\left\langle\mathrm{v}_{3}, \mathrm{v}_{5}\right\rangle+\left\langle\mathrm{v}_{4}, \mathrm{v}_{5}\right\rangle\right) .
\end{aligned}
$$

Thus, $\varepsilon_{2}=1, \varepsilon_{2}+\varepsilon_{3}=0$ and $\varepsilon_{3}+\varepsilon_{7}=0$. Hence, $\varepsilon_{3}=-1$ and $\varepsilon_{7}=1$. Therefore, $\left\langle v_{3}, v_{4}, v_{5}\right.$ > is the induced orientation on $B^{2}$. If we had found $\varepsilon_{7}=-1$, then $-\left\langle v_{3}, v_{4}, v_{5}\right\rangle$ or $\left\langle v_{4}, v_{3}, v_{5}\right\rangle$ would be the induced orientation on $\mathrm{B}^{2}$.

One could also induce orientations algebraically by excision. Let $A^{2}$ and $B^{2}$ be as in Figure 1.7. By excision $H_{2}\left(A^{2}, B d A^{2}\right) \cong H_{2}\left(B^{2}, B d B^{2}\right)$. This isomorphism takes the element $\overline{\left\langle\mathrm{v}_{\mathrm{o}}, \mathrm{v}_{1}, \mathrm{v}_{2}\right\rangle}$ to $\overline{\left\langle\mathrm{v}_{3}, \mathrm{v}_{4}, \mathrm{v}_{5}\right\rangle}$. Thus, the clockwise orientation on $A^{2}$ induces the clockwise orientation on $B^{2}$.

We now give a combinatorial definition of the intersection number of a simplex with its dual cell. Suppose $\mathrm{M}^{\mathrm{n}}$ is an oriented PL (orientable) n-manifold with triangulation $K$. Let $A^{k}$ be a $k$-simplex in $K$ and $B^{n-k}$ the dual cell. Pick an orientation for $B^{n-k}$. Choose a $k$-simplex $\sigma$ in $K^{\prime}$ such that $|\sigma| \subseteq\left|A^{k}\right|$ and write $\sigma=\left\langle v_{o}, v_{1}, \ldots, v_{k}\right\rangle$ where the $v_{i}$ are barycenters of faces of increasing dimension. That is, $v_{i}$ is the barycenter of $T_{i}$ which is a face of $T_{i+1}$, of which $v_{i+1}$ is the barycenter. Similarly, pick an $n-k$ simplex $\tau$ such that $|\tau| \subseteq\left|\mathrm{B}^{\mathrm{n}-\mathrm{k}}\right|$ and $\tau=$ < $v_{k}, w_{k+1}, \ldots, w_{n}>$ with the $w_{i}$ being barycenters of simplices of increasing order. Now $A^{k}$ induces an orientation on $\sigma$. Let $\varepsilon=+1$ if the induced orientation is the same as $\left\langle\mathrm{v}_{0}, \mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{k}}\right\rangle$, and $\varepsilon=-1$ otherwise. Similarly, $B^{n-k}$ induces an orientation on $\tau$. Let $\delta=+1$ if the induced orientation is the same as $\left\langle\mathrm{v}_{\mathrm{k}^{\prime}} \mathrm{w}_{\mathrm{k}+1}, \ldots, \mathrm{w}_{\mathrm{n}}\right\rangle$, and $\delta=-1$ otherwise. Now the oriented n-simplex $\left\langle\mathrm{v}_{\mathrm{o}}, \mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{k}}, \mathrm{w}_{\mathrm{k}+1}\right.$, ..., $w_{n}>$ receives an induced orientation from the chosen orientation of the manifold $M$. (Choose a point $x$ in the interior of the $n$-simplex. There is a local orientation of $m$ at $x$, i.e., a generator $\alpha_{x}$ of $H_{n}(M, M-x)$. Now use excision). Let $\gamma=+1$ if the two orientations agree and $\gamma=-1$ otherwise. Then the intersection number of $A^{k}$ and $B^{n-k}$ is $A^{k} \# B^{n-k}=\varepsilon \cdot \delta \cdot \gamma= \pm 1$. In order to avoid a lengthy combinatorial argument the reader is referred to Alexandrov [3], p. 12, for a proof that $A^{k} \# B^{n-k}$ is well defined. That is, $A^{k} \# B^{n-k}$ depends only on the chosen orientations of $A^{k}$ and $B^{n-k}$ and the orientation system on $M$.

$$
\text { For example, suppose } A^{\prime}=\left|\left\langle v_{0}, v_{2}\right\rangle\right|, B^{\prime}=\left|\left\langle v_{4}, v_{6}\right\rangle\right|\left\langle v_{6}, v_{5}\right\rangle \mid
$$

and the 2-simplices of Figure 9 are oriented clockwise.


Figure 9. $A^{\prime} \# B^{\prime}$

One might choose $\sigma=\left\langle\mathrm{v}_{0}, \mathrm{v}_{6}\right\rangle$ and $\tau=\left\langle\mathrm{v}_{6}, \mathrm{v}_{4}\right\rangle$, in which case $\varepsilon=+1, \delta=-1$ and $\gamma=-1$; hence $\varepsilon \cdot \delta \cdot \gamma=+1$. Another choice is $\sigma=$ $\left\langle\mathrm{v}_{0}, \mathrm{v}_{6}\right\rangle$ and $\tau=\left\langle\mathrm{v}_{6}, \mathrm{v}_{5}\right\rangle$. Then $\varepsilon=+1, \delta=+1$ and $\gamma=+1$; hence, $\varepsilon \cdot \delta \cdot \gamma=+1$. Another choice is $\sigma=\left\langle v_{2}, v_{6}\right\rangle$ and $\tau=\left\langle v_{6}, v_{4}\right\rangle$. Then $\varepsilon=-1, \delta=-1$ and $\gamma=+1$; hence, $\varepsilon \cdot \delta \cdot \gamma=+1$. The final choice is $\sigma=$ $\left\langle\mathrm{v}_{2}, \mathrm{v}_{6}\right\rangle$ and $\tau=\left\langle\mathrm{v}_{6}, \mathrm{v}_{5}\right\rangle$. Then $\varepsilon=-1, \delta=+1$ and $\gamma=-1$; hence, $\varepsilon \cdot \delta \cdot \gamma=+1$. Thus, $A^{\prime} \# B^{\prime}=+1$ and depends only on the chosen orientations for $M, A^{\prime}$ and $B^{\prime}$.

One might ask whether it is necessary to require that $M^{n}$ be orientable. The following example provides an affirmative answer.

Let $M$ be the Moebius band. That is, $M$ is the product I x I ( $I=[0,1]$ ) with the points $(0, t)$ and (l, l-t) identified. It is well known that $M$ is non-orientable. One can see this by starting at the point $x$ in Figure 10 and trying to construct an orientation system. Start at $U_{1}$ and give each $U_{i}$ the clockwise orientation, proceeding in
order. Because of the "twist" in the Moebius band, upon assigning an orientation to $\mathrm{U}_{8}$, it appears to be counterclockwise in relation to the orientation on $U_{1}$. Thus condition (3) of Definition 1.6 is violated. The reader may find it helpful to construct a physical model.


Figure 10. Moebius Band

Triangulate $M$ as in Figure 11.


Figure 11. Triangulation of Moebius Band

The l-cell dual to $\left\langle\mathrm{v}_{0}, \mathrm{v}_{1}\right\rangle$ is $\left\langle\mathrm{v}_{6}, \mathrm{v}_{7}\right\rangle+\left\langle\mathrm{v}_{7}, \mathrm{v}_{8}\right\rangle$ (assume the
indicated orientations). Assume the $2-s i m p l i c e s ~ a r e ~ o r i e n t e d ~ c l o c k w i s e . ~$ If, in the definition of the intersection number, we choose $\sigma=\left\langle v_{1}, v_{7}\right\rangle$ and $\tau=\left\langle v_{7}, v_{6}\right\rangle$, then $\varepsilon=-1, \delta=-1$ and $\gamma=-1$; hence $\varepsilon \cdot \delta \cdot \gamma=-1$. However, if we choose $\sigma=\left\langle\mathrm{v}_{1}, \mathrm{v}_{7}\right\rangle$ and $\tau=\left\langle\mathrm{v}_{7}, \mathrm{v}_{8}\right\rangle$, then $\varepsilon=-1$, $\delta=+1$ and $\gamma=-1$; hence $\varepsilon \cdot \delta \cdot \gamma=+1$. One might try re-orienting one or more of the 2-simplices counterclockwise, but there will always be a l-simplex whose intersection number with its dual cell is not well defined.

The final task in this chapter is to give a homological definition of intersection number.

Recall that the suspension of a topological space $X$, denoted $\Sigma X$, is the quotient space $\mathrm{X} \times[-1,1] / R$, where $R$ is the relation generated by $(x, l) R(y, l)$ and $(x,-1) R(y,-l)$. Also, the cone of a space $x$, denoted $C X$, is the quotient space $X x[0,1] / R^{\prime}$, where $R^{\prime}$ is the relation generated by $(x, 1) R^{\prime}(y, 1)$.

Lemma 1.9: Let $A$ be an $n$-cell. Then $\tilde{H}_{k}(A, B d A) \simeq \tilde{H}_{k+1}(\Sigma A, \Sigma B d A)$.
Proof: We may think of $\sum A$ as $A^{+} \cup A^{-}$, where $A^{+}=(A x[0,1]) /(x, 1)$ and $A^{-}=(A \times[-1,0]) /(x,-1)$. Similarly, think of $\sum B d A$ as $B d A^{+} \cup B d A^{-}$ where $B d A^{+}=(\operatorname{Bd} A x[0,1]) /(x, 1)$ and $B d A^{-}=(\operatorname{Bd} A x[-1,0]) /(x,-1)$. Considering the following portion of the relative Mayer-Vietoris sequence.

$$
\begin{aligned}
& H_{k+1}\left(A^{+}, B d A^{+}\right) \oplus H_{k+1}\left(A^{-}, B d A^{-}\right) \rightarrow H_{k+1}\left(A^{+} \cup A^{-}, B d A^{+} \cup B d A^{-}\right) \rightarrow \\
& \\
& \rightarrow \tilde{H}_{k}\left(A^{+} \cap A^{-}, B d A^{+} \cap B d A^{-}\right) \rightarrow \tilde{H}_{k}\left(A^{+}, B d A^{+}\right) \oplus \tilde{H}_{k}\left(A^{-}, B d A^{-}\right) \\
& \text {i.e., } H_{k+1}\left(A^{+}, B d A^{+}\right) \oplus H_{k+1}\left(A^{-}, B d A^{-}\right) \rightarrow H_{k+1}\left(\sum A, \sum B d A\right) \rightarrow \\
& \\
& \rightarrow \tilde{H}_{k}(A, B d A) \rightarrow \tilde{H}_{k}\left(A^{+}, B d A^{+}\right) \oplus \tilde{H}_{k}\left(A^{-}, B d A^{-}\right)
\end{aligned}
$$

Since the cone on a space has trivial reduced homology, the sequence reduces to

$$
0 \rightarrow H_{k+1}(\Sigma A, \Sigma B d A) \rightarrow \tilde{H}_{k}(A, B d A) \rightarrow 0
$$

Let * denote the join operation (see Hudson [11], p. 6).
Again let $\mathrm{M}^{\mathrm{n}}$ be an orientable PL n -manifold without boundary and with triangulation $K$. Let $A^{k}$ be a k-simplex with dual cell $B^{n-k}$. Then the regular neighborhood $N\left(\hat{A}, K^{\prime}\right)=\hat{A} * \operatorname{Lk}\left(\hat{A}, K^{\prime}\right)=\hat{A} * \dot{A} * \operatorname{Lk}\left(A^{k}, K^{\prime}\right)$ $=A^{k} * \operatorname{Lk}\left(A^{k}, K^{\prime}\right)$ ( $\dot{A}$ is the subcomplex of $A^{k}$ consisting of proper faces). Recall that $L k\left(A^{k}, K^{\prime}\right)$ is an $n-k-1$ sphere (see Hudson [11], p. 24). Thus, one may consider $N\left(\hat{A} ; K^{\prime}\right)$ as the $n-k$ fold suspension of $A^{k}$ because joining with $S^{0}$ is equivalent to suspension and $S^{0} * S^{\ell} \cong S^{\ell+1}$. Also $N\left(\hat{A}, K^{\prime}\right)=\hat{A} * \operatorname{Lk}\left(\hat{A}, K^{\prime}\right)=\hat{A} * \dot{A} * \operatorname{Lk}\left(A^{k}, K^{\prime}\right)=\dot{A} * B^{n-k}$. So one may consider $N\left(\hat{A}, K^{\prime}\right)$ as the $k$ fold suspension of $B^{n-k}$ because $\dot{A}$ is the boundary of a k-simplex (i.e., a k-1 sphere).

Let $\alpha_{x}$ be the local orientation of $M$ at $\hat{A}$. By excision, $H_{n}(M, M-\hat{A})$ $\xlongequal[=]{=} H_{n}\left(N\left(\hat{A} ; K^{\prime}\right), N\left(\hat{A} ; K^{\prime}\right)-\hat{A}\right)$. Now $H_{n}\left(N\left(\hat{A} ; K^{\prime}\right), N\left(\hat{A} ; K^{\prime}\right)-\hat{A}\right)$ $\tilde{=} H_{n}\left(N\left(\hat{A} ; K^{\prime}\right), B d \cdot N\left(\hat{A} ; K^{\prime}\right)\right)$. Thus, given that $M$ is orientable, one can use the local orientation at $\hat{A}$ to induce an orientation $\alpha \in H_{n}\left(N\left(\hat{A} ; K^{\prime}\right)\right.$, $\left.B d N\left(\hat{A} ; K^{\prime}\right)\right)$ of $N\left(\hat{A} ; K^{\prime}\right)$.

Now for the homological definition of intersection number. Choose orientations a $\varepsilon H_{k}\left(A^{k}, B d A^{k}\right)$ of $A^{k}$ and $b \varepsilon H_{n-k}\left(B^{n-k}, B d B^{n-k}\right)$. We have the following isomorphisms:

$$
\begin{aligned}
& H_{k}\left(A^{k}, B d A^{k}\right) \xrightarrow{\sum_{*}^{n-k}} H_{n}\left(N\left(\hat{A} ; K^{\prime}\right), B d N\left(\hat{A} ; K^{\prime}\right)\right) \stackrel{\sum_{*}^{k}}{\longleftrightarrow} \\
& H_{n-k}\left(B^{n-k}, B d B^{n-k}\right)
\end{aligned}
$$

where $\Sigma_{*}^{n-k}$ and $\Sigma_{*}^{k}$ are the suspension induced isomorphisms. Without loss of generality, assume $\Sigma_{*}^{n-k}(a)=\alpha$ (if $\Sigma_{*}^{n-k}(a)=-\alpha$, replace $\Sigma_{*}^{n-k}$ with $\left.-\sum_{*}^{n-k}\right)$.

Define the intersection number,

$$
A^{k} \# B^{n-k}=\left\{\begin{array}{lll}
+1 & \text { if }\left(\Sigma_{*}^{k}\right)^{-1}(\alpha)=b \\
-1 & \text { if }\left(\Sigma_{*}^{k}\right)^{-1}(\alpha)=-b
\end{array}\right.
$$

It is obvious that one can choose the orientation on $B^{n-k}$ so that $A^{k} \# B^{n-k}=+1$. This will be important in proving the duality theorems of the next chapter.

The objective of this chapter is to prove the basic duality theorems of algebraic topology in the PL category.

Let $K$ be a simplicial complex and assign orientations to each simplex in $K$. Given a $k$-simplex $A^{k}$ and a $(k-1)-$ simplex $A^{k-l}$, define the incidence number $\left[A^{k} ; A^{k-1}\right]=0$ if $A^{k-1}$ is not a face of $A^{k}$, and $\left[A^{k} ; A^{k-1}\right]= \pm 1$ if $A^{k-1}$ is a face of $A^{k}$. In the latter case one chooses between +1 and -1 as follows: suppose $A^{k}=\left\langle v_{o}, \ldots, v_{k}\right\rangle$. Then $A^{k-1}$ $= \pm\left\langle v_{0}, \ldots, \hat{v}_{i}, \ldots, v_{k}\right\rangle$. If $A^{k-1}=+\left\langle v_{o}, \ldots, \hat{v}_{i}, \ldots, v_{k}\right\rangle$, define

$$
\left[A^{k} ; A^{k-1}\right]= \begin{cases}+1 & \text { if } A^{k}=\left\langle v_{i}, v_{o}^{\prime} \ldots, \ldots \hat{v}_{i}, \ldots, v_{k}\right\rangle \\ -1 & \text { if } A^{k}=-\left\langle v_{i}, v_{o}, \ldots, \hat{v}_{i}, \ldots, v_{k}\right\rangle\end{cases}
$$

If $A^{k-1}=-\left\langle v_{0}, \ldots, \hat{v}_{i}, \ldots, v_{k}>\right.$ define

$$
\left[A^{k} ; A^{k-1}\right]= \begin{cases}-1 & \text { if } A^{k}=\left\langle v_{i}, v_{0}, \ldots, \hat{v}_{i}, \ldots, v_{k}\right\rangle \\ +1 & \text { if } A^{k}=\left\langle v_{i}, v_{o}, \ldots, \hat{v}_{i}, \ldots, v_{k}\right\rangle\end{cases}
$$

(^ means $v_{i}$ is deleted).
If K is a cell complex, a similar combinatorial argument could be given to define the incidence number $\left[B^{k} ; B^{k-l}\right]$, where $B^{k}$ and $B^{k-l}$ are cells of indicated dimension. However, for the two-fold purpose of avoiding a lengthy combinatorial argument and to provide variety, a
homological definition will be given. Of course, $\left[B^{k} ; B^{k-l}\right]=0$ if $B^{k-l}$ is not a face of $B^{k}$. Denote the boundary of $B^{k}$ by $S^{k-1}$. Consider the following sequence of isomorphisms:

$$
\begin{aligned}
H_{k}\left(B^{k}, S^{k-1}\right) \xrightarrow[\longrightarrow]{\phi} H_{k-1}\left(S^{k-1}\right) \xrightarrow{\psi} H_{k-1}\left(S^{k-1}, A^{k-1}\right) \xrightarrow{\theta} \\
\xrightarrow{\theta} H_{k-1}\left(B^{k-1}, S^{k-2}\right)
\end{aligned}
$$

where $\phi$ and $\psi$ are from sequences of pairs, $\theta$ is an excision map and $A^{k-1}=S^{k-1}-B^{k-1}$ (see Figure 12). (Note: $A^{k-1}$ is a PL-cell by the Alexander-Newman theorem.)


Figure 12. k-Cell

Thus, given a generator of $H_{k}\left(B^{k}, S^{k-1}\right)=Z$ one can prescribe a generator of $H_{k-1}\left(B^{k-1}, S^{k-2}\right)$. Simplicially, < $\mathrm{V}_{\mathrm{O}}, \mathrm{v}_{1}, \mathrm{v}_{2}>$ represents a generator of $H_{2}\left(B^{2}, S^{1}\right),\left\langle v_{0}, v_{1}\right\rangle-\left\langle v_{0}, v_{2}\right\rangle+\left\langle v_{1}, v_{2}\right\rangle$ represents a generator of $H_{1}\left(S^{1}\right),\left\langle v_{0}, v_{1}\right\rangle$ represents a generator of $H_{1}\left(S^{1}, A^{l}\right)$, and $\left\langle v_{o}, v_{1}\right\rangle$ represents a generator of $H_{1}\left(B^{1}, S^{0}\right)$ (see

Figure 13). Thus, if $\alpha$ and $\beta$ are the given generators of $H_{k}\left(B^{k}, S^{k-1}\right.$ ) and $H_{k-1}\left(B^{k-1}, S^{k-2}\right)$, respectively, set $\left[B^{k} ; B^{k-1}\right]=+1$ if $(\theta \circ \phi \circ \psi)(\alpha)=\beta$ and $\left[B^{k} ; B^{k-1}\right]=-1$ if $(\theta \circ \psi \circ \phi)(\alpha)=-\beta$.


Figure 13. Inducing an Orientation

Now assume $\mathrm{M}^{\mathrm{n}}$ is a PL-orientable closed n -manifold with triangulation K. Let $A_{i}^{k}$ denote an oriented $k$-simplex with $0 \leq k \leq n$ and $i=1$, $2, \ldots . p_{k}$, where $p_{k}$ is the number of $k$-simplices. Denote the dual cells by $B_{i}^{n-k}$ and assume they are oriented so that $A_{i}^{k} \# B_{i}^{n-k}=+1$. Let $\alpha_{i j}^{k}$ denote the incidence number of $A_{i}^{k}$ with $A_{j}^{k-1}$ and $\beta_{i j}^{k}$ the incidence number of the dual cells $B_{i}^{k}$ and $B_{j}^{k+1}$.

Lemma 2.1: If $A^{k-1}<A^{k}$, then $A^{k} \# B^{n-k}=\alpha \beta(-1)^{k}\left(A^{k-1} \# B^{n-k+1}\right)$, where $\alpha=\left[A^{k} ; A^{k-1}\right]$ and $\beta=\left[B^{n-k+1} ; B^{n-k}\right]$. (Assume the underlying space is an orientable and oriented PL n-manifold.)

Proof: A sketch of the proof is given. The details are in Alexandrov [3], p. 14.

Choose $\sigma^{k} \varepsilon K^{\prime}$ such that $\left|\sigma^{k}\right| \subseteq\left|A^{k}\right|$. First assume that $\alpha=\beta=1$. Let $\sigma^{k}=\left\langle\hat{A}_{0}, \hat{A}_{1}, \ldots, \hat{A}_{k-1}, \hat{A}_{k}\right\rangle$. Pick $\beta^{n-k+1}=\left\langle\hat{A}_{k-1}, \hat{A}_{k}, \ldots, \hat{A}_{n}\right\rangle$ with $\left|\beta^{n-k+1}\right| \subseteq B^{n-k+1}$. Let $\sigma^{k-1}=\varepsilon<\hat{A}_{o}, \hat{A}_{1}, \ldots, \hat{A}_{k-1}>$ with $\varepsilon$
chosen so that $\left[\sigma^{k} ; \sigma^{k-1}\right]=(-1)^{k}$. The orientation of $\sigma^{k-1}$ is coherent with the orientation of $A^{k-1}$. Similarly, let $\beta^{n-k}=\eta\left\langle\hat{A}_{k}, \ldots, \hat{A}_{n}\right\rangle$ with $\eta$ chosen so that $\left[\beta^{n-k+1} ; \beta^{n-k}\right]=1$. The orientation of $\beta^{n-k}$ is coherent with that of $B^{n-k}$. Let $N=\gamma<\hat{A}_{o}, \ldots, \hat{A}_{n}>$ with $\lambda$ chosen so that the orientation of N is coherent with the orientation induced by the orientation system of the manifold. The following example may be helpful.


$$
\begin{aligned}
& A=\left\langle v_{0}, v_{2}\right\rangle, B=\left\langle v_{4}, v_{5}\right\rangle+\left\langle v_{5}, v_{6}\right\rangle \\
& \sigma^{\prime}=\left\langle v_{0}, v_{5}\right\rangle \\
& \beta^{2}=\left\langle v_{0}, v_{5}, v_{4}\right\rangle \\
& \sigma^{\circ}=+1\left\langle v_{0}\right\rangle \\
& B^{\prime}=-1\left\langle v_{5}, v_{4}\right\rangle \\
& N=-1\left\langle v_{0}, v_{5}, v_{4}\right\rangle
\end{aligned}
$$

Then $A^{k} \# B^{n-k}=\varepsilon \cdot \eta \cdot \gamma$ and $A^{k-1} \# B^{n-k+1}=(-1)^{k} \varepsilon \cdot \eta \cdot \gamma$. since we are assuming that $\alpha=\beta=1$, the conclusion for this special case follows. For the general case, note that the incidence number $\left[\alpha A^{k} ; \dot{A}^{k-1}\right]=\alpha^{2}=1$ and $\left[\beta B^{n-k+1} ; B^{n-k}\right]=\beta^{2}=1$. Thus, $\alpha A^{k} \# B^{n-k}=(-1)^{k}\left(A^{k-1} \# \beta B^{n-k+1}\right)$. But $A^{k} \# B^{n-k}=\alpha^{2}\left(A^{k} \# B^{n-k}\right)=\alpha\left(\alpha A^{k} \# B^{n-k}\right)$ and $A^{k-1} \# \beta B^{n-k+1}=$ $B\left(A^{k-1} \# B^{n-k+1}\right)$. Thus, $A^{k} \# B^{n-k}=\alpha\left(\alpha A^{k} \# B^{n-k}\right)=\alpha(-1)^{k}\left(A^{k-1} \# B B^{n-k+1}\right)$ $=\alpha \beta(-1)^{k}\left(A^{k-1} \# B^{n-k+1}\right)$. $\|$

In the present setting, all intersection numbers of cells with their dual cell are +1. Thus, by the lemma $1=\alpha_{i j}^{k} \cdot \beta_{i j}^{n-k}(-1)^{k}$, or $\beta_{i j}^{n-k}=$ $(-1)^{k} \alpha_{i j}^{k}$.

Although the Poincaré Duality theorem will be a corollary to a later
theorem, this is an appropriate place to prove this important theorem for its proof is almost immediate.

Poincaré Duality Theorem: Let $M^{n}$ be a closed (i.e., compact without boundary) orientable PL n-manifold. Then $H_{k}\left(M^{n}\right) \cong H^{n-k}\left(M^{n}\right)$ for $k=0$, 1 , ..., n.

Proof: Let $K$ be a triangulation of $M^{n}$. Denote the free abelian group on the oriented k-simplices of $K$ by $C_{k}\left(M^{n}\right)$ and the free abelian group on the oriented dual $n-k$ cells by $C^{n-k}\left(M^{n}\right)$. Note: $\operatorname{Hom}\left(C^{n-k}\left(M^{n}\right)\right.$; $\left.Z\right)$ $\stackrel{\sim}{=} \mathrm{n}^{\mathrm{k}}\left(\mathrm{M}^{\mathrm{n}}\right)$.

Define a homomorphism $\phi: C_{k}\left(M^{n}\right) \rightarrow C^{n-k}\left(M^{n}\right)$ by setting $\phi\left(A^{k}\right)=B^{n-k}$ and extending linearly. Since there is a one-one correspondence between k -simplices and $\mathrm{n}-\mathrm{k}$ dual cells, $\phi$ is an isomorphism.

Consider the following diagram.

$$
\begin{aligned}
& \ldots \xrightarrow{\partial} C_{k}\left(M^{n}\right) \xrightarrow{\partial} C_{k-1}\left(M^{n}\right) \xrightarrow{\partial} \ldots \\
& \cdots \xrightarrow{\delta} C^{n^{-1} \phi}\left(M^{n}\right) \xrightarrow{\delta} C^{n-k+1}\left(M^{n}\right) \xrightarrow{\delta} \ldots \\
& \phi \partial\left(A_{i}^{k}\right)=\phi\left(\sum_{j=1}^{p_{k-1}} \alpha_{i j}^{k} A_{j}^{k-1}\right)=\sum_{j=1}^{p_{k-1}} \alpha_{i j} B_{j}^{n-k+1} \\
& =\sum_{j=1}^{p_{k-1}}(-1)^{k} \beta_{j i}^{n-k} B^{n-k+1}=(-1)^{k} \delta\left(B_{i}^{n-k}\right)=(-1)^{k} \delta \phi\left(A_{i}^{k}\right)
\end{aligned}
$$

Thus the diagram commutes to within sign. Hence, the homologies of the two chain complexes are isomorphic. That is, $H_{k}\left(M^{n}\right)=H^{n-k}\left(M^{n}\right)$. \|

Definition: A subcomplex $L$ of a complex $K$ is said to be full in $K$ if no simplex of $K-L$ has all its vertices in $L$.

For example, let $K$ be a two-simplex with $L$ consisting of two sides and the appropriate vertices. Then the third side is a simplex of $K-L$ with each vertex in L. Thus, L is not full in K. See Figure 14.


$$
L=\left\{\alpha, \beta, v_{0}, v_{1}, v_{2}\right\}
$$

Figure 14. L Not Full in $K$

On the other hand, if $L$ consists of only the one-simplex $\alpha$ and vertices $v_{o}$ and $v_{1 .}$, then $L$ is full in $K$.

General Duality Theorem: Let $M$ be a PL orientable n-manifold without boundary and $(P, Q)$ a compact $P L$ pair in $M$. Then for $k=0,1$, $\cdots, n_{k}(M-Q, M-P) \xlongequal{\cong} H^{n-k}(P, Q)$.

Proof: Let $K$ be a PL triangulation of $M$ so that $P$ is a full subcomplex. Let $N_{p}$ be the derived neighborhood of $P$ (i.e., the simplicial neighborhood of $P$ in $\left.K^{\prime}\right)$. Let $P^{*}=C l\left(M-N_{p}\right)$. Similarly, let $N_{Q}$ be the derived neighborhood of $Q$ and $Q^{*}=C 1\left(M-N_{Q}\right)$. See Figure 15. Let $A_{l}^{k}, \ldots, A_{p_{k}}^{k}$ be the $k-s i m p l i c e s$ of $K$ in $P-Q$. Denote the dual cell of $A_{i}^{k}$ by $B_{i}^{n-k}$ :

Claim: $A^{k} \varepsilon P-Q$ if and only if $B^{n-k} \varepsilon Q^{*}-P^{*}$. To justify this claim, first suppose that $A{ }^{k} \varepsilon P-Q$. Then $\hat{A} \varepsilon|P-Q|$. Let $T=$ $<\hat{A}, \hat{A}_{1}, \ldots$ be a simplex in $K^{\prime}\left(A^{k}<A_{1}<A_{2}<. ..\right)$. Q cannot
contain $\hat{A}$ nor any $\hat{A}_{i}$. Since $Q$ is full in $K^{\prime},|T| \Phi|Q|$ and since no vertex of $T$ is in $Q, T \subseteq Q^{*}$. Now $B^{n-k}$ is the union of all such $T$ so $B^{n-k}$ must be contained in $Q^{*}$. Also, $B^{n-k} \Phi P^{*}$ because $\hat{A} \varepsilon|P|$. Thus, $\mathrm{B}^{\mathrm{n}-\mathrm{k}} \subseteq \mathrm{Q}^{*}-\mathrm{P}^{*}$.


Figure 15. Compact PL Pair

Now suppose $A^{k} \notin P-Q$. Then either $A^{k} \varepsilon Q$ or $A^{k} \notin P \cdot$ If $A^{k} \varepsilon Q$, then $\hat{A} \varepsilon Q$ and $\hat{A}$ is a vertex of $B^{n-k}$. Hence, $B^{n-k} \notin Q^{*}$ and thus certainly not an element of $Q^{*}-P^{*}$. If $A^{k} \notin P$, then because $P$ is full there must be at least one vertex $v$ of $A^{k}$ such that $v \notin P$. Now $B^{n-k} \subseteq\left|S t\left(v, K^{\prime}\right)\right|$. But for a vertex not in $P,\left|S t\left(v, K^{\prime}\right)\right|$ intersects $N_{p}$ only in the boundary of $N_{p}$. Hence $B^{n-k}$ cannot be in $Q^{*}-P^{*}$. The claim is now justified.

Now let $C_{k}\left(Q^{*}, P^{*}\right)$ be the free abelian group generated by the dual $k-c e l l s$ of $Q^{*}-P^{*}$, and $C^{n-k}(P, Q)$ the free abelian group generated by the $n-k$ simplices of $P-Q$. Define $\phi: C^{n-k}(P, Q) \rightarrow C_{k}\left(Q^{*}, P *\right)$ by $\phi\left(A^{n-k}\right)=B^{k}$ and extend linearly. By the same argument given in the
proof of the Poincare Duality theorem, the following diagram commutes to within sign.

$$
\begin{aligned}
& \rightarrow C^{\mathrm{n}-\mathrm{k}}(P, Q) \xrightarrow{\delta} C^{\mathrm{n}-\mathrm{k}+1}(P, Q) \rightarrow \\
& \rightarrow C_{k}\left(Q^{*}, P^{*}\right) \xrightarrow{\downarrow \phi} C_{k-1}\left(Q^{*}, P^{*}\right) \rightarrow
\end{aligned}
$$

Therefore, $H^{n-k}(P, Q) \xlongequal{=} H_{k}\left(Q^{*}, P^{*}\right)$.
The inclusion maps i: $Q^{*} \rightarrow M-Q$ and $j: P^{*} \rightarrow M-P$ are homotopy equivalences. Thus, we have the following diagram.


The diagram commutes because all the maps are inclusion induced except for the two connecting homomorphisms and they are "d-induced". The rows are exact. Thus, by the five-lemma, the middle vertical map is an isomorphism. So it has been shown that $H^{n-k}(P, Q) \cong H_{k}\left(Q^{*}, P^{*}\right) \cong$ $H_{k}(M-Q, M-P) . \|$

Corollary 1: Poincaré Duality. If $M$ is a closed orientable PL n-manifold, then $H_{k}(M) \cong H^{n-k}(M)$.

Proof: Let $P=M$ and $Q=\phi$ in the General Duality Theorem. II

Corollary 2: Alexander Duality. $H^{n-k-1}(P) \cong \tilde{H}_{k}\left(R^{n}-P\right)$ where $P$ is a compact $P L$ subset of $R^{n}$.

Proof: With $Q=\phi$ in the General Duality theorem we have $H^{n-k-1}(P)$ $\tilde{\cong}_{H_{k+1}}\left(S^{n}, S^{n}-P\right)$. Let $x \in S^{n}-P$. By excision $H_{k+1}\left(S^{n}, S^{n}-P\right) \stackrel{\tilde{=}}{ }$ $H_{k+1}\left(S^{n}-x,\left(S^{n}-P\right)-x\right)$. That is, $H_{k+1}\left(S^{n}, S^{n}-P\right) \stackrel{\sim}{=} H_{k+1}\left(R^{n}, R^{n}-P\right)$. Consider the long exact sequence:

$$
\rightarrow H_{k+1}\left(R^{n}\right) \rightarrow H_{k+1}\left(R^{n}, R^{n}-P\right) \rightarrow \tilde{H}_{k}\left(R^{n}-P\right) \rightarrow \tilde{H}_{k}\left(R^{n}\right) \rightarrow
$$

Because $\tilde{H}_{*}\left(R^{n}\right)=0$, we have $H_{k+1}\left(R^{n}, R^{n}-P\right) \cong \tilde{H}_{k}\left(R^{n}-P\right)$. \|

Corollary 3: Lefschetz Duality. If $M$ is a PL orientable compact n-manifold with $B d M \neq \phi$, then $H_{k}(M) \cong H^{n-k}(M, B d M)$.

Proof: Let DM be the double of $M$. That is, two copies of $M$ attached by the identity map on Bd M. See Figure 16.


Figure 16. The Double of a Manifold

Let $P=D M$ and $Q=M^{*}$. Then $H_{k}(M) \cong H_{k}($ Int $M)=H_{k}(D M-Q, D M-P) \cong$ $H^{n-k}\left(D M, M^{*}\right) \cong H^{n-k}(M, B d M)$. The last isomorphism is by excision. \|

Corollary 4: Smale Duality. If $M$ is a compact orientable PL n-manifold with $B d M=A \cup B$, then $H_{k}(M, A) \xlongequal{\cong} H^{n-k}(M, B)$.

Proof: Let DM and $M^{*}$ be as in the Lefschetz Duality theorem, $R$ a regular neighborhood of $A$ in $D M, P=C l(D M-R)$ and $Q=C l\left(M^{*}-R\right)$ (see Figure 17).

Now $H^{n-k}(P, Q) \cong H^{n-k}($ Int $M, B)$ by excision, and $H^{n-k}($ Int $M, B) \cong$ $H^{n-k}(M, B)$. Also, $H_{k}(D M-Q, D M-P) \stackrel{\sim}{=} H_{k}($ Int $M, R)$ by excision and $H_{k}($ Int $M, R) \simeq H_{k}(M, A) . \quad \|$


Figure 17. Double of M

For the reader who is familiar with Cech Cohomology Theory, the following comment will be of interest.

The General Duality Theorem is true for any orientable manifold $M$ and compact pair ( $P, Q$ ) in $M$ if Cech cohomology is used. That is, $\check{H}^{k}(P, Q) \cong H_{n-k}(M-Q, M-P) \quad($ see Spanier [24], p. 296).

THE INTERSECTION NUMBER OF MANIFOLDS

In this chapter three equivalent definitions of intersection number, which are much more general than the definition in Chapter $I$, are given. The reader is now further assumed to be familiar with additional topics in algebraic topology, particularly cup and cap products (see Vick [25], Chapters 3 and 4, Greenberg [9], Chapter 24, and Hudson [11], Chapter 4).

Let $M^{n}$ be a closed orientable PL $n$-manifold with $M^{p}$ and $M^{q}$ closed orientable $P L$ sub-manifolds of indicated dimension and $p+q=n$.

Definition 3.1: The intersection number of $M^{p}$ and $M^{q}$, denoted by $M^{p} \# M^{q}$, can be defined by the following diagram.

$$
\begin{aligned}
& H_{p}\left(M^{p}\right) \xrightarrow{i_{*}} H_{p}\left(M^{n}\right) \stackrel{\mu_{n} \cap}{\longleftrightarrow} H^{q}\left(M^{n}\right) \\
& \Leftrightarrow \\
& H_{q}\left(M^{q}\right) \xrightarrow{j_{*}} H_{q}\left(M^{n}\right) \stackrel{\mu_{n} \cap}{\longleftrightarrow} H^{p}\left(M^{n}\right)
\end{aligned}
$$

That is, pick orientations $\mu_{n}, \mu_{p}$ and $\mu_{q}$ for $M^{n}, M^{p}$ and $M^{q}$, respectively (i.e., generators of $H_{n}\left(M^{n}\right), H_{p}\left(M^{p}\right)$ and $H_{q}\left(M^{q}\right)$ ). Recall that $\mu_{n} \cap: H^{k}\left(M^{n}\right) \rightarrow H_{n-k}\left(M^{n}\right)$ is the Poincare Duality isomorphism (see Vick [25], p. 149). Pick $\mu^{q}$ and $\mu^{p}$ in $H^{q}\left(M^{n}\right)$ and $H^{p}\left(M^{n}\right)$, respectively, such that $\mu_{n} \cap \mu^{q}=i_{*}\left(\mu_{p}\right)$ and $\mu_{n} \cap \mu^{p}=j_{*}\left(\mu_{q}\right)$. Then $M^{p} \# M^{q}$ is defined to be $\mu_{n} \cap\left(\mu^{q} \cup \mu^{p}\right)$. Because $H_{o}\left(M^{n}\right) \cong Z$, we may consider $M^{p} \# M^{q}$ to be an integer. We may also define an intersection number $M^{p} \# M^{q}$ as follows.

Definition 3.2:

$$
\begin{aligned}
& H_{p}\left(M^{p}\right) \longrightarrow \mathrm{i}_{\mathrm{p}}\left(\mathrm{M}^{\mathrm{n}}\right) \\
& \text { Q } \quad j \quad \otimes \xrightarrow{\cap} H_{0}\left(M^{n}\right) \\
& H_{q}\left(M^{q}\right) \xrightarrow{j_{*}} H_{q}\left(M^{n}\right) \xrightarrow{\mu_{n} \cap} H^{p}\left(M^{n}\right)
\end{aligned}
$$

That is, let $\mu_{p}, \mu_{q}, \mu^{p}$ and $\mu_{n}$ be as in Definition 3.1. Then $M^{p} \# M^{q}$ is defined to be $i_{*}\left(\mu_{p}\right) \cap \mu^{p}$. As before, $M^{p} \# M^{q}$ can be considered an integer because $H_{o}\left(M^{n}\right) \cong Z$.

Because of the equation (see Vick [25], p. 122) $\mu_{n} \cap\left(\mu^{q} \cup \mu^{p}\right)=$ $\left(\mu_{n} \cap \mu^{q}\right) \cap \mu^{p}$ and the equation $\mu_{n} \cap \mu^{q}=i_{*}\left(\mu_{p}\right)$, we have $\mu_{n}{ }^{\prime}\left(\mu^{q} \cup \mu^{p}\right)=$ $i_{*}\left(\mu_{p}\right) \cap \mu^{p}$. Thus, the two definitions are equivalent.

One may observe that $M^{p} \# M^{q}=(-1)^{p q} M^{q} \# M^{p}$ by using the wellknown equation $\mu^{p} \cup \mu^{q}=(-1)^{\text {pq }}\left(\mu^{q} \cup \mu^{p}\right)$.

Example 3.1: The following is the computation of the intersection number of the two simple closed curves $a$ and $b$ on the torus $T^{2}$. See Figure. 18.


Figure 18. Torus

Let $\bar{g}_{1}$ and $\bar{g}_{2}$ be the generators of $H_{1}\left(T^{2}\right)$. See Figure 19.


Figure 19. Generators of $H_{1}\left(T^{2}\right)$

Let $\bar{\alpha}$ and $\bar{\beta}$ be elements of $H^{1}\left(T^{2}\right)$ such that $\alpha\left(\tau_{i}\right)=1$ for $i=1-6$ where $\tau_{1}=\langle 3,6\rangle, \tau_{2}=\langle 4,6\rangle, \tau_{3}=\langle 4,7\rangle, \tau_{4}=\langle 5,7\rangle, \tau_{5}=\langle 5,8\rangle$, and $\tau_{6}=\langle 3,8\rangle . \alpha(\tau)=0$ for every other 1 -simplex (see Figure 20.) Also, $B\left(\gamma_{i}\right)=1$ for $i=1-6$ where $\left.\gamma_{1}=\langle 1,2\rangle, \gamma_{2}=\langle 4,2\rangle, \gamma_{3}=<4,5\right\rangle$, $\gamma_{4}=\langle 7,5\rangle, \gamma_{5}=\langle 7,8\rangle$, and $\gamma_{6}=\langle 1,8\rangle . \beta(\gamma)=0$ for every other 1-simplex $\gamma$ (see Figure 20).


Figure 20. Triangulation of $T^{2}$

Let $\bar{\mu}$ be the top class of $H_{2}\left(T^{2}\right)$. That is, $\mu=\langle 0,1,3\rangle-$ $\langle 1,3,4\rangle+\langle 1,2,4\rangle-\langle 2,4,5\rangle-\langle 0,2,5\rangle+\langle 0,3,5\rangle+\langle 3,4,6\rangle$ $-\langle 4,6,7\rangle+\langle 4,5,7\rangle-\langle 5,7,8\rangle-\langle 3,5,8\rangle+\langle 3,6,8\rangle+\langle 0,6,7\rangle$ $-\langle 0,1,7\rangle+\langle 1,7,8\rangle-\langle 1,2,8\rangle-\langle 2,6,8\rangle+\langle 0,2,6\rangle$. To calculate a \# b we first find $\mu \cap \alpha$ and $\mu \cap \beta . \mu \cap \alpha$ reduces to $\mu \cap \alpha=$ $\langle 3,4,6>\cap \alpha-\langle 4,6,7>\cap \alpha+\langle 4,5,7>\cap \alpha-\langle 5,7,8>\cap \alpha-$ $\langle 3,5,8\rangle \cap \alpha+\langle 3,6,8\rangle \cap \alpha=\alpha(\langle 3,4>) \cdot\langle 4,6\rangle-\alpha(\langle 4,6\rangle) \cdot\langle 6,7\rangle$ $+\alpha(\langle 4,5\rangle) \cdot\langle 5,7\rangle-\alpha(5,7) \cdot\langle 7,8\rangle-\alpha(\langle 3,5\rangle) \cdot\langle 5,8\rangle+\alpha(\langle 3,6\rangle)$ $\cdot\langle 6,8\rangle=0 \cdot\langle 4,6\rangle-1 \cdot\langle 6,7\rangle+0 \cdot\langle 5,7\rangle-1 \cdot\langle 7,8\rangle-0 \cdot\langle 5,8\rangle$ $+1 \cdot\langle 6,8\rangle=\langle 6,8\rangle+\langle 8,7\rangle+\langle 7,6\rangle . \mu \cap \beta$ reduces to $\mu \cap \beta=$ $\langle 1,2,4\rangle \cap \beta-\langle 2,4,5\rangle \cap \beta+\langle 4,5,7\rangle \cap \beta-\langle 5,7,8\rangle \cap \beta+$ $\langle 1,7,8>\cap \beta-<1,2,8>\cap \beta=\beta(<1,2>) \cdot<2,4>-\beta(<2,4>) \cdot<4,5>$ $+\beta(\langle 4,5\rangle) \cdot\langle 5,7\rangle-\beta(\langle 5,7\rangle) \cdot\langle 7,8\rangle+\beta(<1,7\rangle) \cdot<7,8\rangle$ $-\beta(<1,2>) \cdot\langle 2,8\rangle=1 \cdot\langle 2,4\rangle-(-1) \cdot\langle 4,5\rangle+1 \cdot\langle 5,7\rangle-(-1) \cdot\langle 7,8\rangle$ $+0 \cdot\langle 7,8\rangle-1 \cdot\langle 2,8\rangle=\langle 2,4\rangle+\langle 4,5\rangle+\langle 5,7\rangle+\langle 7,8\rangle+\langle 8,2\rangle$. Thus, $\mu \cap \alpha$ is homologous to $-g_{2}$ and $\mu \cap \beta$ is homologous to $g_{1}$. Using Definition 3.2 we find that $i_{*}(\bar{a})=\bar{g}_{1}+3 \bar{g}_{2}$ and $j_{*}(\bar{b})=\bar{g}_{1}+2 \bar{g}_{2}$. By the previous calculations, we see that $(\mu \cap)^{-1}\left(g_{1}+2 g_{2}\right)=-2 \bar{\alpha}+\bar{\beta}$. Finally, we must compute $\left(g_{1}+3 g_{2}\right) \cap(-2 \alpha+\beta)=[\langle 2,5\rangle+\langle 5,8\rangle+$ $\langle 8,2\rangle+3(\langle 3,4\rangle+\langle 4,5\rangle+\langle 5,3\rangle)] \cap(-2 \alpha+\beta)$ $=-2 \alpha(\langle 5,8\rangle)+3 \beta(\langle 4,5\rangle)=-2 \alpha(\langle 5,8\rangle) \cdot\langle 8\rangle+3 \beta(\langle 4,5\rangle) \cdot\langle 5\rangle$ $=-2 \cdot\langle 8\rangle+3 \cdot\langle 5\rangle$. Now $-2 \cdot \overline{\langle 8\rangle}+3 \cdot \overline{\langle 5\rangle}=1 \cdot \overline{\langle 8\rangle}$ because $\langle 8\rangle$ and $\langle 5\rangle$ are homologous. Summarizing the calculations in the following diagram, we have:


Passing to the integers, we conclude that $a \neq b=+1$. Note: If we give $T^{2}$ its other orientation (i.e., orient the 2-simplices clockwise) we would find that $\mathrm{a} \# \mathrm{~b}=-1$.

To calculate a \# b using Definition 3.1, we first observe that

$$
\begin{aligned}
& (\mu \cap)^{-1}\left(i_{\star}(\bar{a})\right)=(\mu \cap)^{-1}\left(\bar{g}_{1}+3 \bar{g}_{2}\right)=\bar{\beta}-3 \bar{\alpha} \text { and }(\mu \cap)^{-1}\left(j_{*}(\bar{b})\right) \\
& =(\mu \cap)^{-1}\left(g_{1}+2 g_{2}\right)=\bar{\beta}-2 \bar{\alpha} \text {. Now if } \sigma \text { is a 2-simplex }
\end{aligned}
$$

$$
(\beta-3 \alpha) \cup(\beta-2 \alpha)(\sigma)= \begin{cases}-1 & \text { if } \sigma=\langle 1,2,4\rangle \\ -1 & \text { if } \sigma=\langle 2,4,5\rangle \\ -3 & \text { if } \sigma=\langle 4,5,7\rangle \\ -4 & \text { if } \sigma=\langle 5,7,8\rangle \\ 0 & \text { elsewhere }\end{cases}
$$

Let $\ell=(\beta-3 \alpha) \cup(\beta-2 \alpha)$ and $\gamma \varepsilon \operatorname{Hom}\left(C_{2}\left(T^{2}\right) ; Z\right)$ be defined by

$$
\gamma(\sigma)= \begin{cases}1 & \text { if } \sigma=\langle 5,7,8\rangle \\ 0 & \text { otherwise }\end{cases}
$$

and extend linearly. Now $\gamma$ and $\ell$ are co-homologous. In order to see this, we must find a $\psi \varepsilon \operatorname{Hom}\left(C_{1}\left(T^{2}\right) ; Z\right)$ such that $\delta(\psi)=\gamma-\ell$. Note that $\delta\left(\psi\left(\sigma^{2}\right)\right)=\psi\left(\partial\left(\sigma^{2}\right)\right)$. Hence we want

$$
\psi\left(\partial\left(\sigma^{2}\right)\right)= \begin{cases}1 & \text { if } \sigma^{2}=\langle 1,2,4\rangle \\ 1 & \text { if } \sigma^{2}=\langle 2,4,5\rangle \\ 3 & \text { if } \sigma^{2}=\langle 4,5,7\rangle \\ 5 & \text { if } \sigma^{2}=\langle 5,7,8\rangle \\ 0 & \text { otherwise }\end{cases}
$$

Let $\psi\left(\left\langle v_{1}, v_{2}\right\rangle\right)=a_{v_{1}} v_{2}$. Next write the system of equations which are to be satisfied if we are to find the desired $\psi$.

$$
\begin{aligned}
& \psi(\partial<0,1,3>)=a_{01}-a_{03}+a_{13}=0 \\
& \psi(\partial<1,3,4>)=a_{13}-a_{14}+a_{34}=0 \\
& \psi(\partial<1,2,4>)=a_{12}-a_{14}+a_{24}=1 \\
& \psi(\partial<2,4,5>)=a_{24}-a_{25}+a_{45}=1 \\
& \psi(\partial<0,2,5>)=a_{02}-a_{05}+a_{25}=0 \\
& \psi(\partial<0,3,5>)=a_{03}-a_{05}+a_{35}=0 \\
& \psi(\partial<3,4,6>)=a_{34}-a_{36}+a_{46}=0 \\
& \psi(\partial<4,6,7>)=a_{46}-a_{47}+a_{67}=0 \\
& \psi(\partial<4,5,7>)=a_{45}-a_{47}+a_{57}=3 \\
& \psi(\partial<5,7,8>)=a_{57}-a_{58}+a_{78}=5 \\
& \psi(\partial<3,5,8>)=a_{35}-a_{38}+a_{58}=0 \\
& \psi(\partial<3,6,8>)=a_{36}-a_{38}+a_{68}=0 \\
& \psi(\partial<0,6,7>)=a_{06}-a_{07}+a_{67}=0 \\
& \psi(\partial<0,1,7>)=a_{01}-a_{07}+a_{17}=0 \\
& \psi(\partial<1,7,8>)=a_{17}-a_{18}+a_{78}=0 \\
& \psi(\partial<1,2,8>)=a_{12}-a_{18}+a_{28}=0 \\
& \psi(\partial<2,6,8>)=a_{26}-a_{28}+a_{68}=0 \\
& \psi(\partial<0,2,6>)=a_{02}-a_{06}+a_{26}=0
\end{aligned}
$$

The coefficient matrix has dimensions $27 \times 18$ and can be shown to have
rank 18. Thus, the desired $\psi$ exists. All that remains is to find $\mu \cap \gamma$. Let $\sigma_{i}, i=1, \ldots, 18$ be the 2-simplices. Then $\mu \cap \gamma=\sum_{i=1}^{18}\left(\sigma_{i} \cap \gamma\right)$ $=\gamma(\langle 5,7,8\rangle) \cdot\langle 8\rangle=\langle 8\rangle$. Passing to the integers, we again find that $\mathrm{a} \# \mathrm{~b}=+1$. The calculations are summarized in the following diagram.

$$
\begin{aligned}
& \overline{\mathrm{a}} \quad \bar{g}_{1}+3 \bar{g}_{2} \quad \bar{\beta}-3 \bar{\alpha} \\
& H_{1}(\mathrm{a}) \rightarrow \mathrm{H}_{1}\left(\mathrm{~T}^{2}\right) \longleftarrow \mathrm{H}^{1}\left(\mathrm{~T}^{2}\right)
\end{aligned}
$$

A third definition of the intersection number of $M^{p}$ and $M^{q}$ can be given by first defining the intersection number of a p-cell X with a $q-c e l l y, b o t h$ of which are properly contained in an $n$-cell $B$ where $p+q=n$ and $B d X \cap B d Y=\phi$. If $p=0$, then $X$ is a point and $Y=B$. Hence, we will assume that $p$ and $q$ are both at least one. Consider the following exact sequences.
and $\rightarrow H_{p}(B-B d Y) \rightarrow H_{p}(B-B d Y, B-Y) \xrightarrow{\vdots} \tilde{H}_{p-1}(B-Y) \rightarrow$

$$
\rightarrow \tilde{H}_{\mathrm{p}-1}(\mathrm{~B}-\mathrm{Bd} \mathrm{Y}) \rightarrow
$$

Because $\tilde{H}_{\star}(X)$ and $\tilde{H}_{\star}(B-B d Y)$ are trivial, $\partial$ and $\bar{\partial}$ are isomorphisms. Now $B d X \subseteq B-Y$. Thus, we have the inclusion induced map $i_{*}: \tilde{H}_{p-1}(B d X)$ $\rightarrow \tilde{H}_{p-1}(B-Y) . \quad$ Let $B^{+}=B \cup(B d B x[0,1))$. Then $B^{+}$is an orientable manifold without boundary and (Y, Bd Y) is a compact pair in $B^{+}$. By the General Duality Theorem, $H_{p}\left(B^{+}-B d Y, B^{+}-Y\right) \stackrel{\sim}{=} H^{q}(Y, B d Y)$. By excision, $H_{p}\left(B^{+}-B d Y, B^{+}-Y\right) \stackrel{\sim}{=} H_{p}(B-B d Y, B-Y)$. Thus, $H_{p}(B-B d Y, B-Y)$ $\simeq H^{q}(Y, B d Y)$. Denote the last isomorphism by $\psi$. Consider the following diagram:

$$
\begin{aligned}
& \text { © } \\
& \xrightarrow{n} \mathrm{H}_{\mathrm{O}}(\mathrm{Y})
\end{aligned}
$$

Now let $\mu_{p}$ and $\mu_{q}$ be generators of $H_{p}(X, B d X)$ and $H_{q}(Y, B d Y)$, respectively, and $\mu^{q}$ be the unique element of $H^{q}(Y, \operatorname{Bd} Y)$ for which $\bar{\partial} \psi\left(\mu^{q}\right)=$ $i_{*}\left(\partial \mu_{p}\right)$.

Definition 3.3: Define the intersection number $X \# Y=\mu^{q} \cap \mu_{q} \cdot B e-$ cause $H_{O}(Y) \stackrel{\simeq}{=} Z$, we may consider $X \# Y$ to be an integer.

Definition 3.4: Let $X$ and $Y$ be $p$ and $q$ cells, respectively, which meet in a single point and are properly contained in an $n$-cell $B$ with $p+q=n . X$ and $Y$ are said to be transverse if and only if there is a homeomorphism of triples $h:\left(v * S^{p-1} * S^{q-1}, v * S^{p-1}, v * S^{q-1}\right) \rightarrow(B, X, Y)$. More generally, if $M^{p}$ and $M^{q}$ are submanifolds of $M^{n}$, then a point $x \in M^{p} \cap M^{q}$ is a point of transverse intersection if and only if there is an embedding $h: V * S^{p-1} * S^{q-1} \rightarrow M^{n}$ such that $h(v)=x, h^{-1}\left(M^{p}\right)=v * S^{p-1}$ and $h^{-1}\left(M^{q}\right)=V * S^{q-1}$.

Lemma 3.1: If $X$ and $Y$ are as in Definition 3.3 and meet transversely in a single point, then $X \# Y=+1$.

Proof: There is a homeomorphism $h$ : (v* $S^{p-1} * S^{q-1}, v * S^{p-1}$, $\left.v * S^{q-1}\right) \rightarrow\left(B^{n}, X, Y\right)$. Thus, $B d X$ and $B^{n}-Y$ have the same homotopy type. Therefore, $i_{*}: \tilde{H}_{p-1}(B d X) \rightarrow \tilde{H}_{p-1}\left(B^{n}-Y\right)$ is an isomorphism and $\mu^{q}$ is a generator of $H^{q}(Y, B d Y)$. Thus, $\mu^{q} \cap$ is an isomorphism and $\mu^{q} \cap \mu_{q}$ is a generator of $H_{o}(Y)$. \|l

Again let $M^{n}$ be a closed connected orientable $n$-manifold with closed connected orientable submanifolds $M^{p}$ and $M^{q}$, where $p+q=n$.

Assume that $\mathrm{M}^{\mathrm{P}}$ is in general position with respect to $\mathrm{M}^{\mathrm{q}}$. Then dim $\left(M^{p} \cap M^{q}\right) \leq p+q-n=0$ so that $M^{p}$ meets $M^{q}$ transversely in a finite number of points $x_{1}, \ldots, x_{t}$. Choose disjoint $n$-cells $B_{1}^{n}, \ldots, B_{t}^{n}$, according to the definition of transversality, such that $x \varepsilon$ Int $B_{i}{ }^{n}$, $X_{i}=B^{n} \cap M^{p}$ is a $p$-cell and $Y_{i}=B_{i}^{n} \cap M^{q}$ is a $q-c e l l$. For each $x_{i}$ there is a local orientation $\alpha_{x_{i}} \varepsilon H_{n}\left(B_{i}^{n}, B_{i}^{n}-x_{i}\right)$ induced by the orientation system of $M^{n}$. Now $H_{n}\left(B_{i}^{n}, B_{i}^{n}-x_{i}\right) \xlongequal{=} H_{n}\left(B_{i}^{n}, B d B_{i}^{n}\right)$. Thus, the orientation system of $M^{n}$ induces an orientation of $B_{i}^{n}$. Similarly, the orientation systems of $M^{p}$ and $M^{q}$ induce orientations of $X_{i}$ and $Y_{i}$, respectively. Definition 3.5: With $\mathrm{m}^{\mathrm{p}}, \mathrm{M}$, $\mathrm{X}_{\mathrm{i}}$, and $\mathrm{Y}_{\mathrm{i}}$ as above, we define $M^{p} \# M^{q}=\sum_{i=1}^{t}\left(X_{i} \# Y_{i}\right)$.

Suppose we have a homotopy $H_{t}: M^{p} \rightarrow M^{n}$ with $H_{o}$ the identity on $M^{p}$. Let $M_{*}^{p}=H_{1}\left(M^{p}\right)$.

Lemma 3.2: The intersection number given by Definition 3.2 is invariant under homotopy.

Proof: Consider the following diagram:


Let $\mu_{p}$ be the chosen orientation class of $M^{p}$. Since. $H_{t}$ is a homotopy between i: $M^{p} \rightarrow M^{n}$ and $j_{1}: M^{p} \rightarrow M^{n}$, we have that $j_{*} H_{1}^{*}\left(\mu_{p}\right)=i_{*}\left(\mu_{p}\right)$.

Hence, in Definition 3.2, we may assume that $M^{p}$ is in general position with respect to $M^{q}$. That is, if $K$ is a triangulation of $M^{n}$ with
subcomplex $L$, where $|L|=M^{q}$, then $M^{p}$ misses the $q-1$ skeleton of $L$ and $M^{p} \cap M^{q}$ consists of a finite number of points $x_{1}, x_{2}, \ldots, x_{t}$. Suppose a q-simplex $A$ of $L$ contains more than one $x_{i}$. For each $x_{i}$ in $A$ let $A_{i}$ be a q-simplex with $x_{i} \varepsilon$ Int $A_{i} \subseteq$ Int $A$ and $\left|A_{i}\right| \cap\left|A_{j}\right|=\phi$ for $i \neq j$. If we do this for each q-simplex which contains more than one $\dot{x}_{i}$, then we can subdivide $K$ to obtain a complex $K_{1}$ and each $q$-simplex of $L_{1}$ will contain no more than one $\mathrm{x}_{\mathrm{i}}$ in its interior. We may also assume that $x_{i}$ is the barycenter of the $q$-simplex in which it is contained. Let $H$ be the polyhedron consisting of the dual p -cells in $\mathrm{M}^{n}$. If $\mathrm{A}^{\mathrm{q}}$ is a $\mathrm{q}-$ simplex of $K_{1}$ and $B^{p}$ is the dual $p-c e l l$, then $N\left(\hat{A}^{q} ; K_{1}^{\prime}\right)=\left(B d A^{q}\right) * B^{p}$. Hence, because $M^{p}$ misses $M^{q-1}$, we may homotop $M^{p}$ into $H$.

Let $\mu_{p}$ and $\mu_{q}$ be the chosen orientation classes of $M^{p}$ and $M^{q}$, respectively, with $\mu^{p}$ the Poincare dual of $\mu_{q}$ as in Definition 3.2. Then $i_{*}\left(\mu_{p}\right)$ is homologous to a cycle $\sigma$, which is carried on $H$. since $\mu^{p}$ is the Poincare dual of $\mu_{q}, \mu^{p}$ can be represented by $\sum_{i} \varepsilon_{i} \hat{B}_{i}$ where $\varepsilon_{i}$ and $\hat{B}_{i}$ are as follows. $\hat{B}_{i}$ is a cocycle which, when evaluated on the dual $p-\operatorname{cell} \mathrm{B}_{\mathrm{i}}$, gives +1 , and on all other dual p -cells gives 0 . The sum is taken over all dual p-cells and

$$
\varepsilon_{i}=\left\{\begin{aligned}
\pm 1 & \text { if } B_{i} \cap M^{q} \neq \phi \\
0 & \text { if } B_{i} \cap M^{q}=\phi
\end{aligned}\right.
$$

Also, $\sigma$ can be written as $\sigma=\sum_{\ell} B_{i_{\ell}}+\sum_{j} B_{i_{j}}$ where $B_{i_{\ell}}$ is a dual p-cell which intersects $M^{q}$ and $B_{i}$ is a dual $p-c e l l$ which misses $M^{q}$. Hence,

$$
\begin{aligned}
& M^{p} \# M^{q}=i_{*}\left(\mu_{p}\right) \cap \mu^{p}=\sigma \cap\left(\sum_{i} \varepsilon_{i} \hat{B}_{i}\right)=\left(\sum_{l} B_{i}{ }_{\ell}+\sum_{j} B_{i}\right) \cap\left(\sum_{i} \varepsilon_{i} \hat{B}_{i}\right)= \\
& \left(\sum_{\ell} B_{i} \cap \sum_{i} \varepsilon_{i} \hat{B}_{i}\right)+\left(\sum_{j} B_{i} \cap \sum_{i} \varepsilon_{i} \hat{B}_{i}\right)=\sum_{\ell} B_{i} \cap \sum_{i} \varepsilon_{i} \hat{B}_{i}=\sum_{\ell}\left(B_{i} \cap \varepsilon_{i} \hat{B}_{\ell} \hat{i}_{\ell}\right) \\
& =\sum_{\ell} \varepsilon_{i_{l}}\left(B_{i_{l}} \cap \hat{B}_{i}\right)=\sum_{\ell} \varepsilon_{i_{l}} \text {. Thus, each point of intersection of } M^{p} \cap M^{q}
\end{aligned}
$$

contributes +1 or -1 in the same manner as in Definition 3.5. Therefore, Definitions $3.1,3.2$, and 3.5 are equivalent.

## APPLICATIONS OF INTERSECTION NUMBER THEORY

The duality theory of Chapter II is an important application of intersection number theory. In this chapter we give additional applications.

In 1943, Whitney proved in [31] that a closed n-manifold can be embedded in $2 n$ dimensional euclidean space, $\mathrm{E}^{2 \mathrm{n}}$. More general embedding theorems are known. Historically, however, Whitney's Embedding Theorem is important, and we will given an outline of the proof.

Let $f: E^{n} \rightarrow E^{2 n}$ be a continuous function defined as follows. Given $\left(x_{1}, \ldots, x_{n}\right)$ in $E^{n}$, let $u=\left(1+x_{1}^{2}\right)\left(1+x_{2}^{2}\right) \ldots\left(1+x_{n}^{2}\right), y_{1}=x_{1}-2 x_{1} / u$, $y_{i}=x_{i}$ for $i=2, \ldots, n, y_{n+1}=l / u$, and $y_{n+i}=x_{1} x_{i} / u$ for $i=2, \ldots, n$. Let $f\left(x_{1}, \ldots, x_{n}\right)=\left(y_{1}, \ldots, y_{2 n}\right)$. It is easy to show that for $\left(x_{1}, \ldots, x_{n}\right) \neq\left(x_{1}^{1}, \ldots, x_{n}^{1}\right), f\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{1}^{1}, \ldots, x_{n}^{1}\right)$ if and only if $x_{1}=1, x_{1}^{1}=-1$, and $x_{i}=0$ for $i=2, \ldots, n$. Thus, the only point of self-intersection induced by $f$ is $f(1,0, \ldots, 0)=$ $f(-1,0, \ldots, 0)$. Notice that for elements of $E^{n}$ of large magnitude, $Y_{i}$ is almost equal to $x_{i}$ for $i=1, \ldots, n$, and $y_{i}$ is almost zero for $i=n+1, . . ., 2 n$. Hence, we may alter $f$ slightly so that it is the inclusion on the boundary of a standard $n-b a l l, B$, of sufficiently large radius. Then $\bar{f}=f \mid B^{n}$ is a map of $B^{n}$ into a $2 n$-ball $B^{2 n}$ and $\bar{f} \mid B d B^{n}$ is the inclusion map.

Let $M$ be a $P L$-manifold and $g: M \rightarrow E^{2 n}$ a $P L$ map in general position.

Suppose $g^{-1} g(x)=x$. We may take deriveds if necessary so that $g(M) \cap D^{2 n}=g\left(D^{n}\right)$ and $g\left(D^{n}\right) \cap B d D^{2 n}=B d g\left(D^{n}\right)$, where $D^{n}$ is the simplicial neighborhood of $x$ and $D^{2 n}$ is the simplicial neighborhood of $g(x)$. Let $F: D^{2 n} \rightarrow B^{2 n}$ be a homeomorphism which takes $B d g\left(D^{n}\right)$ to $B d B{ }^{n}$. Define $\bar{g}: M \rightarrow E^{2 n}$ by $\bar{g}(x)=g(x)$ for $x \varepsilon M-\operatorname{Int} D^{n}$ and $\bar{g}(x)=F^{-1} \bar{f} F g(x)$ for $x \in D^{n}$. If $x \in B d D^{n}$, then $F g(x) \varepsilon B d B^{n}$. Thus, $F^{-1} \bar{f} F g(x)=F^{-1} F g(x)$ $=g(x)$. Therefore, $\bar{g}$ is continuous and induces one more point of selfintersection than $g$.

Let $y_{1}$ and $y_{2}$ be the two distinct points of $D^{n}$ for which $\bar{g}\left(y_{1}\right)=$ $\bar{g}\left(y_{2}\right)$. Let $\varepsilon= \pm 1$ be the intersection number at $z=\bar{g}\left(y_{1}\right)$. Define $T: E^{2 n} \rightarrow E^{2 n}$ by $T\left(x_{1}, \ldots, x_{n-1}, x_{n}\right)=\left(x_{1}, \ldots, x_{n-1}, x_{n}\right) . T$ is an orientation reversing homeomorphism. Thus, by composing with $T$, we can change the sign of the intersection number $\varepsilon$. Hence, in addition to being able to introduce one more point of self-intersection, we can do it in such a way that the intersection number at that point is +1 or -1 as we desire.

Theorem 4.1: (The Whitney Embedding Theorem). If $M$ is a closed PL $n$-manifold, then $M$ can be embedded in $E^{2 n}$.

Proof: The theorem is obvious for $n=1$. For $n=2$, embed the $2-$ sphere, projective plane, or Klein bottle in $E^{4}$ and add the necessary number of handles to obtain $M$. For $n \geq 3$, we let $f$ be a map of $M$ into $\mathrm{E}^{2 \mathrm{n}}$. By general position, we may assume that there are a finite number of self-intersections. That is, there are finitely many points, q, such that $f^{-1}(q)$ consists of more than one point. Further assume that $K$ and $L$ are triangulations of $\mathrm{E}^{2 \mathrm{n}}$ and M , respectively, such that f is PL. Lẹt q and $q^{1}$ be points of self-intersection in $f(M)$. Pick $p_{1}, p_{2}, p_{1}^{1}$, and $p_{2}^{1}$ in $M$ such that $q=f\left(p_{1}\right)=f\left(p_{2}\right)$ and $q^{1}=f\left(p_{1}^{1}\right)=f\left(p_{2}^{1}\right)$. Let $C_{1}$ and $C_{2}$ be
non-intersecting paths from $p_{1}$ to $p_{1}^{1}$ and $p_{2}$ to $p_{2}^{1}$, respectively, which do not pass through any other point where $f$ has a self-intersection. Now $f\left(C_{i}\right)=B_{i}$ is a path from $q$ to $q^{1}$, and $B=B_{1} \cup B_{2}$ is a simple closed curve in $f(M)$.

Case I: Suppose $M$ is orientable and $n$ is even. Since $n$ is even, taking intersection numbers is a commutative operation so that an intersection number is unambiguously defined at $q$ (and at $q^{l}$ ). Suppose that one of the intersection numbers is +1 and the other is -1 . Let $D$ be $a$ 2-cell in $E^{2 n}$ such that $D \cap f(M)=B d D=B$. We may assume that $D$ is nonsingular by general position. Now $N\left(D, K^{(2)}\right.$ ) is a $2 n$-cell. Also, $X=$ $f\left(N\left(C_{1}, L^{(2)}\right)\right.$ and $Y=f\left(N\left(C_{2}, L^{(2)}\right)\right.$ are $n-c e l l s$ which are properly contained in $N\left(D, K^{(2)}\right)$. In this case we have $X \# Y=0$. We can now deform $X$ to eliminate these two points of intersection without introducing any new points of self-intersection. The details can be found in Whitney [31]. We continue in this manner until we have that all points of selfintersection are of the type +1 or all of the type -1 . We can eliminate these by introducing a point of self-intersection of the required type and proceed as above.

Case II: Suppose $M$ is orientable and $n$ is odd. Then $X \# Y=0$ or +2. If $X \# Y=0$, we can remove the self-intersection as before. If $X \# Y= \pm 2$, let $C_{1}^{1}$ be a path from $p_{1}$ to $p_{2}^{1}$ which coincides with $C_{1}$ near $p_{1}$ and with $C_{2}$ near $p_{2}^{1}$. Let $C_{2}^{1}$ be a path from $p_{2}$ to $p_{1}^{1}$ which coincides with $C_{2}$ near $p_{2}$ and with $C_{1}$ near $p_{1}^{1}$. Replace $X$ by $X^{1}=f\left(N\left(C_{1}^{1}, L(2)\right.\right.$ and $Y$ by $Y^{1}=\mathrm{f}\left(\mathrm{N}\left(\mathrm{C}_{2}^{1}, \mathrm{~L}^{(2)}\right)\right.$. Then $\mathrm{X}^{1} \# \mathrm{Y}^{1}=0$ because the intersection number at $q$ remains the same, but the intersection number at $q^{1}$ changes sign. See Figure 21.


Figure 21. Adjusting the Intersection Number

Hence, we can remove these two points of self-intersection. Proceeding in this manner, we can remove any even number of self-intersections. If there were an odd number of self-intersections to start with, we introduce another so that we have an even number of self-intersections.

Case III: Suppose that $M$ is not orientable. As in Case II, we know that $X \# Y=0$ or $\pm 2$. If $X \# Y=0$, we can remove the two points of selfintersection. If $X \# Y= \pm 2$, let $C_{2}^{1}$ be an orientation reversing path from $p_{2}$ to $p_{2}^{1}$. This is possible because $M$ is not orientable. Then the intersection number at $q$ remains the same while at $q^{l}$ it changes sign. Thus, $X \# f\left(N\left(C_{2}^{1}, L{ }^{(2)}\right)\right)=0$ and we can eliminate these two points of selfintersection. As in Case II, we can introduce one point of selfintersection, if necessary, to insure that there is an even number of these points. II

The technique of eliminating pairs of intersection points of opposite types can be used to prove the Whitney Lemma. We will need the following two lemmas.

Lemma 4.2: Let $X$ and $Y$ be $p$ and $q$ cells, respectively, which are properly contained in an $n$-cell $B$ where $p+q=n$. Then $X \# Y=0$ if and only if Bd X bounds in $\mathrm{B}-\mathrm{Y}$.

Proof: Let $\mu_{p}$ and $\mu_{q}$ be generators of $H_{p}(X, B d X)$ and $H_{q}(Y, B d Y)$, respectively. Choose $\mu^{q}$ in $H^{q}(Y, B d Y)$ so that $\bar{\partial} \psi\left(\mu^{q}\right)=i_{*}\left(\partial \mu_{p}\right)$, where $\bar{\partial}, \psi$, and $i_{*}$ are the maps in definition 3.3. Now $\mu^{q} \cap \mu_{q}=X \# Y=0$, and capping with $\mu_{q}$ is the Lefschetz Duality isomorphism of $H^{q}(Y, B d Y)$ onto $H_{o}(Y)$. Thus, $\mu^{q_{1}}=0$ and $i_{*}\left(\partial \mu_{p}\right)=\bar{\partial} \psi(0)=0$. Hence, $\partial\left(\mu_{p}\right)$, which generates $\tilde{H}_{p-1}(B d X)$, is trivial in $\tilde{H}_{p-1}(B-Y)$. So $B d X$ bounds in $B-Y$.

If $B d X$ bounds in $B-Y$, then $i_{*} \partial\left(\mu_{p}\right)=0$. Hence, $X \# Y=$ $\psi^{-1} \bar{\partial}^{-1}(0) \cap \mu_{q}=0 \cap \mu_{q}=0 . \quad \|$

Lemma 4.3: Let $X, Y$, and $B$ be as in Lemma 4.1 with $Y$ unknotted in $B^{n}$ and $q \geq 3$. If $X \# Y=0$, then $X$ is ambient isotopic, keeping $B d B$ fixed, to a ball $X^{\prime}$ which is properly contained in $B$ and $X^{\prime} \cap Y=\phi$.

Proof: $Y$ unknotted means that $(B, Y) \cong\left(\Sigma^{p} \Delta^{q}, \Delta^{q}\right)$ where $\Delta^{q}$ is the standard $q$-simplex. Thus, $B-Y \cong \Sigma^{p} \Delta^{q}-\Delta^{q}$. Now $B d\left(\Sigma^{p} \Delta^{q}\right)-B d \Delta^{q}$ is a strong deformation retract of $\Sigma^{p} \Delta^{q}-\Delta^{q}$ and $B d\left(\Sigma^{p} \Delta^{q}\right)-B d \Delta^{q}$ deformation retracts to a $p-1$ sphere. Thus, $\pi_{p-1}(B-Y) \cong \pi_{p-1}\left(S^{p-1}\right) \stackrel{H}{\sim}$ $H_{p-1}\left(S^{p-1}\right)$ where $H$ is the Hurewicz isomorphism. By Lemma 4.1, Bd $X$ is null homologous in B-Y. Thus, Bd X is null homotopic in B-Y. Let $\mathrm{f}: \Delta^{\mathrm{P}} \rightarrow \mathrm{B}-\mathrm{Y}$ be a continuous function which takes $\mathrm{Bd} \Delta^{\mathrm{P}} \mathrm{PL}$ homeomorphically onto $B d x$. Now $p=n-q \leq n-3$. Let $d=2 p-n=p-q \leq p-3$. Then $\Delta^{\mathrm{p}}$ is d -connected and $\mathrm{B}-\mathrm{Y}$ is $(\mathrm{d}+1)$ connected. Thus, by Irwin's Embedding (see Zeeman [32] theorem 23) $f \mid B d \Delta^{p}$ extends to a proper PL embedding $g: \Delta^{p} \rightarrow B-Y$ such that $f$ and $g$ are homotopic rel $B d \Delta^{p}$. Let $X^{\prime}=g\left(\Delta^{p}\right)$. The codimension is $n-p=q \geq 3$. Thus, $x$ and $X^{\prime}$ are unknotted and $B d x=B d X^{\prime}=X \cap B d B=X^{\prime} \cap B d B$. Hence, $X$ and $X^{\prime}$ are ambient isotopic keeping Bd B fixed. II

Theorem 4.4: (The Whitney Lemma). Let $M$ be a closed oriented PL n-manifold with closed oriented submanifolds $N$ and $Q$ of dimension $p$ and $q$, respectively, with $p+q=n$. Suppose $\pi_{1}(M-Q)=0$ and $N \# Q=k$. If $p \geq 2$ and $q \geq 3$, then $N$ is ambient isotopic to a manifold $\bar{N}$ which intersects $Q$ transversely in exactly|k| points.

Proof: By general position we may assume that $N$ intersects $Q$ transversely in finitely many points. If each point contributed +1 to $N \# Q$, or if each contributes -1 , then $N$ intersects $Q$ in exactly $k$ points. Suppose we can find two points of intersection, $x$ and $y$, such that $x$ contributes +1 and $y$ contributes -1 . Let $\alpha$ be a path in $N$ from $x$ to $y$ and $\beta$ a path in $Q$ from $x$ to $y$ such that $\alpha \cap Q=\{x, y\}$ and $\beta \cap N=\{x, y\}$. Since $1+q-n=1-p \leq-1$, any loop in $M$ can be pushed off $Q$. Hence, $\pi_{1}(M-Q)=0$ implies $\pi_{1}(M)=0$. Thus, there is a singular 2-cell $B^{2}$ in $M$ bounded by $\alpha \cup \beta$. By general position we may assume that $B^{2}$ is nonsingular. Assume that $\mathrm{p} \geq 3$. Then by general position we may assume that $B^{2} \cap Q=\beta$ and $B^{2} \cap N=\alpha$. Let $K$ denote a triangulation of $M$ such that $L_{p}$ and $L_{q}$ are subcomplexes, where $\left|L_{p}\right|=N$ and $\left|L_{q}\right|=Q$. Let $B^{n}=$ $N\left(B^{2}, K^{(2)}\right), X^{p}=N\left(\alpha, L_{p}^{(2)}\right)$, and $Y^{q}=N\left(\beta, L_{q}^{(2)}\right)$. Then $B^{n}, X^{p}$, and $Y^{q}$ are balls such that $B^{n} \cap N=X^{p}$ and $B^{n} \cap Q=Y^{q}$. Also, $X^{p}$ and $Y^{q}$ are properly contained in $B^{n}$ and $B d X^{p} \cap B d Y^{q}=\phi$. Since $3 \leq p=n-q$, $Y^{q}$ is unknotted in $B^{n}$. Hence, by Lemma 4.3, $X^{p}$ is ambient isotopic, keeping $B d B^{n}$ fixed, to a ball $X_{1}^{p}$ which is properly contained in $B^{n}$ and $X_{1}^{p} \cap Y^{q}=$ $\phi$. We can extend the ambient isotopy to all of $m$ by the identity. The resulting isotopy moves $N$ to $\bar{N}$, where $\bar{N} \# Q=k$ but $\bar{N} \cap Q$ contains two less points.

If $p=2$, general position does not give us $B^{2} \cap Q=\beta$. It is possible, however to replace $\mathrm{B}^{2}$ with a new 2 -cell $\mathrm{B}_{1}^{2}$, which has the desired
properties. The details, which do not involve intersection numbers, are in Lickorish [17] on pages 39-41. ||

A related concept is the "index of a manifold." This numerical invariant provides, in some cases, an obstruction for an $n$-manifold $M$ to be the boundary of an $n+1$ manifold.

Suppose $\mathrm{F}: \mathrm{V} \times \mathrm{V} \rightarrow \mathrm{R}$ is a symmetric bilinear pairing where V is a vector space over $k$, the field of real numbers. One can construct a basis $X_{1}, \ldots, X_{r}, X_{r+1}, \ldots, X_{r+s}, X_{r+s+1}, \ldots, X_{r+s+t}$ of $V$, where

$$
F\left(X_{i}, X_{i}\right)=\left\{\begin{aligned}
& 1 \text { if } \\
&-1 \leq i \leq r \\
&-1 \text { if } r<i \leq r+s \\
& 0 \text { if } r+s<i \leq r+s+t
\end{aligned}\right.
$$

Definition 4.1: The signature of $F$, denoted by $\operatorname{sgn}(F)$, is $r$ - .
Let $M$ be a closed orientable $4 k$-manifold for some positive integer k. Consider the following diagram:

where $P$ is the Poincare duality isomorphism and $Z_{R}$ is the fundamental class of $H_{4 k}(M ; R)$ (compare with Definition 3.l). Define

$$
F: H_{2 k}(M ; R) \otimes H_{2 k}(M ; R) \rightarrow R \text { by } F(x \otimes y)=\left\langle P^{-1}(x) \cup P^{-1}(y), Z_{R}\right\rangle
$$

$F$ is a nonsingular symmetric bilinear form which is called the intersection pairing. Let $x$ be an element of $H_{2 k}(M ; R)$. For $k=1$; one can represent $x$ by an embedding $f: N \rightarrow M$ where $N$ is a 2-manifold. If we let $N_{1}=f(N)$ and shift $N_{1}$ into general position with respect to itself, then $F(x \times x)$ is simply the intersection number of $N$ with itself.

Definition 4.2: The index, $\tau(M)$, of a closed orientable 4 k -manifold
$M$ is defined by $\tau(M)=\operatorname{sgn}(F)$.
Theorem 4.5: If $W$ is a compact orientable (4k+1)-manifold with boundary, then $\tau(B d W)=0$.

The proof of this theorem and details concerning the intersection pairing may be found in Vick [25], pp. 162-170.
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