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## CHAPTER I

## INTRODUCTION AND STATEMENT OF THE PROBLEM

The usual techniques of analyzing data are based on such assumptions as additivity of effects, constancy of variance, normality of distribution, and independence of observations. If the collected data does not match the assumptions of the conventional methods of analysis, Tukey (1957) suggested two choices: we may develop new methods of analysis with assumptions which fit the data in its "original" form, or we may transform the data to fit the assumptions which we need. If we can find a satisfactory transformation, it will almost always be easier and simpler rather than developing new methods of analysis.

We know that the distribution of $\chi^{2}$ tends to normality as the number of degrees of freedom approaches infinity, but for a given number of degrees of freedom, we hope that we have a good normal approximation. For example, Fisher used the $1 / 2$ th power and Wilson and Hilferty used the $1 / 3$ rd power of $X^{2}$ in seeking a transformation to approximate normality. We are also familiar with two apparently unrelated transformations, $Z=\sqrt{Y}$ and $Z=\log (Y+\lambda)$, which are usually applied to transform a Poisson distribution of average value $\lambda$ to approximate normal distribution.

Tukey (1957) suggested a family of transformations with an unknown power parameter of a rational number and Box and Cox (1964) modified it. This family of power transformations includs the usual ways of making
transformations such as logarithm, square, square root, inverse, and so on. The first task is to estimate this power from the sample information. Table I provides an example from Box and Cox (1964) illustrating how the power transformation works.

TABLE I
SURVIVAL TIMES OF ANIMALS IN A $3 \times 4$ FACTORIAL EXPERIMENT

| Poison | Treatment |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | A | B | C | D |
|  | 0.31 | 0.82 | 0.43 | 0.45 |
|  | 0.45 | 1.10 | 0.45 | 0.71 |
|  | 0.46 | 0.88 | 0.63 | 0.66 |
|  | 0.43 | 0.72 | 0.76 | 0.62 |
|  | 0.36 | 0.92 | 0.44 | 0.56 |
|  | 0.29 | 0.61 | 0.35 | 1.02 |
|  | 0.40 | 0.49 | 0.31 | 0.71 |
|  | 0.23 | 1.24 | 0.40 | 0.38 |
|  | 0.22 | 0.30 | 0.23 | 0.30 |
|  | 0.21 | 0.37 | 0.25 | 0.36 |
|  | 0.18 | 0.38 | 0.24 | 0.31 |
|  | 0.23 | 0.29 | 0.22 | 0.33 |

We want the model to be such: (1) no interaction terms are needed, (2) the error variance is constant, and (3) the observations are normally distributed. Here, we fit the model with both the oxiginal data and the transformed data and check their residuals against those assumptions. For the original data, the test statistic of Shapiro and Wilk's (1965) normality test is 0.92325 with a corresponding observed
significance level of less than 0.01 . When we apply the power transformation, the maximum likelihood estimate of power is $\mathbf{- 0 . 7 5}$. The normality test statistic of the residuals of the transformed data (with power -0.75 ) is 0.98411 with a corresponding observed significance level near 0.9. These normality test results tell us that if we want to analyze this example under the above assumptions, the data should be transformed.

Since this family of power transformations has been proposed, nost studies have emphasized the maximum likelihood estimate of power and investigated its properties. In addition, Box and Cox (1964) have used the Bayesian approach. Because there is no closed form for the maximum likelihood estimate, one needs a great deal of numerical computations. Other methods of estimation for the univariate case will be considered.

One must also consider the restrictions that the observations are positive and that the range of transformed observations is not from negative infinity to positive infinity, except when the power is equal to zero. Thus, it is invalid to use the full normal distribution as the likelihood function of the transformed observations. Hence, one assumes an approximate normal distribution of the transformed observations for practical situations. Another problem is the degree of approximation. It is valid to use the truncated normal distribution as the likelihood function of the transformed observations, and from the estimate of the truncation error, one can tell the degree of fit of the approximate normal distribution.

In this paper, Chapter II gives a brief review of the literature on this subject. In Chapter III, we present three different methods with which to estimate the power transformation for the univariate case and
their properties are investigated. A generalized method of obtaining maximum likelihood estimates based on the truncated nornal distribution is explained in Chapter IV. A summary and a brief study of robustness and possibilities for further research are described in Chapter V.

## CHAPTER II

## LITERATURH REVIEW

Tukey (1957) dubbed the family of power transformation defined by

$$
Y_{T}(\lambda)=\left\{\begin{array}{cl}
Y_{0}^{\lambda} & \lambda \neq 0,  \tag{2.1}\\
\log Y, & \lambda=0,
\end{array}\right.
$$

as the "simple family". He studied their topology and charted their structural features for $|\lambda| \leqslant 1$.

Box and Cox (1964) altered the definition of the simple family to

$$
Z=Y(\lambda)= \begin{cases}\left(Y^{\lambda}-1\right) / \lambda, & \lambda \neq 0,  \tag{2.2}\\ \log Y, & \lambda=0,\end{cases}
$$

which has all the features of Tukey's power transformation and in addition is continuous at $\boldsymbol{\lambda}=0$. Both transformations, (2.1) and (2.2), assume that $Y$ is positive to avoid the inadmissibility of $\lambda$.

The fundamental assumption made by Box and Cox was that for some $\lambda$, the transformed observations defined by (2.2) can be treated as independent and normaily distributed with constant variance $\sigma$ and with expectations defined by the linear model

$$
\begin{equation*}
E\left\{\underline{y}^{(\lambda)}\right\}=A \underline{\theta} . \tag{2.3}
\end{equation*}
$$

where $y^{(\lambda)}$ is the column vector of transformed observations, $A$ is a known constant matrix, and $\theta$ is a vector of unknown parameters
associated with the transformed observations. They discussed estimation of the parameter $\lambda$ from a sampling theory and Bayesian point of view. The likelihood of the original observations $y$ is obtained by multiplying the normal density with the Jacobian of the transformation, thus,

$$
\begin{equation*}
L\left(\lambda, \underline{\theta}, \sigma^{2}\right)=\left(2 \pi \sigma^{2}\right)^{-n / 2} \exp \left\{-\left(y^{(\lambda)}-A \theta\right) \cdot\left(\underline{y}^{(\lambda)}-A \underline{\theta}\right) / 2 \sigma^{2}\right\} J(\lambda: \underline{y}), \tag{2.4}
\end{equation*}
$$

where

$$
J(\lambda: y)=\prod_{1}^{n}\left|\frac{d y_{i}^{(\lambda)}}{d y_{i}}\right|=\prod_{1}^{n} \quad y_{i}^{\lambda-1}
$$

Finding the maximum likelihood estimate of $\lambda$ has two steps. First, for a given $\boldsymbol{\lambda}$, the maximum likelihood estimates of the $\underline{\theta}$ 's and $\sigma^{2}$ are

$$
\begin{align*}
& \hat{\underline{\theta}}(\lambda)=\left(A^{\prime} A\right)^{-1} A^{\prime} \underline{Y}^{(\lambda)}  \tag{2.5}\\
& \hat{\sigma}^{\hat{2}}(\lambda)=\underline{y}^{(\lambda) \cdot\left[I-A\left(A^{\prime} A\right)^{-1} A^{\prime}\right] \underline{Y}^{(\lambda)} / n=S(\lambda) / n} \tag{2.6}
\end{align*}
$$

if $A$ is of full rank. If $A$ is not of full rank, we may replace $\left(A^{\prime} A\right)^{-1}$ by its generalized inverse (kao, 1962). Except for a constant, the maximized log likelihood is

$$
\begin{equation*}
\log L_{\max }(\lambda)=-\frac{1}{2} n \log \frac{\hat{\sigma}}{\sigma}(\lambda)+\log J(\lambda: y) \tag{2.7}
\end{equation*}
$$

Second, plot the maximized $\log$ likelihood, $\log L_{\max }(\lambda)$, against $\lambda$ for a trial series of values. From this plot, we choose the value which maximizes the $\log L_{\max }(\lambda)$ to be the maximum likelihood estimate of $\lambda$. Or, let the first derivative of $\log L_{\max }(\lambda)$ with respect to $\lambda$ equal zero and solve this equation by some numerical methods. Box and Cox (1964) also pointed out that the $100(1-\alpha)$ per cent confidence region of $\lambda$ can be obtained approximately from

$$
\begin{equation*}
\log L_{\max }(\hat{\lambda})-\log L_{\max }(\lambda)<\frac{1}{2} \chi_{1}^{2}(\alpha) \tag{2.8}
\end{equation*}
$$

Draper and Cox (1975) derived expressions for the precision of the maximum likelihood estimate of $\lambda$ for a simple random sample, i.e., $E\left(y_{i}^{(\lambda)}\right)=\mu$ for $i=1,2, \ldots, n$. The approximate variance is

$$
\begin{equation*}
v(\hat{\lambda})=\frac{2}{3 n \delta^{2}}\left(1-\frac{1}{3} y_{1}^{2}+\frac{7}{18} \gamma_{2}\right)^{-1} \tag{2.9}
\end{equation*}
$$

where

$$
\begin{aligned}
\gamma_{1} & =\mu_{(3)} / \sigma^{3} \\
\gamma_{2} & =\mu(4) / \sigma^{4}-3 \\
\delta & =\lambda \cdot \sigma /(1+\lambda \mu)
\end{aligned}
$$

and $\sigma^{2}$ is the variance and $\mu_{(i)}$ is the ith central moment of the y's.
Hinkley (1975) gave an estimate of $\lambda$ for the power transformations such that the transformed observations have a symmetric distribution and he termed it a "quick estimate". Let observations $y_{1}, y_{2}, \ldots, y_{n}$ have the common distribution function $F(y)$ with quantiles $\xi_{S}$ defined by $F\left(\xi_{s}\right)=s(0<s<1)$. If there exists a $\lambda$ such that the transformed observations have a symmetric distribution, then the $p$ and l-p quantiles will be symmetrically placed about the median, i.e.,

$$
\begin{equation*}
\xi_{\frac{1}{2}}^{\lambda}-\xi_{p}^{\lambda}=\xi_{1-p}^{\lambda}-\xi_{\frac{1}{2}}^{\lambda} . \tag{2.10}
\end{equation*}
$$

If we denote the ordered values of the observations as $x_{1} \leqslant \cdots \leqslant x_{n}$ and define the median $\bar{x}$ in the usual way, then the sample analogue of (2.10) is (unless $x_{r}=x_{n-r+1}=\bar{x}$ )

$$
\begin{equation*}
\bar{x}^{\lambda}-x_{r}^{\lambda}=x_{n-r+1}^{\lambda}-\bar{x}_{p}^{\lambda} \tag{2.11}
\end{equation*}
$$

where $r=[n p]$.

From equation (2.11), one may estimate $\boldsymbol{\lambda}$ associated with the value of $p$ for $\lambda \neq 0$; and the estimate of $\lambda$ is zero if and only if the following identity is satisfied

$$
\begin{equation*}
\frac{\bar{x}}{x_{r}}=\frac{x_{n-r+1}}{\bar{x}} \tag{2.12}
\end{equation*}
$$

This estimate is consistent and has a limiting normal distribution as $n$ approaches infinity. If the original distribution function $F(y)$ has the density function $f(y)$, then the asymptotic variance of this estimate of $\lambda$ is

$$
\begin{align*}
V_{\hat{\lambda}}(\lambda, p)= & \frac{\lambda^{4}}{\left(\alpha_{p}^{\lambda} \log \alpha_{p}^{\lambda}+\alpha_{q}^{\lambda} \log \alpha_{q}^{\lambda}\right)^{2}}\left\{h_{\frac{1}{2}}^{2}+p q\left(\alpha_{p}^{2 \lambda} h_{p}^{2}+\alpha_{q}^{2 \lambda} h_{q}^{2}\right)\right. \\
& \left.-2 p\left(\alpha_{p}^{\lambda} h_{q}+\alpha_{q}^{\lambda} h_{p}\right) h_{\frac{1}{2}}+2 p^{2} \alpha_{p}^{\lambda} \alpha_{q} h_{p} h_{q}\right\}, \tag{2.13}
\end{align*}
$$

where $p+q=1, \alpha_{\mathrm{S}}=\xi_{\mathrm{S}} / \xi_{\frac{1}{2}}$ and $h_{\mathrm{S}}^{-1}=\xi_{\mathrm{S}} f\left(\xi_{\mathrm{S}}\right)$.
Andrews, Cnanadesikan, and Warner (1971) investigated the power transformations of multivariate data. They discussed the three approaches of marginal normality, joint normality, and directional normality for the bivariate situation. Although each approaches used the likelihood method, the three had different objectives and properties.

Schlesselman (1971) suggested some alternative power transformation families with the scale invariance property. Atkinson (1973) devised a test for the power transformation to normality, and other aspects of normal-theory estimation and inferences about $\lambda$ have been investigated by Fraser (1967), Andrews (1971), and Lindsey (1972, 1975).

## METHODS OF ESTIMATION OF THE POWER

TRANSFORMATION TO AN APPROXIMATE
NORMAL DISTRIBUTION FOR
THE UNIVARIATE CASE

This chapter describes three methods to estimate the parameter $\lambda$ of the power transformation to normality from a sample with univariate data (if such transformation exists). Some properties of these estimates are investigated. The first method is called the "quantile estimate" and is based on the $p$ and $q$ quantiles for $0<p, q<\frac{1}{2}$. The second is termed the "plotting estimate" which utilizes a normal plotting technique, and the last is the "maximum W-statistic estimate" and is based on maximizing the Shapiro-Wilk (1965) W-statistic.

## Quantile Estimate

## Procedure

Suppose $Y_{1}, Y_{2}, \ldots, Y_{n}$ are continuous, nonnegative, independent, and identically distributed random variables. If there exists a $\lambda$ such that the Box and Cox power transformed random variables $Y_{i}^{(\lambda)}$ is are distributed approximately normally with mean $\mu$ and variance $\sigma^{2}$, we can write the transformed random variables as

$$
\begin{equation*}
Y_{i}^{(\lambda)}=\mu+\sigma X_{i}, \tag{3.1}
\end{equation*}
$$

where $X_{i} \sim N(0,1)$ for $i=1,2, \ldots, n$.
Therefore, we have

$$
\left\{\begin{align*}
Y_{i}^{\lambda}=1+\lambda \mu+\lambda \sigma X_{i} & (\lambda \neq 0)  \tag{3.2}\\
\log Y_{i}=\mu+\sigma X_{i} & (\lambda=0)
\end{align*}\right.
$$

Let $Y_{1}, Y_{2}, \ldots, Y_{n}$ have the common distribution function $P(y)$ with quantiles $\xi_{s}$ defined by $F\left(\xi_{s}\right)=s$ for $0<s<1$. Then,

$$
\left\{\begin{align*}
\xi_{s}^{\lambda}=1+\lambda \mu+\lambda \sigma \eta_{s} & (\lambda \neq 0)  \tag{3.3}\\
\log \xi_{s}=\mu+\sigma \eta_{s} & (\lambda=0)
\end{align*}\right.
$$

where $\eta_{s}$ is the $s$ quantile of the standard normal distribution and $n_{s}=-\eta_{1-s}$.

Suppose $p$ and $q$ are chosen such that $p \neq q$ and $0<p, q<\frac{1}{2}$, then from (3.3) we have the following identities;
and

$$
\left\{\begin{array}{l}
\log \xi_{p}=\mu+\sigma \eta_{p}  \tag{3.5}\\
\log \xi_{-p}=\mu-\sigma \eta_{p}
\end{array}\right.
$$

$$
\begin{cases}\log \xi_{q}=\mu+\sigma \eta_{q} \\ \log \xi_{1-q}=\mu-\sigma \eta_{q} & \text { for } \lambda=0\end{cases}
$$

The four equations of (3.4) and (3.5) have three unknown parameters. After eliminating the unknown parameters $\mu$ and $\sigma_{0}$ we have two equations with only one unknown parameter $\lambda$. Thus,

$$
\left\{\begin{array}{l}
2 \eta_{q} \xi_{1-p}^{\lambda}=\left(\eta_{p}+\eta_{q}\right) \xi_{1-q}^{\lambda}+\left(\eta_{q}-\eta_{p}\right) \xi_{q}^{\lambda},  \tag{3.6}\\
\eta_{q}\left(\xi_{1-p}^{\lambda}-\xi_{p}^{\lambda}\right)=\eta_{p}\left(\xi_{1-q}^{\lambda}-\xi_{q}^{\lambda}\right) \quad \text { for } \lambda \neq 0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
{\left[\frac{\xi_{1-p}}{\xi_{p}}\right]^{\eta_{q}}=\left[\frac{\xi_{1-q}}{\xi_{q}}\right]^{\eta_{p}}}  \tag{3.7}\\
\xi_{1-p} \xi_{p}=\xi_{1-q} \xi_{q} \quad \text { for } \lambda=0 .
\end{array}\right.
$$

If we denote the ordered values of the observations by $y_{(1)}, \ldots$, $y_{(n)}$, then the estimating equations can be found by substituting for $\xi_{s}$ the $y_{(i)}$ and for $y_{1-s}$ the $y_{(n-i+1)}$ if $s=p$ and $q$, where i is defined by $i=[n s]$. Therefore, the estimate $\hat{\lambda}$ equals zero if the following identities are satisfied

$$
\left\{\begin{array}{l}
{\left[\frac{y_{(n-i+1)}}{y_{(i)}}\right]^{\eta_{q}}=\left[\frac{y_{(n-j+1)}}{y_{(j)}}\right]^{\eta_{p}}}  \tag{3.8}\\
y_{(n-i+1)^{y}(i)}=y_{(n-j+1)^{y}(j)^{\cdot}}
\end{array}\right.
$$

Otherwise, the estimate $\hat{\lambda} \neq 0$ can be found from the following two equations, namely,

$$
\left\{\begin{array}{l}
2 \eta_{q} \hat{y}_{(n-i+1)}^{\hat{\lambda}}=\left(\eta_{p}+\eta_{q}\right) y_{(n-i+1)}^{\hat{\lambda}}+\left(\eta_{q}-\eta_{p}\right) y^{\hat{\lambda}}(j)  \tag{3.9}\\
\eta_{q}\left(y_{(n-i+1)}^{\hat{\lambda}}-y_{(i)}^{\hat{\lambda}}\right)=\eta_{p}\left(y_{(n-j+1)}^{\hat{\lambda}}-y_{(j)}^{\hat{\lambda}}\right)
\end{array}\right.
$$

We can rewrite the equations (3.8) and (3.9) as

$$
\left\{\begin{array}{l}
b^{a}=c^{(a-1)}  \tag{3.10}\\
d^{\eta q}=\left(\frac{c}{b}\right)^{\eta p}, \quad \text { if } \hat{\lambda}=0
\end{array}\right.
$$

and if $\hat{\lambda} \neq 0$

$$
\left\{\begin{array}{c}
a b^{\hat{\lambda}}+(1-a) c^{\hat{\lambda}}=1  \tag{3.11}\\
\eta_{q}\left(1-\hat{d}^{\hat{\lambda}}\right)=\eta_{p}\left(b^{\hat{\lambda}}-c^{\hat{\lambda}}\right)
\end{array}\right.
$$

where $a=\left(\eta_{p}+\eta_{q}\right) / 2 \eta_{q}, \quad b=y_{(n-j+1)} / y_{(n-i+1)}, \quad c=y_{(j)} / y_{(n-i+1)}$, and $\left.d=y_{(i)}\right)_{(n-i+1)}$.

A proof of the existence of a nonzero solution to (3.11) and two suggesting techniques are given in Appendix A. This nonzero solution is positive if $b^{a}>c^{(a-1)}$ and is negative if $b^{a}<c^{(a-1)}$. Since there are two equations in (3.11), it is easier to solve $\lambda$ from the first and check it against the second. If the checking fails, we can assume there is no power transformation to normality for that particular pair (p,q).

## Properties

Definition. An estimator $T=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is defined to be scale free if and only if $t\left(c x_{1}, c x_{2}, \ldots, c x_{n}\right)=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ for all values $x_{1}, x_{2}, \ldots, x_{n}$ and all $c>0$.

1. The quantile estimate is scale free.

$$
\begin{aligned}
& \left\{\begin{array}{l}
{\left[\frac{c y}{c y(n-i+1)}\right]^{\eta q}=\left[\frac{c_{(n-j+1)}}{c y}\right]_{(j)}^{\eta p},} \\
c y_{(n-i+1)^{c y}}^{(i)}=y_{(n-j+1)^{c y}(j)} \quad \text { for } \hat{\lambda}=0,
\end{array}\right. \\
& \Rightarrow\left\{\begin{array}{l}
{\left[\frac{y_{(n-i+1)}}{y_{(i)}}\right]^{\eta_{q}}=\left[\frac{y_{(n-j+1)}}{y_{(j)}}\right]^{\eta},} \\
y_{(n-i+1)} y_{(i)}=y_{(n-j+1)^{y}}{ }_{(j)} \quad \text { for } \hat{\lambda}=0 .
\end{array}\right.
\end{aligned}
$$

For $\hat{\lambda} \neq 0$, from (3.9)

$$
\begin{aligned}
&\left\{\begin{array}{l}
2 \eta_{q}\left[c_{(n-i+1)}\right]^{\hat{\lambda}}=\left(\eta_{p}+\eta_{q}\right)\left[c_{(n-j+1)}\right]^{\hat{\lambda}}+\left(\eta_{q}-\eta_{p}\right)\left[c_{(j)}\right]^{\hat{\lambda}}, \\
\eta_{q}\left\{\left[c_{(n-i+1)}\right]^{\hat{\lambda}}-\left[c_{(i)}\right]^{\hat{\lambda}}\right\}^{\hat{x}}=\eta_{p}\left\{\left[c_{(n-j+1)}\right]^{\hat{\lambda}}-\left[c_{(j)}\right]^{\hat{\lambda}}\right\}
\end{array}\right. \\
& \Rightarrow\left\{\begin{array}{l}
2 \eta_{q} y_{(n-i+1)}^{\hat{\lambda}}=\left(\eta_{p}+\eta_{q}\right) \hat{y}_{(n-j+1)}^{\hat{\lambda}}+\left(\eta_{q}-\eta_{p}\right) \hat{y_{(j)}} \\
\eta_{q}\left[y_{(n-i+1)}^{\hat{\lambda}}-\hat{y_{(i)}}\right]=\eta_{p}\left[y_{(n-j+1)}^{\hat{\lambda}}-\mathrm{y}_{(j)}^{\hat{\lambda}}\right] .
\end{array}\right.
\end{aligned}
$$

The estimating equations based on the ( $\mathrm{cy}_{1}, \mathrm{cy}_{2}, \ldots, \mathrm{cy}_{\mathrm{n}}$ ) are identical to the estimating equations based on the $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$.
2. The quantile estimate is consistent.

Let us rewrite (3.6) to be, for $\lambda \neq 0$,

$$
\left\{\begin{array}{l}
g_{1}\left(\lambda, \xi_{1-p}, \xi_{q}, \xi_{1-q}\right)=2 \eta_{p} \xi_{1-p}^{\lambda}-\left(\eta_{p}+\eta_{q}\right) \xi_{1-q}^{\lambda}-\left(\eta_{q}-\eta_{p}\right) \xi_{q}^{\lambda}=0  \tag{3.12}\\
g_{2}\left(\lambda, \xi_{p}, \xi_{1-p}, \xi_{q}, \xi_{1-q}\right)=\eta_{q}\left(\xi_{1-p}^{\lambda}-\xi_{p}^{\lambda}\right)-\left(\xi_{1-q}^{\lambda}-\xi_{q}^{\lambda}\right) \eta_{p}=0
\end{array}\right.
$$

Since the function $g_{1}$ and $g_{2}$ are differentiable for $\lambda \neq 0$, there exists continuous functions $h_{1}$ and $h_{2}$, for $\lambda \neq 0$, such that $\lambda=h_{1}\left(\xi_{1-p}, \xi_{q}, \xi_{1-q}\right)$ and $\lambda=h_{2}\left(\xi_{p}, \xi_{1-p}, \xi_{q}, \xi_{1-q}\right)$ are the solutions by letting the functions
$g_{1}$ and $g_{2}$ equal zero, respectively, Similarly, from (3.9) we can get $\hat{\lambda}=h_{1}\left(y_{(n-i+1)}, y(j), y(n-j+1)\right)$ and $\hat{\lambda}=h_{2}\left(_{(i)}, y(n-i+1), y_{(j)}, y(n-j+1)\right)$.

We know that $y_{(i)}, y_{(n-i+1)} y_{(j)} y_{(n-j+1)} y^{y_{( }}$converge in probability to $\xi_{p}, \xi_{1-p}, \xi_{q}, \xi_{1-q}$, respectively. These convergences in probability imply that $\hat{\lambda}$ converges to $\lambda$ in probability because of the continuity of the functions $h_{1}$ and $h_{2}$ (Rao, 1973).
3. The quantile estimate has an asymptotic normal distribution. We use the joint asymptotic normality of the order statistics $\left.Y_{\left(r_{1}\right.}\right), \ldots$, $Y_{\left(r_{n}\right)}$ for $r_{j}=\left[n p_{j}\right], 0<p_{1}<\ldots<p_{m}<1$. Specifically, if the original distribution function $F(y)$ has density $f(y)$ and quantiles $\xi_{s}=F^{-1}(s)$, then the vector $\left(Y_{\left(r_{1}\right)}, Y_{\left(r_{2}\right)}, \ldots, Y_{\left(r_{n}\right)}\right)$ has a limiting multivariate normal distribution with mean vector $\left(\varphi_{p_{1}}, \xi_{p_{2}}, \ldots, \xi_{p_{n}}\right)$ and variance covariance determined by (David, 1970)

$$
\begin{equation*}
\operatorname{cov}\left(Y_{\left(r_{i}\right)}, Y\left(r_{j}\right)\right)=\frac{p_{i}\left(l-p_{j}\right)}{n f\left(E_{p_{i}}\right) f\left(F_{p_{j}}\right)} \quad \text { for } i \leqslant j \tag{3.13}
\end{equation*}
$$

From the consistency of $\hat{\lambda}$, we can say $\hat{\lambda}=\lambda+o(l)$, where $o(x)$ is called little o notation (Olmasted 1959). Suppose $\lambda \div 0$ and with $i=[n p]$, $j=[n q]$ for $0<p<q<\frac{1}{2}$, we define randon variables $W_{p}, W_{1-p}, W_{q}, W_{1-q}$ by

$$
\left\{\begin{array}{l}
Y_{(i)}=F_{p}\left(1+n^{-\frac{1}{2}} W_{p}\right)  \tag{3.14}\\
Y_{(j)}=F_{q}\left(1+n^{-\frac{1}{2}} W_{q}\right) \\
Y_{(n-i+1)}=\xi_{1-p}\left(1+n^{-\frac{1}{2}} W_{1-p}\right) \\
Y_{(n-j+1)}=\xi_{1-q}\left(1+n^{-\frac{1}{2}} W_{1-q}\right)
\end{array}\right.
$$

By the joint asymptotic normality of $Y(k)^{\prime s}$, we have the joint
asymptotic normality of $W(k)^{\text {'s }}$ with means zeros and variance covariance matrix determined by

$$
\operatorname{cov}\left(W_{p_{s}}, W_{p_{t}}\right)=\frac{p_{s}\left(1-p_{t}\right)}{\xi_{p_{s}} \xi_{p_{t}} f\left(\xi_{p_{s}}\right) f\left(\xi_{p_{t}}\right)} \quad \text { for } p_{s} \leqslant p_{t}
$$

The first equation of (3.9) can be rewritten as

$$
\begin{align*}
& 2 \eta_{q}\left[\xi_{1-p}\left(1+n^{-\frac{1}{2}} W_{1-p}\right)\right]^{\hat{\lambda}}-\left(\eta_{p}+\eta_{q}\right)\left[\xi_{1-q}\left(1+n^{-\frac{1}{2}} W_{1-q}\right)\right]^{\hat{\lambda}} \\
& -\left(\eta_{q}-\eta_{p}\right)\left[\xi_{q}\left(1+n^{-\frac{1}{2}} W_{q}\right)\right]^{\hat{\lambda}}=0 \tag{3.16}
\end{align*}
$$

Expand it about $\hat{\lambda}=\lambda$ and after simplied by using (3.6), we get

$$
\begin{align*}
& 2 \eta_{q}\left[\xi_{1-p} \lambda n^{-\frac{1}{2}} W_{1-p}+(\hat{\lambda}-\lambda) \xi_{1-p} \log \xi_{1-p}+o\left(n^{-\frac{1}{2}}\right)+o(\hat{\lambda}-\lambda)\right] \\
& -\left(\eta_{p}+\eta_{q}\right)\left[\xi_{I-q} \lambda n^{-\frac{1}{2}} W_{1-q}+(\hat{\lambda}-\lambda) \xi_{1-q} 10 g \xi_{1-q}+o\left(n^{-\frac{1}{2}}\right)+o(\hat{\lambda}-\lambda)\right] \\
& -\left(\eta_{q}-\eta_{p}\right)\left[\xi_{q} \lambda n^{-\frac{1}{2}} W_{q}+(\hat{\lambda}-\lambda) \xi_{q} \log \xi_{q}+o\left(n^{-\frac{1}{2}}\right)+o(\hat{\lambda}-\lambda)\right]=0 . \tag{3.17}
\end{align*}
$$

To the first order, (3.17) becomes

$$
\begin{equation*}
\sqrt{n} \frac{(\hat{\lambda}-\lambda)}{\lambda}=\frac{2 \eta_{q} \xi_{1-p} W_{1-p}-\left(\eta_{p}+\eta_{q}\right) \xi_{1-q} W_{1-q}-\left(\eta_{q}-\eta_{p}\right) \xi_{q} W_{q}}{\left(\eta_{p}+\eta_{q}\right) \xi_{1-q} \log \xi_{1-q}+\left(\eta_{q}-\eta_{p}\right) \xi_{q} \log \xi_{q}-2 \eta_{q} \xi_{1-p} \log \xi_{1-p}} \tag{3.18}
\end{equation*}
$$

By the joint asymptotic normality of $W_{1-p}, W_{1-q}$, and $W_{q}$, we have that $\sqrt{n} \frac{\hat{\lambda}-\lambda}{\lambda}$ is distributed asymptotically normal with mean zero and variance $V$, as $n$ approaches infinity, where

$$
v=\frac{1}{\left(\eta_{p}+\eta_{q}\right) \xi_{1-q} \log \xi_{1-q}+\left(\eta_{q}-\eta_{p}\right) \xi_{q} \log \xi_{q}-2 \eta_{q} \xi_{1-p} \log \xi_{1-p}}
$$

$$
\begin{aligned}
& \quad 4 \eta_{q}^{2} \frac{p(1-p)}{f^{2}\left(\xi_{1-p}\right)}-4 \eta_{q}\left(\eta_{p}+\eta_{q}\right) \frac{p(1-q)}{f\left(\xi_{1-p}\right) f\left(\xi_{1-q}\right)} \\
& +\left(\eta_{p}+\eta_{q}\right)^{2} \frac{q(1-q)}{f^{2}\left(\xi_{1-q}\right)}-4 \eta_{q}\left(\eta_{q}-\eta_{p}\right) \frac{q(1-p)}{f\left(\xi_{1-p}\right) f\left(\xi_{q}\right)} \\
& +\left(\eta_{q}-\eta_{p}\right)^{2} \frac{q(1-q)}{f^{2}\left(\xi_{q}\right)}+2\left(\eta_{q}^{2}-\eta_{p}^{2}\right) \frac{q^{2}}{f\left(\xi_{1-q}\right) f\left(\xi_{q}\right)}
\end{aligned}
$$

Example

Table II includes a random sample of 50 observations of y's generated by $\mathrm{Y}^{-0.64} \sim \mathrm{~N}\left(0.5,0.15^{2}\right)$ from the IBM normal generator subroutine. Table III gives the estimates of $\lambda$ for each pair ( $p, q$ ) if $0<p<q<\frac{1}{2}$ by the iteration method (Appendix A).

TABLE II
RANDOM SAMPLE OF $Y^{-0.64} \sim \mathrm{~N}\left(0.5,0.15^{2}\right)$

| 1.36 | 1.86 | 1.89 | 1.93 | 2.16 | 2.25 | 2.35 | 2.40 | 2.48 | 2.49 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2.65 | 2.71 | 2.77 | 2.83 | 2.86 | 2.89 | 2.92 | 3.02 | 3.16 | 3.45 |
| 3.68 | 3.70 | 3.81 | 3.81 | 3.90 | 4.10 | 4.13 | 4.31 | 4.35 | 4.39 |
| 4.49 | 4.52 | 4.61 | 4.76 | 4.77 | 5.64 | 5.83 | 5.94 | 6.37 | 7.00 |
| 7.67 | 7.88 | 8.48 | 10.62 | 12.03 | 14.50 | 15.51 | 18.04 | 41.71 | 42.42 |

TABLE III
ESTIMATES OF $\lambda$ FOR SELECTED PAIRS ( $p, q$ )

| $p$ | $q$ | $\hat{\lambda}$ | Check | $p$ | $q$ | $\hat{\lambda}$ | Check |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.05 | 0.10 | -0.737 | -0.066 | 0.15 | 0.35 | -1.055 | -0.010 |
| 0.05 | 0.15 | -0.777 | -0.002 | 0.15 | 0.40 | -0.736 | -0.012 |
| 0.05 | 0.20 | -0.810 | -0.011 | 0.15 | 0.45 | -0.834 | 0.000 |
| 0.05 | 0.25 | -0.881 | 0.003 | 0.20 | 0.25 | -1.225 | 0.007 |
| 0.05 | 0.30 | -0.751 | -0.018 | 0.20 | 0.30 | -0.610 | 0.007 |
| 0.05 | 0.35 | -0.848 | -0.013 | 0.20 | 0.35 | -1.116 | 0.006 |
| 0.05 | 0.40 | -0.706 | -0.018 | 0.20 | 0.40 | -0.638 | -0.008 |
| 0.05 | 0.45 | -0.797 | -0.000 | 0.20 | 0.45 | -0.681 | 0.001 |
| 0.10 | 0.15 | -0.745 | 0.043 | 0.25 | 0.30 | 0.394 | 0.045 |
| 0.10 | 0.20 | -0.850 | 0.029 | 0.25 | 0.35 | 0.000 | 3.364 |
| 0.10 | 0.25 | -0.962 | 0.034 | 0.25 | 0.40 | -0.401 | -0.030 |
| 0.10 | 0.30 | -0.749 | 0.007 | 0.25 | 0.45 | -0.273 | -0.004 |
| 0.10 | 0.35 | -0.922 | 0.006 | 0.30 | 0.35 | -2.281 | -0.004 |
| 0.10 | 0.40 | -0.697 | 0.004 | 0.30 | 0.40 | -0.916 | -0.015 |
| 0.10 | 0.45 | -0.802 | 0.005 | 0.30 | 0.45 | -0.573 | 0.011 |
| 0.15 | 0.20 | -1.027 | -0.008 | 0.35 | 0.40 | 3.129 | 11.702 |

The \# denotes that the check equation failed to correspond (check $>0.05$ or check $<-0.05$ ) for that particular pair $(p, q)$.

## Plotting Estimate

## Procedure

If there exists a power transformation such that the transformed observations $y_{i}^{(\lambda)}$.s are distributed independently, identically, and approximately normal with mean $\mu$ and variance $\delta^{2}$, we can write the transformed observations as

$$
\begin{equation*}
y_{i}^{(\lambda)}=\mu+\sigma x_{i} \quad \text { for } i=1,2, \ldots, n \tag{3.19}
\end{equation*}
$$

where $x_{i}^{\prime} s$ are distributed independently $N(0,1)$.
Rewrite (3.19) as

$$
\begin{cases}\mathbf{y}_{i}^{\lambda}=1+\lambda \mu+\lambda \sigma x_{i}, & \lambda \neq 0,  \tag{3.20}\\ \log y_{i}=\mu+\sigma x_{i}, & \lambda=0(i=1,2, \ldots, n) .\end{cases}
$$

The equality of (3.20) holds for the order statistics, thus,

$$
\begin{cases}y_{(i)}^{\lambda}=1+\lambda \mu+\lambda \sigma x_{(i)}, & \lambda \neq 0  \tag{3.21}\\ \log y_{(i)}=\mu+\sigma x_{(i)}, & \lambda=0(i=1,2, \ldots, n) .\end{cases}
$$

Taking expectations on both sides, we have

$$
\left\{\begin{array}{ll}
E\left[y^{\lambda}(i)\right]=1+\lambda \mu+\lambda \sigma m_{i}, & \lambda \neq 0  \tag{3.22}\\
E[\log y(i)
\end{array}\right]=\mu+\sigma m_{i}, \quad \lambda=0(i=1,2, \ldots, n), ~ l l
$$

where $m_{i}$ is the expected value of the ith order statistic of the standard normal distribution.

Let $y_{(1)} y_{(2)}, \ldots, y_{(n)}$ denote the ordered values of observations $y_{i}, y_{2}, \ldots, y_{n}$. If we know the true $\lambda$ and plot the $n$ points ( $n_{i}, y_{(i)}^{\lambda}$ ) for $\lambda \neq 0$ and $\left(w_{i}, \log y_{(i)}\right)$ for $\lambda=0$, they should lie on a straight line. From (3.20) replacing the expected values by observations, we have the estimating equations

$$
\begin{cases}\mathbf{y}_{(i)}^{\hat{\lambda}}=1+\hat{\lambda} \hat{\mu}+\hat{\lambda} \hat{\sigma}_{m_{i}}, & \hat{\lambda} \neq 0  \tag{3.23}\\ \log y_{(i)}=\hat{\mu}+\hat{\sigma} m_{i}, & \hat{\lambda}=0(i=1,2, \ldots, n)\end{cases}
$$

If we find some value of $\hat{\lambda}$ such that the $n$ points $\left(m_{i}, \hat{y}_{(i)}^{\hat{\lambda}}\right)$ for $\hat{\lambda} \neq 0$ and $\left(m_{i}, \log y_{(i)}\right)$ for $\hat{\lambda}=0$ fit a straight line, then this value is called the plotting estimate of $\lambda_{\text {. }}$

We know that if $y^{\lambda}=a+b x$ is the true equation, then the plot of this equation is a straight line with the scale of vertical axis $y^{\lambda}$. However, if we change the scale of the vertical axis $y^{\lambda}$ to $y^{\lambda \theta}$, then the plot is not a straight line. Let us rewrite this as ( $y^{\lambda_{0}}$ ) $\gamma \lambda^{\lambda}=a+b x$; thus, we can see that its plot will be a monotone concave curve if $\lambda / \lambda_{0}>1$ and monotone convex curve if $\lambda / \lambda_{0}<1$ with the restriction of $y>0$. From this fact, the suggested procedure for finding the plotting estimate is given as follow:

1. Guess a value, say $\lambda_{0}$, and plot the $n$ points $\left(m_{i}, y_{(i)}^{\lambda_{0}}\right)$ for $\lambda_{0} \neq 0$ and $\left(m_{i}, \log y(i)\right.$ for $\lambda_{0}=0$ on regular plotting paper. If these points fit a straight line, then this value $\lambda_{0}$ will be the estimate of $\lambda$.
2. If the fitting line is concave or nearly concave, then we need to try another guess $\lambda_{1}>\lambda_{0}$ for $\lambda_{0}>0$ and $\lambda_{1}\left\langle\lambda_{0}\right.$ for $\lambda_{0}<0$.
3. If the fitting line is convex or nearly convex, then we
need to try another guess $\lambda_{1}<\lambda_{0}$ for $\lambda_{0}>0$ and $\lambda_{1}>\lambda_{0}$ for $\lambda_{0}<0$. 4. Continue the same procedure until the fitting line is almost a straight line and use the last guess as the plotting estimate of $\lambda$.

Note 1. We can use the quantiles $\Phi^{-1}\left(\frac{2 i-1}{2 n}\right)$ for $i=1,2, \ldots, n$ from the standard normal distribution instead of the $m_{i}^{\prime} s$.

Note 2. If we use the full normal plotting paper, the abscissas will be $\left(\frac{2 i-1}{2 n}\right)$ for $i=1,2, \ldots, n$.

Note 3. If we can not determine whether the fitted curve is convex or concave, it is suggested that one use two guesses, say $\lambda_{1}>\lambda_{0}$ and $\lambda_{2}<\lambda_{0}$, and see which direction produces the most improvement.

Note 4. After we have an estimate of $\lambda$, say $\hat{\lambda}$, then the estimate of $\mu$ will be $(b-1) / \hat{\lambda}$ where $b$ is the vertical axis intercept of the fitted line and the estimate of $\sigma$ will be the slope of the fitted line divided by $\hat{\lambda}$.

Note 5. The plotting estimate of $\lambda$ is scale free. If $\mathrm{y}^{\hat{\lambda}}=1+\hat{\lambda} \mu$ $+\hat{\lambda} \sigma x$ is a straight line on the axes of $x$ and $\hat{y}^{\hat{\lambda}}$, then $(c y)^{\hat{\lambda}}=1+\hat{\lambda} \mu$ $+\hat{\lambda} \sigma x$ will also be a straight line on the axes of $x$ and $(c y)^{\hat{\lambda}}$.

Note 6. This method can quickly detect outliers.

## Example

Here we are using the same data as presented in Table II. There are eight figures, Figure 1 through Figure 8, for our various guesses of $\hat{\lambda}$, namely $-1.5,-1.0,-0.75,-0.65,-0.5,-0.25,0.0,0.5$, respectively. Each figure has two plots of the $n$ points $\left(m_{i}, y_{(i)}^{\hat{\lambda}}\right)$ and $\left(\phi^{-1}\left(\frac{2 i-1}{2 n}\right)\right.$. $\mathbf{y}_{(i)}^{\hat{\lambda}}$ ) separately, where $y_{(1)}$ is the ith ordered observation of the data.

Suppose our first guess $\lambda_{0}$ is 0.5 and we use the $\Phi^{-1}\left(\frac{2 i-1}{2 n}\right)$,
$i=1,2, \ldots, n$, to be the abscissa. From Figure 8 , we see that the plotting is convex, so we need to guess again. Because $\lambda_{0}$ is positive, hence, our next guess should be less than $\lambda_{0}$, say $\lambda_{1}=-1.0$. From Figure 2, the plotting is convex too, but this $\lambda_{1}$ is negative. Consequently, the third guess should be greater than $\lambda_{1}$ and in addition be less than $\lambda_{0}$. Let $\lambda_{2}=-0.5$ and the plotting is shown on Figure 5. The plot is closer to a straight line but is slighty concave. Suppose we try one more guess which is less than $\lambda_{2}$ because the plot is concave with a negative value of $\lambda_{2}$. Therefore, choose $\lambda_{3}=-0.65$ and the corresponding plot which fits a straight line quite closely is in Figure 4. Finally, we can say that the plotting estimate of $\lambda$ is $\mathbf{- 0 . 6 5}$ for the data in Table II.


Figure 1. Plotting of $\hat{\lambda}=-1.5$


Figure 2. Plotting of $\hat{\lambda}=-1.0$


Figure 3. Plotting of $\hat{\lambda}=-0.75$


Figure 4. Plotting of $\hat{\lambda}=-0.65$


Figure 5. Plotting of $\hat{\lambda}=\mathbf{- 0 . 5}$


Figure 6. Plotting of $\hat{\lambda}=-0.25$


Figure 7. Plotting of $\hat{\lambda}=0.0$


Figure 8. Plotting of $\hat{\lambda}=0.5$

Maximum W-Statistic Estimate

## Procedure

If there exists a $\lambda$ such that the power transformed observations are distributed independently and are approximately normally distributed with nean $\mu$ and variance $\sigma^{2}$, the maximum W-statistic estimate is that value which maximizes the Shapiro and Wilk (1965) W-test statistic, i.e., maximizes the observed significance level, of the transfomed observations. The W-statistic of the transforned observations for given $\lambda$ is

$$
W(\lambda)=\frac{\left(\sum_{l}^{n} a_{i} y(i)\right)^{2}}{\left.\sum_{1}^{n}(y)_{(i)}^{(\lambda)}-\frac{1}{n} \sum_{l}^{n} y(\lambda)\right)^{(\lambda)}}
$$

$$
=\left\{\begin{array}{ll}
\frac{\left(\sum_{1}^{n} a_{i} y_{(i)}^{\lambda}\right)^{2}}{n} \sum_{1}^{n}\left(y_{i}^{\lambda}-\frac{1}{n} \sum_{l}^{n} y_{i}^{\lambda}\right)^{2}  \tag{3.24}\\
\frac{\left(\sum_{1}^{n} a_{i} \log y(i)\right)^{2}}{n}\left(\log y_{i}-\frac{1}{n} \sum_{1}^{n} \log y_{i}\right)^{2}
\end{array} \quad \lambda \neq 0\right.
$$

where $a_{i}$ 's are the coefficients of the W-test for normality (Shapiro and Wilk, 1965) and $\sum_{l}^{n} a_{i}=0$.

There are two proposals for finding an estimate from the given observations. The first is to plot the $W(\lambda)$ from (3.24) against $\lambda$ for a trial series of values. From this plot, the value which maximizes $W(\lambda)$ is the estimate of $\lambda$. The second is to solve the nonlinear equation by letting the first derivative of $W(\lambda)$ with respect to $\lambda$ equal zero. Thus, for $\lambda \neq 0$

$$
\left.\begin{array}{rl} 
& \sum_{l}^{n}\left(a_{i} \hat{y^{\lambda}}(i)\right. \\
\log y  \tag{3.25}\\
(i)
\end{array}\right) \cdot \sum_{l}^{n}\left(\hat{y_{i}}-\frac{1}{n} \sum_{l}^{n} \hat{y_{i}}\right) .
$$

and the estimate is zero if the following identity is satisfied

$$
\left.\begin{array}{rl} 
& \sum_{1}^{n}\left(a_{i} \log ^{2} y(i) \cdot\right.
\end{array}\right) \cdot \sum_{1}^{n}\left(\log y_{i}-\frac{1}{n} \sum_{1}^{n} \log y_{i}\right) .
$$

Because there is no closed form for the solution, we need to use numerical iteration method to find the estimate $\hat{\lambda}$.

## Properties

1. This estinate is scale free.

Because

$$
\begin{aligned}
& W\left(\lambda \mid c y_{1}, c y_{2}, \ldots, c y_{n}\right)=\frac{\left[\sum_{1}^{n} a_{i}(c y(i)]^{\lambda}\right.}{\sum_{1}\left[\left(c y_{i}\right)^{\lambda}-\frac{1}{n} \sum_{1}^{n}\left(c y_{i}\right)^{\lambda}\right]^{2}} \\
& =\frac{c^{2}\left[\sum_{1}^{n} a_{i} y^{\lambda}(i)\right]^{2}}{c^{2} \sum_{1}^{n}\left[y_{i}-\frac{1}{n} \sum_{I}^{n} y_{i}^{\lambda}\right]^{2}}=W\left(\lambda \mid y_{1}, y_{2}, \ldots, y_{n}\right),
\end{aligned}
$$

the value which maximizes $W\left(\lambda / \mathrm{Cy}_{1}, \mathrm{Cy}_{2}, \ldots, \mathrm{cy}_{n}\right)$ will also maximize $w\left(\lambda \mid y_{1}, y_{2}, \ldots, y_{n}\right)$.
2. The $100(1-\alpha)$ per cent confidence interval $\left(\lambda_{1}, \lambda_{2}\right)$ for $\lambda$ can be obtained from

$$
\begin{equation*}
w\left(\lambda_{1}\right)=w\left(\lambda_{2}\right)=w_{\alpha} \tag{3.27}
\end{equation*}
$$

where $W_{\alpha}$ is the $\alpha$ percentage point of the Shapiro and Wilk (1965) W-test for normality.
3. We can find the observed significance level for testing normality of the transformed observations by the corresponding percentage of the Shapiro and Wilk (1965) W-test statistics.

Example

We again use the same data as presented in Table II. Table IV shows $W(\lambda)$ calculated over the interesting ranges of $\lambda$ and the results are plotted in Figure 9. The optimal value for the power transformation parameter is $\hat{\lambda}=\mathbf{- 0 . 6 5}$. The critical point of 0.05 percentage of Shapiro and Wilk's (1965) normality test is 0.947 . Using (3.26), the curve of $W(\lambda)$ gives a $95 \%$ confidence interval of $\lambda$ extending from about -1.15 to $-0.22$.

TABLE IV
GALCULATIONS OF $W(\lambda)$ BASED ON THE NORMALITY OF TRANSFORMED OBSERVATIONS

| $\lambda$ | $W(\lambda)$ | $\lambda$ | $W(\lambda)$ | $\lambda$ | $W(\lambda)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| -4.0 | 0.4385 | -0.8 | 0.9821 | -0.3 | 0.9600 |
| -3.0 | 0.5967 | -0.75 | 0.9840 | -0.22 | 0.9486 |
| -2.5 | 0.6944 | -0.7 | 0.9852 | -0.1 | 0.9241 |
| -2.0 | 0.7978 | -0.65 | 0.9856 | 0.0 | 0.8988 |
| -1.5 | 0.8954 | -0.6 | 0.9850 | 0.25 | 0.8185 |
| -1.3 | 0.9287 | -0.55 | 0.9836 | 0.5 | 0.7218 |
| -1.15 | 0.9500 | -0.5 | 0.9812 | 1.0 | 0.5297 |
| -1.1 | 0.9563 | -0.45 | 0.9779 | 1.5 | 0.3917 |
| -1.0 | 0.9672 | -0.4 | 0.9735 | 2.0 | 0.3113 |
| -0.9 | 0.9759 | -0.35 | 0.9680 | 3.0 | 0.2433 |



Figure 9. Function $W(\lambda)$ Against $\lambda$ of Randon Sample

## Comparison of Maximum W-Statistic Estimate

With Maximum Likelihood Estimate

1. The maximum $W$-statistic method requires $6 n+1$ operations while the maximum likelihood method requires $6 n+7$ operations in the calculations for each given $\lambda_{\text {. }}$ Both have formulas to find the $100(1-\alpha)$ per ent confidence region of $\lambda$.
2. It is easier to find the observed significance level of the transformation to normality for the maximum W-statistic method.
3. A set of 1,000 random samples were generated for five different values of $\lambda$ and two sample sizes (25,50). The procedure was to
generate the observations $y_{i}$ 's such that $\left(y_{i}^{\lambda}-1\right) / \lambda \sim N\left(0,0.1^{2}\right)$ independently for $i=1,2, \ldots, n$ with $n=25,50$ in each sample. We estimated the transformation parameter $\lambda$ using both methods, and the results are shown in Table $V$.

TABLE V
SUMMARY OF COMPARISON BETWEEN MAXIMUM W-STATISTIC ESTIMATE AND MAXIMUM LIKELIHOOD ESTIMATE

| $\begin{aligned} & \text { Sample } \\ & \text { Size } \end{aligned}$ |  | Method | $\lambda=3.0$ | $\lambda=1.0$ | $\lambda=0.0$ | $\lambda=-1.0$ | $\lambda=-3.0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | $\hat{\lambda}$ | M.W.E. | 2.813 | 0.994 | 0.014 | -0.970 | -2.789 |
|  |  | M.L.E. | 2.732 | 0.973 | 0.042 | -0.960 | -2.707 |
|  | Bias | M.W.E. | -0.187 | -0.006 | 0.014 | 0.030 | 0.211 |
|  |  | M.L.E. | -0.268 | -0.027 | 0.042 | 0.040 | 0.293 |
|  | $s^{2}(\lambda)$ | M.W.E. | 1.358 | 1.614 | 1.601 | 1.687 | 1.350 |
|  |  | M.L.E. | 1.145 | 1.453 | 1.475 | 1.546 | 1.116 |
| 25 | $\hat{\lambda}$ | M.W.E. | 2.779 | 0.894 | -0.144 | -0.927 | -2.825 |
|  |  | M.L.E. | 2.541 | 0.842 | -0.173 | -0.984 | -2.594 |
|  | Bias | M.W.E. | -0.221 | -0.106 | -0.144 | 0.079 | 0.175 |
|  |  | M.L.E. | -0.459 | -0.158 | -0.173 | 0.016 | 0.406 |
|  | $S^{2}(\hat{\lambda})$ | M.W.E. | 3.794 | 4.143 | 3.948 | 4.629 | 3.859 |
|  |  | M.L.E. | 2.793 | 3.481 | 3.255 | 3.666 | 2.996 |

From the above results, we find the maximum W-statistic estimate has smaller bias but larger variance and that the bias increases and the sample variance of both estimates decreases as the absolute value of $\boldsymbol{\lambda}$ increases.

## CHAPTER IV

## POWER TRANSFORMATION TO A TRUNCATED

NORMAL DISTRIBUTION

To avoid the inadmissibility of $\lambda$ of the power transformation, we must assume that the observations are positive. This assumption will cause the range of the transformed observations $y_{i}^{(\lambda)}$ 's to be $\left(-\infty,-\frac{1}{\lambda}\right)$ for $\lambda<0$ and $\left(-\frac{1}{\lambda}, \infty\right)$ for $\lambda>0$. It is clear that there is no $\lambda$, except $\lambda=0$, such that the transformed observations have a normal distribution. That is, for $\lambda \neq 0$, we only can transform the positive random variable to a truncated normal distribution, if one exists. But in practice, we would like to find a transformation for observations from an unknown distribution such that the transformed observations are distributed approximately normally. If the truncation error is small enough, then the truncated normal distribution may be considered as a good approximate normal distribution.

In the maximum likelihood method of finding the estimate of $\lambda$ of Box and Cox (1964), the incorrect likelihood function of a full normal distribution was used. Nevertheless, this method is adequate sometimes for practical purposes. In other words, if there exists a transformation to a truncated normal distribution with a truncation error near zero, the maximum likelihood estimate of Box and Cox is very nearly correct. But if the truncation error is not close to zero yet is small, for example 0.05 , it will produce misleading estimates of the
mean, variance, and $\lambda$.
This chapter considers a more general and accurate method based on maximizing the exact likelihood function of a truncated normal distribution with a varying truncation error. Hence, we can find a maximum likelihood estimate among all truncated normal distributions and full normal distributions. If the estimate of the truncation error is approximately zero, both methods produce the same estimate of $\lambda$. And if the estimate of the truncation error is not small enough, then we will claim that there is no power transformation such that the transformed observations are approximately normally distributed.

The Truncated Normal Distribution

Definition. The random variable $X$ is said to have a truncated normal distribution with parameters $\mu$ and $\sigma^{2}$ if and only if its density function is given by

$$
f_{X}(x)= \begin{cases}\frac{1}{\sqrt{2 \pi} \sigma \int_{a}^{b} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}} d t} e^{-\frac{(x-\mu)^{2}}{20^{2}}} & \text { for } 2<x<b,  \tag{4.1}\\ 0 & \text { otherwise. }\end{cases}
$$

Note 1. We use the symbol $X \sim N^{*}\left(\mu, \sigma^{2}\right)$ for $a<x<b$ to denote that $X$ has a truncated normal distribution.

Note 2. For convenience, we let

$$
\begin{aligned}
& g(t)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}} \\
& \alpha=\int_{-\infty}^{a} g(t) d t \\
& \beta=\int_{b}^{\infty} g(t) d t
\end{aligned}
$$

where $\alpha$ and $\beta$ are called left and right truncation errors, respectively. From this definition, we have the following lemas (the proofs are shown in Appendix B).

Lemma 1. If $x \sim N^{*}\left(\mu, \sigma^{2}\right)$ for $a<x<b$ and $Z=(x-\mu) / \sigma$, then the random variable $z \sim N^{*}(0,1)$ for $(a-\mu) / \sigma<z<(b-\mu) / \sigma$.

Lemma 2. Suppose $X \sim N^{*}(0,1)$ for $a<x<\infty$, then $F(x)=(\Phi(x)-\alpha)$ $/(1-\alpha)$; and if $F(x)=k$, then the $k$ quantile $x_{k}=F^{-1}(k)=\Phi^{-1}(k-k \alpha+\alpha)$, where $\Phi(t)$ is the distribution function of standard normal distribution.

Lemma 3. Suppose $x \sim N^{*}(0,1)$ for $-\infty<x<b$, then $F(x)=\Phi(x) /(1$ $-\beta)^{\prime}$, and for $F(x)=k$ the $k$ quantile $x_{k}=F^{-1}(k)=\Phi^{-1}(k-k \beta)$.

Lemma 4. Suppose random variable $x \sim N^{*}\left(\mu_{0} \sigma^{2}\right)$ for $a<x<b$, then

$$
\begin{equation*}
E(x)=\mu-\frac{g(b)-g(a)}{1-\alpha-\beta} \sigma^{2} \tag{4.2}
\end{equation*}
$$

Lemma 5. Let $x_{1}, x_{2}, \ldots, x_{h}$ be a random sample from $N^{*}\left(\mu, \sigma^{2}\right)$ for $a<x_{i}<b$, where $i=1,2, \ldots, n$. The maximum likelihood estimate of $\mu$ and $\sigma^{2}$ are the solutions of the following two equations

$$
\begin{equation*}
\hat{\mu}=\frac{1}{n} \sum_{1}^{n} x_{i}+\frac{1}{1-\hat{\alpha}-\hat{\beta}} \hat{\sigma}^{2}(\widehat{g}(b)-\widehat{g}(a)) \tag{4.3}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\sigma}=\frac{\sum_{1}^{n}\left(x_{i}-\hat{\mu}\right)^{2} / n}{1-\frac{(b-\hat{\mu}) \hat{g}(b)-(a-\hat{\mu}) \hat{g}(a)}{1-\hat{\alpha}-\hat{\beta}}} \tag{4.4}
\end{equation*}
$$

where

$$
\begin{aligned}
& \hat{g}(t)=\frac{1}{\sqrt{2 \pi} \hat{\sigma}} e^{-\frac{(t-\hat{\mu})^{2}}{2 \hat{\sigma}^{2}}} \\
& \hat{\alpha}=\int_{-\infty}^{a} \hat{g}(t) d t \\
& \hat{\beta}=\int_{b}^{\infty} \hat{g}(t) d t
\end{aligned}
$$

Note 3. There is no closed form for the solutions of $\hat{\mu}$ and $\hat{\sigma}$, but it is quite simple to obtain them by a numerical iteration method with the initial guesses as

$$
\begin{aligned}
& \hat{\mu}(1)=\bar{x} \\
& \sigma(1)=\sum_{1}^{n}\left(x_{i}-\hat{\mu}(1)\right)^{2} / n
\end{aligned}
$$

Existence of Power Transformation to a Truncated Normal Distribution

Since the range of the transformed variable $Y^{(\lambda)}$ is bounded by one side for $\lambda \neq 0$, we only consider transformations to one-side truncated normal distributions. Suppose there exists a power transformation with $\lambda \neq 0$ such that the transformed variable $Y^{(\lambda)}$ is distributed $N^{*}\left(\mu, \sigma^{2}\right)$ with a truncation error $\mathcal{\alpha}_{0}$ then the probability density function of the original variable $Y$ is

$$
\mathbf{f}_{\mathbf{Y}}(\mathbf{y})=\left\{\begin{array}{l}
0
\end{array}\right.
$$

$$
\left\{\frac{y^{\lambda-1}}{\sqrt{2 \pi} \sigma(1-\alpha)} e^{-\frac{\left(\frac{y^{\lambda}-1}{\lambda}-\mu\right)^{2}}{2 \sigma^{2}}} \quad \text { for } y>0\right.
$$

where

$$
\begin{array}{ll}
\alpha=\int_{-\infty}^{-1 / \lambda} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}} d t & \text { for } \lambda>0 \\
\alpha=\int_{-1 / \lambda}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}} d t & \text { for } \lambda<0 .
\end{array}
$$

Theorem. There is only one distribution with $y>0$ that can be transformed to a normal distribution by the power transformation, namely the log normal distribution with transformation parameter $\lambda=0$.

Proof. For $y>0$, there is only one power transformation with the range $(-\infty, \infty)$. That is $Y^{(\lambda)}=\log Y$ for $\lambda=0$. If $Y^{(\lambda)}$ is distributed normally, then the randon variable $Y$ has a log normal distribution.

Theorem. The family of gama distribution with the parameter ( $\frac{1}{2}, \gamma$ ) can be transformed to a truncated normal distribution with truncation error 0.5 by the power transformation with $\lambda=\frac{1}{2}$.

Proof. Let random variable $Y \sim G a\left(\frac{1}{2}, \gamma\right)$, i.e., the density function of $Y$ is

$$
f_{Y}(y)= \begin{cases}\frac{1}{\Gamma\left(\frac{1}{2}\right) \gamma^{\frac{1}{2}}} y^{\frac{1}{2}-1} e^{-\frac{y}{\gamma}} & \text { for } y>0 \\ 0 & \text { for } y \leqslant 0 .\end{cases}
$$

$$
f_{Y}(y)= \begin{cases}\frac{y^{\frac{1}{2}-1}}{\sqrt{2 \pi}\left(\sqrt{2} \gamma^{\frac{1}{2}}\right)\left(1-\frac{1}{2}\right)} e^{-\frac{\left(\frac{y^{\frac{1}{2}}-1}{\frac{1}{2}}+2\right)^{2}}{2(\sqrt{2 \gamma})^{2}}} \\ 0 & \text { for } y>0 \\ \text { for } y \leqslant 0\end{cases}
$$

Now compare this to (4.5), where we see that the transformed variable $Y^{(\lambda)}$ has a truncated normal distribution with $\mu=-2, \sigma=\sqrt{2 \gamma}$, and truncation error 0.5 .

There are an infinite number of distributions with positive support which can be transformed to a truncated normal distribution with parameters $\mu, \sigma^{2}$, and truncation error $d$. Some of them are shown in Figure 10 through Figure 21 with truncation errors ( $0.01 ; 0.05,0.1$ ) and standard deviations ( $0.5,1.0,1.5,2.0$ ). Each figure has several plots of the density function which can be transformed to a truncated normal distribution from the power transformation with the value of $\lambda$ indicated. The parameter $\mu$ can be determined correspondingly by

$$
\begin{cases}\mu=-\frac{1}{\lambda}-\sigma \phi^{-1}(d) & \text { for } \lambda>0  \tag{4.6}\\ \mu=-\frac{1}{\lambda}-\sigma \phi^{-1}(1-\alpha) & \text { for } \lambda<0\end{cases}
$$

where $\phi$ is the distribution of standard normal and $d$ is the truncation error.


Ficure 10. Density Function of Original Variable $(\alpha=0.01, \sigma=0.5)$


Figure 11. Density Function of Original Variable $(\alpha=0.01, \sigma=1.0)$


Figure 12. Density Function of Original Variable $(\alpha=0.01, \sigma=1.5)$


Figure 13. Density Function of Original Variable $(\alpha=0.01, \sigma=2.0)$


Figure 14. Density Function of Original Variable $(\alpha=0.05, \sigma=0.5)$


Pigure 15. Density Function of Original Variable $(\alpha=0.05, \sigma=1.0)$


Flgure 16. Density Function of Original Variable $(\alpha=0.05, \sigma=1.5)$


Figure 17. Density Function of Original variable $(\alpha=0.05, \sigma=2.0)$


Figure 18. Density Function of Original Variable ( $\alpha=0.1, \sigma=0.5$ )


Figure 19. Density Function of Original Variable ( $\alpha=0.1, \sigma=1.0$ )


Figure 20. Density Function of Oxiginal Variable $(\alpha=0.1, \sigma=1.5)$


Figure 21. Dansity Function of Oxiginal Vaxiable ( $\alpha=0.1, \sigma=2.0$ )

Suppose we observe an $n \times 1$ vector of observations $\mathbf{y}=\left[\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots\right.$, $\left.y_{n}\right]$ and the appropriate linear model for the problem is specified by

$$
\begin{equation*}
\underline{\mathbf{z}}=\mathbf{A} \underline{\theta}+\underline{\mathrm{e}} \tag{4.7}
\end{equation*}
$$

where $\underline{z}$ is the $n \times 1$ vector of transformed observations, $A$ is an $n x$ known matrix, $\underline{\theta}$ is a $p \times 1$ vector of unlnown parameters associated with the transformed observations, and $e$ is an $n \times 1$ vector of random error. Since, for positive observations $y_{i}{ }^{\prime} s$, the transformed observations $z_{i}$ 's are bounded by one side, we only can assume that for some unknown $\lambda$ the randon errors $e_{i}(i=1,2 \ldots, n)$ are independently distributed $N^{*}\left(0, \sigma^{2}\right)$ associated with an unknown truncation error $\alpha$. The probability density for the untransformed observations is obtained by multiplying the truncated normal density by the Jacobian of the transformation.

We find the maximum likelihood estimate in two steps. First, for
 plot the maximum likelinood function against $\lambda$ for a trial series of values and inspect the value of $\lambda$ which maximizes the maximum likelihood function to be the estimate of $\lambda$. We now discuss the three cases $\lambda>0$, $\lambda=0$, and $\lambda<0$.

1. $\lambda>0$

Since $y_{i}>0(i=1,2, \ldots, n)$, the transformed observations $z_{i}{ }^{\prime} s$ $(i=1,2, \ldots, n)$ are greater than $-1 / \lambda$ and the randon error $e_{i}(i=1,2, \ldots$ n) will greater than $-1 / \lambda$ - minimum of $\left\{\mu_{i}\right\}$. where $\mu_{i}$ is the ith element of $A \underline{\theta}$. The likelihood function of the original observations is

$$
\begin{equation*}
L(\lambda)=\frac{J(\lambda: y)}{(2 \pi)^{n / 2} \sigma^{n}(1-\alpha)^{n}} e^{-\frac{\left[\frac{1}{\lambda}(\underline{\underline{y}}-\underline{1})-A \theta\right]^{\prime}\left[\frac{1}{\lambda}\left(y^{\lambda}-1\right)-A \theta\right]}{2 \sigma^{2}}} \tag{4.8}
\end{equation*}
$$

where 1 is an $n \times 1$ vector with elenents of 1 ,

$$
\alpha=\int_{-\infty}^{-\frac{1}{\lambda}-\min . \text { of }\left\{\mu_{1}\right\}} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{t^{2}}{2 \sigma^{2}}} d t
$$

and

$$
J(\lambda: y)=\prod_{1}^{n}\left|\frac{d z_{i}}{d y_{i}}\right|=\prod_{1}^{n} y_{i}^{\lambda-1}
$$

By letting the first partial derivative of $\log L(\lambda)$ with respect to $\theta$ and $\sigma^{2}$ be zero, the maximum likelihood estimates of $\underline{\theta}$ and $\sigma^{2}$ for given $\lambda>0$ are the solutions of the following equations (Appendix C),

$$
\begin{align*}
& \widehat{\theta}=(A \cdot A)^{-1}\left[A \cdot \frac{1}{\lambda}\left(\underline{Y}^{\lambda}-1\right)-\frac{n \hat{\sigma}^{2}}{1-\hat{\alpha}} \widehat{g_{k}}\left(-\frac{1}{\lambda}\right) a_{k}\right], \\
& \hat{\sigma}^{2}=\frac{\left[\frac{1}{\lambda}\left(\underline{y}^{\lambda}-\underline{1}\right)-\mathrm{A} \hat{\underline{\theta}}\right]^{\prime}\left[\frac{1}{\lambda}\left(\underline{\underline{y}}^{\lambda}-\underline{\underline{1}}\right)-\mathrm{A} \hat{\theta}\right]}{\hat{g_{k}}\left(-\frac{1}{\lambda}\right)},  \tag{4.9}\\
& n\left[1+\frac{\hat{E}_{k}\left(-\frac{1}{\lambda}\right)}{1-\hat{\alpha}}\left(-\frac{1}{\lambda}-\hat{\mu}_{k}\right)\right]
\end{align*}
$$

where $\hat{\mu}_{k}$ is the estimate of minimum of $\left\{\mu_{i}\right\}, \underline{a}_{k}$ is the $p x l$ vector of the kth row of A ,

$$
\widehat{g_{k}}\left(-\frac{1}{\lambda}\right)=\frac{1}{\sqrt{2 \pi} \hat{\sigma}} e^{-\frac{\left(-\frac{1}{\lambda}-\hat{\mu}_{k}\right)^{2}}{2 \hat{\sigma}^{2}}}
$$

$$
\hat{\alpha}=\int_{-\infty}^{-\frac{1}{\lambda}-\hat{\mu}_{k}} \frac{1}{\sqrt{2 \pi} \hat{\sigma}} e^{-\frac{t^{2}}{2 \hat{\sigma}^{2}}} d t
$$

Then the maximized log likelinood function is

$$
\begin{align*}
& \log L_{\max }(\lambda)=-\frac{n}{2} \log 2 \pi-\frac{n}{2} \log \hat{\sigma}^{2}-n \log (1-\hat{\alpha}) \\
& -\frac{n}{2}\left[1+\frac{\left(-\frac{1}{\lambda}-\widehat{\mu_{k}}\right)}{1-\widehat{\alpha}} \widehat{g_{k}}\left(-\frac{1}{\lambda}\right)\right]+(\lambda-1) \sum_{1}^{n} \log y_{i} \cdot \tag{4.10}
\end{align*}
$$

2. $\lambda=0$

The likelihood function of the original observations $y$ is

$$
\begin{equation*}
L(\lambda)=\frac{\prod_{1}^{n} y_{i}^{-1}}{(2 \pi)^{n / 2} \sigma^{n}} e^{-\frac{[\log y-A \theta]^{\prime}[\log y-A \theta]}{2 \sigma^{2}}} \tag{4.11}
\end{equation*}
$$

The maximum likelihood estimates of $\underline{\theta}$ and $\sigma^{2}$ are

$$
\begin{align*}
& \hat{\theta}=\left(A^{\prime} A\right)^{-1} A^{\prime} \log y \\
& \hat{\sigma}^{2}=\frac{(\log y-A \hat{\theta})^{\prime}(\log y-A \hat{\theta})}{n} \tag{4.12}
\end{align*}
$$

Then, the maximized log likelihood function is

$$
\begin{equation*}
\log I_{\max }(\lambda)=-\frac{n}{2} \log 2 \pi-\frac{n}{2} \log \widehat{\varepsilon_{0}}-\frac{n}{2}-\sum_{1}^{n} \log y_{i} \tag{4.13}
\end{equation*}
$$

3. $\lambda<0$

For $y_{i}>0(i=1,2, \ldots, n)$, the transformed observations are less than $-1 / \lambda$ and the randon errors $e_{i}(i=1,2, \ldots, n)$ are less than $-1 / \lambda$

- maximum of $\left\{\mu_{i}\right\}$. The likelihood function of the original observations $y$ is

$$
L(\lambda)=\frac{\prod_{1}^{n} y_{i}^{\lambda-1}}{(2 \pi)^{n / 2} \sigma^{n}(1-\alpha)^{n}} e^{-\frac{\left[\frac{1}{\lambda}(\underline{y}-\underline{1})-A \theta\right] \cdot\left[\frac{1}{\lambda}\left(\underline{y}^{\lambda}-\underline{1}\right)-A \theta\right]}{2 \sigma^{2}}}
$$

where

$$
\alpha=\int_{-\frac{1}{\lambda}-\max . \text { of }\left\{\mu_{i}\right\}}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{t^{2}}{2 \sigma^{2}}} d t
$$

The maximum likelihood estimates of $\theta$ and $\sigma^{2}$ are the solutions of the following equations (Appendix C)

$$
\begin{align*}
& \hat{\hat{\theta}}=\left(A^{\prime} A\right)^{-1}\left[A^{\prime} \frac{1}{\lambda}\left(\underline{y}{ }^{\lambda}-\underline{1}\right)+\frac{\hat{n}_{\sigma}^{2}}{1-\widehat{\alpha}} \hat{\delta_{k}}\left(-\frac{1}{\lambda}\right) a_{k}\right], \\
& \hat{\sigma}^{2}=\frac{\left[\frac{1}{\lambda}\left(\underline{Y}^{\lambda}-\underline{1}\right)-A \hat{\hat{\theta}}\right]^{\prime}\left[\frac{1}{\lambda}\left(\underline{y^{\lambda}}-\underline{1}\right)-A \hat{\theta}\right]}{n\left[1-\frac{\widehat{\delta}_{k}\left(-\frac{1}{\lambda}\right)}{1-\hat{\alpha}}\left(-\frac{1}{\lambda}-\widehat{\mu}_{k}\right)\right]} . \tag{4.15}
\end{align*}
$$

where $\hat{\mu}_{k}$ is the estimate of maximum of $\left\{\mu_{i}\right\}, a_{k}$ is the $p \times 1$ vector of the kith row of $A$,

$$
\widehat{\delta_{k}}\left(-\frac{1}{\lambda}\right)=\frac{1}{\sqrt{2 \pi} \hat{\sigma}} e^{-\frac{\left(-\frac{1}{\lambda}-\hat{\mu}_{k}\right)^{2}}{2 \hat{\sigma}^{2}}}
$$

and

$$
\hat{\alpha}=\int_{\frac{-1}{\lambda}-\hat{\mu}_{k}}^{\infty} \frac{1}{\sqrt{2 \pi} \hat{\sigma}} e^{-\frac{t^{2}}{2 \hat{\sigma}^{2}}} d t
$$

Then, the maximized log likelihood function is

$$
\begin{align*}
& \log L_{\max }(\lambda)=-\frac{n}{2} \log 2 \pi-\frac{n}{2} \log \hat{\sigma}^{2}-n \log (1-\hat{\alpha}) \\
&-\frac{n}{2}\left[1+\frac{\left(-\frac{1}{\lambda}-\hat{\mu}_{k}\right)}{1-\hat{\alpha}} \widehat{g_{k}}\left(-\frac{1}{\lambda}\right)\right]+(\lambda-1) \sum_{1}^{n} \log y_{i} \cdot \tag{4.16}
\end{align*}
$$

If we are considering the univariate case, i.e., $A$ is an $n \times 1$ vector of elements 1 , then the $\hat{\mu}_{k}$ will be $\hat{\mu}$. There is no closed form of $\hat{\theta}$ and $\hat{\sigma}^{2}$ for $\lambda>0$ and $\lambda<0$, but they can be determined numerically. If the $\widehat{E_{k}}\left(-\frac{1}{\lambda}\right)$ is close to zero for a given $\lambda$, then $\hat{\underline{\theta}}$ and $\hat{\sigma}^{2}$ will be the least squares estimates.

Example

Table VI shows data taken from page 339 of Steel and Torrie (1960) which will be used for illustrative purposes.

We assume that the power transformed observations have a simple regression model

$$
\begin{equation*}
y_{i}^{(\lambda)}=\frac{y_{i}^{\lambda}-1}{\lambda}=b_{0}+b_{1} x_{i}+e_{i} \tag{4.17}
\end{equation*}
$$

If the transformed observations have a truncated normal distribution, then the random errors $e_{i}$ 's are independently distributed $N^{*}\left(0, \sigma^{2}\right)$ and have a truncation error $\alpha$

TABLE VI
ALASKA PEAS GROWN AT MADISON, WISCONSIN, 1953

| y: | 24.0 | 22.0 | 26.5 | 22.0 | 25.0 | 37.5 | 36.0 | 39.5 | 32.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| x : | 76.2 | 76.8 | 77.3 | 79.2 | 80.0 | 87.8 | 93.2 | 93.5 | 94.3 |
| y: | 26.5 | 55.5 | 49.5 | 56.0 | 55.5 | 58.0 | 61.5 | 69.0 | 71.5 |
| x: | 96.8 | 97.5 | 99.5 | 104.2 | 106.3 | 106.7 | 119.0 | 119.7 | 119.8 |
| y: | 73.0 | 76.5 | 78.5 | 74.0 | 71.5 | 77.0 | 85.5 |  |  |
| x: | 119.8 | 123.5 | 141.0 | 142.3 | 145.5 | 149.0 | 150.0 |  |  |

After applying the proposed method, the maximum likelihood estimates are

$$
\begin{aligned}
\hat{\lambda} & =1.29 \\
\hat{b}_{0} & =-150.40 \\
\hat{b}_{1} & =2.59 \\
\hat{\sigma}^{2} & =552.38 \\
\hat{\alpha} & =0.021 .
\end{aligned}
$$

The regression line will be

$$
\frac{y^{1.29}-1}{1.29}=-150.40+2.59 x
$$

which can be rewritten as

$$
\begin{equation*}
y^{1.29}=-195.17+3.35 x \tag{4.18}
\end{equation*}
$$

Since the estimate of truncation error is 0.021 , we can say that this truncated normal distribution is an approximate normal distribution.

But, if we apply the maximum likelihood method of Box and Cox (1964) with the full normal distribution for the $e_{i}$ 's, the maximum likelinood estimates are

$$
\begin{aligned}
& \hat{\lambda}=1.58, \\
& \hat{b}_{0}=-538.44, \\
& \hat{b}_{1}=8.29 . \\
& \hat{\sigma}^{2}=4674.76,
\end{aligned}
$$

and the regression line is

$$
\frac{y^{1.58}-1}{1.58}=-538.44+8.29 x
$$

which can be rewritten as

$$
\begin{equation*}
y^{1.58}=-854.42+13.14 x \tag{4.19}
\end{equation*}
$$

Therefore, we have two estimates of $\lambda$ and want to compare their goodness of fit to the assumed distributions by residuals. We computed the maximum distance between the emperical distribution of residuals and the estimated theoretical distribution of random errors. The emperical distribution, $S(x)$, is a step function of $x$ for $-\infty<x<\infty$, where each step is of height $1 / n$ and occurs only at the sample values. If we let $x_{i}$ denote the ith ordered value of residuals, then the emperical distribution is: $S(x)=0$ for $x<x_{1}, S(x)=i / 25$ for $x_{i} \leqslant x<x_{i-1}$ and
$i=1,2, \ldots, 25$, and $S(x)=1$ for $x \geqslant x_{25^{\circ}}$. The estimated theoretical distribution of the random error is $N^{*}(0,575.899)$ with left truncation error 0.021 for $\hat{\lambda}=1.29$; and the estinated theoretical distribution of the random error is $N(0,4873.77)$ for $\hat{\lambda}=1.58$. The estimate of $\sigma^{2}$ are calculated as $\frac{n}{n-1} \hat{\sigma}^{2}$ for both estimates of $\lambda$, where $\hat{\sigma}^{2}$ is the maximum likelihood estimate of $\sigma^{2}$.

For the power transformation of $\hat{\lambda}=1.29$, the maximum distance between the emperical distribution of residuals and $N^{*}(0,575.899)$ with left truncation error 0.021 is 0.07134 , while the maximum distance is 0.09195 for the power transformation of $\hat{\lambda}=1.58$. Thus, we can see that the author's proposed method, based on the truncated normal distribution, gives a closer fit to the observed data than the maximum likelihood method of Box and Cox (1964).

## ROBUSTNESS STUDY AND SUMMARY

## Robustness Study

The simple regression line is used here as an example to investigate the robustness of the transformation to normality. Two cases are discussed in this chapter.

Case 1. Suppose that we have the true regression model of

$$
\begin{equation*}
y_{i}=b_{0}+b_{1} x_{i}+e_{i} \quad \text { for } i=1,2, \ldots, n_{1} \tag{5.1}
\end{equation*}
$$

where $y_{i}$ is the dependent variable, $x_{i}$ is the independent variable, and the random errors $e_{i}(i=1,2, \ldots, n)$ are independently distributed $N(0$, $\sigma^{2}$ ). If we apply the power transformation to the dependent variable $y_{i}$ with the normality assumption of random errors, what will happen? The transformed model is

$$
\begin{equation*}
\frac{y_{i}^{\lambda}-1}{\lambda}=c_{0}+c_{1} x_{i}+e_{i} \quad \text { for } i=1,2, \ldots, n \tag{5.2}
\end{equation*}
$$

Case 2. Suppose for some value of $\lambda_{2}$, the true regression model is

$$
\begin{equation*}
\frac{y_{i}^{\lambda}-1}{\lambda}=c_{0}+c_{1} x_{i}+e_{i} \quad \text { for } i=1,2, \ldots, n_{1} \tag{5.3}
\end{equation*}
$$

where the $e_{i}(i=1,2, \ldots, n)$ are independently distributed $N\left(0, \sigma^{2}\right)$.

But, suppose we analyze the data and assume that the regression model is

$$
\begin{equation*}
y_{i}=b_{0}+b_{1} x_{i}+e_{i} \quad \text { for } i=1,2, \ldots, n, \tag{5.4}
\end{equation*}
$$

where $e_{i}$ 's are independently distributed $N\left(0, \sigma^{2}\right)$, what then will happen?
A set with 1,000 samples of 25 observations was generated for each of five values $(2,1,0,-1,-2)$ of $\lambda$. Suppose that the range of dependent variable $y$ is from 10 to 100 , the range of independent variable $x$ is from 1 to 10, and $y$ increases as $x$ increases. It is reasonable that we allow a maximum deviation of nine on $y$ which is $10 \%$ of the range of $y$. The values of $x_{i}$ 's are chosen uniformly between $l$ and 10. The standard deviations of the random errors were calculated from that a maximum deviation of $y$ with a value of nine was caused by three standard deviations.

The generating formulas were:

$$
\begin{align*}
& \text { 1. For } \lambda=2 \text {, } \\
& \frac{y_{i}^{2}-1}{2}=-500,5+550 x_{i}+e_{i} \tag{5.5}
\end{align*}
$$

where $e_{i}$ i.i.d. $N\left(0,16.5^{2}\right)$.
2. For $\lambda=1$,

$$
\begin{equation*}
\mathbf{y}_{\mathbf{i}}=10 \mathrm{x}_{\mathbf{i}}+\boldsymbol{e}_{\mathbf{i}}, \tag{5.6}
\end{equation*}
$$

where $e_{i}$ i.i.d. $N\left(0,3^{2}\right)$.

$$
\text { 3. For } \lambda=0 \text {, }
$$

$$
\begin{equation*}
\log y_{i}=\frac{8}{9} \log 10+\frac{\log 10}{9} x_{i}+e_{i} \tag{5.7}
\end{equation*}
$$

where $e_{i}$ i.i.d. $N\left(0,0.03^{2}\right)$.
4. For $\lambda=-1$,

$$
\begin{equation*}
\frac{y_{i}^{-1}-1}{-1}=0.89+0.01 x_{i}+e_{i} \tag{5.8}
\end{equation*}
$$

where $e_{i}$ i.i.d. $N\left(0,0.0003^{2}\right)$.
5. For $\lambda=-2$,

$$
\begin{equation*}
\frac{y_{i}^{-2}-1}{-2}=0.49445+0.00055 x_{i}+e_{i} \tag{5.9}
\end{equation*}
$$

where $e_{i}$ i.i.d. $N\left(0,0.000003^{2}\right)$.
In comparisons between the untransformed vs. transformed model, we deal with two considerations:

1. The average of 1,000 values of mean squares of residuals, $\sum_{i}^{25}\left(y_{i}-\hat{y}_{i}\right)^{2} / 25$, for both models.
2. In how many cases is the value of the mean square of residuals of the transformed model less than the corresponding value for the untransformed model?

The results are shown in Table VII. For the case where $\lambda=1,722$ of the 1,000 samples have a mean square of residuals of the transformed model which was less than that of the untransformed model. Also, the average of the mean squares of the residuals of the transformed model of 1,000 samples was less than the average of the mean squares of the untransformed model. For the other cases; the transformed model was always better than the untransformed model.

TABLE VII

## SUMMARY OF ROBUSTNESS STUDY

| $\lambda$ | -2 | -1 | 0 | 1 | 2 |
| :--- | ---: | ---: | ---: | ---: | :--- |
| a | -2.001 | -1.000 | 0.032 | 0.982 | 1.982 |
| b | 0.003 | 0.010 | 0.023 | 0.089 | 0.014 |
| c | 0.028 | 0.413 | 2.749 | 8.683 | 2.829 |
| d | 57.479 | 93.897 | 50.779 | 8.957 | 17.611 |
| e | 1,000 | 1,000 | 1,000 | 722 | 1,000 |

a. The average of $\hat{\lambda}$ of 1,000 samples for the transformed model.
b. The sample standard deviation of $\hat{\lambda}$ of 1,000 samples for the transformed model.
c. The average of the mean squares of residuals of 1,000 samples for the transformed model.
d. The average of the mean squares of residuals of 1,000 samples for the untransformed model.
e. In how many samples (of 1,000 ) is the mean squares of residuals of the transformed model less than that of the untransformed model?

Summary

Since the time that Box and Cox (1964) proposed the power transformation to approximate normality, it has been evident that the maximum likelihood method involves a large number of calculations. We presented the quantile estimate method in Chapter III in which a close estimate is possible to obtain even using a desk calculator. The asymptotic distribution of this estimate was shown to be normally
distributed. From the example illustrated, when the value of $p$ and $q$ are near 0.5, either the check procedure fails or the estimate deviates too much from the true value for small sample size. We would suggest that the value of $p$ and $q$ should be chosen as far away as possible from 0.5.

The plotting method in Chapter III also simplifies the calculations and it is most convenient for small sample size. Because the estimate is obtained graphically, one can not develop the statistical properties of the estimate.

The last method presented in Chapter III of the power transformation to approximate normality is the maximum W-statistic technique. Although it does not substantially reduce the calculations; it is useful with the observed significance level of normality test of the transformed observations. We tried to develop the approximate variance for this estimate, but did not succeed in doing so.

In Chapter IV we generalize the transformation to truncated normality. In practical cases, we are interested in finding a transformation to normality. As we mentioned before, there is no exact power transformation to normality except where $\lambda=0$. Instead, a transformation to approximste normality can be used. If the truncation error is small, this trincated normal distribution can be treated as an approximate normal distribution. The maximum likelihood method of transformation to a truncated normal distribution is a generalization of the Box and Cox (1964) maximum likelihood method. As proved by the example in Chapter IV, the residuals from fitting the linear model of transformed observations (with the truncated normal distribution) are less than those from applying the Box and Cox maximum likelihood method.

We can not evade the fact that this method requires more calculations to find the maximum likelinood estimates of $\theta$ and $\sigma^{2}$; but with the aid of a computer, the increase should not be a major problem. The precision of this estimate is too complicated to determine at present, but with a small truncation error, the precision of the Box and Cox (1964) maximum likelihood estimate could be used. A Bayesian approach toward the power transformation to a truncated normal distribution might be considered.
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## APPENDIX A

NUMERICAL METHOD FOR FINDING QUANTILE ESTIMATE

Recall the equation (3.11) in Chapter III

$$
\left\{\begin{array}{l}
a \hat{b^{\lambda}}+(1-a) \hat{\lambda}=1  \tag{A.1}\\
\eta_{q}\left(1-d^{\hat{\lambda}}\right)=\eta_{p}\left(b^{\hat{\lambda}}-\hat{c^{\lambda}}\right) \quad \text { for } \hat{\lambda} \neq 0
\end{array}\right.
$$

where $a=\left(\eta_{p}+\eta_{q}\right) / 2 \eta_{q}, \quad b=y_{(n-j+1)} / y_{(n-i+1)}, \quad c=y_{(j)} / y_{(n-i+1)}$, and $d=y_{(i)} y_{(n-i+1)}$.

Since $0<p<q<\frac{1}{2}, i=[n p]$ and $j=[n q]$, we have $y_{(i)} \leq y_{(j)}<y_{(n-j+1)}$ $\leqslant y_{(n-i+1)}$ and $\eta_{p}<\eta_{q}<0$. Therefore, $1 \geqslant b>c \geqslant d>0$ and $a>1$. Let function $g(\hat{\lambda})$ be

$$
\begin{equation*}
g(\hat{\lambda})=a \cdot b^{\hat{\lambda}}+(1-a) c^{\hat{\lambda}}-1 \tag{A.2}
\end{equation*}
$$

Then the limits of the function $g(\hat{\lambda})$ are

$$
\begin{aligned}
& \lim _{\hat{\lambda} \rightarrow \infty} g(\hat{\lambda})=a \lim _{\hat{\lambda} \rightarrow \infty} b^{\hat{\lambda}}+(1-a) \lim _{\hat{\lambda} \rightarrow \infty} \hat{c}^{\hat{\lambda}}-1=-1 \\
& \lim _{\hat{\lambda} \rightarrow-\infty} g(\hat{\lambda})=a \lim _{\hat{\lambda} \rightarrow-\infty} b^{\hat{\lambda}}+(1-a) \lim _{\hat{\lambda} \rightarrow-\infty} c^{\hat{\lambda}}-1=(1-a) \lim _{\hat{\lambda} \rightarrow-\infty} \hat{c}=-\infty
\end{aligned}
$$

The limits of $g(\lambda)$ tell us that the equation $g(\hat{\lambda})=0$ has an even number of roots or none, but we know that it also has a trivial root zero. Therefore, we can say that this equation $g(\lambda)=0$ has at least one nonzero root or multiple zero roots.

Let us separate, $g(\hat{\lambda})=0$ into two equations with a parameter $k$. Thus,

$$
\left\{\begin{array}{l}
a \hat{b}^{\hat{\lambda}}=k  \tag{A.5}\\
(1-a) c^{\hat{c}}=1-k
\end{array}\right.
$$

It can be rewritten to

$$
\left\{\begin{array}{l}
\hat{\lambda}=\log _{b} \frac{k}{a}  \tag{A.6}\\
\hat{\lambda}=\log _{c} \frac{1-k}{1-a}
\end{array}\right.
$$

and these two logarithmic equations have at most two intersections of which the value of $\hat{\lambda}$ is the root of $g(\hat{\lambda})=0$ including the intersection at $\hat{\lambda}=0$ and $k=a$. Hence, it simplifies the number of roots to two possible cases; a nonzero root and a zero root or double zero roots. If the latter is true, then the solution of $g^{\prime}(\hat{\lambda})=0$ should be located at zero. Thus

$$
\begin{array}{ll} 
& \operatorname{c}^{\prime}(\hat{\lambda})=a b^{\hat{\lambda}} \log b+(1-a) c^{\hat{\lambda}} \log c=0 .  \tag{A.7}\\
\Rightarrow \quad & a b^{\hat{\lambda}} \log b=(a-1) c^{\hat{\lambda}} \log c . \\
\Rightarrow \quad & \hat{\lambda}=\log _{b} \frac{\log c^{a-1}}{\log b^{a}} .
\end{array}
$$

Because of $c^{a-1} \neq b^{a}$, the equation, $g^{\prime}(\hat{\lambda})=0$, does not have a root at zero. Hence, the equation $g(\hat{\lambda})=0$ for $\hat{\lambda} \# 0$ has only one nonzero root. Two methods are suggested to find the nonzero solution of $g(\hat{\lambda})=0$. 1. Use the numerical iteration method called the "Modified NewtonRaphson Method" which is

$$
\begin{equation*}
\hat{\lambda}_{i+1}=\hat{\lambda}_{i}-\frac{U\left(\hat{\lambda}_{i}\right)}{U^{\prime}\left(\hat{\lambda}_{i}\right)} \tag{A.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& U\left(\hat{\lambda}_{i}\right)=g\left(\hat{\lambda}_{i}\right) / g^{\prime}\left(\hat{\lambda}_{i}\right), \\
& U \cdot\left(\hat{\lambda}_{i}\right)=1-g\left(\hat{\lambda}_{i}\right) g^{\prime \prime}\left(\hat{\lambda}_{i}\right) /\left[g^{\prime}\left(\hat{\lambda}_{i}\right)\right]^{2} .
\end{aligned}
$$

The initial guess will be

$$
\begin{equation*}
\hat{\lambda}_{1}=\log _{\frac{b}{c}}\left[\frac{\log \mathrm{c}^{\mathrm{a}-1}}{\log \mathrm{~b}^{a}}\right] \pm \delta \tag{A.9}
\end{equation*}
$$

where the sign will associate with the sign of the logarithmic term and $\delta$ is a reasonably small positive real number.
2. Plot the functions of (A.6) against a trial values of $k$, the nonzero value of $\hat{\lambda}$ at the two intersections will be the answer.

## APPEADIX B

## PROOFS OF LEMMAS OF TRUNCATED NORMAL <br> DISTRIBUTION

Lemma 1 The truncated normal density of randon variable $X$ is

$$
f_{X}(x)= \begin{cases}\frac{1}{\sqrt{2 \pi} \sigma(1-\alpha-\beta)} e^{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}} & \text { for } a<x<b \\ 0 & \text { otherwise. }\end{cases}
$$

For the transformation $Z=(X-\mu) / \sigma$, the Jacobian is

$$
\begin{equation*}
J=\left|\frac{d z}{d x}\right|=\sigma_{0} \tag{B,2}
\end{equation*}
$$

Hence, the density function of the random variable $Z$ is

$$
\begin{align*}
f_{Z}(z) & =f_{X}(\mu+\sigma z) \cdot \sigma \\
& = \begin{cases}\frac{1}{\sqrt{2 \pi}(1-\alpha-\beta)} e^{-\frac{z^{2}}{2 \sigma^{2}}} \\
0 & \text { for } \frac{a-\mu}{\sigma}<z<\frac{b-\mu}{\sigma}\end{cases}  \tag{В.3}\\
& \text { otherwise. }
\end{align*} .
$$

Lemma 2 For random variable $X \sim N^{*}(0,1)$ with the domain $a<x<\infty$, the distribution will be

$$
F_{X}(x)=\int_{a}^{x} \frac{1}{\sqrt{2 \pi}(1-\alpha)} e^{-t^{2} / 2} d t=\frac{1}{1-\alpha} \int_{a}^{x} \frac{1}{\sqrt{2 \pi}} e^{-t^{2} / 2} d t
$$

$$
\begin{equation*}
=\frac{1}{1-\alpha}(\phi(x)-\phi(x))=\frac{1}{1-\alpha}(\phi(x)-\alpha) \quad \text { for } a<x<\infty, \tag{B.4}
\end{equation*}
$$

and $F_{X}(x)=0$ for $x \leqslant a$.
If $F_{X}(x)=k$, then

$$
\begin{align*}
& (1-\alpha) k=\phi(x)-\alpha \\
\Rightarrow & \phi(x)=(1-\alpha) k+\alpha \\
\Rightarrow & x=\phi^{-1}[(1-\alpha) k+\alpha] \tag{B.5}
\end{align*}
$$

Lemma 3 For random variable $X \sim N^{*}(0,1)$ with the domain $-\infty<x<b$, the distribution function will be

$$
\begin{align*}
& F_{X}(x)=\int_{-\infty}^{x} \frac{1}{\sqrt{2 \pi}(1-\beta)} e^{-t^{2} / 2} d t \\
& =\frac{\phi(x)}{1-\beta}  \tag{B.6}\\
& \text { for }-\infty<x<b \text {, }
\end{align*}
$$

and $F_{X}(x)=1$ for $b \leqslant x$.
If $F_{X}(x)=k$, then

$$
\begin{gather*}
(1-\beta) k=\phi(x) \\
\Rightarrow \quad x=\phi^{-1}[(1-\beta) k] \tag{B.7}
\end{gather*}
$$

Lemma 4 For randon variable $X \sim N^{*}\left(\mu \sigma^{2}\right)$ with the domain $a<x<b$, then the expected value of X is

$$
\begin{aligned}
E(X) & =\int_{a}^{b} \frac{x}{\sqrt{2 \pi} \sigma(1-\alpha-\beta)} e^{-(x-\mu)^{2} / 2 \sigma^{2}} d x \\
& =\int_{a}^{b} \frac{-\sigma^{2}}{\sqrt{2 \pi} \sigma(1-\alpha-\beta)} e^{-(x-\mu)^{2} / 2 \sigma^{2}} d\left[-\frac{(x-\mu)^{2}}{2 \sigma^{2}}\right]+\mu
\end{aligned}
$$

$$
\begin{align*}
& =\left.\frac{\sigma^{2}}{\sqrt{2 \pi}(1-\alpha-\beta)} e^{-(x-\mu)^{2} / 2 \sigma^{2}}\right|_{a} ^{b}+\mu \\
& =\mu-\frac{g(b)-g(a)}{1-\alpha-\beta} \sigma^{2} . \tag{Bi}
\end{align*}
$$

where

$$
g(t)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-(t-\mu)^{2} / 2 \sigma^{2}}
$$

Lemma 5 Let $X_{1}, X_{2}, \ldots, X_{n}$ be independently distributed $N^{*}\left(\mu_{0} \sigma^{2}\right)$ for $a<x_{i}<b$, then the likelihood function is

$$
L\left(\mu, \sigma^{2} \mid x_{1}, x_{2}, \ldots, x_{n}\right)=\frac{1}{(2 \pi)^{n / 2} \sigma^{n}(1-\alpha-\beta)^{n}} e^{-\frac{\sum_{1}^{n}\left(x_{i}-\mu\right)^{2}}{2 \sigma^{2}}}
$$

Hence,

$$
\begin{equation*}
\log L=-\frac{n}{2} \log 2 \pi-\frac{n}{2} \log \sigma^{2}-n \log (1-\alpha-\beta)-\sum_{1}^{n}\left(x_{i}-\mu\right)^{2} / 2 \sigma^{2} \tag{B.10}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
\frac{\partial \log L}{\partial \mu} & =\frac{\sum_{1}^{n}\left(x_{i}-\mu\right)}{\sigma^{2}}-\frac{n}{(1-\alpha-\beta)} \frac{\partial}{\partial \mu} \int_{a}^{b} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}} d t \\
& =\frac{\sum_{1}^{n}\left(x_{i}-\mu\right)}{\sigma^{2}}-\frac{n}{1-\alpha-\beta} \int_{a}^{b} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}} \frac{t-\mu}{\sigma^{2}} d t \\
& =\frac{\sum_{i}^{n}\left(x_{i}-\mu\right)}{2}+\frac{n}{1-\alpha-\beta} \int_{a}^{b} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}} d\left[-\frac{(t-\mu)^{2}}{2 \sigma^{2}}\right] \\
& =\sum_{1}^{n}\left(x_{i}-\mu\right) / \sigma^{2}+\left.\frac{n}{1-\alpha-\beta} \frac{1}{\sqrt{2 \pi} \sigma} e^{-(t-\mu)^{2} / 2 \sigma^{2}}\right|_{a} ^{b}
\end{aligned}
$$

$$
\begin{equation*}
=\frac{\sum_{1}^{n}\left(x_{i}-\mu\right)}{\sigma^{2}}-\frac{n}{1-\alpha-\beta}[g(b)-g(a)] \tag{B.II}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\partial \log L}{\partial \sigma^{2}}= & -\frac{n}{2 \sigma^{2}}+\frac{\sum_{1}^{n}\left(x_{i}-\mu\right)^{2}}{2 \sigma^{4}}-\frac{n}{1-\alpha-\beta} \frac{\partial}{\partial \sigma^{2}} \int_{a}^{b} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}} d t} \\
= & -\frac{n}{2 \sigma^{2}}+\frac{\sum_{1}^{n}\left(x_{i}-\mu\right)^{2}}{2 \sigma^{4}}-\frac{n}{1-\alpha-\beta}\left\{\int_{a}^{b} \frac{1}{\sqrt{2 \pi} \sigma^{2}} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}} \frac{(t-\mu)^{2}}{2 \sigma^{4}} d t}\right. \\
& \left.-\frac{1}{2 \sigma^{2}} \int_{a}^{b} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}} d t\right\} \\
= & -\frac{n}{2 \sigma^{2}}+\frac{\sum_{1}^{n}\left(x_{i}-\mu\right)^{2}}{2 \sigma^{4}}-\frac{n}{1-\alpha-\beta}\left\{-\left.\frac{(t-\mu)}{2 \sigma^{2}} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}}\right|_{a} ^{b}-\frac{(t-\mu)^{2}}{2 \sigma^{2}} d t-\frac{1}{2 \sigma^{2}} \int_{a}^{b} \frac{1}{\sqrt{2 \pi} \sigma} e^{e}-\frac{(t-\mu)^{2}}{2 \sigma^{2}} d t\right\} \\
& +\frac{1}{2 \sigma^{2}} \int_{a}^{b} \frac{1}{\sqrt{2 \pi} \sigma} e \\
= & -\frac{n}{2 \sigma^{2}}+\frac{\sum_{1}^{n}\left(x_{i}-\mu\right)^{2}}{2 \sigma^{4}}+n \frac{(b-\mu) k(b)-(a-\mu) g(a)}{2 \sigma^{2}} \tag{B.12}
\end{align*}
$$

Let $\frac{\partial l_{0 g} L}{\partial \mu}=0$ and $\frac{\partial l_{0 G} L}{\partial \sigma^{2}}=0$, then the maximum likelihood estimates of $\mu$ and $\sigma^{2}$ are the solutions of the following

$$
\begin{equation*}
\hat{\mu}=\frac{\sum_{1}^{n} x_{i}}{n}+\frac{\hat{\sigma}^{2}[\hat{k}(b)-\hat{g}(a)]}{1-\hat{\alpha}-\hat{\beta}} \tag{B.13}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\sigma}^{2}=\frac{\sum_{1}^{n}\left(x_{i}-\hat{\mu}\right)^{2}}{n} \frac{1}{1-\frac{(b-\hat{\mu}) \hat{k}(b)-(a-\hat{\mu}) \hat{g}(a)}{1-\hat{\alpha}-\hat{\beta}}} \tag{B.14}
\end{equation*}
$$

where

$$
\begin{aligned}
& \hat{\alpha}=\int_{-\infty}^{a} \frac{1}{\sqrt{2 \pi} \hat{\sigma}^{2}} e^{-\frac{(t-\hat{\mu})^{2}}{2 \hat{\sigma}^{2}}} d t \\
& \hat{\beta}=\int_{b}^{\infty} \frac{1}{\sqrt{2 \pi} \hat{\sigma}} e^{-\frac{(t-\hat{\mu})^{2}}{2 \hat{\sigma}^{2}}} d t
\end{aligned}
$$

$$
\widehat{g}(a)=\frac{1}{\sqrt{2 \pi} \hat{\sigma}} e^{-\frac{(a-\hat{\mu})^{2}}{2 \hat{\sigma}^{2}}}
$$

and

$$
\widehat{g(b)}=\frac{1}{\sqrt{2 \pi} \hat{\sigma}} e^{-\frac{(b-\hat{\mu})^{2}}{2 \hat{\sigma}^{2}}}
$$

## APPENDIX C

## DERIVATION OF MAXIMUM LIXELIHOOD ESTIMATES

- of poner transformation to a truncated

NORMAL DISTRIBUTION

1. $\lambda>0$

Take the logarithm of (4.9), then

$$
\begin{align*}
\log L(\lambda)= & -\frac{n}{2} \log 2 \pi-\frac{n}{2} \log \sigma^{2}-n \log (1-\alpha)+(\lambda-1) \sum_{1}^{n} \log y_{i} \\
& -\frac{\left[\frac{1}{\lambda}\left(\underline{y}^{\lambda}-1\right)-\Lambda \theta\right]^{\prime}\left[\frac{1}{\lambda}\left(\underline{y}^{\lambda}-\underline{1}\right)-\Lambda \theta\right]}{2 \sigma^{2}} \tag{C.1}
\end{align*}
$$

For convenience, let $\mu_{j}=$ minimum of $\left\{\mu_{i}\right\}$, then

$$
\begin{aligned}
\alpha & =\int_{-\infty}^{-1 / \lambda-\min . \text { of }\left\{\mu_{i}\right\}} \frac{1}{\sqrt{2 \pi} \sigma} e^{-t^{2} / 2 \sigma^{2}} d t \\
& =\int_{-\infty}^{-1 / \lambda} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\left(t-\mu_{j}\right)^{2} / 2 \sigma^{2}} d t .
\end{aligned}
$$

The first partial derivative of $\log \mathrm{L}(\lambda)$ with respect to $\underline{\theta}$ is

$$
\frac{\partial \log L(\lambda)}{\partial \underline{\theta}}=-\frac{A^{\prime} A \theta-A \cdot \frac{1}{\lambda}\left(y^{\lambda}-1\right)}{\sigma^{2}}-n\left[\begin{array}{c}
\frac{\partial}{\partial \theta_{1}} \log (1-\alpha)  \tag{c.2}\\
\vdots \\
\frac{\partial}{\partial \theta_{n}} \log (1-\alpha)
\end{array}\right]
$$

where

$$
\begin{aligned}
& \frac{\partial}{\partial \theta_{i}} \log (1-\alpha)=\frac{1}{1-\alpha} \frac{\partial}{\partial \theta_{i}} \int_{-1 / \lambda}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\left(t-\mu_{j}\right)^{2} / 2 \sigma^{2}} d t \\
& \quad=\frac{1}{1-\alpha} \int_{-1 / \lambda}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\left(t-\mu_{j}\right)^{2} / 2 \sigma^{2}} \cdot \frac{\left(t-\mu_{j}\right)}{2} \cdot \frac{\partial \mu_{i}}{\partial \theta_{i}} d t \quad \text { for } i=1,2, \ldots, p_{0} .
\end{aligned}
$$

Since $\mu_{j}=\sum_{i=1}^{p} a_{j i} \theta_{i}$, where $a_{j i} i s$ the pith element of matrix $A$, then

$$
\begin{equation*}
\frac{\partial \mu_{j}}{\partial \theta_{i}}=a_{j i} \tag{C.3}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\frac{\partial}{\partial \theta_{1}} \log L(\lambda) & =\frac{a}{1-\alpha} \int_{-\frac{1}{\lambda}}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\left(t-\mu_{j}\right)^{2} / 2 \sigma^{2}} d \frac{\left(t-\mu_{j}\right)^{2}}{2 \sigma^{2}} \\
& =-\left.\frac{a j 1}{1-\alpha} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\left(t-\mu_{j}\right)^{2} / 2 \sigma^{2}}\right|_{-1 / \lambda} ^{\infty} \\
& =\frac{a_{j i}}{1-\alpha} g_{j}\left(-\frac{1}{\lambda}\right) \tag{c.4}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\frac{\partial}{\partial \underline{\theta}} \log L(\lambda)=\frac{A^{\prime} A \underline{\theta}-A^{\prime} \cdot \frac{1}{\lambda}\left(y^{\lambda}-\underline{1}\right)}{\sigma^{2}}-\frac{n}{1-\alpha} g_{j}\left(-\frac{1}{\lambda}\right) a_{j} \tag{c.5}
\end{equation*}
$$

where

$$
\underline{a}_{j}=\left[\begin{array}{l}
a_{j 1} \\
a_{j 2} \\
\vdots \\
a_{j p}
\end{array}\right]
$$

The first partial derivative of $\log L(\lambda)$ with respect to $\sigma^{2}$ is

$$
\begin{align*}
\frac{\partial}{\partial \sigma^{2}} \log L(\lambda)= & -\frac{n}{2 \sigma^{2}}+\frac{\left(\frac{1}{\lambda}\left(y^{\lambda}-\underline{1}\right)-A \theta\right]^{\prime}\left[\frac{1}{\lambda}(\lambda \underline{\underline{n}}-\underline{1})-A \theta\right]}{2 \sigma^{4}} \\
& -\frac{n}{1-\alpha} \frac{\partial}{\partial \sigma^{2}} \int_{-\frac{1}{\lambda}}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\left(t-\mu_{j}\right)^{2} / 2 \sigma^{2}} d t . \tag{c.6}
\end{align*}
$$

The partial derivative in the last term of (C.6) will be

$$
\begin{align*}
& \frac{\partial}{\partial \sigma^{2}} \int_{-\frac{1}{\lambda}}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\left(t-\mu_{j}\right)^{2} / 2 \sigma^{2}} d t \\
& =\int_{-\frac{1}{\lambda}}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma^{2}} e^{-\left(t-\mu_{j}\right)^{2} / 2 \sigma^{2}} \frac{\left(t-\mu_{j}\right)^{2}}{2 \sigma^{4}} d t-\frac{1}{2 \sigma^{2}} \int_{-\frac{1}{\lambda}}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma^{2}} e^{-\left(t-\mu_{j}\right)^{2} / 2 \sigma^{2}} d t \\
& =-\left.\frac{1}{2 \sigma^{2}}\left(t-\mu_{j}\right) e^{-\left(t-\mu_{j}\right)^{2} / 2 \sigma^{2}}\right|_{-\frac{1}{\lambda}} ^{\infty} \\
& =\frac{1}{2 \sigma^{2}}\left(-\frac{1}{\lambda}-\mu_{j}\right) g_{j}\left(-\frac{1}{\lambda}\right) \tag{C.7}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\frac{\partial}{\partial \sigma^{2}} \log L(\lambda)= & -\frac{n}{2 \sigma^{2}}+\frac{\left[\frac{1}{\lambda}\left(y^{\lambda}-1\right)-A \theta\right]^{\prime}\left[\frac{1}{\lambda}\left(y^{\lambda}-1\right)-A \theta\right]}{2 \sigma^{4}} \\
& -\frac{n}{2 \sigma^{2}(1-\alpha)}\left(-\frac{1}{\lambda}-\mu_{j}\right) g_{j}\left(-\frac{1}{\lambda}\right) \tag{C.8}
\end{align*}
$$

Let (C.5) and (C.8) equal zero, then the maximum likelihood estimates of $\underline{\theta}$ and $\sigma^{2}$ are the solutions of the following

$$
\begin{equation*}
\hat{\theta}=(A \cdot A)^{-1}\left[A^{\prime} \frac{1}{\lambda}\left(y^{\lambda}-\underline{1}\right)-\frac{n \hat{\sigma}^{2}}{1-\hat{\alpha}} \widehat{g_{k}}\left(-\frac{1}{\lambda}\right) a_{k}\right], \tag{c.9}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\sigma}^{2}=\frac{\left[\frac{1}{\lambda}\left(y^{\lambda}-\underline{1}\right)-A \hat{\theta}\right]^{\cdot}\left(\frac{1}{\lambda}\left(y^{\lambda}-1\right)-A \hat{\theta}\right]}{n\left\{1+\frac{\hat{E}_{k}\left(-\frac{1}{\lambda}\right)}{1-\hat{\alpha}}\left(-\frac{1}{\lambda}-\hat{\mu}_{k}\right)\right\}} \tag{C.10}
\end{equation*}
$$

where $k$, the estimate of $j$, is the number of the row associating with the minimum value of elements of $A \hat{\theta}, a_{k}$ is the $p \times 1$ vector of the Nth row of $A$,

$$
\widehat{g_{k}}\left(-\frac{1}{\lambda}\right)=\frac{1}{\sqrt{2 \pi} \hat{\sigma}} e^{-\frac{\left(-\frac{1}{\lambda}-\hat{\mu}_{k}\right)^{2}}{2 \hat{\sigma}^{2}}}
$$

and

$$
\hat{\alpha}=\int_{-\infty}^{-1 / \lambda-\hat{\mu}_{k}} \frac{1}{\sqrt{2 \pi} \hat{\sigma}} e^{-\frac{t^{2}}{2 \hat{\sigma}^{2}}} d t
$$

2. $\lambda<0$

Take the logarithm of (4.14)

$$
\begin{align*}
\log L(\lambda)= & -\frac{n}{2} \log 2 \pi-\frac{n}{2} \log \sigma^{2}-n \log (1-\alpha)-(\lambda-1) \sum_{1}^{n} \log y_{i} \\
& -\frac{\left[\frac{1}{\lambda}\left(y^{\lambda}-1\right)-A \theta\right]^{\prime}\left[\frac{1}{\lambda}\left(y^{\lambda}-1\right)-A \theta\right]}{2 \sigma^{2}} \tag{C.11}
\end{align*}
$$

For the same reason of convenience, let $\mu_{j}=$ maximum of $\left\{\mu_{i}\right\}$. The first derivatives of $\log L(\lambda)$ with respect to $\underline{\theta}$ and $\sigma^{2}$ are just the same as those of $\lambda>0$ excepting the term of $\log (1-\alpha)$. Thus

$$
\begin{equation*}
\frac{\partial}{\partial \theta_{i}} \log (1-\alpha)=-\left.\frac{a_{j i}}{1-\alpha} \frac{1}{\sqrt{2 \pi} \sigma} e^{-\left(t-\mu_{j}\right)^{2} / 2 \sigma^{2}}\right|_{-\infty} ^{-\frac{1}{\lambda}}=\frac{-a_{j i}}{1-\alpha^{2}} g_{j}\left(\frac{-1}{\lambda}\right), \tag{c.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial \sigma^{2}} \log (1-\alpha)=\frac{-1}{2 \sigma^{2}}\left(-\frac{1}{\lambda}-\mu_{j}\right) g_{j}\left(-\frac{1}{\lambda}\right) \tag{C.13}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\frac{\partial}{\partial \underline{\theta}} \log L(\lambda)=-\frac{A^{\prime} A \theta-A^{\prime} \frac{1}{\lambda}\left(y^{\lambda}-\underline{1}\right)}{\sigma^{2}}+\frac{n}{1-\alpha} G_{j}\left(-\frac{1}{\lambda}\right) a_{j} \tag{C.14}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\partial}{\partial \sigma^{2}} \log L(\lambda) & =\frac{-n}{2 \sigma^{2}}+\frac{\left[\frac{1}{\lambda}\left(y^{\lambda}-\underline{1}\right)-A \theta\right]^{\prime}\left(\frac{1}{\lambda}\left(y^{\lambda}-1\right)-A \theta\right]}{2 \sigma^{4}} \\
& +\frac{n}{2 \sigma^{2}(1-\alpha)}\left(-\frac{1}{\lambda}-\mu_{j}\right) g_{j}\left(-\frac{1}{\lambda}\right) \tag{C.15}
\end{align*}
$$

Let (C.14) and (C.15) equal zero, then the maximum likelihood estimates of $\theta$ and $\sigma^{2}$ are the solutions of the following

$$
\begin{align*}
& \hat{\theta}=\left(A^{\prime} A\right)^{-1}\left[A^{\prime} \frac{1}{\lambda}\left(y^{\lambda}-1\right)+\frac{n \hat{\sigma}^{2}}{1-\hat{\alpha}} \widehat{g_{k}}\left(-\frac{1}{\lambda}\right) a_{k}\right]  \tag{c.16}\\
& \hat{\sigma}^{2}=\frac{\left[\frac{1}{\lambda}\left(y^{\lambda}-1\right)-A \hat{\theta}\right]^{\cdot}\left[\frac{1}{\lambda}\left(y^{\lambda}-1\right)-A \hat{\theta}\right]}{n\left(1-\frac{\hat{g}_{k}\left(-\frac{1}{\lambda}\right)}{1-\lambda}\left(-\frac{1}{\lambda}-\hat{\mu}_{k}\right)\right)} \tag{C.17}
\end{align*}
$$

where $k$, the estimate of $j$, is the number of the row associating with the maximum value of elements of $\hat{A} \hat{\theta}_{0} a_{k}$ is the $p x l$ vector of the kth row of $A$,
and

$$
\hat{\alpha}=\int_{-1 / \lambda-\hat{\mu}_{k}}^{\infty} \frac{1}{\sqrt{2 \pi} \hat{\sigma}} e^{-\frac{t^{2}}{2 \hat{\sigma}^{2}}} d t
$$
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