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CHAPTER I 

INTRODUCTION 

Fo~ many years the lack of experimental techniques for carrying 

out laser, molecular beam, or chemiluminescence studies limited the 

development of theories of reaction dynamics. The hard sphere collision 

theory and the activated complex theory represented the extent of the 

theoretician's means for studying chemical reactions. However, the ever 

broadening spectrum of experimental techniques available and the evolu­

tion of the digital computer as a theoretical tool have enabled atten­

tion to be focussed upon the treatment of the individual molecular 

collision; consequently, theories of collision dynamics have blossomed. 

The understanding of collision dynamics is of critical importance 

in the development and improvement of theories of chemical reactivity 

which are, in turn, applicable to a variety of fields. For instance, 

a large number of simple molecules have been discovered in dense inter­

stellar clouds (1). The study of the history and present conditions of 

these clouds requires a knowledge of the types of reaction each chemical 

species undergoes as well as the rates at which each reaction proceeds. 

Similar knowledge is needed in the study of reactions important in the 

upper atmosphere of both the earth and other planets (2). 

Collision dynamics is essential to the study of moderation effects 

in hot-atom reactions and of unimolecular reactions such as the tautom­

erization of CH3NC to CH3CN. The critical area of application is in the 
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field of lasers. The operation of the laser is based upon the excita­

tion of a rotational-vibrational (ro-vibrational) or an electronic mode 

of a molecule. The excitation comes about through an energy transfer 

process, such as the transfer of energy from one molecule to another 

during the course of a collision occurring between the two. This pro­

cess is clearly the most significant performance-limiting factor in 

chemical lasers; therefore, a detailed understanding of energy transfer 

processes is necessary to improve and understand the efficiency of 

laser systems. 

The Study of Collision Dynamics 

The first phase in the study of collision dynamics is the determi­

nation of the potential energy of the system being studied, i.e., find­

ing the interaction energy of the particles which comprise the system as 

a function of their relative positions. The most common representation 

of the potential energy of a system involving more than two atoms is 

the potential-energy surface. Such a hypersurface is usually repre­

sented in the form of a map showing energy contours as a function of 

suitable bond distances and angles. Because this type of representation 

is used, a potential-energy surface that is a function of two indepen­

dent variables is called a two-dimensional (20) surface. 

As will be seen later, the accuracy of the potential-energy surface 

is of paramount importance in obtaining reliable results from scatter­

ing studies. Potentially, the most accurate type of potential-energy 

surface is the ab initio surface, i.e., one calculated from first prin­

ciples. Examples of ab initio calculational methods are the Hartree­

Fock self-consistent field (HF-SCF) and the linear combination of atomic 
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orbitals, molecular orbital, self-consistent field (LCAO-MO-SCF) proce­

dures, of which only the latter method is currently used for systems 

involving more than one atom. These methods are not the most accurate 

available because both ignore electron correlation effects, the tendency 

of the electrons in the system to shift so as to minimize their mutual 

repulsion. A procedure which includes these effects is called a 

configuration-interaction (CI) study and the most accurate surfaces 

available today are those computed by an ab initio method which includes 

CI. 

One of the drawbacks to present ab initio calculations is the size 

of the system which can be treated. Computer storage capacities limit 

the number of integrals which can be calculated and stored, and prevent 

the handling of anything but systems involving atoms from the first 

three periods of the periodic table. Still, the number of ab initio 

surfaces has grown rapidly in recent years (3). 

Also limiting the extensive use of ab initio potential-energy sur­

faces is the fact that the potential energy must be computed for each 

distinct geometry of the system and limitations of computer time re­

strict the number of geometries that can be considered. This necessi­

tates the use of some type of interpolation procedure to generate the 

actual surface from the ab initio points. Analytic functions containing 

a number of adjustable parameters have been used in several cases (4) 

to fit the ab initio values but have been found to fit the values well 

in some areas and poorly in others (5). A more accurate fit is obtained 

with the cubic spline interpolation procedure (6) used by Mclaughlin 

and Thompson (7) in their treatment of the HeH+ + H2 reaction dynamics. 

This method has been found to be quite acceptable for both quantum 
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mechanical (8) and classical (9) scattering methods and has the advan­

tage of generating a surface which passes through each of the ab initio 

points and which is free of the bias inherent in an analytic fit. 

The semiempirical potential-energy surface has enjoyed broad use in 

past years (10). Here a simplified expression is used to represent the 

potential energy, and experimental data is then either incorporated 

directly into the expression or fitted by adjusting parameters within 

the expression. One of the most firmly established of the semiempirical 

methods is the London-Eyring-Polanyi-Sato (LEPS) formalism (11); how-

ever, the method of diatomics-in-molecules is another semiempirical 

method which has recently gained in popularity. 

Semiempirical surfaces have the advantage of being simple and fast 

to compute and can be used to describe a much wider variety of systems 

than ab initio surfaces presently are able to do. Semiempirical sur­

faces do not, however, possess the accuracy that is rapidly becoming a 

prerequisite for the detailed investigation of more complex systems. 

Because of this very inaccuracy, however, semiempirical surfaces of the 

diatomics-in-molecules type play a vital role in the determination of 

the features of the potential-energy surface which most greatly influ-

ence the outcome of scattering studies. 

The second phase in the study of collision dynamics is the scatter­
/ 

ing study. This is the actual mathematical investigation of the calli-

sian occurring between the reacting species and its subsequent effects 

on their identity and behavior. There are two types of scattering stud­

ies that can be investigated in a system: reactive and nonreactive 

scattering. Reactive scattering occurs when collision of the reactants 

results in the chemical identity of one or more of the reactants being 
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altered. Nonreactive scattering also occurs as the result of a colli­

sion, but here the identity of the reactants remains intact while the 

distribution of energy between them changes. Elastic scattering is the 

type of nonreactive scattering which occurs when the collision brings 

about a change only in the center-of-mass translational energy of each 

of the reactants. Inelastic scattering results when the distribution 

of internal energy as well as the translational energy of the reactants 

is altered by their impact. In particular, inelastic scattering studies 

are used to investigate the excitation of the internal energy modes of a 

molecule upon collision with another species, i.e., the energy transfer 

process. 

The scattering study is effected either quantum mechanically by 

solving the Schrodinger equation or classically by solving Hamilton•s 

equations of motion. This determines the position of the particles in 

the system as a function of time, which allows the investigator to fol­

low the motion of each of the particles in the system as the reaction 

time progresses and thus to determine reactivity for a system under a 

particular set of initial conditions. The system is evolved through 

time mathematically until the trend in the geometry of the system makes 

it clear either that the reactants will remain unchanged or that prod­

ucts have been formed. 

The accuracy of the potential energy is crucial to the quality of 

the scattering results because solving the Schrodinger equation requires 

knowledge of the potential energy and solution of the classical equa­

tions of motion requires that the first derivative of the potential en­

ergy be known. In either case, errors in the potential-energy surface 

can seriously affect the outcome of a scattering study. 
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Quantum mechanical (QM) studies are the only exact means of look­

ing at the scattering of a system (12). QM methods have the advantage 

of treating all channels of the system in one calculation and, there­

fore, the final result is easy to interpret. Unfortunately, computation 

time for a single calculation is so large as to be prohibitive and 

present storage capacities prevent the wide use of QM treatments while 

simultaneously limiting the size of the system which can be handled. 

Systems whose products could be formed in a wide variety of rotational 

quantum states, for instance, cannot be treated quantum mechanically 

without first making approximations which limit the number of possible 

product channels. This is especially true for polyatomic systems. 

Classical calculations, on the other hand, are easier and much 

faster to perform but are inherently approximate. The most popular 

classical method for studying scattering is the quasiclassical trajec­

tory (QCT) method first described by Karplus, Porter, and Sharma (13). 

Here classical behavior is followed throughout the calculation except 

at the outset where vibrational and rotational energies are quantized. 

The difficulty with the QCT method and all classical procedures is that 

energy may flow freely between any coupled energy modes. Careful sta­

tistical procedures must therefore be used to interpret the results, 

especially when inelastic scattering is being treated. Another diffi­

culty lies in the fact that the classical equations of motion depend on 

the gradient of the potential energy. This makes classical methods very 

sensitive to inaccuracies in the potential-energy surface, more so than 

QM methods, which depend on the energy itself and not its derivative. 

Both methods depend heavily on the accuracy of the potential-energy sur­

face; however, for a given potential-energy surface, the QM result will 
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be less affected by inaccuracies in the surface than the QCT result. 

Since classical methods are often the only feasible means available for 

handling the more complex systems, the importance of employing a highly 

accurate potential-energy surface is paramount. 

The study of collisiori dynamics has lately seen the development of 

a statistical treatment which may be of great use in augmenting scatter­

ing results. The work of Levine and Bernstein (14) and others has re­

cently made the application of information theory to theoretical data 

quite feasible. Use of the surprisal formalism--surprisal is a measure 

of the "unexpectedness" of a result--has brought the theory to the point 

where predictions of quantities such as state-to-state transition proba­

bilities can perhaps be made within acceptable error limits. This 

would allow fewer actual scattering calculations to be performed and 

would therefore reduce computation times. 

This discussion has emphasized the fact that any thorough 

theoretical treatment of the collision dynamics of a chemical system 

must involve the computation of a sufficiently accurate potential-energy 

surface for the system and the utilization of this surface in performing 

scattering calculations. These studies may be performed classically or 

quantum mechanically and may be supplemented with surprisal predictions. 

Where possible, the results of the calculations are compared with actual 

experimental quantities in order to assess the validity of the theoreti­

cal treatment. It seems logical, therefore, to present the research in­

volved in this dissertation in the order-mentioned above. First, each 

of the investigations will be summarized; the details of each study will 

be presented in subsequent chapters. 
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Calculation of Ab Initio Potential-Energy 

Surfaces 

As was mentioned earlier, semiempirical surfaces have been used 

widely and are still popular for scattering studies of more complex 

systems; however, the trend for smaller systems is away from the semi-

empirical surface toward the ab initio. This potential increase in the 

accuracy of the surface can sometimes change even the qualitative re-
. + sults of reactive sc9ttering studies, as 1s the case for the HeH2 sys-

tem described in this work. Consequently, the use of ab initio sur­

faces is not only preferable, but in some cases essential. 

In this work two new ab initio surfaces are presented, the first of 

which is for the collinear NeH2+ ion-molecule system. Interest in the 

computation of the collinear NeH2+ surface has evolved from the study of 

the effects of reagent vibration and surface topology on the predicted 

reactivity of the HeH2+ system. Because the two systems have similar 

electronic structures and have shown similar experimental behavior, a 
+ logical extension of the HeH2 study is to treat reactive scattering in 

+ the NeH2 system. This requires both an ~initio and a semiempirical 

surface, where the semiempirical surface is of the diatomics-in-mole-

clues type. Hayes et ~ (15) have computed ab initio potential energies 

for the collinear NeH2+ system and have fitted to these values a diat­

omics-in-molecules functional form. Although the semiempirical surface 

can be incorporated directly into a quasiclassical trajectory study of 

the reaction dynamics of this system, the ab initio values can not. The 

nature of the distribution of ab initio potential-energy values over the 
- I 

geometries of the system makes it impossible to generate the entire po­

tential-energy surface using the accurate method of interpolation with 
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cubic splines (6). Furthermore, a simple augmentation of the potential 

energy values by additional ab initio calculations is not possible with 

the available computer facilities. For accurate trajectory studies to 

be performed on an ab initio surface for the collinear NeH2+ system, an 

entirely new potential-energy surface must be calculated--one in which 

the ab initio energies are computed for a distribution of geometries 

amenable to interpolation with the spline-fitting procedure. Such a 

surface is reported in this work. 

The second ab initio surface that has been computed is for the He -

co2 rigid rotor system. Since many lasers work by the excitation of 

ro-vibrational modes of the co2 molecule, knowledge of the rotational 

relaxation rates for each ro-vibrational transition, as well as a de­

tailed mechanism for the relaxation process, is necessary in order to 

optimize the performance of co2 lasers. Helium is often used as a 

diluent in C02 lasers, making the He - co2 system an attractive system 

to study because of the experimental data available and the potential 

practical uses for theoretical results. 

The first step in obtaining these objectives is again the calcula­

tion of a potential-energy surface for the system. A potential-energy 

function which would completely describe the He - co2 system must be a 

function of six internal coordinates.; fortunately, the surface necessary 

to study rotational transitions in co2 does not have to involve this 

full set of six variables. The fact that rotational excitation depends 

chiefly on the angle and distance between the atom and the molecule 

allows the potential energy to be reduced to an approximate function of 

two variables: the distance R from helium to the co2 center of mass 

and ~he angle between R and the co2 bond axis. 
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Within this framework an LCAO-MO-SCF procedure has been employed 

to calculate ab initio potential energy values for 256 distinct He -

co2 geometries. A two-dimensional cubic spline interpolation procedure 

has been used to generate the full potential-energy surface from the ab 

initio points. 

The generation of this surface follows the calculation of a similar 

surface computed by Parker, Snow, and Pack (16), who used the modified 

electron gas model developed by Gordon and Kim (17) as their basis of 

calculation. Their surface also depends on the two variables mentioned 

above. This is very fortunate as it allows comparisons to be made be­

tween results obtained on the two surfaces, thereby allowing further 

insight into the accuracy of the potential-energy surface needed to ob­

tain reliable inelastic scattering data. 

Investigation of the Effects of Surface 

Topology Upon Collision Dynamics 

The ab initio surface calculated for the collinear NeH2+ system is 

to be used in the investigation of the effects of surface topology on 

the outcome of reactive scattering studies involving the Ne + H2+(v)+ 

NeH+ + H reaction. Interest in the features of the potential-energy 

surface and their influence upon chemical reactivity has increased since 

Polanyi and Wong (18), Mok and Polanyi (19), and Hijazi and Laidler (20) 

demonstrated that dynamic effects--those effects which arise due to mo­

mentum transfer requirements (21)--are enhanced on surfaces on which the 

potential energy barrier lies in the exit or product channel of the 

surface. In particular, reagent vibration was found to enhance greatly 
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the reactivity of the system. A nonhypothetical system which attracted 

immediate attention was the HeH/ ion-molecule system. There had been 

many experimental ~nvestigations performed on this system as well as 

others--photoionization (22), infrared chemiluminescence (23), electron 

impact {24), and crossed molecular beam (25) studies--which indicated 

higher reactivity for cases in which the reacting diatomic species is 

in an excited vibrational state, i.e., the reaction He+ H2+(v)-+HeH+ + H 

occurs more readily when v10. The amount and definitiveness of the 

experimental data, as well as the fact that the HeH2+ system is within 

the capabilities of QM scattering calculations, made this a highly 

attractive system to study. 

Theoretical work on the system took two different routes. In one 

case, ~initio energies computed by Brown and Hayes (26) for the col­

linear system were used to calibrate a diatomics-in-molecules (DIM) po-

tential-energy surface. This is a semiempirical surface obtained by 

treating the potential energy of the system as the sum of the potential 

energy of each pair of atoms. Actually, two DIM surfaces were calcu-

lated: Kuntz (27) generated a 2D collinear surface and Kuntz and Whit­

ton (28) generated a full 3D hypersurface. Exact QM calculations were 

performed on the 2D surface by Kouri and Baer, Adams, and Zuhrt et ~ 

(29), all of whom found that reagent vibration retarded the reactivity 

of the system. Kuntz and Whitton (28) performed quasiclassical trajec-

tories on the 3D surface and, unlike the investigators of the 2D system, 

obtained results in agreement with experiment: the reactivity of the ' 

HeH2+ system increased with increasing H2+ vibrational energy. 

This conflict between the QM calculations and the experimental 

findings was due to one or more of the following reasons: 
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1. The lack of CI in the computation of the ab initio values--an 

LCAO-MO-SCF procedure was used--caused the energies to be an 

inaccurate representation of the system. 

2. The differences between QM and QCT procedures were sufficiently 

pronounced to alter the qualitative outcome of scattering stud­

ies performed using them. 

3. The 2D DIM fit to the ab initio values was inadequate. 

The work of Sathyamurthy et ~ (30) resolved this conflict. Their 

work represents the other route take in the investigation of the HeH2+ 

system. The ab initio values of Brown and Hayes were again used, but 

this time a collinear surface was generated by the two-dimensional cubic 

spline interpolation technique. The surface thus produced was called 

the spline-fitted ab initio (SAl) surface. On this surface quasiclassi­

cal trajectories were performed, and it was found that reactivity in-

creased with reagent vibrational excitation, in agreement with both ex-

periment and the trajectories performed by Kuntz and Whitton on the 3D 

DIM hypersurface. This work indicated that the ab initio values of 

Brown and Hayes were of sufficient accuracy to give qualitatively cor­

rect results and that a collinear potential-energy surface was an ade­

quate representation of the HeH2+ system provided the ab initio values 

were accurately interpolated. Sathyamurthy et ~went on to demonstrate 

that the difference was not due to the calculational procedure used: 

they performed trajectories on the 2D DIM potential-energy surface of 

Kuntz and upon a surface in which DIM values w~re spline-fitted to form 

an SDIM potential-energy surface. The$e calculations were in accord 

showing that the results obtained on the SAI surface were not an arti-

fact of the spline-fitting procedure and that the choice of QM or QCT 
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method did not affect the qualitative outcome of the calculation. 

Clearly, only one difference remains: the inadequacy of the.DIM 

fit to the collinear data. A comparison of the DIM and SAl surfaces 

for the HeH2+ system shows many similarities between the two surfaces. 

All evidence indicates, however, that the discrepancies between the two 

surfaces are responsible for the conflicting results obtained.. It has 

recently been suggested that these differences are due to the shape of 

the inner repulsive wall of the interaction region (31). This hypothe­

sis can be confirmed by performing quasiclassical trajectories on the SAl 

surface with the inner wall replaced by that of the DIM surface. If 

the inner wall is indeed responsible for the inadequacy of the DIM fit, 

the reactivity computed in this manner should closely agree with that 

predicted by scattering studies on the DIM surface. Analogously, 

studies performed on a DIM surface with an SAI inner wall should exhibit 

the same behavior as those performed on the SAI surface. The results 

of just such a study are reported here. 

The NeH2+ system has exhibited the same experimental behavior as 
+ the HeH2 system (22b). Furthermore, the collinear potential-energy 

surfaces computed for this system show barriers in the product valley, 

indicating that collisions involving H2+ in an excited vibrational state 

should show more tendency to react with neon than H2+ in its ground 
+ state. Calculations similar to those performed on the HeH2 system can 

thus be performed and an assessment made of the influence of the shape 

of the inner repulsive wall on the dynamical outcome of Ne - H2+ colli­

sions. The results from this study are included in this work and pro-

vide further elucidation of the role played by the potential-energy 



surface in reactive scattering calculations. 

Quantum Mechanical Scattering Calculations 

in the HeH2+ System 

The HeH2+ system offers the opportunity to study the differences 

between QM and QCT procedures performed on an accurate ab initio sur­

face. The quasiclassical trajectories have already been ·performed on 

this surface by Sathyamurthy et ~ (30) and their results have been 

shown to give agreement with experimental findings. However, as was 

14 

discussed earlier, the QCT method is a classical procedure and studies 

have indicated that classical values tend to overestimate the reactivity 

of a system when the system energies are near the threshold energy (32). 

An exact QM study performed on this SAI surface would allow the quanti-

tative assessment of the usefulness of the classical approximation in 
+ treating the HeH2 system and qualitative assessments to be made for 

similar systems. 

The QM method that is used in this study is a time-dependent pro­

cedure first described and used by McCullough and Wyatt (12) in their 

treatment of the dynamics of the collinear H + H2 reaction. Reactive 

scattering in the HeH2+ system is computed for six different distribu­

tions of translational and vibrational energies, all of which have also 

been computed by the QCT procedure. The results given here are the 

most accurate calculated for the collinear HeH2+ system and thus pro­

vide a firm basis for the assessment of the usefulness of the QCT pro­

cedure in treating the dynamics of the HeH2+ and similar systems. 



Polyatomic Collision Dynamics - Rotational 

Excitation in the He - co2 System 

15 

One of the main thrusts of current studies of collision dyna1nics 

is the extension of dynamical theories to polyatomic systems. Work on 

the hot-atom system T* + CH4 (33) and energy transfer studies in sys­

tems involving co2 represent the first movements in this direction, but 

studies even on these systems are far from complete due to the complex­

ity 9f the scattering calculations and the restricted nature of the po­

tential-energy surface that can be employed. 

Although traditional techniques such as chemiluminescence, shock 

wave, ultrasonic, and molecular beam methods are responsible for much 

of the experimental data on energy transfer processes in existence to­

day (34) (35), the laser is rapidly moving toward a position of promi­

nence 1n the investigation and characterization of energy transfer pro­

cesses (36). Because co2 is an integral part of many laser systems, 

understanding the rotational and vibrational excitations and relaxa-

tions that occur in this molecule is vital to the improvement of gain 

and efficiency in co2 lasers. 

The vibrational processes occurring in co2 as a result of colli­

sions with species such as H2, co2, HF, He, and 0 have received quite 

extensive experimental attention. In particular, the relaxation of the 

C02 asymmetric stretching mode 

C02(00°1) +X+ C02(nm10) +X, 

the primary mode through which lasing occurs, has been studied exten­

sively by laser fluorescence techniques. Temperature-dependent rate 
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constants have been determined for many collision partners (37), includ­

ing helium (38) and other rare gases (39). This experimental work on 

the co2 laser has made the theoretical treatment of co2-x systems feasi­

ble. 

Early studies of vibrational energy transfer (40) have been some­

what restricted in scope: Thommarson et ~ (41) performed 2D classical 

studies on He - co2, while Bass (42) employed a hard-sphere model to 

treat T + V (translational to vibrational) transfer in 0- NH3 and 0-

co2. Suzukawa (43) was the first to treat T + V, T + R, and V + R trans­

fers in rare gas-co2 systems by a full 3D classical treatment using a 

realistic semiempirical potential-energy surface. Sathyamurthy and 

Raff (44) studied vibrational relaxation for the bimolecular co2 - H2 

system using an ab initio intermolecular potential. These last two 

studies represent the most accurate studies into vibrational energy 

transfer processes yet completed. 

With the vibrational studies well under way, interest has spread to 

rotational energy transfer processes. Guha and Saha (45) have used a 

semiclassical approach and a semiempirical potential-energy surface to 

study rotational excitation in the co2 - H2 system while Raff and Sathy­

amurthy (46) are now performing similar studies on their ab initio sur­

face. Interest in the study of He - co2 and Ar - co2 systems has 

developed with the calculation of angle- and distance-dependent poten­

tial-energy surfaces based on the electron gas model. In order to 

analyze the accuracy of these potentials calculated by Parker et ~ 

(16), Preston and Pack (47) have performed classical trajectory calcula­

tions of rotational transitions for Ar - co2 and have obtained results 

in excellent agreement with molecular beam studie~ performed on the 
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Ar - co2 systems (48). Shimoni and Kouri (49) have used the electron 

gas surface for He - co2 to investigate a statistical approximation 

based on the QM coupled states approach, while Goldflam et !l (50) 

have used the same surface to extend the surprisal formulation of 

Levine and Bernstein (14) to the prediction of rotationally inelastic 

cross sections. All of the work based on the electron gas model of the 

He - co2 potential-energy surface makes it imperative that the strengths 

and weaknesses of this surface be fully assessed. The first step in 

executing this comparison is the study of rotationally inelastic scatter­

ing on an accurate ab initio surface for the He - co2 system, followed 

by a similar study on the electron gas surface. As was previously men­

tioned, both surfaces have been computed and can be used to carry out 

four-body QCT calculations for rotationally inelastic transitions in 

the He - co2 system. The results from this study can be compared with 

the quantum mechanical calculations of Parker and Pack (16b), and with 

experimental data on the system (51). In particular, Keil, Parker, and 

Kuppermann (51c) have determined an empirical potential-energy surface 

for the He - co2 system from a crossed molecular beam study. The 

results of QCT scattering calculations on all three potential-energy 

surfaces are presented in this work. 



CHAPTER II 

AB INITIO POTENTIAL-ENERGY .SURFACES FOR THE 

Ne + H2+ SYSTEM AND THE He - C02 RIGID 

ROTOR SYSTEM 

+ The Ne + H2 System 

The first step in a scattering study is the calculation of a poten­

tial-energy surface which adequately describes the system being treated. 

If this calculation is performed using ab initio methods, it often in­

volves such a large amount of time and computation that it is treated as 

a separate problem from the actual dynamical study. Indeed, in the 

study of the HeH2+ system, both the ab initio and diatomics-in-molecules 

surfaces were published prior to any trajectory studies. This was also 
+ the case for the NeH2 system: Hayes et ~ (15) computed ab initio po-

tential energy values and fitted a diatomics-in-molecules functional 

form to these values for the collinear system. They did not, however, 

report any scattering studies. Although the diatomics-in-molecules sur­

face could be incorporated directly into a trajectory study of NeH2+ 

reaction dyanmics, the ab initio values could not. 

Hayes et ~ (15) calculated ~initio potential energy values for 

47 linear geometries of the NeH2+ system by an LCAO-MO-SCF method using 

a basis set consisting of 35 grouped Cartesian gaussian functions: a 

(3s, lp) set on each hydrogen atom and a (5s, 4p, ld) set on neon. The 

18 
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geometries investigated fall upon eight rays emanating from the point 

(RNeH'RHH) = (4.03,4.00}, where RNeH is the NeH internuclear distance 

and RHH is the HH distance measured in atomic units (see Figure 1). 

From this pattern of geometries, it is clear that Hayes et ~intended 

the ab initio values to be fitted to a rotated Morse curve function in 

order to generate the full potential-energy surface. The dependence of 

the Morse parameters D, B, and re on the swing angle e shown in Figure 

2 could be determined by fitting a Morse function to each of the eight 

rays. Once D(e), s(e), and r (e) are known, either by interpolation 
e 

methods or by assuming a simple functional form for the dependence, the 

entire potential-energy surface can be generated. 

The above was not used in this work because it was shown in the 

HeH2+ work (28-31) that the assumption of a par~icular functional form 

for the system interaction could introduce a bias into the description 

of the potential-energy surface which could seriously affect the outcome 

of scattering studies performed on that surface. Instead, a purely nu­

merican interpolation procedure, the cubic sp1inefit, was used to gener­

ate potential energy values as a function of (r,e). Because the spline­

fitting procedure requires that a rectangular grid of energies be used 

in the interpolation, it was first necessary to obtain such a grid of 

energies from the ab initio values along the eight rays. This was ac­

complished by using a one-dimensional splinefit of the ab initio ener­

gies along each ray to obtain a rectangular grid of energies in {r,e), 

where r is the distance from a point on the ray to (4.03,4.00) and e is 

the swing angle of the ray (see Figure 2). The array of energies gener­

ated could have then been used directly in the quasiclassical trajectory 

program, but would have required substantial modifications of the 
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Figure 1. Geometries of the Collinear NeH€+ System for Which 
Hayes et al Calculated Ab Ini io Potential Ener-
gies. !Distances are given in atomic units 



(4.03, 4.00) 

Figure 2. The Two Variables Used in the Attempt to Generate 
a Spline-fitted Surface From the Ab Initio Values 
of Hayes et al. r is the distance-in atomic units 
from the point on the ray to (4.03,4.00}. Q is 
the swing angle of the ray relative to the line 
rNeH = 4.03 a.u. 
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existing algorithm. To avoid these difficulties, a two-dimensional 

splinefit of the energies of the (r,o) grid was utilized to generate a 

set of energies falling on a more conventional (RNeH'RHH) grid. This 

set of energies was employed in the scattering computations. 

A· contour plot of the resulting potential-energy surface (SAIHayes) 

showed it to be inadequate for making reliable calculations (see Fig­

ure 3). The contours did not exhibit the smooth behavior expected and 

were significantly distorted from the surface shown in the work of Hayes 

et ~ (15). In particular, the inner wall region displayed these char­

acteristics, and it was probable, from the results of the work done by 

Sathyamurthy et ~ (31), that the qualitative outcome of our study would 

be affected. The defects in the surface were very likely the result of 

uncertainties introduced by the number of interpolations necessary to 

reach the desired (RNeH'RHH) grid of energies from the values of the po­

tential energies along the rays, as well as the fact that the density of 

ab initio energies in the interaction region was probably too low to 

give an accurate representation of the potential-energy surface in this 

area using the spline-fitting procedure. It was necessary, therefore·, 

either to augment ~he ab initio potential energy values of Hayes et ~ 

with further ab initio calculations, or to generate an entirely new ab 

initio potential-energy surface. The latter alternative was chosen be-

cause the LCAO-MO-SCF procedure available could not accomodate the d 

o~bitals used in Hayes' description of neon and thus would not produce 

energies on the same level of accuracy as those of Hayes et ~- The new 

surface would be one whose potential energy values would form an (RNeH' 

RHH) grid and could be used directly in the quasiclassical trajectory 

procedure. 
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Figure 3. 
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Contour Plot of the Potential-Energy Surface 
for the Collinear NeH2+ System Based on a 
Splinefit to the Ab Initio Values of Hayes 
et ~ (SAI~aves).--Contours are in kcal/ 
mole relative to an asymptotic limit of 
-129.13873 a.u. Distances are in atomic 
units 
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Gaussian-70 (52) was employed to calculate the ab initio energies 

as a function of the NeH and ~IH internuclear distances. The basis set 

used was identical to that of Hayes et ~with the exception of the d 

orbitals on neon, i.e., a (3s,lp) set on each hydrogen atom and a (5s, 

4p) basis on neon was employed (see Table I). Ab initio energies for 

210 linear geometries were calculated covering the area from (RNeH' 

RHH) = 1.4- 5.5 a.u. (see Figure 4). The potential energies at dis­

tances greater than 5.5 a.u. were obtained from graphs of potential 

energy vs. R. at constant R. (i=NeH,HH; j=NeH,HH). The asymptotic lim-, J 

its for these graphs were determined by adding the difference between 

the diatomics-in-molecules energies of Hayes et ~ (see Table II) at 

R. = 5.5 and R. = 10.0 a.u. to the ab initio energies at R. = 5.5 a.u. 
1 1 - 1 

The full set of potential energies is shown in Table III. 

The potential-energy surface for the NeH2+ system was generated 

from a two-dimensional splinefit of the energies shown in Table III and 

was labelled the SAIG_70 surface. A contour map of this surface is 

given in Figure 5. The SAIG_70 surface, as expected, was found not to 

parallel the SAIHayes surface. Exclusion of the d orbitals on neon 

resulted in a well depth that was 0.17 eV shallower and which was dis­

placed farther into the reactant channel by 0.3 a.u. However, a com­

parison of Figures 1 and 4 clearly shows a higher density of points 

both in the interaction region and in the reactant and product channels 

of the SAIG_70 surface and should allow a representation of the essen­

tial features of the NeH2+ system that is accurate enough to yield 

qualitatively correct results in the trajectory study of this system. 

Figure 6 shows a map of the diatomics-in-molecules surface that 

is used in conjunction with the SAIG_70 surface in the dynamical 



TABLE I 

ORBITALS USED IN THE LCAO-MO-SCF CALCULATION OF POTENTIAL ENERGIES 
IN THE COLLINEAR Ne + H2+ SYSTEM. THE ORBITAL FORM IS 

n 2 
<1> k = 1~ f(x,y,z) aki exp(-a.r ) 

Atom Orbita1a n i aki Exponent 

H s 3 1 0.025374 33.640 

2 0.189684 5.058 

3 0.852933 1.147 

s 1 1 .000000 0.3211 

s 1 1.000000 0.1013 

p 1 1 1.000000 1.3202 

Ne s 6 1 0.000767 28660.000 

2 0.006068 4263.000 

3 0.032474 946.800 

4 0.13146B 261.500 

5 0.397723 83.340 

6 0.542491 29.170 

s 2 1 0.269065 29.170 

2 0.764121 10.760 

s 1 1 .000000 3.343 

s 1 1 1. 000000 1 .241 

s 1 1. 000000 0.4063 

25 
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TABLE I (Continued) 

Atom Orbital a n i aki Exponent 

Ne p 3 1 0.036154 84.840 

2 0.239503 19.710 

3 0.811934 6.219 

p 1 1 1.000000 2. 211 

p 1 1 1.000000 0.7853 

p 1 1 1. 000000 0.2566 

aFor s orbitals, f(x,y,z) = 1; for p orbitals, f(x,y,z) = x,y,z. 
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Figure 4. Geometries of the Linear NeH2+ System for Which 
Gaussian-70 Was Used to Calculate Ab Initio 
Potential Energies. This figure ison the same 
scale as Figure 1 
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TABLE II 

MORSE PARAMETERSa USED BY HAYES ET AL TO GENERATE THE DIATOMICS-IN­
MOLECULES:SURFACEb 

Molecule State re(a.u.) D (eV) e(a.u.-1) 

I 

NeH+ 1~+ 1.840 2.264831 

NeH 2 + 
~ 1. 700 1. 6825672 

H + 
2 

2~+ ' g 2.003 2.7909801 

H + 
2 2b~ 1.999 3.01561145 

aThe Morse and anti-Morse interaction energies are given by 
E = D {exp(-2e(r-re)) + 2exp(-e(r-re))}. 

1 .436 

1. 500 

0.6756 

0.7455 

bThe NeH parameters were obtained by fitting the DIM model to 
three of the SCF points. See reference 15. 

28 
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TABLE III 

ENERGIES USED TO GENERATE THE SAIG-?0 SURFACE FOR THE COLLINEAR 
NeH2+ SYSTEM~ ENERGIES ARE IN eV AND 

DISTANCES IN ATOMIC UNITS 

1.4 1.6 1.8 2.0 2.2 2.4 

1.4 5.36459 4.30526 3.61708 3.16845 2.87969 2.70024 

1.6 3.02380 2.15644 1.62025 1.29288 1.10147 1. 00032 

1.8 1.83614 1.10908 0.6911i' 0.46441 0.35864 0.32981 

2.0 1.22709 0.59111 0.25586 0.10414 0.06634 0.09788 

2.2 0.92364 0.33960 0.05628 -0.04514 -0.03480 0.04215 

2.4 0.78497 0.22704 -0.02746 -0.09843 -0.05710 0.05084 

2.6 0.73277 0.18516 -0.05492 -0.10876 -0.04894 0.07831 

2.8 0.72189 0.17728 -0.05628 -0.10142 -0.03100 0.10740 

3.0 0. 72951 a. 18380 -0.04731 -0.08782 -0.01224 0.13214 

3.4 0. 75643 0.20691 -0.02393 -0.06199 0.01795 0.16667 

4.0 0. 78715 0.23383 0.00190 -0.03616 0.04432 0.19386 

4.4 0.79993 0.24553 0.01305 -0.02501 0.05520 0.20447 

4.8 0.80863 0.25368 0.02094 -0.01767 0.06254 0.21154 

5.0 0.81189 0.25667 0.02366 -0.01468 0.06526 0.21426 

5.5 0.81760 0.26238 0.02909 -0.00979 0.06988 0.21861 

6.0 0.8202 0.2652 0.0316 -0.0074 0.0722 0.2208 

7.0 0.8230 0.2680 0.0342 -0.0048 0.0746 0.2232 

8.0 0.8238 0.2691 0.0352 -0.0039 0.0755 0.2241 

9.0 0.8243 0.2692 0.0356 -0.0035 0.0759 0.2246 

10.0 0.8246 0.2692 0.0358 -0.0032 0.0763 0.2250 
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TABLE III (Continued) 

2.8 3.0 3.4 4.0 4.4 4.8 

1.4 2.54036 2.51752 2.52214 2.56456 2.58985 2.60861 

1.6 0.95138 0.96660 1. 02316 1.10554 1.14361 1.16971 

1.8 0. 39045 0.44592 0.56066 0.69171 0.74691 0.98253 

2.0 0.25803 0.35320 0.52939 0.71727 0.79340 0.84180 

2.2 0.28386 0.41410 0.64957 0.89944 1. 00113 1. 06585 

2.4 0.35184 0.51008 0.79694 1.10854 1.23959 1.32388 

2.6 0.41845 0.59628 0. 92201 1.28908 1 .45059 1. 55772 

2.8 0.47120 0.66099 1. 01310 1.42312 1. 61291 1. 74451 

3.0 0.50873 0.70558 1 .07265 1. 51122 1. 72357 1.87801 

3.4 0.55250 0.75371 1.13138 1.59333 1.82907 2.01287 

4.0 0.58023 0.78117 1.15748 1.62080 1.86143 2.05448 

4.4 0.58975 0.79014 1.16482 1.62542 1.86469 2.05747 

4.8 0.59600 0.79585 1.16944 1.62814 1.86659 2.05828 

5.0 0.59845 0.79803 1.17107 1.62950 1.86741 2.05883 

5.5 0.6023 0.8016 1.1741 1 . 6317 1 .8690 2.0596 

6.0 0.6049 0.8036 1.1760 1. 6332 1. 8701 2.0607 

7.0 0.6073 0.8058 1 . 1779 1.6352 1 .8723 2.0623 

8.0 O.f081 0.8066 1.1789 1. 6362 1 .8736 2.0636 

9.0 0.6084 0.8073 1 . 1796 1 . 6371 1.8745 2.0648 

10.0 0.6086 0.8078 1.1803 1 . 6379 1 . 8753 2.0660 
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TABLE III (Continued) 

5.0 5.5 6.0 7.0 8.0 9.0 10.0 

1.4 2.61568 2.62900 2.6391 2.6523 2.6591 2.669 2.666 

1.6 1.17923 1.19609 1.2050 1.2175 1.2260 1.233 1.239 

1.8 0.79531 0.81679 0.8297 0.8460 0.8554 0.862 0.867 

2.0 0.85866 0.88667 0.9027 0.9210 0.9318 0.940 0.947 

2.2 1.08814 1.12458 1.1425 1.1623 1.1767 1.188 1.199 

2.4 1.35325 1.40110 1.4232 1 .4486 1.4667 1 .481 1.492 

2.6 1. 59551 1.65723 1.6900 1. 7209 1.7412 1.757 1. 771 

2.8 1.79209 1.87149 1. 9043 1. 9440 1. 9720 1.994 2.130 

3.0 1.93593 2.03272 2.0740 2.1210 1.1545 2.183 2.208 

3.4 2.08683 2.2103 2.270 2.338 2.387 2.427 2.464 

4.0 2.13550 2.2709 2.362 2.460 2.527 2.584 2.636 

4.4 2.13849 2.2732 2.372 2.497 2.574 2.635 2.689 

4.8 2.13904 2.2747 2.381 2.517 2.598 2.664 2. 721 

5.0 2.13931 2.2752 2.381 2.522 2.606 2.673 2.731 

5.5 2.1405 2.2761 2.384 2.531 2.618 2.688 2.746 

6.0 2.1412 2.2768 2.386 2.534 2.621 2.692 2. 751 

7.0 2.1427 2.2780 2.388 2.536 2.623 2.695 2.754 

8.0 2.1439 2.2790 2.389 2.537 2.624 2.696 2.755 

9.0 2.1450 2.2797 2.390 2.538 2.625 2.697 2.756 

10.0 2.1462 2.2803 2.391 2.538 2.626 2.697 2.757 
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Contour Plot of the SAl Potential-Energy Surface for the 
Collinear NeH2+ System. The boundaries of the inner 
repulsive wall are indicated by the dashed line. Con­
tours are in kcal/mole. Distances are in atomic units 
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Contour Plot of the DIM Potential-Energy Surface Calcu­
lated by Hayes et .!l_ for the Collinear NeH2+ System. 
The boundaries of the inner repulsive wall are indi­
cated by the dashed line. Contours are in kcal/mole. 
Distances are in atomic units 



studies. The parameters for this surface, calculated by Hayes et !l 

(15), are given in Table II. 

The He - co2 System 

The calculation of an ab initio potential-energy surface for the 
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He - co2 rigid rotor system was a straightforward, but formidable, task. 

In principle, the potential energy must be obtained as a function of 

each of the six interatomic distances shown in Figure 7a. Fortunately, 

the dimensionality of the problem can be reduced from six to two by re­

stricting the co2 molecule to be a rigid rotor. This is a reasonable 

approximation since rotationally inelastic scattering is affected mainly 

by the variables e and R (see Figure 7b), the angle which helium makes 

with the co2 bond axis and the distance from helium to the C02 center of 

mass, respectively. Not only is the size of the calculation thereby 

reduced, but now a numerical interpolation technique, such as the cubic 

spl inefit, can be used to generate the full potential-energy surface. 

This ensures a more accurate and unbiased representation of the entire 

ab initio surface than would have been possible using an analytic func~ 

tion to fit the energy values. 

As was the case in the calculation of potential energies in the 

NeH2+ system, Gaussian-70 (52) was used to implement the LCAO-MO-SCF 

calculation of ab initio potential energies in the He - co2 rigid rotor 

system. In all calculations co2 was held at its linear equilibrium ge-
o 

ometry (RC-O = 1.1611 A). The basis sets used in describing the four 

atoms in the system are shown in Table IV and, with the exception of he­

lium, are taken directly from the basis sets provided in the Gaussian-70 
/ 

program. The basis set used for helium was a minimal basis set 



(a) 

0 

R 
He •--------------------~--·4 

(b) 
Figure 7. The He- COz System. a) The full set of 

interatom1c distances necessary to de­
scribe the He - C02 geometry. b) The 
two variables necessary to describe the 
He - C02 rigid rotor system 
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TABLE IV 

THE BASIS SET EMPLOYED IN THE LCAO-MO-SCF CALCULATION OF POTENTIAL 
ENERGIES IN THE He - C02 SYSTEMa 

Atom Orbital n Exponent s Coefficient p Coefficient 

Heb ls 6 0.193849 0.267680 

0.589851 0.468440 

1.879204 0.298010 

6.633653 0.109640 

28.95149 0.024650 

192.4388 0.003300 

cc ls 6 3.16393 0.362312 

9.28666 0.467941 

29.2101 0.232184 

103.949 0.0688426 

457.369 0.0140373 

3047.52 0.00183474 

2sp 3 0.544249 1.14346 0.744308 

1. 88129 -0.160854 0.316424 

7.86827 -0.119332 0.0689991 

2sp' 0.168714 1.000000 1. 000000 

0 ls 6 5.79963 0.358521 

16.8976 0.470193 

52.9645 0.232714 

188.047 0.0684450 

825.235 0.0139502 

5484.67 0.00183107 



Atom Orbital n 

0 2sp 3 

2sp• 1 

TABLE IV (Continued) 

Exponent 

1.01376 

3.59993 

15.5396 

0.270006 

s Coefficient 

1 .13077 

-0.148026 

-0.110777 

1.000000 

37 

p Coefficient 

0.727159 

0.339753 

0.0708742 

1.000000 

aThe form for each orbital is $~TO= ~ f(x,y,z) aki exp(-~r2 ), 
i=l 

where f(x,y,z) = 1 for s orbitals and f(x,y,z) = x,y,z for p orbitals. 
For the valence shell of carbon and oxygen, the s and p orbitals have 
the same exponent and are shown together. 

bReference 53 

cThe basis set was taken directly from the extended basis sets of 
Gaussian-70, which in turn were taken from W. J. Hehre, R. Ditchfield, 
and J. A. Pople, J. Chern. Phys. 56, 2275 (1972). 
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calculated by Huzinaga (53) and was chosen over the bases provided by 

Gaussian-70 because of its small size and higher accuracy. Although a 

minimal basis was sufficient for the description of helium, an extended 

basis set was required for co2 in order to allow for anisotropy in the 

valence shell. 

For both helium and co2, the basis sets consisted of Slater-type 

orbitlas (STO's) approximated by expansions of gaussian-type orbitals. 

For the valence shells of the carbon and oxygen atoms, two STO's were 

used: one approximated by a three-gaussian expansion and the other by 

a single gaussian (31G). For the ls orbital of helium and the inner 

orbitals of co2, six gaussians were used, the number being determined 

from comparison of potential-energy values obtained using STO's consist­

ing of four, five, and six gaussians. This comparison, shown in Table 

V, indicates the importance of using the six-gaussian expansion for 

helium (ST0-6G): the energy is lowered 0.016 eV in changing from a 

four- to a six-gaussian representation. Conversely, the number of 

gaussians in the inner orbitals of co2 did not have a very large effect 

on the interaction potential and, since the calculation times also did 

not vary much, the more extensive six-gaussian expansion for the inner 

orbitals was chosen for the surface computations. This extended basis 

set for co2 is denoted 6-31G. 

Ab initio potential energies were calculated for 256 geometries of 

the He - co2 system and are shown in Table VI. The starred values were 

obtained from extrapolation of ln V vs. R plots. Since the behavior of 

the potential energy at small R is very nearly exponential (see Figure 

8), these values should be accurate enough to be used with the ab initio 

energies. These extrapolated potential energies were included mainly to 



TABLE V 

COMPARISON OF TIMES AND ACCURACIES OF THE DIFFERENT 
BASIS SETS FOR HELIUM AND C02 

Basis 
CO a Heb ER=2A(a.u.)c 

d E (a.u.) 2 00 

6-31G ST0-4G -190.357275 -190.370150 

ST0-5G -190.361565 -190.374384 

ST0-6G -190.362630 -190.376106 

5-31G ST0-4G -190.318970 -190.331839 

ST0-5G -190.323261 -190.336573 

ST0-6G -190.324327 -190.337795 

4-31G ST0-4G -190.170252 -190.183125 

ST0-5G -190.174547 -190.187859 

ST0-6G -190.175618 -190.189080 

aFrom the bases provided in Gaussian-70 

bReference 53 

fiE(eV) 

0.35020 

0.36228 

0.36655 

0.35004 

0.36209 

0.36633 

0.35015 

0.36214 

0.36617 

Time(sec)e 

262 

248 

266 

235 

243 

253 

229 

245 

238 

cAll energies are for helium perpendicular to the co2 bond axis 
( e = 90°). 

dEoo is taken to be the He - co2 interaction energy at R = 15 A. 

eThe time is that required to calculate ER=2A. 

39 
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TABLE Vl 

LCAO-MO-SCF POTENTIAL ENERGIES FOR THE He - C02 RIGID ROTOR SYSTEM. 

R 

1.8 

2.0 

2.2 

2.4 

2.6 

2.8 

3.0 

3.2 

3.4 

3.7 

4.0 

4.3 

4.7 

5.0 

5.5 

6.0 

ENERGIES ARE MEASURED IN eV FROM THE ENERGY OF C02 AND HELIUM 
AT INFINITE SEPARATION.a DISTANCES ARE IN l.b 

e = -10° e = -5° e = 0° e = 5° e = 10° e = 20° 

50.060* 72.473* ( 115. 957) (72.473) (50.060) (36.716) 

20.973* 27.200* (39.774) (27.200) (20.973) (16.171) 

9.711* 11. 980* (15.229) ( 11.980) (9.711) (7 .413) 

4.407* 5.276* (6.509) (5.276) (4.407) (3.432) 

2.040* 2.395* (2. 727) (2.395) (2.040) 1. 64023 

0.99736* 1.08053* 1.11010 1. 08053 0.99736 0.73156 

0.43016* 0.46410* 0.47610 0.46410 0.43016 0.32000 

0.18228* 0.19604* 0.20086 0.19604 0.18228 0.13699 

0.07574* 0.08123* 0.08316 0.08123 0.07574 0.05735 

0.01946* 0.02082* 0.02131 0.02082 0.01946 0.01481 

0.00475* 0.00507* 0.00518 0.00507 0.00475 0.00363 

0. 00113* 0. 00116* 0.00118 0. 00116 0. 00113 0.00088 

0.00010* 0.00010* 0. 00010 0.00010 0.00010 0.00007 

-0.00001* -0.00001* -0.00001 -0.00001 -0.00001 -0.00001 

-0.00001* -0.00001* -0.00003 -0.00001 -0.00001 -0.00001 

-0.00001* -0.00001* -0.00004 -0.00001 -0.00001 -0.00001 



41 

TABLE VI (Continued) 

R e = 30° e = 40° e = 50° e = 60° e = 70° 

1.8 (18.788) (9. 424) (4.633) 2.27992 1.31758 

2.0 (9.054) (4.633) 2. 27799 1.17204 0.65562 

2.2 (4.363) 2.30535 1.15115 0.58291 0.31611 

2.4 2.13043 1 . 12558 0.56346 0.28107 0.14806 

2.6 0.99358 0.53352 0.26747 0.13139 0.06742 

2.8 0.45205 0.24577 0.12293 0.05956 0.02977 

3.0 0.20070 0.10985 0. 05471 0.02604 0.01274 

3.2 0.08678 0.04764 0.02352 0.01103 0.00529 

3.4 0.03657 0.02003 0.00983 0.00453 0.00216 

3.7 0.00951 0.00518 0.00249 0. 00113 0.00048 

4.0 0.00233 o. 00127 0.00059 0.00020 0.00004 

4.3 0.00059 0.00026 0.00010 0.00004 -0.00004 

4.7 0.00002 -0.00001 .-0.00004 -0.00004 -0.00004 

5.0 -0.00004 -0.00004 -0.00004 -0.00004 -0.00004 

5.5 -0.00004 -0.00004 -0.00004 -0.00004 -0.00004 

6.0 -0.00004 -0.00003 -0.00004 -0.00004 -0.00004 
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TABLE VI (Continued) 

R e = 80° e = 85° e = 90° e = 95° e = 100° 

1.8 0.89547 0.80505 0.77614 0.80505* 0.89547* 

2.0 0.43002 0.38188 0.36653 0.38188* 0.43002* 

2.2 0.20021 0.17564 0.16792 0.17564* 0.20021* 

2.4 0.09073 0.07870 0.07481 0.07870* 0.09073* 

2.6 0.04011 0.03445 0.03257 0.03445* 0.04011* 

2.8 0. 01729 0.01484 0. 01391 0.01484* 0.01729* 

3.0 0.00733 0.00616 0.00578 0.00616* 0.00733* 

3.2 0.00295 0.00246 0.00233 0.00246* 0.00295* 

3.4 0. 00113 0.00094 0.00086 0.00094* 0.00113* 

3.7 0.00023 0.00018 0.00015 0.00018* 0.00023* 

4.0 -0.00001 -0.00004 -0.00004 -0.00004* -0.00001* 

4.3 -0.00004 -0.00004 -0.00005 -0.00004* .-0.00004* 

4.7 -0.00004 -0.00004 -0.00005 -0.00004* -0.00004* 

5.0 -0.00004 -0.00004 -0.00004 -0.00004* -0.00004* 

5.5 -0.00004 -0.00004 -0.00004 -0.00004* -0.00004* 

6.0 -0.00004 -0.00004 -0.00004 .,.Q.00004* -0.00004* 

aAs in Table V, thA interaction energy between helium and C02 at a 
separation of 15 is taken to be E . 

00 

bco2 is held fixe1 in a linear configuration with each C-0 bond 
length= 1.1611 . 
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fill out the rectangular grid required by the spline-fitting procedure; 

the trajectories will sample only those contours <l eV. Furthermore, 
0 

the values fore< 0°, o >goo, and R > 5 A were included to increase 

the accuracy of the two-dimensional cubic spline-fitting procedure near 

the edges of the (R,o) grid. The actual potential-energy surface covers 
0 

only the range e = 0°- goo, R = 1.8- 5.0 A; however, no further ener-

gies were needed since the symmetry of the He - co2 rigid rotor system 

allows the generation of the full potential-energy surface from this one 

quadrant. 

The potential-energy surface for the He - co2 system is shown in 

Figure ga. The positions of the carbon and oxygen atoms are fixed, as 

indicated, and the contours depict the potentials that helium experiences 

as it approaches co2 from a given angle. 

To impart an idea of how accurately the spline-fitted surface re­

flects the actual ab initio values, ab initio potential-energy values 

were calculated for a set of ten random geometries likely to be sampled 

in the trajectory studies. The potential-energy values for the same 

points were then calculated using the two-dimensional splinefit and the 

original 256 ab initio points. The results are shown in Table VII and 

indicate how well the cubic spline procedure works in the two-dimensional 

case. 

Because part of the study of rotationally inelastic scattering in 

the He - co2 system involves a comparison between the theoretical re­

sults obtained from the spline-fitted ab initio (SAI) surface calculated 

here and the electron gas (EG) surface of Parker, Snow, and Pack (16) 1 

1The complete details of Parker, Snow, and Pack's calculation of 
the EG surface are given in Appendix A. 
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TABLE VII 

EVALUATION OF THE ACCURACY OF THE SPLINE-FITTED POTENTIAL-ENERGY 
SURFACE. ENERGIES ARE IN eV AND DISTANCES IN a.a 

e R !:IE b . "t. l:IESpline a 1n1 10 

78.299 3.077 0.005564 0.005631 

49.520 2.641 0.236628 0.237064 

67.279 2.356 0.206354 0.206269 

42.185 2.483 0. 714804 0. 712959 

53.822 4.801 -0.000039 -0.000047 

35.311 2.769 0.374586 0.373020 

23.192 3.164 0.140530 0.141062 

6.750 3.558 0.039156 0.038507 

. 17.904 4.217 0.001348 0.001381 

88 .. 333 2.186 0.178420 0.178263 

Standard deviation = 0.000757 eV 

aAll energies are relative to E = -190.376106 a.u. 
00 
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(see Figure gb), the differences between the two surfaces should be 

noted. An obvious difference is that the SAl surface contains no at-

tractive interactions, while the EG surface contains a shallow, ellip-
0 

tically-shaped well which has a depth of 0.0013 eV at (R = 4.66 A, e = 
0 

0°) and of 0.00824 eV at (R = 3.02 A, e = goo). The absence of this 

feature on the SAl surface is due to the neglect of electron correlation 

in the calculation of the ab initio energies, i.e., no configuration in­

teraction was employed in the ab initio calculations. This is clearly 

seen in Figure 10, semilog plots of potential energy as a function of 

the He- C distance ate= 0° and e =goo. In each case, the energies 

plotted are the original values from which the respective potential-

energy surfaces were fitted. In the case of the ab initio values, the 

surface passes through each ab initio point; however, the values ob­

tained using the electron gas approximation were fitted using an expan­

sion in Legendre polynominals with the coefficients fitted to a continu­

ous function of R 

V(R,e) = ~ 
n even 

v (R) P (cose), 
n n 

and the EG surface does not pass directly through the original values. 

Furthermore, the electron gas potential is divided into two parts 
HF COR VEG(R,e) = V (R,e) + aV (R,e), 

where the first term is the Hartree-Fock energy and the second the cor-

relation energy scaled up to fit a Vander Waal•s potential. 

Shown in Figure 10 for each angle are the ab initio potential, VEG' 

and vHF_ Comparing the ab initio potential and VHF allows a direct 

measure of the relative accuracy of the two calculations and, clearly, 

the two sets of values are in very good agreement at all the geometries 
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shown. The ab initio potential is slightly steeper than vHF and, for 

small R, more repulsive. The effect of adding the correlation energy to 

VHF is reflected in the three VEG points at each angle: the ab initio 

potential and. VEG are in near coincidence for small to moderate values 

of R, while at larger distances VEG shows the increasing influence of 

the attractive VCOR term and diverges from the ab initio energies. In­

deed, additional VEG points could not be shown in Figure 10 because the 

values became negative. This behavior is shown more clearly in Figure 

11, a plot of the behavior of the two surfaces ate= 0°, 90°. With 

the exception of the shallow well on the EG surface, the inclusion of 

correlation energy does not radically affect the description of the 

He - co2 interaction. This was assumed at the start of the ab initio 

calculations, since both helium and carbon dioxide are closed-shell sys-

terns and no extensive electronic rearrangements occur during a rota-

tionally inelastic collision. The relative importance of the attractive 

well will become apparent upon comparison of the theoretical results 

obtained from the SA! and EG surfaces. 



CHAPTER III 

EFFECTS OF SURFACE TOPOLOGY ON REACTION DYNAMICS 

IN THE HeH2+ AND NeH2+ SYSTEMS 

+ The course of the study of collision dynamics in the HeH2 system 

was outlined in the first chapter and indicates that the differences be­

tween the results obtained on the SAl and DIM surfaces were due to small 

differences between the potential-energy surfaces themselves. Since the 

quasiclassical trajectory (QCT) method was used in these calculations, 

quantum mechanical (QM) calculations must be performed on the two sur­

faces so that the accuracy of the QCT studies may be assessed and the 

results confirmed. The following section is the body of a paper pub­

lished by Chemical Physics Letters that describes the QM investigation 

of the reaction dynamics of the HeH2+ system (57). 

Quantum Mechanical Scattering Calculations: The 

He+ H2+(v=O,l,2) + HeH+ + H Reaction 

The QM reaction probabilities for the reaction 
+ + He+ H2 (v=O,l,2) + HeH + H (Rl) 

have been computed on both the SAI and DIM surfaces using the time­

dependent procedure described by McCullough and Wyatt (12). It has been 

shown that cubic spline interpolation is very accurate for such all­

channel time-dependent QM calculations (8). The method involves the 

solution of the time-dependent Schrodinger equation by successive use of 

51 
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the unitary time-evolution operator U(~t): 

U(~t) = [l+(l~t/2h)H]- 1 [1-(i~t/2h)H], (III-1) 

where H is the system Hamiltonian. The initial wavefunction of the sys­

tem at t = 0 is assumed to be 

(III-2) 
+ where Xv(q2) is the vth state vibrational wavefunction for the H2 Morse 

oscillator, and ~(q 1 ) is a minimum normalized guassian wavepacket. The 

functional forms for ~(q 1 ) and Xv(q2) have been previously given (54). 

Successive operation by U(~t) n times upon ~(t ) yields the wavefunc-o 
tion at t 0 + n~t: 

~(t + n~t) = [U(~t)]n ~(t ). 
0 0 

(III-3) 

The QM reaction probability, PQM' is computed by 

P = fl*(t=oo)~(t=oo)dT 1 

QM products 
(I II-4) 

where the integral is taken over the configuration space corresponding 
+ to products (HeH +H). The details of the procedure have been given 

by McCullough and Wyatt (12) and further discussed by Kellerhals et !l 

(54). 

All computations were performed on an IBM 360/65 computer. Com-

pletion of a reaction for a given set of conditions generally required 

from 350 to 550 time steps, where one time step was 1.07750 x lo-16s. 

Computation of a reaction probability at a given total energy and vibra­

tional state required from 4 - 6 hours of CPU time. The procedure em­

ployed to check the numerical accuracy of the method has already been 

described (54}, and the accuracy of the present results is comparable 

to that previously reported (54). 

Figures 12a and 12b show the distribution of probability density 
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at the beginning and end of a calculation on the SAl surface, at a total 

energy of 1.2 eV with H2+ initially in the v=O vibrational state. The 

variables ql and q2 are the distance from h~lium to the H2+ center of 

mass and a mass-scaled H2+ internuclear distance, respectively (12) (54). 

In Figure 12a the single peak.represents the initial H2+ Morse oscillator 

probability density in the v=O state. Computations involving the vth 

excited vibrational state will exhibit {v+l) such peaks aligned along 

the q2 axis with v nodes between them. In Figure 12b the probability 

density is seen to divide into two distinguishable volumes. The product 

configuration space is the region at large q2, and the reaction probabil­

ity computed from Eq (III-4) is simply the total volume under the wave-

packet in this region. 

To some extent the definition of the product configuration space is 

arbitrary. In the v=O case, the distinction between reactant and product 

configurations is reasonably clear. However, for excited vibrational 
+ states of H2 , the resolution of the final-state wavefunction into reac-

tants and products is more difficult due to the reflection of the wave­

packet from the edges of the rectangular grid over which the time-depen­

dent Schrodinger equation is solved. This effect is illustrated in Fig­

ure 13 where we plot PQM(t) computed from Eq (III-4) at time t on the SAl 

surface versus time. As can be seen, with H2+ initially in the v=O vi­

brational state, PQM rises to its final value of 0.0974 after 4.31 X 

lo-14 s and remains constant thereafter. The final reaction probability 

in this case is therefore unequivocal. For the v=l and v=2 states, how­

ever, PQM(t) can be seen to rise to a maximum and then slowly decrease 

due to reflection of the wavepacket from the edges of the grid, as men­

tioned above. For these cases, we take PQM at the maximum to be the 
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final reaction probability. This choice, although logical, clearly 

introduces some error into the computed probabilities. Similar results 

are also obtained for calculations on the DIM surface. The structure in 

the PQM curve at small t is due to the vibrational transverse motion of 

the wavepacket which becomes more pronounced for the higher vibrational 

states. 

Table VIII shows the results of both the present time-dependent QM 

and previously reported QCT calculations of the reaction probability for 

Rl at a total energy of 1.2 eV. As can be seen, both the QM and QCT re-

sults on the SAl surface predict a significant enhancement of the reac-

tion probability for Rl as the total available energy is selectively par­

titioned into H2+ vibrational motion. In addition, the magnitudes of 

the QM and QCT results are comparable although the QM results are uni­

formly slightly larger. Thus, the large discrepancies sometimes noted 

in collinear systems between QM and QCT computed reaction probabilities 

are not present here even though the HeH2+ potential-energy surface is 

asymmetric (54). 

In contrast to the above, the QM and QCT calculations on the ana­

lytical DIM surface (27) indicate the absence of vibrational enhancement 

of the reaction probability of Rl. This result is in accord with con­

clusions previously drawn by Kouri and Baer (29a). The relative magni­

tudes of the QM and QCT values are comparable although the time-depen-

dent QM results are uniformly larger, as was the case on the SAl surface. 

The largest single difference between the time-dependent quantum 

calculations on the two s.urfaces is the computed reaction probability 

with H2+ in the v=O vibrational state. The reaction probability for 

this case is over four times larger for the DIM surface than for the 
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TABLE VI II 

TIME-DEPENDENT QM AND QCT COMPUTED REACTION PROBABILITIES FOR Rl AT 1.2 
eV ON THE SAI AND DIM POTENTIAL-ENERGY SURFACES 

H2+ vibrational 
state, v 

0 

2 

aThis work 
b Reference 30 

Reaction Probability 

QMa QCTb 

SAI DIM SAI DIM 

0.0974 0.406 0.030 0.330 

0.291 0.413 0.210 0.215 

0.321 0.303 0.290 0.235 
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SAl surface. The final-state probability density on the DIM surface, 

shown in Figure 14, is seen to be dramatically different from that for 

the SAl surface, shown in Figure 12b. The features of the potential­

energy surface primarily responsible for these differences have recently 

been determined by Sathyamurthy et ~ (31). This work is discussed in 

the following section. 

In Table IX the present time-dependent QM calculations on the DIM 

surface are compared with the close-coupling results previously reported 
i 

by Kouri and Baer (29a) (55). Although the qualitative trends are iden-

tical for both calculations, the time-dependent results are uniformly 

larger. This discrepancy arises from the manner in which the energy of 

the HeH2+ system enters the two QM calculations. In a close-coupling 

calculation, the energy of the HeH2+ system is exactly specified. In a 

wavepacket calculation, however, the superposition of plane waves that 
+ occurs in the formation of the wavepacket causes the energy of the HeH2 

system to become slightly diffused. The wavepacket calculation, there-

fore, gives a result that is an average over a small range of energies 

and should not be expected to agree exactly with the close-coupling re­

sult. 

The present results confirm our previously drawn conclusions that 

were based solely on QCT calculations on the SAl surface (5a) (30) (56). 

Extremely small differences in the potential-energy surface can produce 

drastic alterations in the computed reaction dynamics. Consequently, it 

is necessary to employ accurate procedures in both the surface calcula­

tions and interpolation. In the present case, the SCF ab initio col­

linear surface reported by Brown and Hayes (26) is sufficiently accurate 
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TABLE IX 

COMPARISON OF TIME-DEPENDENT AND CLOSE-COUPLING QM RESULTS 
ON THE DIM SURFACE AT 1.2 eV 

H2+ vibrational QM Reaction Probability 

60 

state, v 
Time-dependent a Close-couplingb 

0 0.406 0.28 

1 0.413 0.36 

2 0.303 0.23 

aThis work 

bReferences 29a and 55 
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to permit qualitatively correct trends to be predicted from QM calcula­

tions provided an accurate interpolation procedure is employed. 

The Origin of the Dynamical Differences Observed 

in Studies of the HeH2+ Reactive System on 

Spline-fitted Ab Initio and Diatomics­

in-Molecules Surfaces1 

The potential-energy surface has clearly been shown to play a key 

role in the theoretically determined collision dynamics for the collin­
+ ear HeH2 system. However, the topological features of the surface that 

are critical to this influence are not known. The SAl and DIM surfaces 

are nearly identical with regard to such features as the location of en-

trance and exit channels, the position and height of the barrier to the 

reaction, and the placement and curvature of the minimum energy path. 

Indeed, a comparison of Figures 15 and 16 shows that the contour plots 

for the two surfaces are nearly superimposable. Thus, an investigation 

of the critical differences in these surfaces must begin at a point 

where the behavior of QCT's performed in earlier studies diverges most 

sharply. Table VIII indicates that both QM and QCT results differ most 

markedly for the vibrational ground state of H2+ This was also found 

to be true for the other energies at which QCT's were performed. Thus, 

the effects of the differences between the SAl and DIM surfaces should. 

be maximized if the vibrational energy of H2+ is suppressed altogether, 

i.e., if zero-point energy is excluded. Accordingly, individual 

1The complete details of this study may be found in Appendix B. 
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trajectories were calculated on both surfaces at total energies of 1.1 

and 1.2 eV with H2+ vibration completely suppressed. Plots of these 

trajectories were then superimposed on the appropriate potential­

energy surfaces. These are shown in Figures 17 and 18. 

A comparison of the trajectories on the SAl and DIM surfaces at 

1.1 eV (Figure 17) showed major differences in behavior. The trajectory 

on the SAl surface was straightforward and simple. The system moved 

through the reactant valley toward the interaction region, encountered 

the inner repulsive wall of the surface, and rebounded into the reactant 

region with H2+ now vibrationally excited. The trajectory on the DIM 

surface was quite different. Although behaving in the same manner as 

the SAl trajectory while passing through the reactant region, the DIM 

trajectory diverged sharply from the SAl trajectory upon meeting the 

inner repulsive wall. In this case, the system did not move at once 

toward the reactant channel but rather toward the product channel, where 

it remained temporarily. Although the trajectory was ultimately nonre­

active, it was much more complex and long-lived than the SAl trajectory. 

This behavior was even more apparent at 1.2 eV (Figure 18). Here the 

SAl trajectory was very nearly identical to its 1.1 eV counterpart; 

however, the DIM trajectory nearly became reactive. The system moved 

far into the product channel before insufficient translational energy 

in the products prevented their separation and forced the system to 

return to the reactant configuration. 

This comparison strongly indicated that the inner repulsive walls 

of the surfaces were playing a major role in the influence of the dy­

namical outcome of the QCT studies. The differing curvatures of this 
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region on the two surfaces apparently caused trajectorie~ on the SAl 
surface largely to be reflected back into the reactant channel and 

caused trajectories on the DIM surface to be diverted into the product 

channel, thus allowing the DIM trajectory a greater chance of reactiv­

ity. Furthermore, it is known that the short-range repulsive potential 

is the main factor in determining the effectiveness of translational­

to-vibrational energy transfer (58), the process occurring the HeH2+ 

system. However, these studies of the individual trajectories do not 

prove that the inner repulsive wall is the only feature of the surfaces 

that is influencing the behavior of the trajectories. Because the SAI 

and DIM surfaces do differ slightly, forces received in traversing the 

entrance channel and attractive well may also have an important in­

fluence on the behavior of the system. 

To eliminate this possibility, two composite surfaces were devised. 

In this part of the study the DIM surface was replaced by an SDIM sur­

face, one in which DIM energies were calculated for the same geometries 

as the ab initio energies, and then spline-fitted to generate the full 

(S)DIM surface. This change has no effect on the theoretical results 

(30) and greatly facilitates the generation of the composite surfaces. 

The first composite surface (CPSl) had the attributes of the SAI surface 

in all regions except the inner repulsive wall (see· Figure 15), where 

the surface behaved like the SDIM surface. CPS2 was just the reverse, 

it was effectively an SDIM surface with an SAI inner repulsive wall (see 

Figure 16). Mathematically, these composite surfaces were effected dur­

ing the course of a trajectory simply by calculating the trajectory on 

the appropriate 11 pure 11 potential-energy surface (SAI or SDIM) until the 

system reached the inner wall region, whereupon the trajectory was 
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continued on the other pure surface as long as the system remained in 

this region. This jump from one potential-energy surface to the other 

at the boundaries shown in Figures 15 and 16 did not invalidate the cal-

culation because of discontinuities in the potential energies at these 

boundaries. The potential energies on both SA! and SDIM surfaces varied 

smoothly and the chance of the system geometry falling exactly on the 

boundary was small. The accuracy of this method was confirmed by back­

integrating completed trajectories to the initial conditions. In all 

cases, initial coordinates and momenta were reproduced with no greater 

than 1% error when an integration step size of 0.539 X lo-16 s was used. 

It should also be noted that this procedure has been used successfully 

in the treatment of the T* + CH4 system investigated by Raff (33a). 

Batches of 500 trajectories each were run on the SA!, SDIM, CPSl, 

and CPS2 surfaces. H2+ was initially in its vibrational ground state 

(including zero-point energy) and all conditions, save the interaction 

potential, were identical. The results of the QCT study are shown in 

Table X. The reaction probability on the SA! surface is small for the 

conditions given; on the SDIM surface the reaction probability is over 

fifteen times larger. This is exactly what has been found in previous 

studies. The reaction probability on CPSl, the SA! surface with the 

SDIM inner repulsive wall, is very close to the probability found on the 

SDIM surface; for CPS2, the reaction probability mimics that found on 

the SA! surface. In each case, the results obtained on the composite 

surface were dictated by the nature of the inner repulsive wall of the 

surface. However, the reaction probabilitie~ found on the SA! and 

CPS2 surfaces and on the SDIM and CPSl surfaces are not identical, 

indicating that other areas of the potential-energy surface also have 



TABLE X 

COMPARISON OF REACTION PROBABILITIES ON THE SAI, 
SDIM, CPSl, AND CPS2 SURFACES AT A TOTAL 

ENERGY OF 1.1 eV WITH H2+ INITIALLY 

Surface 

SAI 

SDIM 

CPS1 

CPS2 

IN THE v=O VIBRATIONAL STATE 

Computed Reaction Probability 

0.018 

0:300 

0.368 

0.008 
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a role in determining the dynamical outcome of the reacti.on, although 

to a much smaller extent. 

The data in Table X clearly proves that the results obtained on the 

DIM surface differ qualitatively from both experiment and the calcula­

tions on the SAl surface because the curvature of the potential-energy 

contours for the collinear HeH2+ system was not accurately represented 

in the region of the inner repulsive wall by the DIM functional fit to 

the ab initio values. Thus, it is very important that the investigation 

of vibrational energy transfer in collinear systems of this type be 

carried out on a potential-energy surface in which the ab initio energies 

have been represented as accurately as possible, for instance, by use 

of the cubic spline interpolation procedure. This technique results in 

a surface which passes through all the calculated~ initio energies and 

thus provides a reliable representation of all of the topological fea­

tures of the potential-energy surface. 

A Quasiclassical Study of Collision 

Dynamics in the NeH2+ System 

An obvious question that arises from the studies so far presented 

is that of the scope of their validity. Does the collinear system still· 

give an accurate representation of the reaction dynamics of the three­

dimensional system? Is it necessary to use the more complicated spline­

fitting procedure to generate the potential-energy surfaces from ab 

initio values for larger systems, or will the much simpler analytical 

function serve adequately? Is the inner repulsive wall always the most 

critical feature of the surface? 

These questions may be answered, at least in part, by considering 
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+ a system very similar to the HeH2 system. The reaction between neon 

and H + 
2 

+ + Ne + H2 (v) + NeH + H (R2) 

has been found experimentally (22b) to exhibit the same behavior as the 

HeH2+ system, i.e., the reaction is favored when H2+ is vibrationally 

excited. Furthermore, both an SAl (see Chapter II) and a DIM (15) 

surface exist for this system, making possible an investigation of the 

reaction dynamics of this system that proceeds along the same lines as 

the HeH2+ investigation. 

QCT studies were performed on the collinear SAIG_70 and DIM poten­

tial-energy surfaces. The trajectories covered a total energy range of 

0.94- 1.4 eV and included the first three vibrational quantum levels of 

H2+ The results are shown in Table XI; each reaction probability is 

the result of 200 trajectories. The reaction probabilities show the 
+ familiar trend displayed by the HeH2 system: the DIM results indicate 

that vibrational energy in H2+ inhibits the reaction, while just the 

opposite is evidenced by the SAl results. Furthermore, the differences 

in the two sets of calculations are most pronounced for the vibrational 
+ ground state of H2 and decrease as the vibrational energy is increased. 

Once again, calculations performed on a collinear DIM potential-energy 

surface have failed to predict the correct qualitative behavior of the 

reaction system. 

The results shown in Table XI also allow another interesting obser­

vation. The SAIG_70 surface contained only LCAO-MO-SCF energies based 

on s and p orbitals for neon, while the values calculated by Hayes et ~ 

(15) contained d orbitals as well. Therefore, the inclusion of the d 

orbitals (often called polarizing orbitals) on neon in the calculation 
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TABLE XI 

REACTION PROBABILITIES FOR R2 CALCULATED FROM QUASICLASSICAL 
TRAJECTORIES ON THE SAl AND DIM SURFACES 

H2+vibrational 
state, v 

0 

1 

2 

0 

1 

2 

0 

1 

2 

FOR THE COLLINEAR SYSTEM 

Total Energy (eV) 

0.94 

1.0 

1.1 

Reaction Probability 

SAl 

0.0 

0.280 

0.225 

0.015 

0.335 

0.260 

0.115 

0.350 

0.365 

DIM 

0.475 

0.365 

0.270 

0. 510 

0.390 

0.295 

0.565 

0.430 

0.345 

------------------------------------------------------------------------
0 

1 

2 

1.2 0.175 

0.310 

0.395 

0.625 

0.470 

0.385 

------------------------------------------------------------------------
0 1.4 0.260 0. 710 

0.355 0.550 

2 0.380 0.440 
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of potenti~l energies is not necessary for a qualitatively correct de­

scription o~ the NeH2+ interaction potenti~l. Although this result is 

not generally true, it certainly indicates that smaller basis sets may 

be used to give reliable potentials in systems where electron correla-

tion does not play an extensive role. 

To determine the role of the inner repulsive wall of the collinear 

NeH2+ surface in the outcome of the studies shown in Table XI, two com­

posite surfaces were formed from the SAIG_ 70 and the SDIM potential­

energy surfaces. These surfaces may be visualized from Figures 5 and 6, 

which show the SAI and SDIM potential-energy surfaces and the boundaries 

for the inner repulsive walls. The SDIM surface was used instead of 

the DIM surface in this study for the same reasons as were given before. 

Trajectories run on the DIM and SDIM surfaces showed identical behavior. 

Back integration of trajectories on both composite surfaces yielded 

initial coordinates and momenta within 0.7% of the original values. The 

integration step size used was 0.5~9 X lo-15 s on the SAl and SDIM 
-15 surfaces, and 0.108 X 10 son the composite surfaces. The accuracy 

of the back integrated values is reassuring in view of the fact that the 

SAl surface is much shallower than the SDIM surface and the disconti-
+ nuity between the surfaces much larger than was true for the HeH2 sys-

tem. 

Individual trajectories were computed and plotted for the NeH2 
+ 

system at a total energy of 1.1 eV. As with the HeH2+ system, there is 

a large difference between trajectories performed on the SAl and SDIM 

surfaces (see Figure 19). At the inner repulsive wall the SDIM trajec­

tory is deflected directly into the produce channel, while the SAl 



Figure 19. · Vibrationless Trajectories 
for the Collinear NeH2+ 
System at a Total Energy 
of 1.1 eV on the a) SAI 
and b) SDIM Surfaces. 
Distances are in atomic 
units and the energy con~ 
tours for the SAl and 
SDIM surfaces are the 
same as in Figures 5 and 
6~ respectively 
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trajectory is reflected into the reactant channel. 2 A comparison of the 

SAI and SDIM trajectories with ones performed on the composite surfaces 

indicates that the inner repulsive wall also has significant influence 

in the NeH2+ system (see Figure 20): the SDIM trajectory becomes non­

reactive when the SAI contours replace the SDIM inner wall (CS2 trajec­

tory) while the presence of the SDIM repulsive wall causes the CSl tra­

jectory to be angled more sharply toward the product channel than was 

the case for the SAI trajectory. 

The results of the trajectory studies performed on each of the four 

NeH2+ potential-energy surfaces are shown in Table XII. It is obvious 

that in the NeH2+ system the inner repulsive wall does not play nearly 

as significant a role as it did in the HeH2+ system. Although the reac­

tion probability does increase when the SAIG_ 70 surface has the SDIM 

inner wall (CSl), it is still far from the SDIM result. Even less of a 

change is observed in going from the SDIM surface to the CS2 surface. 

For the collinear NeH2+ system, the short-range repulsive forces of the 

inner wall region only partially determine the behavior of the system. 

The effects of medium- and long-range attractions represented by the at­

tractive well and entrance channel, respectively, must be playing a much 
+ more influential role in this system than was found in the HeH2 system. 

An example of the effects of these other forces is shown in Figure 

21. Because the SAI and SDIM surfaces do not have identical entrance 

2The small vibrational motion of H2+ occurring during the first 
half of the trajectory is due to the behavior of the H2+ potential at 
large RN~H· The manner in which the SAIG-70 surface was extended to 
10 a.u. lsee Chapter II) resulted in a displacement of the minimum of 
the H2+ p~tential to a value slightly less than 2.00 a.u., the minimum 
of the H2 Morse curve. On the SAI surface, H2+ experiences a slight 
compression force at the start of the trajectory, a force sufficient 
to start a small oscillatory motion. 
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TABLE XII 

COMPARISON OF REACTION PROBABILITIES ON THE SAl, 
SDIM, CSl, AND CS2 SURFACES AT A TOTAL . 

Surface 

SAI 

SDIM 

CSl 

CS2 

ENERGY OF 1.1 eV WITH H2+ INITIALLY 
IN THE v=O VIBRATIONAL STATE 

Computed Reaction Probability 

O.ll5a 

0.570a 

0.300b 

0.422b 

aThe result of 200 trajectories 

bThe result of 500 trajectories 

77 



(a) 

2.0 

, 
1.0 

q2 

\' II _, l~~~~~~~~~~~~~~;':'~~ 
(b) 

2.0 

'' 
I I 

I I 

\ I 

1.0 

0.6~~~ 
2.1 4.1 6.1 8.1 ' 10.1 

Figure 21. 

ql 

Collinear NeH2+ Trajectories 
on the a) SAl and b} SDIM 
Surfaces. H2+ is in its 
vibrational ground state. 
Distances and energies 
are the same as in Figure 
19 

78 



79 

channels and attractive wells, trajectories having identical initial 

conditions will experience slightly different forces in these regions. 
+ A comparison of Figures 2la and 2lb shows that H2 has a longer vibra-

tional period on the SDIM surface; furthermore, the large attractive well 

on the SDIM surface prolongs the H2+ vibration even more. The net effect 

of the forces on the incoming SDIM trajectory is to bring the system to 
+ the inner wall with a large fraction of HeH - H Motion. This motion is 

parallel to the paroduct channel and results in a deflection toward this 

region. The SAI trajectory encounters the inner repulsive wall at a 

much more perpendicular angle due to the larger amount of He- H2+ motion 

present in the trajectory, and the system is deflected directly into the 

reactant channel. Although neither trajectory is reactive, the SDIM 

trajectory exhibits a much greater reactive potential. 

It is fortunate that the inner repulsive wall does not appear to 
+ be as critical to other reactive systems as it is to the HeH2 system, 

because the accurate representation of the curvature of this region is 

very difficult to accomplish even using ab initio methods, due to the 

importance of electron correlation in this region. 

Conclusions 

+ The results of the QM and QCT studies of the HeH2 system and of 

the + ' QCT studies on the NeH2 system revealed several important facts. 

The dynamical behavior of vibrational energy transfer systems, such as 

HeH2+ and NeH2+, can be obtained from theoretical studies of the col­

linear system provided an accurate ab initio potential-energy surface 

is used. The generation of a sufficiently accurate surface from ab 

initio energies can be accomplished using interpolation with cubic 
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splines. Because the course of the reaction involves only the transfer 

of a proton, no extensive electronic changes occur in the system and 

correlation effects are relatively constant over the potential-energy 

surface. Thus, the ab initio values need not include configuration in­

teraction and may be calculated using an LCAO-MO-SCF procedure. Indeed, 

the study of the NeH2+ system showed that extensive basis sets for the 

larger atoms in the system (neon, for instance) are not necessary to 

produce an ab initio surface which gives qualitatively correct dynamical 

results. 

The SAl surface is required in the study of the collinear HeH2+ 

system because it accurately reproduces the curvature of the inner re­

pulsive wall, while the DIM fit to the collinear energies does not. For 

the NeH2+ system, an ab initio surface is again required if reliable re­

sults are to be obtained from a study of the theoretical system; however, 

the curvature of the inner repulsive wall is not nearly as important. 

Medium- and/or long-range attractions apparently play a more significant 

part in determining the reaction dynamics of this system than in the 
+ . 

HeH2 system. Since an accurate representation of the inner repulsive 

wall for the collinear system is difficult using ab initio methods 

which do not include configuration interaction, and impossible using 

the present form of the diatomics-in-molecules interaction, it would 

be fortunate if the conclusions drawn from the NeH2+ study are found to 

be generally applicable. 

There do remain several questions as yet unanswered. The effects 

of the entrance channel and attractive well of both the collinear HeH2+ 
+ 

and NeH2 surfaces on the theoretically determined reaction dynamics of 

the systems need to be determined. In addition, the importance of the 
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inner repulsive wall should be more clearly defined: is it generally a 

critical feature of the potential-energy surface, as was found for the 
+ 

HeH2 system, or does it play a less influential role, as was found for 
+ NeH2 systems? The study of systems with potential-energy surfaces 

similar to these will determine more conclusively the relative influ­

ence of the various features of the potential-energy surface. 



CHAPTER IV 

A QUASICLASSICAL TRAJECTORY STUDY OF ROTATIONALLY 

INELASTIC SCATTERING IN THE He - C02 RIGID 

ROTOR SYSTEM 

A major goal in the theoretical study of reactive and nonreactive 

scattering is the discovery of computational methods which quickly and 

accurately characterize the behavior of the system. These methods may 

be divided into two principal areas: those that deal with the represen­

tation of the potential energy of the system, and those that treat the 

actual calculation of scattering cross sections, rates, etc. The studies 

of reactive scattering in the HeH2+ and NeH2+ systems focussed on the 

first of these areas, i.e., the studies tested the suitability of the 

diatomics-in-molecules approximation of the potential energy of the sys­

tems. The study of rotationally inelastic scattering in the He - co2 

rigid rotor system also focusses upon the first area. In this case, the 

potential of the system is calculated by assuming that the electron den­

sities of helium and co2 remain undistorted at all system geometries 

and that the energy densities may be represented by those of a uniform 

electron gas. This electron gas (EG) approximation allows a much faster 

calculation of the potential than is possible using present ab initio 

methods; however, no comparison of the accuracies of the EG and ab 

initio potentials has yet been made. Such a comparison is reported in 

this work and is effected by using the QCT method to calculate scattering 
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cross sections on both the EG and ab initio potential-energy surfaces, 

followed by a comparison of the results with those obtained from an 

experimentally determined potential. Before the results of this study 

are presented, the details of the QCT treatment of the He - co2 rigid 

rotor system will be given .. 

Calculational Methods 

The quasiclassical trajectory method has been described by Bunker 

(59) and by Porter and Raff (13b), and has been applied to rare gas-co2 

systems by Suzukawa (43). The major steps in a QCT study are the deter~ 

mination of a suitable potential and its derivatives, the selection of 

the initial conditions for the system, integration of the equations of 

motion, the determination of the final states of the system, and finally, 

the calculation of meanenergy changes, cross sections, and rate con-

stants. 

The Potential Energy and Its Derivatives 

In Chapter II, ab initio energies for the He - co2 rigid rotor sys­

tem were calculated and the cubic spline interpolation procedure used 

to generate the full two-dimensional surface. Thus, the interaction 

potential is known for any geometry within the {R,s) grid. For the QCT 

method to be used, however, it is the gradient of the potential rather 

than the potential energy itself that must be known. In other words, 

the values for av. t /aQ., the partial derivatives of the potential with 
1n er 1 . 

respect to the spatial coordinates of helium and co2 (see Figure 22), 

must be known. 

The total potential of the He- co2 system is simplytheirit~raction 



0 (Q7,Q8,Q9) 

P7, Par Pg } 

(Q1,Q2,Q3) 

0 ( p1 ' p2' p3 ) 

(a) 

(b) 
Figure 22. The He - C02 Rigid Rotor System. (a) The Ri denote 

interatomic distances important in determ1ning 
derivatives to the interaction potential. (b) 
The Qi and Pi are the Cartesian coordinates and 
conjugate momenta of C02 in the space-fixed frame 
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potential calculated in Chapter II 

V = Vinter(R,e) ' (IV-1) 

since co2 is fixed in its (ooomequilibrium position by the rigid rotor 

requirement. Thus, the chain rule yields 

where 

and 

~ - ij__. t ~ + !:!._. t ~ aQ. - aR1n er aQ. ae1n er aQ. 
1 1 1 

(IV-2.) 

(i=l ,2, ... ,12), 

{IV-3) 

(IV-4) 

The derivatives of the interaction potential shown on the right-hand 

side (RHS) of Eq (IV-2) are obtained directly from the splinefit of the 

ab initio energies. The aR/aQi may be obtained from Eq (IV-3) in a 

straightforward manner, whereas the ae/aQi require further use of the 

chain rule: 

(IV-5) 

where 
ae R case - R1 
aR1 = R1R sine 

ae R1 case - R 
aR = R1R sine (IV-6) 

ae _ R4 
a R 4 - =R 1-=R:.-=--s 1o;-. n--=e-
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It should be noted that the splinefit of the ab initio energies yields 

avinter/ao in eV/degree, while the ae/aQi are in radians/distance; 

therefore, a factor of 180/w must be used in evaluating Eq (IV-2). 

Separation of Rotation and Translation 

In order that meaningful energy transfer values may be calculated 

from the computed trajectories, the rotation of the co2 molecule must be 

separated from its translational motion. This is accomplished rigorous-

ly by using two coordinate systems in the description of the He - co2 

system: the space-fixed XYZ system and the molecule-fixed xyz system 

(Figure 23a and 23b). The orientation of the xyz system is given by the 

Eulerian angles a and 8 (Figure 23c), and the vector Bco2 denotes the 

position of its origin relative to the XYZ frame. The origin of the xyz 

system is the co2 center of mass and the system rotates with angular vel­

ocity~· The co2 molecule lies along the z axis with the carbon atom at 

the origin and remains fixed in this position. If r. 
,..,1 denotes the posi-

tion of atom i in xyz, then the total velocity of each atom is given by 
. 

( IV-7) v. = RCO + w X r. i = O,C,O 
-1 - . 2 ,., ,.,1 1 ,2 ,3 

where the dot above Bco2 denotes the time derivative. The velocity of 

helium is 
. 

v = R -He _.He (IV-8) 

RH is the position vector for helium in XYZ. The kinetic energies of 
- e 
helium and co2 may now be found 

. 2 
THe = 112 mHe (RHe) (IV-9) 

• 2 3 • 3 
TCO = 1/2 (RCO ) ! m. + RCO . Je x 1: m. r. 

2 2 i = 1 1 - 2 i=l 1 ,., 1 

3 
+ 1 I 2 ,! m. ( w x r1• ) • ( w x r. ) 

·. 1 1 - - _, 1= 
(IV-10) 
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Figure 23. Cartesian Coordinate Systems Used in the Calculation, Cal Space-fixed XYZ, 
(bJ molecule-fixed xyz, and (cl the Eulerian angles giving the orientation 
of xyz relative to XYZ. The lines in (c) containing M and N are in the 
XY plane 
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The mass of helium is given by mH , and m. are the masses of the atoms 
e 1 

in co2. The expression for the kinetic energy of co2 may be sfmplified 

by noting that the origin of xyz is the co2 center of mass and that, as 

a result, the second term vanishes. Furthermore, the moments of inertia 
3 2 2 

Ixx = Im· (y i + z i ) . 1 1 1= 
3 2 2 

Iyy = l:m· (x · + z · ) (IV-11) . 1 1 1 1 1= 

im. 2 2 I = (x. + y. ) zz 1~ I 1 1 1 

and the products of inertia 
3 

I = L m.x.y. xy 1=1 1 1 1 
3 

Iyz = L m.y.z. (IV-12) 
j "".1 1 1 1 
J 

Ixz = 1: m.x.z. 
i=l 1 1 1 

1/2 

used to expand the last term in the equation for Teo 
3 2 2 2 2 
~m.(wxr.)·(wxr1.)=l/2(wi +wi +wi )-
-f=l 1 ""' ,...1 ""' ,..., X XX y yy Z ZZ 

may be 

(w w I + w w I + w w I ). x y xy x z xz y z yz (IV-13) 

Because co2 l~es along the z axis of xyz, the ~lane of rotation is per­

pendicular to the xy plane and w =0. The RHS of Eq (IV-13) thus reduces z 
further 

3 2 2 
1/2 L m.(w x r 1.)·(w x r 1-) = 1/2 Ixx(wx + wy) · ·.11N,., ,_. /"" 1= 

The kinetic energy of co2 may now be written in a simpler form 

2 3 2 2 
1/2 (RC02 ) (;1m; + 1/2 Ixx(wx + wy.) , (IV-14) 

where the first term is the translational energy of the co2 molecule 

and the second term its rotational energy. 
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Selection of Initial States 

The parameters necessary to determine the initial conditions of 

the He - co2 system are J, the rotational quantum number of C02; y, the 

orientation of the co2 rotation plane; a and B, the co2 orientation an­

gles; 'ir• the relative velocity of helium with respect to the co2 center 

of mass; b, the impact parameter; and R , the initial helium-carbon 
s 

separation. 

In quasiclassical trajectories, J has an integral value at the 

start of the trajectory but is treated classically for the remainder of 

the trajectory. J may be specified or it may be taken from a thermal 

Boltzmann distribution. ·The latter 

J = 1/2 [ -1 + 

selection is achieved 

l _ 8IkT ln(l-~J) J , 
h2 

by choosing 

(IV-15) 

where ~J is a random number uniformly distributed on the interval [0,1] 

(13b). Because the configuration of the co2 rigid rotor is taken to be 

that of its vibrational ground state (00°0), the molecule is a boson and 

J must be even. When selecting J from a thermal Boltzmann distribution, 

the value obtained from Eq (IV-15) must be put into the appropriate 

even-integer bin, i.e., J is assigned the value of n which satisfies the 

following condition 

n-1 < J ~ n+l n=0,2, ... (IV-16) 

Once J is determined, the initial rotational energy is calculated using 

E t = J(J+l)B- J2(J+l) 2D (IV-17) ro 
The values of the rotational constants Band Dare given in Table XIII. 

The rotation of the co2 molecule occurs in a plane perpendicular 

to the xy plane and rotated by an angle y away from the yz plane. The 

distribution from which y is selected is thus 



TABLE XII I 

CONSTANTS FOR THE He - C02 SYSTEM 

Rotational Constants 

Ba = 0.3906 cm-l 
b . -1 

D = 0.00 em 

C-0 Bond Equilibrium Distance 
0 

rc = 1.1611 A 
e 

Atomic Masses 

m = 12.01 amu c 
m = 16.00 amu 

0 

mHe = 4.003 amu 

aReference 61, p. 395 

bReference 61, p. 14 

i 
I 

cThis value is for the (00°0) vibra­
tional state of CO and was calcu­
lated from the Gau~sian-70 geometry 
optimization option using a 6-31G 
basis. 

90 
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y = 2n~y , (IV-18) 

where ~Y is again a random number on the interval [0,1]. The components 

of the co2 rotational angular momentum are 

and 

LX (C02) = ~~~ cos y 

LY(C02) = 1~1 sin y 

Lz(C02) = 0 

ILl = v2I E t 
~ xx ro 

The angular velocities may also be calculated 

wx = Lx(C02)/Ixx 

w = L (C02)!I y y XX 

(IV-19) 

(IV-20) 

(IV-21) 

The Eulerian angles a and B specify the initial orientation of the 

co2 molecule. At the start of a trajectory, the carbon atom lies at the 

origin of XYZ and helium moves toward the co2 molecule with a relative 

velocity V . The initial coordinates and momenta of co2 expressed in ,...r 

the molecule-fixed frame are 

X =0 1 p 1=-m1w r x y e X =Q 2 p =0 x2 X =Q 3 p 3= m1w r x y e 
y =0 

1 
p 1= m3w r y x e y =0 2 p =0 y2 y =0 3 p =-m w r y3 3 x e (IV-22) 

z =-r 1 e p =0 zl z =0 2 
p =0 z2 z = r 3 e p =0 z3 ' 

and may be transformed into the space-fixed frame by a rotation of a 

about the Y axis and B about the Z axi~ 

X. x. 
1 1 

Y. = Rz(B) Ry(a) y. (IV-23) 
1 1 

z. 
1 zi 
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p . 
X1 

p . 
Y1 

{IV-24) 

p . 
Z1 

The rotation matrices RZ and Ry are given in Table XIV. The angles a 

and s are chosen from the distributions 

a = 

s = 27Tt,; 8 

which result in the proper weighting of the solid angle. 

(IV-25) 

. (IV-26) 

Because the orientation of co2 in the space-fixed frame is now 

completely arbitrary, no loss of generality occurs from placing helium 

in the YZ plane with the relative velocity vector parallel to the Z axis 

or from requiring that the center of mass of the system remain station­

ary. The relative velocity may be chosen from a thermal Boltzmann dis­

tribution by taking Vr to be the solution to 

2kT {1-E.:y ) - (V2 + 2kT ) exp{-~H CO V2/2kT) = 0 ' 
~He,co2 r r ~He,co2 e, 2 r 

(IV-27) 

or may be specified for a batch of trajectories (13b). The reduced mass 

of the He - co2 is given by ~He,C02 and is equal to mHemco/(mHe+mc02 ). 

The motion of the He - co2 center of mass is 

4 

4 
bm.(X. + Y. + Z.) 

. = i=l 1 1 1 1 

Rem 4 
~m. 
i =1 1 

(IV-28) 

where M = ~ m. . This motion does not affect the course of a He - co2 . 1 1 1= 

collision and is subtracted from the velocities of helium and co2 
~ ~ 

v = m V Z - m V Z/M 
~He He r He r 



TABLE XIV 

THE ROTATION MATRICES .. THESE MATRICES ROTATE THE 
COORDINATE AXES COUNTERCLOCKWISE THROUGH AN 

ANGLE e ABOUT THE SPECIFIED AXIS 

case 

0 

sine 

case 

-sine 

0 

0 

0 

sine 

case 

0 

-sine 

0 

case 

0 

0 

1 
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== 111 V Z/M co2 r 

v 
~co2 = -m v Z/M He r 
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(IV-29) 

(IV-30) 

where mco = m2+2ml. The components of the momentum of co2 in the 
2 

space-fixed frame are 

PXl 
t 

PX3 
t = PXl Pz2 = 0 =PX3 

t 
Py3 "" 

t (IV-31) 
PYl = PYl PY2 PY3 = 0 

Pzl 
i" mlmHe -m2mHe 

vr Pz3 = Pi3 -
m3mHe v = PZl M vr PZ2 = M M r 

and the initial coordinates and momenta of helium are 

x4 = 0 PX4 = 0 
(IV-32) 

y4 = -b Pv4 = o 

z = -VR~- b2 PZ4 = 
mHemco2 

v 4 M r 
R is chosen such that the initial He co2 interaction is negligible s 
and b is taken from a flat distribution 

(IV-33) 

where bmax must be calculated and is the impact parameter at which 

energy transfer first becomes negligible. 

The relative translational energy of the system may be calculated 

Etrans = 1/2 ~He,C02(Vr)2 . (IV-34) 

The total energy of the system is then 

(IV-35) 

From the initial coordinates and mementa, the components of the 

total angular momentum are calculated 
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4 
Lx = 1: (Y.Pz. -' Z.Py.) 

. 1 1 1 1 1 1= 
4 

Ly = ~ (Z.PX. X.PZ') (IV-36) 
1 = 1 1 1 1 1 
4 

Lz = ~ (Z.Py. - Y.Pz.) . . 1 1 1 1 1= 

Equations of Motion 

In order for co2 to behave as a rigid rotor during the course of a 

trajectory, the following mathematical constraints must be enforced 

Rl = constant = r e 

R2 = constant = r e ( IV-37) 

R3 = constant = Rl + R2 

The intramolecular distances Ri are shown in Figure 22a. As a result 

of these conditions, the motions of the atoms in co2 are no longer in­

dependent but are related by the following equations 
9 

dR1 = 0 = :Za1 .dQ. 
. 1 1 1 1= 

9 
dR2 = 0 = i~1 a 2 iQi {IV-38) 

9 
dR3 = 0 = L a3. dQ. 

. 1 1 1 1= 
The aki are shown in Table XV and are simply the direction cosines 

of the three bond axes denoted by R1, R2, and R3. 

The Lagrangian equations of motion for a system with three con-

straints is given by Goldstein (60) 

aL d aL 3 
aQi - dt aQi + ~1 "kaki = 0 i=l,2, ... ,9 {IV-39) 

where L = T-V. The method of Lagrangian multipliers has been used to 

incorporate Eq (IV-38) into the Lagrangian equations of motion. 



i= 

ali 

a2i 

a3i 

TABLE XV 
9 

THE COEFFICIENTS aki USED IN THE RIGID ROTOR CONSTRAINT EQUATIONS: ~ ak.dQ. = 0 
. 1 1 1 

1 

Ql-Q4 

Rl 

0 

Q7-Ql +all 

R3 

2 

Q2-Q5 

Rl 

0 

Q8-Q2 +al2 

R3 

3 

Q3-Q6 

Rl 

0 

4 

-all 

Q4-Q7 

R2 

Q9-Q3 +al3 a24-all 
R3 

5 

-al2 

Q5-Q8 

R2 

a25-al2 

6 

-al3 

Q6-Q9 

R2 

a26-al3 

1= 

7 8 9 

0 0 0 

-a24 -a25 -a26 

Ql-Q7 Q2-Q8 Q3-Q9 
-a24 -a25 -a26 

R3 R3 R3 

1.0 
m 



97 

This last term in Eq (IV-39) represents the forces of constraint, thus 

the e~uations of motion for the co2 rigid rotor are 
. 
Q. = ilH/CIP. 

1 1 

= P./m. 
1 1 

i=l,2, ... ,9 

· aL 3 
P; = aQ. + ~ :>..kak. 

1 k=l 1 

3 
= - 2.Y_ + :Z :>..kak · 

aQ; k=l 1 
i=l,2, ... ,9 

where H = T+V is the classical Hamiltonian for co2.1 

(IV-40) 

The equations of motion may not be used as yet because the Lagran­

gian multipliers :>..k are known. The :>..k are determined by requiring 

that 
. 
R. = 0 

1 .. 
R. = 0 

1 

i=l,2,3 

i=l ,2,3 (IV-41) 

This prevents the bond from stretching or compressing with time. Taking 

the second derivative of the second of Eqs (IV-3) with respect to time 

yields 
9 .. 1 • ·2. ·2. ·2 .. 

Rl = 0 = R [(Ql-Q4) + (Q2-Q5) + (Q3-Q6) ] + ~ al iQi ( IV-42 ) 
1 1=1 

The first term represents the centrifugal acceleration of the atoms at 

either end of the bond, while the second term denotes the linear accele-

ration of the atoms in the bond. Rewriting the first term as F1/R1 and 

Q. as P./m. yields 
1 1 1 9 • 

R1 = 0 = F1/R1 + ~a1 .P./m .. i=l 1 1 1 

Similarly, the other constraints 

R2 = 0 = F2/R2 + 

R3 = 0 = Fl/Rl + 

1rn this section the masses of the atoms of co2 are denoted 
ml-3,7-9 =rna a~d m4-6 = me. 

(IV-43) 

(IV-44} 

(IV-45) 
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where 
. . 2 . . 2 . . 2 

F2 = (Q4-Q7) + (Q5-Q8) + (Q6-Q9) 
. . 2 . . 2 . . 2 

F3 = (Ql-Q7) + (Q2-Q8) + (Q3-Q9) 
(IV-46) 

This system of three equations (Eqs (IV-43)-(IV-45)) in three unknowns 
. 

can be expressed in matrix form after substituting the expression for P 

(Eq (IV-40)) into each 6f the equations 
9 

1: a1 .a1 ./m. 
i=l 1 1 1 

9 
:Za2 .a1 ./m. 
i=l 1 1 1 

9 
L; a3 .a1 ./m. 
i=l 1 1 1 

9 
~ a1 .a2 ./m. 
i=l 1 1 1 

9 
:Z a2 .a2 ./m. 
i=l 1 1 1 

9 
~ a3 .a2 ./m. ~ 1 . 1 1 

1 =1 

9 
;6 a1 . a3 ./m. 
i=l 1 1 1 

9 
,li a.,. a3 . /m. 
i=l'-1 11 

9 
Lj a3. a3 . /m. 
i=l 1 1 1 

More simply, this equation may be expressed as 

= 

( IV-47) 

(IV-48) 

and its solution is~= ¢.-l,r, where t-l is found by the following means 

,_-1 = f;,adjoint . 
det f: 

(IV-49) 

The equations of motion fqr co2 were given in Eq (IV-40); the equa­

tions of motion for helium contain no constraints and are 

Q. = P ./m. 1 1 1 i=l0,11,12 



99 

~. = -aV/aQ. 
1 1 

i=l0,11,12 (IV-50) 

where m10_12 represents the mass of helium. 

The equations of motion are integrated using a fourth-order Runge-

Kutta-Gill integration method with integration step sizes ranging from 

0.0008 - 0.3 time units. The rigid rotor constraints serve to keep co2 

within 1-2° of linearity. Table XVI shows the units used in the calcu­

lation of the trajectories. A preliminary check of the accuracy of the 

trajectories is made by monitoring the conservation of total energy and 

total angular momentum in the system. Total energy is usually conserved 

to a minimum of three decimal places, while total angular momentum is 

reproduced to a minimum of eight decimal places in the final state. 

The accuracy of the calculations is also evaluated by rerunning trajec-

tories at one-half the original step size and by back integration of 

trajectories to initial conditions. Initial coordinates and momenta 

are reproduced in the back integration to a minimum of five decimal 

places, and more often six or seven. 

Determination of Final States 

The end of the trajectory is reached when the helium-carbon sepa-

ration exceeds R . From integration of the equations of motion, the s -
~ ' ~ 

final coordinates Q. and momenta P. are known and may be used to find 
1 1 

~ 

the component of the final total angular momentum L by substitution 

into Eq (IV-36). The final vel~city of helium is given by 

v 
-J He 

= _,_ 
mHe 

and from this the final relative velocity 

(IV-51) 
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TABLE XVI 

UNITS USED IN THE He - C02 QUASICLASSICAL TRAJECTORY COMPUTER CODEa 

Quantity Unit CGS Equivalentb 

0 -8 distance angstrom {A) 10 em 

time time unit (t.u.) 1.01804287 X l0-14 S 

velocity velocity unit (v.u.) 0.9822769 x 106 cm/s 

energy e·lectron volt (eV) -12 1.60219 x 10 erg 

mass atomic mass unit (amu) 1.6604345 X 10-24 g 

momentum momentum unit 1. 63.1006 x 10-18 dyne-s 

angular -26 momentum angular momentum unit 1.631006 x 10 erg-s 

Planck•s -27 . 
constant, h/21T 0.0646551 eV/t.u. 1.0545887 x 10 erg-s 

Boltzmann 
8.61734 X 10-S eV/°K 1.380662 X 10-l 6 erg/°K constant, k 

speed of -4 2.99792 x 1010 cm/s light, c 3.05201 x 10 cm/t.u. 

aThes~ units are similar to the molecular units used by Raff et al, 
J. Chern. Phys. 56, 5998 (1972). The units differ only in the-unit 
of distance. --

bThese values are based on the physical constants recommended by 
the CODATA Task Group on.Fundamental Constants and are taken from 
Physics Today, September~ 1974. 
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v·=_M_v~ 
..,r mCO tJ He 

2 

(IV-52) 

and relative translational energy 
~ .. 2 

E = 1/2 (V ) trans ~He,co2 r (IV-53) 

may be calculated. The center of mass scattering angle is given by 

-1 [(v;)zl 
n = cos 1~;1 J (IV-54) 

because the initial velocity vector is parallel to the Z axis. The 

final rotational angulfr momentum of co2 is found by separating the 

motion of its center of mass from its angular motion 

Prot = P" ( "' 
ki ki - ~co2 )k mi 

P~ + mHemi (V .. ) 
= ki M r k k=X,Y,Z (IV-55) 

and by subtracting the position of the co2 center of mass from its 

atomic coordinates 
rot " 1 3 " x~ = x. -- ~ m.X. 
1 1 mea i=l 1 1 

2 

rot " 1 3 " Y. = Y.-- :Zm.Y. 
1 1 mea i=l 1 1 

2 

(IV-56) 

rot _ ~ 1 .J. .. 
Z. - Z. - m--- ll m.Z. 
1 1 lllco i=l 1 1 

2 

These coordinates and momenta may then be combined to determine the com-

ponents of the co2 rotational angular momentum 

L"(co ) = ~ (Y~ot Pr~t _ z~ot Pr~t) 
X 2 f=1 1 Z1 1 Y1 

Ly .. (C02) = .J. (Z~ot pr~t _ X~ot pr~t) 
;£1. 1 X 1 1 Z1 
1 =1 

(IV-57) 
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(IV-58) 

The total energy of 

the system is calculated in the same fashion as at the start of the 

trajectory (Eq (IV-35)). The final rotatio~al state of co2 is the 

nearest even-integer solution to 

(IV-59) 

The determination of the appropriate even integer is done as described 

in Eq (IV-16). Finally, the conservation of total energy and of total 

angular momentum, and the energy transfer from translation and rotation 

may be calculated 

~ (IV-60) 
~E = E E trans trans - trans 

~ 

~E - E - E rot rot rot 

Statistical Averaging 

The calculation of average energy transfer, rotational state tran­

sition probabilities, and scattering cross sections requires the solu-

tion of multidimensional integrals. For instance, the average rota-

tional energy transfer is found by evaluating 

<6E > = j f f 2J *~! d(c~sa) ;~bdb2 (2)1/2 (.L\3/2<V >-1 X 
rot b=O a=O s=O y,=O max 1T kT J r 

j V3 exp(JJV2/2kT) dV ~ 2~+1 exp(-J(J+l)112;2IkT) X 
Vr=O r r r J=0,2, ... J 

(IV-61) 

\ 
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QJ is the rotational partition function for co2. If J is not selected 

from a Boltzmann distribution, the sum over J drops out and <L'!E t(J)> ro 
is obtained for a given initial J state. 

These multidimensional integrals are most easily evaluated using 

a Monte Carlo technique, where the variables of integration are trans­

formed to random numbers ~; on the interval [0,1] as was done in Eqs 

(IV-15,18,25-27,33). The Monte Carlo approximant to the integral in 

Eq (IV-61) is 
2 N . . 

<L'IE t> = N ~ s~L'IE 1 t (IV-62) 
ro i=l ro 

where sb is the random number used to select the impact parameter; N 

is the number of trajectories; and L'!E~ot is the energy transfer calcu­

lated in the ith trajectory. The inelastic scattering cross sections 

are calculated from 

2~b 2 N . . . . 
::: max .'Z t,;, P,(t,;, .~,) (IV-63) 

N i=l b J 
where PJ(b,~) is the probability that rotational energy transfer will 

occur given the initial state J with impact parameter b and scattering 

angle~. P~(~i .~i) is the actual probability calculated from the ith 

trajectory and is zero if L'!J=O, and one if AJrO. 

The elastic cross sections must be treated more carefully 
00 ~ • 

ael = J J PJ(b.~) 2~bdb s~n~ d~ 
b=O ~=0 

2b 2 N . . . . . 
::: ~ max L: s,P,(s, .~,) sin~, 

N i=l b J 
(IV-64) 

in order to avoid the counting of undeflected elastic trajectories. The 

Monte Carlo error is 
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£ < N .. X 100 (IV-65) 
. L ~ 1 F 1 
i=l b 

where Fi represents the energy transfer or the rotational state transi-

tion probability. There is a 68% probability that the actual error in 

the integral is less than £. 

Results and Discussion 

The QCT's for the He - co2 rigid rotor system were performed on an 

IBM 370/158 computer and used the units shown in Table XVI. A batch of 

250 trajectories usually required 1 l/2 - 2 hours of CPU time for comple-

tion. The calculation of statistical quantities, such as inelastic or 

elastic cross sections, incorporated only those trajectories in which 

the magnitude of rotational energy transfer exceeded the uncertainty in 

the total energy of the system. 

The value for the maximum impact parameter (bmax) for inelastic 

collisions was determined by running batches of 100 trajectories at 
0 0 

fixed impact parameter b, beginning at 0.5 A and increasing by 0.5 A 

with each batch of trajectories, until ~J=O for every trajectory. The 

initial rotational quantum number was set at 16; the reaction shell 
0 

radius Rs was 5.0 A; and the translational temperature was 300°K. 
0 

For the ab initio potential, b was found to be 4.0 A. Additional -- max 
trajectories run at 300°K with J selected from a Boltzmann distribution 

and at 1000°K with J=l6 confirmed the choice of b The EG potential max 
0 

was found to require a larger b of 5.0 A. max 
For elastic collisions, a larger value of b was necessary in max 
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order to include trajectories where ~J=O but the center of mass scatter­

ing angle is greater than zero. In this case, the criterion for select-

ing b was that the elastic cross section ae1=o. Ten trajectories max 
0 0 

each were run at intervals of 0.5 A beginning at 4.0 A on the SAI and 

EG surfaces. The relative velocity was set at 0.0713 v.u. (700 m/s); 

J was selected from a Boltzmann distribution at 300°K; and R was in-s 
0 0 

creased from 6 to 12.5 A as b increased from 4 to 12 A. The maximum 
0 

impact parameter for elastic collisions was found to be 5 A on the SAI 
0 

surface and 12 A on the EG surface. 

Calculation of elastic, inelastic, and total integral cross sec­

tions for the He - co2 rigid rotor system was made at a series of fixed 

relative velocities and a rotational temperature of 300°K. The veloci­

ties ranged from 0.03 to 1.167 v.u. (300- 11466 m/s) and were chos~n to 

allow a comparison between the cross sections calculated in this work 

and those calculated quantum mechanically on the EG surface by Parker 

and Pack (16b). Total cross sections have also been determined by Butz 

et ~ (5ld) from a molecular beam experiment and fall into this same 

relative velocity range. 

The calculation of the elastic, inelastic, and total integral 

cross sections for scattering on each of the two He - C02 potential­

energy surfaces was accomplished by running two batches of trajectories 

for each relative velocity: one consisting of 250 trajectories in 
0 

which b = 4.0 A, and one consisting of 100 (200) trajectories in max 
0 

which bmax = 5 {12) A (the numbers in parentheses refer to the EG 

surface). This procedure avoided introducing a large statistical uncer­

tainty into the calculation of inelasti<;: scattering cross sections, 
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because inelastic scattering occurs over a much smaller magnitude and 

range of impact parameter than does elastic scattering. The final 

elastic cross sections were then calculated simply by adding the appro­

priately weighted elastic cross sections for b = 0 - 4 and b = 4 - b~~~l. 

The results of the QCT's are shown in Figures 24, 25, and 26. To 

save computer time, the trajectories on the EG surface for the impact 
0 

parameter range 0 - 4 A were begun with an initial He - co2 separation 
0 

of 5 A, and the initial intermolecular potential at this distance is 

not quite zero on the EG surface. In effect, the system behaves as 

though the trajectory had been started with a smaller relative velocity 

but at a distance where the intermolecular potential is zero. For 
0 

instance, at Rs = 5 A the interaction potential on the EG surface aver-

ages about -0.0009 eV. A trajectory begun at this point with a relative 

velocity of 800 m/s behaves essentially the same as one begun at Rs = 
0 

12.5 A--where the interaction is negligible--having a relative velocity 

of 771 m/s, and requires much less computational time than a trajectory 
0 

started at 12.5 A. 

The inel~stic cross sections calculated from the EG and SAl sur-

faces are shown in Figure 24. The computed inelastic cross sections 

include all nonzero rotational transitions. The SAl cross sections are 

consistently smaller than the EG counterparts, and the difference 

between the EG and SAl values increases as the relative velocity 
0 

decreases. Since trajectories on both surfaces are begun at 5 A, the 

effect of the long-range potential of the EG surface is negligible. 

Furthermore, the magnitude of the difference between the EG and SAl 

inelastic cross sections is seen to decrease with increasing relative 
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velocity. These facts indicate that the attractive well of the EG sur­

face is the feature which is favoring the larger amount of rotational 

energy transfer on this surface. 

Figure 25 shows the elastic cross sections calculated quasiclassi­

cally. The cross sections calculated from the EG surface are seen to 

be larger than those calculated from the SAI surface. The large differ-

ence between the EG and SAI cross sections once again appears to be due 

to a feature present on the EG surface but absent on the SAI surface: 

the long-range attraction provided by the Vander Waal 's tail. To con­

firm this hypothesis, the contribution to the EG elastic cross section 
0 

from impact parameters in the range 5 - 12 A was calculated, weighted, 

and added to the SAI elastic cross section. This step should exclude 
0 

the effects of the attractive well, which is centered at 3.02 A at 90° 
0 

and 4.66 A at 0°. The result of this calculation is also shown in Fig-

ure 25. Except at small relative velocities--less than 500 m/s--the 

elastic cross sections calculated from the two surfaces now are in good 

agreement, showing the importance of including the long-range potential 

on the potential-energy surface when elastic cross sections are calcu-

lated. 

Parker and Pack (16b) have computed total integral cross sections 

from the EG surface using a quantum mechanical method known as the in­

finite order sudden approximation (IOSA). This method allows a simple, 

quick calculation of total integral and differential cross sections 

which depends only on the relative kinetic energy for the system. In 

Figure 26 are shown the total (elastic plus inelastic) cross sections 

for the He - co2 rigid rotor system computed quasiclassically from the 
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SAl and EG surfates, and quantum mechanically from the EG surface (16b). 

The graph clearly shows a discrepancy between the IOSA and quasiclassi­

cally calculated total cross sections. In fact, the QCT cross sections 

are almost uniformly a factor of two less than the IOSA cross sections. 

This difference arises from the nature of the QCT calculation of elas-

tic cross sections. The total integral cross section, quantum mechani­

cal or quasiclassical, is given by 
1T 

aT = 1/2 { I(rl)sinrldrl, 
0 

where I is the total differential cross section and rl is the center of 

mass scattering angle. A graph tif I(rl)sinrl vs. rl should show a spike 

centered at small rl which arises from the large number of mainly elastic 

collisions which cause only a slight deflection of the incoming particle. 

However, it is not possible to perform the number of trajector1es neces­

sary to include accurately the effects of trajectories deflected by 

angles of 5° - 10° or less. Thus the spike is truncated in a QCT calcu­

lation and, therefore, a QCT calculation will badly underestimate the 

elastic cross section. However, the QCT method does give accurate re­

sults for inelastic cross sections because there will be no infinitely 

large spike at small scattering angles for the inelastic differential 

cross section. 

No comparison was made between the QCT results and the experimen-

tally determined total cross sections of Butz et ~ (5ld) for t~e rea­

sons just discussed. However, Keil, Parker, and Kuppermann (5lc) have 

also performed molecular beam experiments ~n the He - co2 system and 

have fitted a potential to their experimentally determined total differ­

ential cross sections. This potential-energy surface consists of three 
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separate potential forms: the EG potential at energies greater than 

0.030 eV, an experimentally determined Morse-type potential for 
0 

energies less than 0.01 eV and R < 4.4 A, and a Van der Waal 's tail for 
0 

R > 4.4 A and energies greater than -0.0004 eV. The areas between the 

regions are connected with splines to provide a continuous surface. 

The resulting potential-energy surface is shown in Figure 27. The de­

tails of the computation of the surface and its derivatives are given 

in Appendix C. 

The Keil-Parker-Kuppermann (KPK) surface is very similar to the EG 

surface pictured in Figure gb. The KPK surface has a shallow attractive 
0 

well close to the oxygen atoms--at(R = 4.77 A, e =oo, 180°), V = -:0.0011 

eV--which becomes deeper as the angle between helium and the co2 bond 
·o 

axis approaches goo. The deepest point of the well occurs at R = 3.31 A, 

e = goo and is 0.0393 eV in depth. The KPK and EG surfaces also 

share the same contours for energies greater than 0.030 eV, and both 

contain an attractive Vander Waal 's tail. However, the surfaces do 

differ significantly. The well on the EG surface penetrates closer to 

the co2 molecule and is twice as deep (0.00824 eV) as the KPK well. 

This results in a more repulsive potential on the EG surface than on the 

KPK surface at energies less than 0.030 eV, a difference which is lar­

gest ate= goo. 

The other major difference between the two surfaces is an artifi­

cial one caused by the manner in which the KPK surface was calculated. 

At the boundary of the EG/Morse-type potential, and also at the junction 

of the Morse-type/Van der Waal's potential, the potential energy is not 

continuous. Use of cubic splines in these regions forces energy con­

tinuity, but a near-discontinuity at each boundary region still exists. 



Figure 27. Contour Plot of the KPK 
Surface for the He -
C02 System. The posi­
tions of the carbon 
and oxygen atoms are 
shown. Contours are 
in eV and distances 
are in A 
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The main effect of these near-discontinuities is to disrupt energy 

conservation slightly, with the discrepancy usually appearing as excess 

translational energy. This problem is not significant unless the trajec­

tory passes over both boundary regions, an event which is circumvented 

by starting the bulk of the trajectories inside the Morse-type/Van der- · 

Waals•s boundary. 

QCT•s were performed on the KPK surface using the relative veloci-

ties and rotational temperature already given for the SAl and EG trajec-

tories. No elastic cross sections were computed for the reasons already 

discussed. At each relative velocity one batch of 250 trajectories was 
0 0 

computed with b = 0 - 4 A and Rs = 5 A, while a second b~tch of trajec-
o 0 

tories was computed for b = 4 - 5 A and R = 6 A. This split greatly s 
reduced the number of trajectories which encountered both surface dis-

continuities, as well as increasing the statistical accuracy of the cross 

sections for V ~ 1200 m/s, which showed a negligible amount of rotation­
r 

0 

ally inelastic scattering at impact parameters larger than 4 A. The in-

elastic cross sections were computed in the same fashion as those calcu-

lated from the EG and SAl surfaces and are shown in Figure 24 and in 

Table XVII. 

The inelastic cross sections from the KPK surface are larger than 

either EG or SAl inelastic cross sections for low relative velocities 

but, within the calculational uncertainty, are in good agreement with 

the SAl and EG inelastic cross sections at large velocities. The beha­

vior of the KPK inelastic cross sections at velocities less than 700 m/s 

is difficult to understand if rotational energy transfer depends only 

on the attractive well, which is shallower on this surface and which 

would thus be expected to yield slightly smaller inelastic cross 
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TABLE XVII 

INELASTIC CROSS SECTIONS CALCULATED FROM THE SAI, EG, AND KgK SURFACES. 
VELOCITIES ARE IN M/S AND CROSS SECTIONS ARE IN A2 

v a. l (SAI) vr a. l (EG) a· 1(KPK) r 1ne 1ne 1ne 

200 10.6 + 1.9 a 
210 40.3 + 3.2 52.6 + 3.0 

300 12.4 + 2.1 
338 34.4 + 3.0 45.8 + 2.9 

400 20.5 + 2.6 
452 38.9 + 3.1 43.3 + 3.0 

500 21.8 + 2.6 
561 37.4 + 3.1 46.0 + 3.1 

600 24.1 + 2.7 
666 36.2 + 3.1 

700 24.4 + 2.7 
771 38.8 + 3.1 35.6 + 2.9 

800 25.7 + 2.8 
874 37.3 + 3.1 

900 27.8 + 2.9 
977 39.9 + 3.2 34.8 + ·3.0 

1000 31.2 + 3.0 
1181 37.1 + 3.1 30.2 + 3.0 

1200 30.4 + 2.9 

1400 32.6 + 3.0 1384 37.6 + 3.1 40.7 + 3.2 

1600 33.5 + 3.0 1586 37.4 + 3.1 33.9 + 3.2 

1800 34.3 + 3.1 1787 39.0 + 3.2 32.7 + 3.2 

2000 35.0 + 2.4 1988 39.2 + 3.2 36.0 + 3.2 

2400 32.3 + 3.0 2390 35.4+3.1 30.1 + 3.0 

2614 32.2 + 2.4 2605 35.1 + 3.1 

2800 31.4 + 3.0 2792 34.7 + 3.1 31.4 + 3.1 

3000 33.7 + 2.4 2992 39.8 + 3.2 

3200 35.7 + 3.1 3193 38.9 + 3.2 31.7 + 3.2 

7252 32.5 + 3.1 7249 34.1 + 3.2 29.4 + 3.0 

11466 29.7 + 3.0 11464 32.2 + 3.1 26.7 + 3.0 

aThese values represent the statistical ( ~1onte Carlo) uncertainty in the 
calculated inelastic cross sections. 
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sections than the EG surface. However, it has been found for the HCl -

He and HCl - Ar systems that the rotational energy transfer is also 

sensitive to the short-range potential (62). 

As noted in the comparison of the EG and KPK surfaces, the KPK 

surface is less repulsive than the EG surface in the region extending 

from the 0.030 eV contour to the bottom of the attractive well. Since 

trajectories in the velocity range less than 700 m/s cannot penetrate 

contours larger than 0.010 eV, it is possible that it is the less re­

pulsive nature of the short- to medium-range potential on the KPK sur­

face which is enhancing the rotational energy transfer in this velocity 

range. As the relative velocities increase and the trajectories pene­

trate into the 0.030 eV and larger contours, the trajectories on the KPK 

surface should behave more like those on the EG surface, and this is 

indeed what occurs. 

The inelastic cross sections calculated from the EG surface have 

been shown to be in good agreement with those found from the experimen­

tally determined potential at most velocities larger than 700 m/s. Most 

theoretical studies of rotational energy transfer, however, focus on in­

dividual rotational transitions. Thus, it is important that the poten­

tial-energy surface give accurate state-to-state as well as total inelas­

tic cross sections. Shown in Figure 28 are state-to-state cross sections 

calculated on each of the three surfaces at relative velocities of 1800 

and 3200 m/s. The three curves behave almost identically, and show that 

small 6J transitions are not the only transitions which can occur in the 

He- co2 system, although 6J= ~2.transiti6ns do predominate. Transi­

tions involving 6J as large as 26 are seen to occur with significant 

cross section. 
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Conclusions 

The study of the rotationally inelastic scattering in the He - co2 

rigid rotor system has revealed several facts. First, the QCT method 

does not yield accurate elastic and total (elastic plus inelastic) cross 

sections for the He - co2 system. Inelastic cross sections, however, 

may be calculated from a QCT study and appear to be enhanced by the pres­

ence of an attractive well on the potential-energy surface, and possibly 

by a less repulsive short- to medium-range potential as well. Within the 

statistical uncertainty, inelastic cross sections calculated from all 

three potential-energy surfaces for relative velocities greater than 

1000 m/s show good agreement. Furthermore, individual inelastic cross 

sections calculated from the SA!, EG, and KPK surfaces in this velocity 

range agree well, indicating that both the EG and SA! surfaces may be 

used for studies of rotationally inelastic scattering in this range. At 

velocities less than 1000 m/s, the presence of an attractive well on the 

potential-energy surface is required if reliable inelastic cross sections 

are to be calculated. Thus, the ab initio surface should not be used 

to calculate inelastic cross sections in this velocity range. Although 

there was also some discrepancy between the results obtained on the EG 

and KPK surfaces in the low velocity range, the EG surface yields more 

realistic values for the inelastic cross sections than does the SA! sur­

face. However, the discrepancy with the KPK result indicates that the 

EG surface should be used with caution in this region. The possible 

dependence of the difference between the EG and KPK inelastic cross sec­

tions on the short- to medium-range repulsion merits further study. 

Finally, the QCT investigation revealed the possible involvement 
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of several features of the potential-energy surface in affecting the out­

come of rotationally inelastic collisions. It is important that the ef­

fects of the structure and mass of the rotor and its collision partner 

on rotationally inelastic collisions be studied. An ideal starting 

point would be a comparison between He - co2 and H2 - co2 rotationally 

inelastic cross sections calculated from the respective ab initio sur­

faces. These studies are currently being performed and the results will 

be reported shortly. 
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The electron gas potential is given as the sum of a Hartree-Fock 

potential and a scaled correlation term 
HF COR V EG ( R, o) = V ( R, e) + a V ( R, 8), 

where the individual potentials are approximated by an expansion of Le­

gendre polynomials 
. 8 . 

V1 {R,e) = .~ v~(R) Pn(cose) 
n=0,2, ... 

i=HF, COR 

to give a continuous potential in 8. The vi(R) are given by 
n 

R ~ R - n 

R > R , - n 

where the coefficients A and B have been determined by a least squares 

fit of lln vnl and where the coefficients Bnl have been scaled to make 

vCOR continuous at R ~ All parameters are given in Table XVIII. 
n n 

The derivatives of the EG potential are 

8 
aVEG/aR = i: P (cose) 

n=O n 
n even 

{B + 2B R) vCOR(R) 
(A 2 + 2A 3R) vHF(R) - n2 n3 n 

n n n ( -6C6(n) _ 8C8(n) \ 

R7 R9 ) 

where the last term is the top term for R < R and the bottom for R > R , - n - n 

and 
8 

aV/a8 = ~ [v~F(R) + v~0R(R)]aPn(cos8)jae. 
n=O 
n even 

The Legendre polynomials and their derivatives are 

P0(cose) = 1 

aP0;ae = 0 



2 P2{cose) = (3cos o - 1)/2 

aP2/ae = -3coso sine 

4 2 P4(cose) = (35cos e - 30cos 8 + 3)/8 

aP4/a8 = - (140cos38 - 60cos8)(sin8)/8 

6 4 2 P6(cos8) ~ ~3lcos e -315cos 8 + 105cos 8 -5)/16 

aP6a8 = - (1386cos5e - 1260cos38 + 210cos8)(sin8)/16 

127 

P8(cos8) = (12870cos88 - 24024cos68 + 13860cos48 - 2520cos28 + 70)/256 

aP8/a8 =- (102960cos78 - 144144cos58 + 55440cos38 - 5040cose)(sine)/256. 

TABLE XVIII 

PARAMETERS USED IN THE GENERATION OF THE ELECTRON GAS SURFACE FOR THE 
He - C02 RIGID ROTOR SYSTEMa 

n = 0 2 4 6 8 

Anl 17.2995 65.5752 105.137 178.531 314.919 

An2 -0.982289 -1.12538 -1.44877 -1.90354 -2.40207 

An3 -0.0917494 -0.0766468 -0.0522417 -0.0239120 0.0 

8nl 0.122126 0.0569431 0.0252919 0.0162599 0.0636620 

8n2 -0.628088 -0.663263 -0.976097 -1 .16525 -1.88254 

8n3 -0.0470607 -0.0399192 -0.0215588 -0.0280915 o.o 

Rn 5.72050 6. 27735 6.39141 00 00 

c6(n) 16.75 3.88 0.0 0.0 0.0 
c8(n) 278. 290. 57. 0.0 0.0 

a Reference 16, Table XI 
bAll values are in Hartree atomic units 
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On the origin of the dynamical differences on the 
dlatomics-in-molecules and spline-fitted ab initio surfaces for 
the He+ H2• reaction•1 

N. Sathyamurthy and J. W. Duff 

D~'partm~nt of Chemistry, Uni~t~Jty of Toron:o. Toronto, Canada .W5S lA I 

C. Stroudbl and L. M. Raff 

O.p<Jrtmtor of Chtmurry, Oklahoma Srart U•iV<nity. Sri/lwortr, Oklahoma 74074 
(Received 8 April JQ77) 

The i'iynamic behavior of the He-H{ -HeH+ + H reaction hu been examined on a DIM and a cUbic 
spline tit to the ab initio !.urface values of Brown and Hay~. Examination of the total inteerated reaction 
probability and the variltion of vibration-translation eneriY transfer as a function of initial Hi'" v1bration 
phase on these two surfatcs, a.~ well u on two composite spline·fitted surfaces, indil:ates that the origin of 
tbe dynamical differences on the DIM and SAl surfaces for the He+ Hl reaction resides primarily in 
differences in shape of the inner repulsive wall. For this reaction, this rqion is shown to be the most 
important topolo&ical feo.ture of the surface. Vibrational excitation probllbilities on the two surfaces at 
ateraies below reuction threshold are :llso presented and compared with the result! of Chapman and Hayes 
on the DIM surfa..:e. In spite of the influence of a well, the trajectories are. on the averase, direct and 
•hurt-lived on the SAl surface. In contrast. they are indirea:t and lona-lived on the· DIM !urface. 

INTRODUCTION ability whereas similar studies on the spline-fitted" ab 
initio (SAl) surface"' show vibrational enhancement, Yet 
potential-energy contours of the two surfaces are almost 
superimposable and both surfaces are nearly Identical 
In properties such as the height and location of the bar­
rier, minimum energy path, and Its curvature. The 
orl~rln of the dynamical difference on the DIM and SAl 
surfaces has remained a puzzle. 

129 

Significant progress has been made In recent years1.a 
In relating the topological features of potential-energy 
surfaces, such as height and location of the barrier, 
curvature of the minimum energy path, etc., to dynami­
cal outcome. Such correlations have provtded valuable 
a .. lstance In Interpreting experimental data In terms of 
the potential-energy surface features. In addition, they 
provide useful guldellnea In the computatiDn and Inter­
polation of ,,h i"itio surfaces In that they Indicate the 
topological features that must be <lhtalned with ~treatest 
accuracy. 

The "ndothermlc ruction 

H~ • fl0 -Hell' • II (Ril 

I• a particularly lmpo1·tant ~xample of a three- body pro­
ceu b~cause It I~ the simplest possible nonthcrmoneu­
tral ton- molecule reaction. As such, It Is a leading 
candldnte for" benchmark" calculations designed to 

In the present paper we provide additional Insight Into 
the Interrelationship of surface topology and dynamics. 
By examination of (a) the variation of final vibrational 
energy with Initial vibrational phase of the reactant mol­
ecule; (b) collinear trajectories on the Healed and skewed 
potential-energy surfaces; and (c) reaction probabilities 
on composite spllno-fltted surfaces, we show that dlf­
fere'ncu In the topoiOIIY or the Inner repulsive wall be­
tween the SAl and DIM surfaces Is primarily responsible 
for the computed variations In dynamic behavior on the 
two surfaces. 

serve as a testing ground for more approximate theoret­
Ic:-.! studies. The experimental observations of Chupka, 
Berkowlt7., and Russell> Indicate that the reaction cross 
section for (IU) increases whenever the available energy 
Is partitioned Into vibration, This suggests' that the 
crest of the barrier IS located In the exit channel. Ah 
i>ritio calculations' of the potential-energy surface for 
collinear (Rl) support such an expectation, However, 
as has been observed before for He+ H2 Inelastic col­
lisions,' two different inte1-polat1ons of the ah initio sur­
race for (Rl) are found to lead to drastically different 
dynamical results. • Quantum mechanical' and quasi­
classical" calculatlnns using the dlatomlcs-ln- mnlecules 
(DIM) functional itt• to the ;h iltitio surface show that 
there Is no vibrational enhanceml'nt of the reaction prob-

' 1:iUPIJI.lrted, In prn·t. bv :-;s~· \ir:mt MPS75-l~~hi7. 
lltlGONUCO l•'t•llow. 

RESULTS AND DISCUSSION 

The computational procedure and a description of the 
potential-energy sur!aces may be found else\\ here. •·• 

Previously reported calculations, • given In Table I, 
have abown that the reaction probability at a given total 
energy on the SAl surface Is significantly different than 

TABLE !. Reaction probabllltteo• on the two 
surfaces at two different total energies. 

Etat DIM 3Al 

l.: eV 0. 31 0. 02 
0. :!4 o. 17 

1.:! eV o. :13 0. 03 
O.H5 0, 210 

,leference 6, 

Th• .Journal rlf Chtunu·.DI Ptwsics. Vol. 67, "lo. 8. ~5 Octobllt' 1977 Copyright -:c 1977 Amencan Institute of ~h';'SICS ~563 
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0 

~ a:: 
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> 

1.20r----~-------..--, 

(c:) 
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FlO. 1. Final vibrational ener;y In eY·a• a function of Initial 
vtbrattona.l pha.•e for v • 0 of II~ ~ln three dU'ferent IUl"f:&cel at a 
t<Jtal ~neriQ' of 1.1 eV. (a) DIM, (b) SOIM, ond (o) SAl. -
raactlvlft re~&:lon, ...... - ·nonr'lactlve realon, • raac;Uvft trajeo­
tol'lne, and o nonreoutlve trnjectorle•. - on thd l•ft uta \n­
dlontnw f.he vtbrAtlomal ~IMtfi(IO• c)r tiM P""O, 1, 2, 3 or H;. -
nn th• riJChl rul• lnt.ltr1at"• thfJ ,, ... 0 cJf H.,tt•. 

that for the ntM surface. This difference Ia found to be 
maximum for the "• 0 vibrational state of u;. For the 
t• a I and higher states, tho dlrteroncea are greatly re­
duced. More detalled Investigation has shown that the 
two surfaces also predict a very different partitioning of 
the avallable energy Into the vibrational degree of free­
dom .. of the final diatomic molecule. This Is Illustrated 
In Figs. l(a) and l(c) where the final vibrational energy 
of the product/ reactant molecule on the DIM and SAI sur­
faces, respectively, Is plotted as a function of the Initial 
vibrational phase of Hi In the v = 0 state. In going from 
the DIM to the SAl surface, a slgniflc:ant P.ortlon of the 
reactive region hall become nonreactive, and the final 
vibrational energy for the nonreac:tlve trajectories has 
decreased sharply. The corresponding plots for the 
11= 1 state of Hi, shown In Figs. 2(a) and 2(c), show a 
smaller dlfferenc:e In all respects. Most of the reactive 
region Is retained, and the reaction probability Ia 0. 24' 
on the DIM surface compared to 0. 17 on the SAI surface. 
It Is apparent that as the Initial Hi vibrational energy 
decreases, the computed dllferences In the dynamic re­
sults on the two surfaces Increases. In the limit of zero 

vtbrattonal energy, the dllferences should be maximum. 
Calculations with no zero-point energy Included for the 
11 • 0 state Indicate this to be the c:ase. 

It should be noted that the differences discussed above 
are not an artifact of the spline-fitting procedure Itself. 10 

Thl• may be verified by repeating all c:omputatlons on the 
spline-fitted DIM surface (SDIM). • The results obtained 
on the SDlM surface are given in Figs. l(b) and 2(b). 
Comparison of Figs. l(a) with l(b) and 2(a) with 2(b) 
shows that the results on the DIM and SDIM surfaces are 
almost Identical. Root trajectorles11 on the two surfaces 
are also almost identical as Illustrated In Figs. 3(1) and 
3(b). 

The variation of vibrational energy transfer between 
the SAI and DIM/SDIM surfaces suggests that the Inner 
repulsive wall of the surface may be an Important topo­
logical feature since It Is known that vibrational energy 
transfer depends primarily upon the short- range repul­
sive part of the Intermolecular potential, 11 

Examination of vlbratlonless collinear trajectories, 
each with Identical initial conditions, on the two surfaces 
also suggests that the Inner repulsive wall may be the 
primary source of the above differences.· Such trajec­
tories at a total energy of 1. 1 eV are shown In Figs. 4(a) 
and 4(b). Both trajectories exhibit nearly Identical be-

:> • 
! 

~ 

0. 

a:: 0. 
11.1 z 
11.1 

..J 
<t 
~ 
~ a:: 
ID 

> 

/oo 0 ' 

/0 8 ' 
/ 0 \\ 

1
/1 ~ 0 

0 \ 

/ ~ ~ I 
/ ~ I 

, ~·J. r \ ... : ~ '\.)· 

0.2!5 0.!50 
Q/2 ... 

0.7S 

F"IO. 2, Same as Fig. L for v =-1 of IIi. 

(c) 

/ 
(b) 

1.00 
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4.00 • 

3.00 

2.00 
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~ 
0 
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~ 0 i' 
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300 

2.00 

FlO. 3. Root trlljectorle• on the (aJ DIM and (b) SOIM •urfacea 
at a totalener~y o( 1.1 eV Cor u•O of llj. -trajectory: 
--- potentlal-enel'gy contours ln kca.l/mole; di1tance11 are in 
a. u. c lo the scaling !actor and 9 Ia the skewing angla. For 
deClnltlon, refer to S, Glasstone, K. J. Laidler, and H. Eyrl ... 
Th• Th•ory o,f Rat• Proc•ss .. (McGraw-Hill, New York, 1941), 
p, 102. 
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FIG. 5. Same aa Fl(l. 4, ot 1. 2 eV. 

havlor as they traverse the entrance valley and the at­
tractive well. However, once the repulsive Inner wall 
111 encountered the two trajectories diverge sharply. The 
trajectory on the scaled and skewed SAl surface, given 
In Fig, 4(b), shows a simple behavior as the trajectory 
111 refiected from the inner repulsive wall. On the DIM 
IUrface (see Fig, 4( al], on the other hand, the same 
trajectory experiences a dltferently shaped Inner wall 
and autfen a targer angle or reflection resulting In sub­
lequent refiect!on Into the product valley. The trajec­
tory becomes nearly reactive. However, all the avail­
able energy becomes product vibration, and the products 
are unable to separate. The system therefore falls back 
Into the reactant valley resulting In high vibrational ex­
citation of H;. Thill type of behavior accounts for the 
fact that the nonreactive part of Fig. t(a) for the DIM 
IUrface hal larger vibrational energy than Its SAl coun­
terpart. At 1. 2 eV, the behavior is similar (see Fig. 
5). The trajectory on the SAl surface Is simply nonre­
active while the DIM trajectory becomes almost reactive. 

The above results Indicate that the !Mer repulelve 
wall plays a significant role In deciding the dynamical 
outcome of a collision. Thill bas been previously noted 
by Schreiber. 13 A succinct description of colllnear collision 
chemlstryi using potential surfaces constructed assuming 
hard Bpbere and/or square well pairwise Interactions 
has also been presented by Mahan. 16 

It 111 possible that the shapes of the entrance channel 
and attractive well are also Important topological fea­
tures of the surface. 11 These features could alter the 
vibrational phase of the diatom at the Instant the repul­
llve wall Is encountered and thereby change the colli­
sional outcome, Hence It becomes necessary to sepri.-

J. Chem. Phvl., Vol. 87, No. 8, 15 October 1977 
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R(lofo·H) 

FIG. 6. Compoelte surface CPSl showing the contour llnee 
for the colllMar SAl surface with the region to tbe lower left 
of the daehed llne to be replaced with the corre•pondlng poten­
Ual-ener~y values from the SDIM •urface. Distances are ln 
a, u. Energlea are ln kcal/molf! t·elattvfl to the He+ u; asymp­
totic limit, 

rate the effect of the short- range repulsive forces from 
those or the entrance channel and the attractive well. 

The above separation has been accomplished by ln­
veltlgatlon or the dynamics on composite spline-fitted 
IUrfaces. The two IUrfacee employed !or this purpose 
are Illustrated In Figs. 6 and 7. Fiiure 6 1how1 the 
contour mep !or the collinear SAl 1ur!ace while Fig, 7 
~rive• the po1ltlon or the same contour llne1 !or the 
SDIM surface, The composite lurfactil are generated 
by replacing the Inner repulsive reslonl (Indicated by the 
areas to the lower left or the dalhed l.lnea In Figs, 6 
and 7) with the corresponding potential-energy values 
from the opposite snrfllCe, Thus, the composite surface 
given In Fig. 6 has the entrance channel and attractive 
well of tho SAl surface but the Inner repulsive wall or the 
SDIM surface, The composite or Flg. 7 has the SDIM 
entrance channel and attractive well wtth the SAl repul-

v 

fo'lli. 7. Compo•lte surtaace CP:)2 1howtnac the- conto·ur Une• Cor 
th~ colllnea•· SlllM ourfnc~ with the re~ion to the lower lelt of 
the dat~~hed Umt to bl!!! replacl!lrl wUh the corroapondln" "otentla.l­
onencY value~t Crllm the SAl surtac". · L>l•tanc:e• :\rlt In a. u. 
Energlea 11rr In kcal1·moll'l I'Platlve to the He t- H; n.•ymptotlc 
llmlt. 

TABLE 11. Comparllon of reaction proha­
bllitleo on the SAl, SDlM, CPSl, and CPS2 
our!aces at a total energy of 1. 1 eV wlth 
H j Initially ln the v • 0 vibrational state. 

Surface 

SAl 
·SDIM 
CPSl 
CPS2 

Computed 
reaction 
probability 

0. 018 
0.30 
0.368 
0. 008 

slve Inner wall, We designate these two composite sur­
faces CPSl and CPS2, respectively. 

The reaction probability for (Rl) at a total energy of 
1. 1 eV wtth H; Initially In the v = 0 vibrational state has 
been computed on the SAl, SDIM, CPSl, and CPS2 sur­
faces, In each case the same 500 trajectories were ex­
amined. The results are given In Table n. As ean be 
eeen, surfaces with the SAl Inner repulsive wall have 
very low reaction probability regardless or the nature of 
the entrance channel and attractive well, while surfaces 
with the SDIM Inner wall have a much larger reaction 
probability Cor both the SDIM and SAI entrance channel 
and attractive well. The entrance channel and attractive 
well do exert some Influence on· the reaction probability 
•• can be 1een by noting the dl!!erence of 0. 068 for the 
rs1u1t1 on the SDIM and CPS I surfacu. This difference 
11 out1lde the range of expected statistical error and 
muet therefore be due to phallng dltference1 produced 
by the entrance channel and attractive well. Ho11H!ver, 
the topological feature or greatest Importance Is clearly 
the short· range repulsive wall, 

Examination or the variation of flnal vibrational energy 
ae a function of Initial Hi vibrational phase on surfaces 
CPS1 and CPS2 leads to the same qualltative conclusions. 
These results are shown in Figs. 8 and 9 for surfaces 
CPS1 and CPS2, respectively, Comparison of Figs. 8 
and l(b) shows that the results on SDIM and cPSl are 
nearly Identical, A slmila1:' conclusion may be drawn 
with respect to the SAl and CPS2 surfaces by comparison 
of Fig. 9 with Fig. 1 (c). Thus, translation-vibration 
energy transfer, as well as the total integrated reaction 
probability, depends predominantly upon the inner re­
pulsive wall of the surface. 

The above conclusions are probably not restricted to 
the HeHi system alone, For Instance, the difference in 
the ehape or the repulsive wall has been Identified" as a 
source or the dynamical difference on the different sur­
face• for the reaction 

H1 +1-HI+H, (R2) 

along with the difference ln the position of maximum 
curvature of the minimum energy path with respect to 
the repulsive energy release along the reaction coordi­
nate. Polanyl and Sathyamurthy18 have also recently 
found that large differences In dynamical behavior among 
a variety or endothermic reactions could be explained In 

J, Chom. PhvL, Vol. 67, No.8, ·15 Dctobor 1977 
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terme of the ehapo of the inner repulsive wall of the po­
tential-energy surface, 

0 

Hayes ct al." have recently published an ab initio sur­
face for the reaction 

(R3) 

They have fitted their results to a DIM function, and the 
re1ulttng surtace Is very similar to that for (R1). A 
vtbratlonless collinear trajectory at 1. 1 eV for (R3) Is 
al1o lound to be reactive suggesting that there may not 
be vibrational enhancement for (R3) on the DIM surtace. 
Several thousand trajectories for the 11 = o, 1, and 2 
vibrational states of H j at .-nerglus varyl!llf between 
0. 94 and 1. 4 oV confirm this, 11•19 Hence, it appears 
that a DIM functional Cit has a bias In Us description of 
the lhapo ••l the Inner repulsive wall and alternate pro­
cedures, such as spline interpolation, may be needed In 

-
0.80 1.00 

order to reproduce the ab i11itio data with sufficient ac­
curacy. Studies In this direction are In progress. tt 

We have also examined collinear vibrational Inelastic 
scattering at energies below the reaction threshold for 
the He+ Hj collisions. Chapman and Hayer• have com­
puted the vibrational excitation probabilities Pa-t by 
quantum mechanical procedures as a function of the total 
energy of the system and have observed large oscilla­
tlonl. They explained these oscillations In terms of 
open- and closed-channel resonances. Thll provides a 
further opportunity to compare quaslclasslcal trajectory 
(QCT) methods to quantum mechanical methods and to 
compare the two surfaces, · 

Batches of 100 trajectories were computed on'tha 
DIM surface at total energies of O. 48, 0. 51, and 0, 537 
eV with the H ~ in its v = 0 state. The P0• 1 value!! are 
reported In Table Ill along with the quanta! results. Not 
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FIG. 9. Finn! vlbrntlon en­
eriJY ln eV as a function of 
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gion, - - .. nonreactive region, 
• reauttve trajectory, o 
nonreactive trajectory. 
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TAULE Ill. Vlbrntlorut.l e:<ultntlon pt·otmbllltlol P 0 • 1 on 
the two •u rfao111. 

r, .. f!l.M SAl 

ln eV ~M" ~C'l' lNOECEN'I' QCT I NO!:: CENT 

o. 48 o. 95 0,45d o. 253 0. ~41 
0, 50 o. ~7 0. 361 o. 261 
0. 51 0.05 o. 534 0, 271 0,289 . 
0.52 o. 24 o. 003 0,275 
0.537 0, 80 0. G21 0. 368 0.495 o·.2a4 

'Reference 20, 

surprisingly, the QCT results vary smoothly from 0. 458 
to 0. 534 to o. 621 while the quanta! results vary rapidly 
from 0. 95 to 0. 05 to 0. 80. A plot of the final vibrational 
energy of Hi as a function of Its Initial vibrational phase 
at a total energy of 0. 537 eV In Figure 10(a) shows large 
oscUlations suggesting that a classical S matrtx11 .a1 

study might be able to reproduce the quantum oscilla­
tions. For comparison, corresponding INDECENorU 
trajectories were computed and their results, presented 
In Table III, show purely statistical behavior. As one 
would expect, the trajectories are very complex and 
long lived, an example of which Is shown In Fig. ll(a). 

Results on the SAl surface are distinctly dUferent, 
There are no violent osclllatlona In the vibrational ener­
gy va vibrational phase plot at 0. 537 eV, shown In Fig. 
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li'IG. 10. l'lnal vlbratl,nRI tmentY aa u. runotlon of inittal vl­
bratlono.l ~hR15e rcJr t' •0 of 111, at 11 totol energy of 0. 537 eV for 
(a) Dl M and (h) SAl eurlac~•. The horazontal Uno indlcateo 
the 11 • l !I tate t)f Hi. 
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FIG. 11. !NDECEl'T tra)ectorlel at 0, 2437 eV for (a) DIM 
and (b) SAl ourfaceo, - trajectory; --- potential-energy 
contours In kcalimole; dletanceo In a. u. 

lO(b), IUIIiestlng that large resonances may not be ob­
served In this energy range on the SAl surface but are 
rather an artifact of the DIM Itt. Also, similar to the 
behavior at ener~rlea above reaction threshold, the SAl 
1111rface 11 lesa efficient In converting translational en­
ergy Into vibrational energy than Is the DIM surface. 
Vibrational exc ltatlon prabahlllties from INDECENT cal­
culation• show a smooth behavior and the trajectories 
are also direct and short-lived as shown In Fig. ll(b). 

Chapman and Hayes"0 estimate the lUetlmes In the 
resonance region as 3x 10"10-lx 10"'3 sec. The Increased 
Wetime for an average trajectory on the DIM surface 
when compared to an average trajectory on the SAl sur­
face Is estimated to be 0. 9 x 10'"13 sec. This suggests 
that quantum mechanical resonance is reflected in clas­
sical calculations in the form of "snarled" trajectories 
of comparabl~ lifetime • 

CONCLUSIONS 

For Reaction (Rl), the !Mer repulsive wall Is the most 
crucial topological feature of the potential-energy sur­
face. Thll Is particularly true for the lower Initial Ht 
vibrational states. The dUference In shape of the repul-
8tve wall 1eema to be the origin of the dynamical dUfer­
ence on the DIM and SAl surface• far the He+ H; reac­
tion. The DIM analytic function probably has a blaa In 
tt1 de•crlptlon of the Inner repulsive wall region even 
though It reproduces other features of the ab initio sur­
face correctly. Hence, in fitting ab initio data, alter­
••ate Interpolation procedures mull be considered and 
care must be taken to fit accurately the Inner repulalve 
wall region as well aa other topological features. Plata 

J. Cham. Phva .. Vol. 87, No.8. 15 October 1977 
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of vlbratlonless trajectories, final vibrational energy 
(11~ as a function of Initial vibrational phaae (q), and the 
use of spline- fitted composite surfaces can serve as 
valuable diagnostic tools. 

. Tbe DIM and SAl surfaces predict significantly dlf­
ferent vibrational excitation probabilities below reaction 
thre.llhold with the DIM surface being more efficient In 
converting translational energy Into vibrational motion, 
The DIM surface exhibits a large "chattering region" In 
Its v' vs Vibrational phase plots, which Is probably In­
dicative of the resonance behavior observed by Chap­
man and Hayer0 for this surface, Interestingly, despite 
the 3, 5 kcal/mole well on the SAl surface, It does not 
exhibit any "chattering region" and hence possibly no 
resonance, 

ACKNOWLEDGMENTS 

It Ia a plea1111re to thank Profusor D. G. Truhlar for 
Inspiring thle study, N. S. would like to thank Drs. J, L, 
Schreiber and R. B. Davidson for valuable dlscusslona 
and Profeuor J. C, Polanyl for his kind hospitality and 
llllpport, J, W. D. Is l(rateful to Profuaor P •. Brumer 
for 1111pport during this work. We alao· extend our thanks 
to the National Science Foundation for financial 1111pport 
on grant MPS75-18967. 

1J. C, Polanyl, Ace. Chem. Reo. 5, 181 (1972). 
2J. W. Dull and D. G. Truhlar, J. Cbem. Phyo. 82, 2477 

(1975). . 
1W. A. Chupka, J. Berkowitz, and M. E. RuooeU; VI Interna­

tional Confes·encil on the Phy1icl ol Electronic and Atomic 
Colliolono (M.I. T,, C~mbrldgo, Maeoachuoetts, 1989), p, 71. 

'P. J. Brown and E. F. Hayes, J. Chem. Phys. 55, 922 
(1971). 

'M. H. Alexander and E. V. Berard, J. Chem. Phyo. 80. 
3950 (1974), 

1N. Sathyamurthy, R. R3ngarajan, and L. M. Raf( J. Cbem, 
Phyo. 8of., 4606 (1976). 

7(a) D. J. Kouri and M. Baer, Chem. Phys, Lett. 34, 37 
(1974). (b) C; Stroud, N. Sathyamurthy, R. Rangarajan, and 
L. M. Raff, Chem. Phys. Lett. 48, 350 (1977), 

'P. J. Kuntz, Chem. Phys. Lett. 18, 581 (1972). 
1(a) D. R. McLaughlin and D. L, Thompson, J. Cbem. Phys, 

58, 4393 (1973). (b) N, Sathyamurthy and L. M. Raff, J. 
Chem. Phys. 83, 464 (1975). (c) N. Sathyamurthy and L. 
M. Raff, "Spline Packages," Program 322, Quantum Cbem­
iotry Program Exchange, Indiana University, 1976, 

10N. Satbyamurthy, G. E. Kellerhals, and L. M. Raff, J. 
Cbem. Phys. 5of., 2259 (1976), 

11W. H. Miller, Adv. Chem. Phye. 25, 69 (1974), 
1:Thl1 point has been dlocuaoed by several authors. For exam­

ple, ••e T. L, Cottrell ~nd J. C. McCool:rey, Mol~crdar En­
""lfY TmnsfeY ift Gasos (Butterwortha, London, 1961), Chap. 
6. 

"J. L. ~chroiber, Ph.D. thoois, University of Toronto, To­
ronto, Canada, 1973. 

118, H. Mahan, J, Chern. Educ. 51, 308, 377 (1974). 
"Tho autboro are indebted to the referee for dlocuooio .. re­

lated to this point. 
11J, C. Polanyi and N, Sathyamurthy (to be publlohed), 
17E. F. Hay11, A. K. Q. 8iu, F. M. Chapman, Jr., and R. 

L. Matcba, J. Cbem. Phyo, 55, 1901 (1976), 
11N. Sathyamurthy (unpuhllobed). 
11C. Stroud and L. M. Ralf (unpubliohedl. 
11F. M. Chapman, Jr. and E. F. Hayeo, J. Cham. Phyo. 51, 

44oo (19751; ee. 1o32 119761. 
21J. R. Stine and R. A. Marcus, Chem. Phyo, Lett. 29, 575 

(1974). 
11C. F. Gieoe and W, R. Gentry, J. Cbem. Phya. 53, 3144 

(1975), 

J. Chem. Phys., Vol. 67. l'oo. 8, 1 S Oct-r 1977 



APPENDIX C 

CALCULATION OF THE KPK POTENTIAL-ENERGY 

SURFACE AND ITS DERIVATIVES 
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The potential-energy surface determined experimentally by Keil, 

Parker, and Kuppermann (5lc) has the following form 

EG potential VEG ~ 0.030 eV 

137 

V = Morse-type potential VMorse < 0.012 eV and 
R < 4.4 A 

Vander Waal•s tail > -0.0004 eV and 
- 0 

R > 4.4 'A 

The form of the EG potential is given in Appendix A. The form of the 

Morse-type potential is 

v = Morse 

where e:0, e: 2, S, Rm , and r are constants fitted to the experimentally 
J. q 

determined differential cross sections and are given in Table XIX. The 

Vander Waal•s tail has the form 

_ 8 (c6(n) c8 (n) ) 
VVdW - ~ - 6 + 8 P (cose) 

n=O R R n 
n even 

where c6(n), c8(n), and Pn(cose) are the same quantities as those used 

in the calculation of the EG surface. In the expression for VVdW' R 

must be in atomic units and the resulting potential is in hartrees. 

The EG and Morse-type potentials are joined by cubic splines, which 

ensures continuity of the potential energy across the junction. Splines 

are also used to connect the Morse-type potential to the Van der Waal •s 
0 

tail in the region R > 4.4 A, VMorse > -0.0006 eV, and VVdW < -0.0004 eV. 

In the course of a trajectory the system may sample parts of four differ-

ent potentials. 

The derivatives for these regions must be calculated carefully. 
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The EG and spline derivatives have already been given. The derivatives 

for the Morse-type potential are 

av;aa = -3 E2sinacosa[exp(2s(l-R/R )) - 2exp(S(l-R/R ))] + m m 

(28R/R 2)(R r /(l+r ))[(l+r sin2a)/(l+r )]-l/ 2 (E0+E 2 P2 (co~a)) m m! q q q q 

[exp{28{1-R/Rm)) - exp{s(l-R/Rm))]sinacosa , 
0 

where the units are eV/A for av;aR and eV/radian for av;aa. The deriva-

tives for the Van der Waal •s tail are 

8 6C6(n) 8C8 (n) 
av;aR = ~ 7 + 9 P (cosa) 

n=O R R n 
n even 

aV/aa 

where the units are hartree/bohr for aV/aR and hartree/radian for av;aa. 

The derivatives of Pn{cose) are given in Appendix A. 

TABLE XIX 

EXPERIMENTALLY DETERMINED MORSE PARAMETERS 
FOR THE He - C02 SYSTEMa 

aReference 5lc 

Eo = 0.00298 ev 
E2 = -0.00191 eV 

8 = 4. 59 
0 

Rm = 3.31 A 
.L 

rq = -0.52 
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