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CHAPTER I 

NATURE OF THE PROBLEM 

Introduction 

Socioeconomic inequality exists between rural and urban areas in 

this Nation. President Richard Nixon (70, p. 245) emphasized its 

seriousness in his first State of the Union message saying that, •rvast 

areas of rural America have been emptied of people and promise, while 

our central cities have become the most conspicuous area of failure in 

American life." The issue of rural-urban imbalance has been long 

recognized by concerned citizens in the United States and other parts of 

the world. Policies to alleviate economic distress in American rural 

and urban areas pre-date the New Deal and are in effect today. 

This study analyzes the application of the growth center strategy 

found in Title IV, Part B of the Public Works and Economic Development 

Act of 1965 (PWEDA, PL 89-136). Detailed analysis of PWEDA (Title IV, 

Part B) is developed in Chapter II; however, the basic idea is simply 

stated: concentrate limited federal rural development dollars in those 

communities with a potential for development that will spread to depressed 

rural areas. The strategy is intended to stimulate job opportunities in 

growth centers that are attractive to unemployed and underemployed 

growth center and rural residents. By creating job opportunities in 

growth centers, close to the depressed areas, impoverished rural resi­

dents can either commute or migrate to their growth center jobs. In 

1 
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either case, impoverished residents would be encouraged to stay near 

their home. Thus, the rural to urban migration flow would be reduced, 

and attendant p~oblems for both migrants and recipient areas avoided. 

This policy is, however, controversial. For example, theoreticians 

cannot agree on specific characteristics a growth center must possess. 

Moreover, this policy is unlikely to be favored by at least two special 

interest groups: representatives of cities ineligible for growth center 

designation because their populations are too large, and representatives 

of small communities ineligible for growth center status because policy­

makers decided they were too small to offer growth potential. In fact, 

one recently completed study of the Economic Development Administration's 

(EDA) growth center strategy claims that the growth centers that have 

been designated are not doing the job for which they were intended (40) 

(80)(83). Although valid research issues exist with respect to all of 

these issues, it is important to examine, at regular intervals, whether 

the existing growth centers are achieving their desired objectives. 

This is, in fact, the main objective of the earlier study (40)(80)(83). 

The contention herein is that the earlier study was prematurely con­

ducted. Therefore, this study analyzes the growth center (GC) strategy 

as applied to one Economic Development District: The Southern Oklahoma 

Development Association district (SODA) located in south central Oklahoma 

(Figure 1). 

This particular development district is of interest for several rea­

sons. First, all three of its growth centers were studied in the earlier 

EDA project. Second, SODA's growth centers were among the first desig­

nated. Therefore, the projects completed therein will have had as much 

time as is possible to take effect. Third, a lifelong residency by this 
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Source: Personal correspondence with Sanders Mitchell, Oklahoma Liaison 
Officer, The Ozarks Regional Commission. 

Figure 1. Oklahoma Planning Region IV (SODA) and the Ozarks Region-­
Darker shaded area represents original Ozarks Region and 
lighter areas represent new areas added in August, 1972. 
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researcher in the SODA district provides him with more familiarity with 

the problems the various funded projects were designed to overcome than 

possessed by members of the earlier research team. In several instances 

new facts emerged strong enough to warrant questioning the earlier re­

searcher's conclusions. The survey methodology used to obtain data for 

the analysis in Chapter Four is extremely labor intensive and time con­

suming. Therefore, the limited resources at this researcher's disposal 

have permitted an exhaustive study only of one district, SODA. 

Purpose of the Study 

The main purpose of this study is to reexamine the results of the 

earlier study. Shortcomings and changes will be pointed out. Five addi­

tional objectives are: 

1. To review literature leading to the evolution of the con­

cepts of polarized growth and growth centers, 

2. To present a concise socioeconomic description of Oklahoma 

Planning Region IV (SODA), 

3. To examine Positive Action Program (PAP) documents and 

EDA-funded project statistics for evidence that a growth 

center strategy has been followed in SODA, 

4. To calculate income and employment impacts of permanent 

jobs generated by firms whose SODA location is attrib­

utable to EDA-funded projects, 

5. To provide an assessment of EDA policies designed to 

alleviate economic distress in SODA and to provide 

recommendations for further efforts. 
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The Organization of the Study 

The next chapter highlights the evolution of the theory of polarized 

growth. Selected theoretical problems, which complicate the implementa­

tion of growth pole theory, are then discussed. A controversial side 

issue is the optimal size community to be selected for growth center 

designation. Research on this issue is reviewed as an example of the 

ambiguous nature of growth pole issues. A review of United States 

depressed area legislation and the implementation of the growth center 

strategy in SODA concludes the chapter. 

Chapter Three is a socioeconomic description of the SODA district, 

the geographic setting of the study. The statistics reveal long-term 

trends typical of lagging rural regions. This·economic distress was an 

important reason.the district organized to take advantage of aid offered 

through PWEDA. 

Chapter Four examines PAP documents whose preparation by GC leaders 

was made a prerequisite to the consideration of GC project proposals. 

Several descriptive statistics reflecting the funding of EDA projects in 

SODA are then examined. The conclusion is reached from this evidence 

that a pragmatic growth center policy has been followed in SODA. A re­

view of completed EllA-funded projects in SODA (with emphasis on permanent 

job creation) then ensues. This review is built on definitions used in 

Milkman's 1970 SODA evaluation so that his critical conclusions may be 

reassessed (40)(~0)(83). The analysis then turns to the results of a 

ten percent stratified random sample of the employees of nine SODA firms 

located in Ada, Durant, and Atoka. Inferences are drawn from the sample 

data about the firms' employees with respect to direct wage and earning 
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effects, migration effects, commuting effects, and direct effects on dis­

advantaged employees. 

Chapter Five calculates total (direct, indirect, and induced) in­

come and employment impacts of the ten SODA firms (the nine allowing 

employee sampling plus an additional firm not permitting employee par­

ticipation) using multipliers derived from an input-output model recently 

estimated for the SODA district. The purpose of these calculations is 

to highlight the significant secondary effects that the firms are having 

on the. district economy and to utilize in these calculations a valuable 

tool that, although available for several years, has received little use 

by district planners. 

Chapter Six summarizes this study highlighting SODA's first decade 

as an Economic Development District operating under EDA guidelines. 

Recommendations for policy changes and further research on district 

problems are made. 



CHAPTER II 

GROW1H POLE 'IHEORY: EVOLUfiON, UNSEITLED 

ISSUES, AND APPLICATION 

This chapter has three objectives. First, key concepts of growth 

pole theory are set forth. Second, a sample of unsettled issues demon­

strates that Francois Perroux's appealing process of polarized growth 

lacks theoretical perfection. Finally, a review of the origins of United 

States depressed area legislation indicates that the unsettled issues 

have not prevented application of growth center policy. Thus, the pur­

pose of this chapter is to provide the reader with an introduction to 

the implementation of grow.th pole theory. 

Evolution of Growth Pole Theory 

Although many have written about growth poles and growth centers, 

only a few key concepts are needed to trace the evolution of the theory. 

Francois Perroux (54) is the father of the growth pole idea. Contempo­

rary theory and policy has evolved from his concept of abstract economic 

space developed in the article, "Economic Space: Theory and Applica­

tions," in which he stated space is not only three dimensional, but 

multidimensional and that economic space is analogous to topological 

space in its mathematical sense. His process of polarized growth em­

bodies the combination of the concept of a pole as a vector of forces 

with Schumpeterian innovation. However, not until 1961 did Jacque 

7 
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Boudeville, a follower of Perroux, make the critical link between eco­

nomic and geographic space. The evolutionary sequence is explained more 

fully in the following subsections. 

Three Dimensional Space is Illusionary 

Perroux thinks that viewing space as exclusively three dimensional 

creates the illusion that man is a boxed-in material object. He thinks 

this illusion derives from two observations residents of small European 

nations were making: first, that large nations possessed abundant eco­

nomic resources relative to the meager ones of small nations and second, 

that they were boxed in a small three dimensional container--the politi­

cal boundaries of their nation. From these realistic observations they 

developed the notion that the "small country is condemned to impotence, 

dependence and exploitation" (54, p. 89) . Thus, they blamed the small 

size of their nations, relative to others in three dimensional space, 

for their economic woes. Additionally, political leaders found this 

prevalent idea a convenient scapegoat. They promoted the notion that 

small national size is responsible for economic problems, thus permitting 

them to divert attention from their own mistakes. 

Perroux (54, p. 90) thought the notion that the "relations between 

different nations consist exclusively in men and things as material ob­

jects contained in a container" to be contradicted by evidence in the 

contemporary world. He thought the world economy more than a simple 

aggregation of national economies, each defined by its own political 

boundary. Rather a nation's geographical space, demarcated by its po­

litical boundaries, is but one of many overlapping and interrelated 

spaces. The mathematical concept of abstract space extended to economic 
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science is all that is needed to dispel the illusion that small size is 

the cause of small nation impotence. 

Economic Space Parallels 

Topological Space 

Mathematicians distinguish between Euclidean space and abstract 

topological spaces which are comprised of multidimensional structures 

of abstract relations: 

By pure and simple transposition of this distinction between 
Euclidean and abstract space, we may distinguish in our dis­
cipline as many economic spaces as there are constituent 
structures of abstract relations which define each object of 
economic science (54, p. 91). 

Thus, economic activity transcends the boundaries of three dimensional 

space. Utilizing this analogy, Perroux (54) distinguishes three types 

of economic space: 

1. Plan-defined economic space consisting of, 

the structure of relations defining the plan of the 
economic entity and also the plans of other economic 
entities with which it is associated (p. 91). 

2. Economic space as a force-field, 

consisting of centers from which centrifugal forces 
emanate and to which centripetal forces are attracted. 
Each center being a center of attraction and repulsion, 
has its proper field, which is set in the fields of other 
centers (p. 95). 

3. Economic space as a field of homogeneous objects where, 

each economic entity has, or has not a structure more 
or less homogeneous with those of other entities which 
are its neighbors topographically or economically 
(p. 96). 

For example, a firm may be thought of as a focus releasing centrifugal 

forces into its economic space, such as those associated with the sale 

of its output, or centripetal forces, such as those that attract 
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personnel and materials to it. Economic space conceived of as a field 

of forces is important to this study because it leads to the idea that 

geographical space is polarized, to the notion of development poles 

to the birth of the growth center concept. 

Schumpeterian Innovation Drives 

Economic Growth 

Joseph Schumpeter (63) hypothesized that economic evolution results 

from innovations that are generated by individuals with particular 

talent, vision, and daring. Imitators then keep an evolutionary wave 

going by copying innovational changes. However, they reap less economic 

gain from any innovation than its innovator because they are neither as 

able nor are they the first to try any particular innovation. Over­

expansion by imitators eventually leads to an economic correction, which 

eliminates marginal firms and forces others to adopt cost-reducing~inno­

vation in order to survive. Schumpeter developed his theory to explain 

business cycles as a result of the introduction, adoption, and eventual 

saturation of the economy by innovations. 

Perroux postulated that innovation, in a Schumpeterian sense, is 

the driving force behind economic growth. Over time, innovation in old 

or new products and processes leads to the growth of existing industrial 

sectors and to the development of new ones. The growth of industrial 

sectors results in the growth of sectors linked to them as suppliers of 

inputs and to the growth of sectors which they in turn supply. Cumula­

tive growth results from direct and indirect innovational impacts. Al­

though Schumpeter (63, ~ 100-102) noted that innovations neither appear 

regularly nor spread evenly, Perroux (55, p. 310) extends the 
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Schumpeterian process when he proclaims that growth "shows itself in 

points or poles de croissance, with variable intens~ties; it spreads by 

different channels and with variable final effects for the economy as a 

whole." Thus Perroux's pole is a derivative of his concept of economic 

space as a force-field. What, however, is the meaning of Perroux's 

poles de croissance? 

Perroux's Meaning of Polarized 

Growth in Economic Space 

Consistent interpretation betweep growth pole theorists is difficult 

because of semantic confusion. A good example occurs in the use of the 

word pole and its derivatives (19)(24)(34). 

The contemporary meaning of pole is given in Webster's Dictionary 

(87) as, "either of two opposed forces, parts." An alternative defini-

tion is "a long stick of wood, metal, etc." However, J. R. Lausen (34, 

p. 159) suggests the term pole, as it is used in modem languages, com­

bines the meanings of the Latin root words ''palus" (stake) and "polus" 
··l 

(axis). Palus conveys the image of the word ''vector," which Webster (87, 

p. 281) defines as "A quantity, such as a force, having direction and 

magnitude." Polus conveys the image of opposing poles generating forces 

which attract or repulse elements between them. 

Perroux uses pole in its "pal us" sense. Perroux' s growth pole is 

a vector of economic forces, one of whose elements is the force of grow-

ing industrial sectors. The semantic confusion arises because Perroux 

uses a current word in a relatively unknown sense. This study refers to 

polarization in accord with Perroux's usage. Although a pole intuitively 

would appear to exist in a geographic sense, Perroux's theory, as 
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reviewed up to this point, has not directly linked activity in economic 

space with activity in Euclidean space. 

Boudeville Links Polarized Economic 

Activity with Geographic Location 

Perroux's (54) original discussion and application of economic space 

theory does not emphasize the possible connection between the polarized . 

growth process envisioned and development of a localized geographic area. 

rfe seems to have intentionally omitted a discussion of this connection. 

Perroux's theory is an optimistic one offering encouragement to the resi­

dents of small nations that the small geographic size of their nation 

does not doom them and their country to economic dependence and exploita­

tion. He omits the link between geographic space and the other economic 

spaces in order to emphasize the point that geographic size need not doom 

a small nation, because forces in other spaces provide as powerful 

development forces as those derived from large geographic size. 

Jacque Boudeville (11, p. 2), a follower of Perroux, makes the 

first major effort to join economic space with geographic space. He in­

sists that abstract economic space theory "is the application of mathe­

matical space on or in a geographic space." He also thinks three types 

of economic space exist, but adds a geographic orientation which is not 

contained in Perroux's (supra, p. 9) original definitions: 

1. A planning region is a continuous area localized in geographic 

space, formed for the purpose of carrying out plans of some authority to 

attain economic goals. 

2. A polarized region is also a continuous area localized in geo­

graphic space, but its parts are interdependent and exchange relations 
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with a dominant regional center of gravity (pole) are greater than with 

neighboring regions. 

3. A homogeneous region is a continuous geographic space whose 

characteristics within are more nearly alike than between it and the 

characteristics of other regions. 

Likewise, Boudeville's (12, p. 11) conception of a growth pole is 

geographically oriented; in Problems of Regional Economic Planning, he 

first claims that, "A regional growth pole is a set of expanding indus­

tries located in an urban area and inducing further development of 

economic activity throughout its zone of influence." Farther along he 

explains himself more fully: 

It would be preferable to describe poles as geographical 
agglomerations of activities rather than as a complex system 
of sectors different from the national matrix. In short 
growth poles will appear as towns possessing a complex of 
propulsive industries (p. 112). 

Because of his explicit introduction of geographic considerations into 

Perroux's theory, Boudeville (29) bridges the gap between abstract space 

and geographical space. 

Selected Unsettled Issues in Growth Pole 

Theory and Growth Center Policy 

Synoptic reviews of growth pole theory and growth center policy, 

such as Allen (1), Cameron (15), Hermansen (29), and Lausen (34), bring 

out elements of three theories: (a) growth pole theory, (b) central 

place theory, and (c) innovation theory. However, the exact inter-

relationship between them is ill-defined. Thus, the reviews raise more 

theoretical questions than they answer. 
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Even a partial review of unanswered questions reveals the scope of 

issues raised in conjunction with growth pole theory. Thomas (75, p. 58 

and p. 71) claims we need to know why, how, and where growth poles grow, 

what the spatial dimensions of growth poles with surrounding hinterlands 

are, and what the pattern of industry, firm, and sector growth is within 

a pole and over time. Tolosa (76, p. 222) additionally calls for empha­

sis on the influence of time on the distribution of poles. Hermansen 

(29, p. 65) echoes Thomas to a great extent, but calls for greater em-

phasis on the relation between growth pole theory and central place 

theory. Hermansen and Thomas, moreover, plea for research on the rela­

tion between polarized development and innovation diffusion. Thomas, for 

example, wants the rate and nature of innovation adoption intrafirm, 

interfirm, and interpole studied. 

Thomas (75, p. 58) considers another set of concepts that need 

examination under the heading of cost reduction. He wonders, for exam­

ple, whether agglomeration economies, which reflect cost reductions 

stemming from the colocation of economic activity, are significant at 

growth poles. Thomas' cost reduction topics also encompass internal 

economies of scale and economies of innovation. For example, do lower 

costs per unit of output and/or per unit of research occur in larger 

plants? However, Darwent (19, p. 23) cautions that few even agree on 

an operational definition of agglomeration economies. 

Nevertheless, the concept of a polarized growth process has intu­

itive appeal for regional policyrnakers. They can easily understand the 

potential benefits to a depressed region of combining the economic field 
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of forces associated with an innovative industry with the field of eco­

nomic forces already existing at a geographic location. If the impetus 

is strong enough and continued long enough, the sector (of which the 

industry is a member) and the geographic location (at which the industry 

is located) might grow. As Lausen (34, p. 139) explains, "Around the 

industries and their location, sectorally and geographically, the activi­

ties linked to the leading ones grow faster than their counterparts 

elsewhere." 

The appearance can even be given that agreement exists between 

theorists as to the characteristics propulsive firms should possess. 

For example, Hermansen (29, p. 169) writes of both propulsive firms (in­

dustries) and key ones. He thinks that a propulsive firm or industry is 

relatively large, utilizes advanced technology, is highly innovative, 

and exerts a large influence on its environment through interindustry 

linkages. Hermansen's key firm or industry must be even more innovative 

and propulsive. Additionally, its products should face a highly income-

elastic demand curve, a requirement recognizing that long-term prospects 

are brightest in those firms and industries whose demand grows relatively 

faster than the income levels of the consumers of its product. Finally, 

he believes the firm or industry should belong to a fast-growing sector 

of the economy. 

Similar to those listed by Hermansen, Niles Hansen (24) feels the 

propulsive firm (industry) should possess three characteristics: 

First, it must be relatively large in order to assure that it 
will generate sufficient direct and potentially indirect ef­
fects to have a significant impact on the economy; second, it 
must belong to a relatively fast-growing sector; and third, 
the quality and intensity of its interrelations with other 
sectors should be important so that a large number of induced 
effects will in fact be transmitted (p. 717). 
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Jean Paelinck (52), however, warns that the application of growth 

pole theory in geographic space is incomplete. He calls growth pole 

theory a conditional theory of regional growth because it establishes 

the conditions under which regional growth may occur at accelerated 

rates, but does not establish conditions predicting the geographic loca-

tion of a pole. 

Growth Center Policy Raises 

Contradictions 

Growth center policy is seemingly an attempt to implement growth 

pole theory in spite of its unsettled theoretical foundation. Nations 

implementing a growth center policy usually do so by designating central 

places as sources of concentrated development efforts. France, Canada, 

West Germany, Norway, Sweden, and the United States are a few nations 

that have attempted or have at least recognized merit in the growth cen-

ter philosophy. Nevertheless, a growth center policy raises contradic-

tions in addition to those raised by growth pole theory. 

Potential expansion of hinterland resident incomes is an alleged 

positive feature of growth center policy. Cameron (15, p. 46) and 

Thomas (75, p. 59), for instance, believe that concentrating development 

in a center will enhance incomes of hinterland residents more so than 

giving income directly to them. The skeptical Darwent (19, p. 13), how-

ever, cautions, "empir:ical demonstration of inducement effects is not 

satisfactory." 

The pattern of human migration forms the core of another growth 

center controversy. An early European Free Trade Association study (57, 

p. 64) suggests that migration follows a hierarchial pattern. That is, 
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people prefer to move to job opportunities located in communities higher 

in the same central place system rather than to places in other systems. 

If this unsupported assertion is true, it augurs favorably for growth 

center policy. Creation of job opportunities within growth centers is 

an integral part of the strategy. By choosing as centers communities 

below those in the highest hierarchial level of a central place system, 

the migration flow might be turned from this level (presumably contain­

ing the largest cities) to smaller communities with a lower loss of 

satisfaction on the part of migrants. However, Cameron (15, p. 54) 

argues that the unemployed will not migrate to regional centers even if 

job opportunities are there, because they are tied to their present 

locations by friends, relatives, property holdings, or for psychological 

reasons. Therefore, the empirical pattern of human migration responding 

to created jobs becomes an important issue. 

An implicit assumption of the growth center philosophy, according 

to Cameron (15, p. 40), is that unit infrastructure costs fall as growth 

center size increases. There is also evidence to indicate that unit 

infrastructure costs may eventually increase with increases in growth 

center size. Thus, some city size in between must minimize these unit 

costs. 

Niles Hansen (26)(27) is critical of the EDA's strategy of concen­

trating the use of program tools in small centers. He prefers to concen­

trate development efforts in intermediate-sized cities and to encourage 

residents of smaller lagging areas to migrate to them. Hansen's (25, 

p. 279) review of research studying the optimum city size issue leads 

him to believe that the term "minimum" is more useful than "optimum" 

when used in conjunction with the per capita costs of services. Hansen 
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believes that the minimum-sized city able to provide the range of ser~ 

vices needed by people and firms is in the neighborhood of 250,000 popu-

lation or above. 

Harry W. Richardson (58, p. 35) also believes that "a minimum 

threshold size for a city may be more sensible than an optimal size." 

After reviewing many of the same studies that Hansen does, he concludes 

that much of the evidence 

... supports the view that 200,000 to 250,000 is a minimum 
city population for providing a comprehensive range of ser­
vices. . . . lbut] This is not to deny that for many services 
a population of 30,000, 50,000, or 100,000 may be sufficient 
(58, p. 35). 

Luther Tweeten (77, p. 845) also suggests that the city size issue 

has bearing on the provision of both public and private goods and ser­

vices; he concludes that "a given quality of connnunity services can be 

provided most efficiently in cities of 20,000 to 1 million residents." 

With respect to the question of city size and private firm profitability, 

Tweeten (77, p. 845) asserts that "Preliminary results indicate that 

profit rates within a given industry do not differ significantly by city 

size." 

The notion that communities should be a minimum size before they 

qualify as growth centers is a frequently raised point of controversy and 

is an issue particularly pertinent to SODA. The July, 1974, estimated 

populations (44) of the three SODA growth centers are: Ada (16,900), 

Ardmore '(23,500) and Durant (11,600). Thus, the population size of two 

SODA growth centers is below Tweeten's lower size limit. If policy 

makers become convinced that Hansen's view is valid and consequently 

revise legislation, growth centers the size of SODA's would probably no 

longer receive preferential treatment. However, no consensus has been 
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reached about what the minimum size should be, as the following review 

demonstrates. 

Does an Optimum Growth Center 

Size Exist? 

.Is there a growth center size that is optimal in some sense? A 

myopic definition of an optimum might be, for example, the city popula­

tion level minimizing per capita costs of city services. This notion 

is somewhat similar to the economic concept of scale economies. 

Conceptually, as a result of economies of scale, long run per unit 

costs decline~ reach a minimum, and then rise as plant size increases. 

In the same sense, city operating costs might reflect economies of scale 

as the city acquires a mininn..nn cost infrastructure mix. Empirical evi­

dence reviewed in the ensuing discussion, although inconclusive, sheds 

light on the issue. Two studies are reviewed in depth and conclusions 

extracted from several others. The S.V.I.M.E.Z. (73) and Morris (41) 

studies illustrate some of the complexities involved. The remaining. 

studies suggest that no single city size is optimal in the cost sense. 

A Minimum Standards Approach. One empirical approach to this prob­

lem is based on the "standards" technique. The idea is to measure the 

per capita cost of providing a minimum amount of necessary infrastruc­

ture. An Italian study (73) of infrastructure costs reveals a broad 

range of population size classes within which per capita costs rise but 

very slightly. Table I summarizes this study. 

When the per capita costs are indexed with the city size class 

20,000-50,000 equal to 100, per capita costS are 27.7 percent higher 
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TJ\l>Lb I 

INDIO~S 01~ INFHASTRUCTIJHE COST 

Index Index 
20,000-50,000 20 ,(J00-50 ,ooo 

= 100 = 100 
(excluding hos- (including hos-

Population Size pi tals & high pitals & high 
Class schools) schools) 

up to 5000 127.7 227.0 

5,000-20,000 101.5 112.5 

20,000-50,000 100.0 100.0 

50,000-100,000 104.7 102.0 

100,000-250,000 110.5 108.0 

250,000-600,000 120.4 118.0 

600,000 & over 140.3 138.0 

Source: K. Allen, "Growth Centers and Growth Center Policy," 
I<.cgional Poli{' in the .European Free Trade Association: 1m 
Examination o tne 'GrOwth Center'"'1"aea. University of 
GlasgO\i: SoCiarahd Economic StuCI1eS, Occasional Paper 
NuruLer ten. Edinburgh: Oliver and Boyd, 1968, p. 90. 
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for communities below 5,000 persons. The same per capita cost level is 

not approached again until the 250,000-600,000 size class is reached. 

However, these results have been criticized by both Cameron (15) and 

Allen (1) because the Italians assumed that per capita costs of hospi­

tals and secondary schools did not vary with community size. 

Allen atteiT!pted to modify the Italian study. He assumed that a 

hospital and senior high were provided in each community. Column three 

gives the recalculated index, again taking the 20,000-50,000 group of 

cities as 100. As can be seen in the plot of both indices (Figure 2), 

the series including the hospitals and schools falls much more steeply 

in the size categories below 50,000 than the unmodified series and is 

flatter than the unmodified series for categories above. Allen and 

Cameron (15, p. 42) both conclude, "the figures suggest that the infra­

st~cture cost curve conforms to the typical U-shaped distribution, with 

the minimum cost range lying between communities of 30,000 and 250,000 

population." 

An Aggregation Approach. A recent study by Douglas Morris (41) 

tackles the economies of city size question head on. Morris asserts 

that the lowest segment of a per capita cost curve marks the smallest 

city size range that should be the focus of public policies to encourage 

growth, whereas the city size range showing the highest per capita cost 

might be discouraged from growing. In order to find the optimum city 

size range, Morris aggregates per capita cost curves for various com­

munity services into a per capita cost curve of providing community ser­

vices by city size (Figure 3}. He concludes that the optimal city size 

has a population of ab.out 300,000. 
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Morris adds nine components together to find the aggregate curve. 

When the services are considered singly, before aggregation, some of the 

services studied exhibit both economies and diseconomies of city sizes 

over the range of sizes considered. Explicitly considered are police 

department expenditures, the per capita cost of obtaining quality air, 

the national mean cost of fire insurance, of general hospitalization, 

of primary and secondary education, and of providing electric service, 

sewage service, refuse collection, and public water service. 

Mention of a few limitations in Morris' study, typical of efforts 

to estimate an optimal city size, should be illustrative. First, the 

optimum size is the one that existed in about 1970. Thus, Morris' (41, 

p. 116) study does not consider how the optimum city size changes over 

time.. Second, the study considers the optimum size city for providing 

community services, yet several were omitted: employment bureau admini­

stration, postal, telephone, welfare administration, doctor, dental, 

local government administration, transportation, natural gas utility 

services, outdoor recreation, higher education, and cultural activities, 

for example. Probably no one study can consider all simultaneously. 

Third, the optimum-sized city is dependent on the kinds of services in­

cluded in the cost estimates. For example, in an appendix, the trans­

portation costs by city size are reported, and the optimal city size is 

determined with transportation costs composed of an "opportunity cost 

of time spent in transit plus the cost for transportation per se" (41, 

p. 128), included. The effect of combining transportation costs with 

the other per capita community service costs is to shift the optimum 

city size from 300,000 to 500,000. Thus, it seems that the optimum-sized 
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city is an illusive figure. A brief review of two other studies further 

reveals the inconclusive nature of optimum city size research. 

Other Optimum City Size Investigations. Colin Clark (17) was an 

early investigator. He concluded, in his study seeking to analyze the 

ability of cities of various sizes to provide a desirable range of ter­

tiary services, that a city of 150,000 could supply these needs ad~­

quately. Cameron (15, p. 43) cites a study of five Indian cities which 

reveals little variation in infrastructure cost over the range of city 

sizes studied, although generally costs of social infrastructure "fell 

irregularly but consistently from the 48,000 city level to 212,000, in­

creased again for the 323,000 city, and thereafter remained constant." 

Thus, some scientific basis appears to exist for choosing as growth 

centers communities from a wide range of population sizes, rather than 

Hansen's larger "intermediate" sized communities only. Semantic con­

fusion caused by using the term "growth center" in two senses may also 

be contributing to the indecision over the minimum size of a growth 

center. 

Two Types of Growth Center. Induced growth centers are those in 

which deliberate efforts are being made through public policy measures 

to enhance growth. Spontaneous growth centers grow without deliberate 

public policy efforts. According to Collier (18), Perroux, Boudeville, 

Hirschman, and Hansen have developed their theory with the spontaneous 

growth center in mind. Hansen, for example, argues that a genuine 

growth center is an intermediate size city (in the 250,000 to 750,000 

population range). Because growth acceleration in them will be easier 

than in lagging regions, they offer the opportunity for "the most 



26 

efficient use of public funds for development programs" (25, p. 279). 

Here Hansen appears to be talking about the spontaneous type, because in 

the same paragraph he admits that "such centers do not 'need' any govern­

ment subsidy," presumably because their growth is already self-sustaining. 

Additional perspective on spontaneous growth centers is provided by 

Alonso and Medrick. 

William Alonso and Elliott Medrick (2, p. 230) delineate spontane­

ous growth centers (SGCs) throughout the nation by-comparing census 

figures with an operational definition of a SGC that arbitrarily sets 

as a minimum criterion "a rate of net in-migration twice that into the 

total set of Standard Metropolitan Statistical Areas (SMSAs) as defined 

in the 1960 census." The aim of this study is limited to describing 

the role of SGCs in the temporal urbanization of American society. The 

study covers the time period since the turn of the century (1900). Dur­

lng this period SGCs contributed 50 percent of all metropolitan growth, 

but SGCs in the smaller 50,000-250,000 size class contributed a declin­

ing share (2, p. 235). The smaller size class is of particular interest 

because SODA's central places are even smaller in size. 

Alonso and Medrick found that SGCs of the smaller size class con­

tributed a declining share primarily because the growth rates of smaller 

centers are highly variable over time. Small centers with a fast growth 

rate quickly grow out of the small class, while small ones exhibiting a 

discontinuous burst of growth quickly begin to lose ground in terms of 

absolute population and thus disappear as SGCs in the following decade. 

Thus, small-sized SGCs probably have a great local importance but little 

affect from a national standpoint. If they successfully retain the SGC 
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label, they tend to develop a staying power and outgrow the small size 

class (2, p. 238). 

In conclusion, it should be noted that SGCs designated by Alonso 

and Medrick in the midwest exhibited a complete turnover between the 

1950s and 1960s. Of the three close to SODA, Oklahoma City and Ft. Smith 

have been SGCs for only two discontinuous decades, while Dallas received 

a four-decade label (2, pp. 245-6). Generally though, Alonso and Medrick 

(2, p. 248) argue that American growth policy has been too restricted to 

"the question of induced growth centers in areas of retarded develop­

ment," and they call for federal guidance in the development of a 

system of urban areas in keeping with national objectives. Rather than 

pursuing objectives of national population distribution planning, let us 

pause to examine the origins of legislation that led to the designation 

of SODA's three growth centers. 

Application of Growth Center Policy 

in the United States 

An exhaustive study of federal involvement in subnational problems 

could begin with land distribution legislation in the 1800s (42). Some 

of Roosevelt's New Deal Programs had regional overtones. For example, 

1ne National Resources Planning Board (NRPB), established with the 

passage of the National Industrial Recovery Act of 1933, recommended 

that improvement districts be set up with multicounty or multistate 

boundaries. The Tennessee Valley Authority (TVA) is another Roosevelt 

program that is regional in nature. · However, these programs were not 

specifically designed to bring federal aid to economically depressed 
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subnational areas. Their emphasis was national full employment and on 

moving the unemployed to new jobs and new locations. 

Interest in regional problems heightened as World War II drew to a 

close. Congress was concerned that the closing of war-related industries 

and facilities might create rising unemployment in their vacinity. Two 

bills were introduced reflecting these concerns. The Hays-Bailey bill 

was introduced in September, 1945. This bill, probably the first United 

States legislation dealing specifically with problems of underdeveloped 

areas, emphasized slowing rural emigration, bringing industry to rural 

areas, and raising rural incomes and standards of living. It is also 

notable because it represents a shift in policy emphasis from the New 

Deal philosophy of "people to jobs" to the current "jobs to people" 

philosophy. Although the Murray-Sparkman bill introduced in June, 1949, 

was primarily an economic expansion bill calling for national full em­

ployment, its Title V set forth tools useful in regional high unemploy­

ment areas. This title provided for federal technical assistance, 

collection of regional economic data, public works grants and loans, 

preferential loans to small business, federal procurement in depressed 

areas, and manpower training and relocation assistance. Many of these 

tools are currently in use, although neither bill was enacted. 

Major legislative efforts in the United States to bring federal aid 

to economically depressed geographic areas are attributed to Senator 

Paul H. Douglas. "Douglas's contribution in the main was that he suc­

ceeded where others before him had failed" (42, p. 2-14). His efforts 

to construct special programs for rehabilitating depressed areas during 

the Eisenhower administration are well documented (35)(42). However, 

Eisenhower's basic position was that problems of economic adjustment in 
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subnational areas were the concern of local citizens. Federal efforts 

to aid the economy should be limited to macroeconomic policies aimed at 

assuring a high national level of employment and income. 

Senator Douglas' interest in aiding depressed areas was kindled 

during his 1954 re-election campaign visits to economically depressed 

southern Illinois. His first depressed-area bill was introduced in the 

Eighty-fourth Congress (January, 1955), but the attempt died in the House 

Rules Committee. Douglas introduced another bill in the Eighty-fifth 

Congress (1957) and a depressed-area bill was finally passed, only to 

fall to Eisenhower's pocket veto after Congress adjourned. Several 

pieces of depressed-area legislation were introduced into the Eighty­

sixth Congress (1959) because the 1958 recession heightened interest in 

employment-stimulating legislation. Included was a revamped version of 

the Douglas bill. However, the 1959 recovery dampened enthusiasm for 

stimulative legislation. Nevertheless, Congress finally passed Douglas' 

third effort, which also suffered a Presidential veto in May, 1960. 

John F. Kennedy became interested in Douglas' bills while a Senator. 

His promise to give depressed area legislation top administrative pri­

ority was an effective campaign tool in the depressed textile area of 

his home state, Massachusetts, and in the depressed coal mining area of 

West Virginia. Additionally, Kennedy was exposed to other depressed 

areas of the nation during the presidential campaign. Immediately after 

his election, Kennedy appointed Senator Douglas chairman of a special 

task force to investigate problems of depressed areas. The report, 

recommending Douglas' program as the first step, was submitted to 

Kennedy.before inauguration on New Year's Day; and Senate hearings were 

begun by Douglas two days before inauguration. The Douglas bill, very 
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similar to the one previously vetoed by Eisenhower, quickly cleared Con­

gress. Douglas' only compromise was to give up his desire that an inde­

pendent agency be formed to handle the depressed area problem in exchange 

for the Administration's wish to give administration of the new program 

to the Department of Commerce. On May 1, 1961, President Kennedy signed 

the Area Redevelopment Act (P.L. 87-27) and after almost six years of 

effort, the nation's first legislation' specifically designed to treat 

problems of subnational depressed areas was launched. 

Three Durable Program Tools 

Three of the tools presently used to treat depressed areas were 

included in Douglas' original proposals as formalized in the Area Re­

development Administration (ARA). According to Levitan (35, p. 45) 'Dn­

derlying Douglas' approach was the assumption that there was inadequate 

venture capital in such areas for new or expanding industry!' Thus credit 

for firms locating or expanding in depressed areas became a key program 

tool that manifests itself presently in the Economic Development Admini­

stration Business Loan Program. Controversy has, however, always sur­

rounded credit provision facilities, with some individuals favoring 

federally guaranteed privately provided loans, and others favoring direct 

loans at lower-than-market interest rates. Additional controversy centers 

on the total amount of credit to be made available, loan duration, proper 

use of the funds, and the extent of federal participation. In practice, 

funds are-usually supplied, from a combination of federal, state, and 

private sources, and are used to purchase land, equipment, and buildings. 

Frequently, the loan is made to a tax-exempt public trust or corporation 

which constructs and equips the manufacturing facility to the firm's 
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specifications, and then leases the whole facility back to the firm for 

20 to 25 years. Provisions are usually made to purchase the facility 

for a nominal sum at the end of the term. Property taxes are thereby 

avoided for the lease's duration. 

The second tool is the provision of federal funds to subsidize the 

construction of infrastructure in depressed areas. The Douglas view was 

that certain types of public facilities might never be constructed in 

depressed areas without federal aid. This view is manifest in the EDA 

Public Works Program. Controversy has also always surrounded this tool, 

with proponents arguing that private industry is attracted to communities 

able to offer good schools, amenities in the form of public facilities, 

and adequate public utilities. Opponents argue that adequate funds are 

available through other federal agencies, through the power of munici­

palities to issue tax-exempt community facility bonds, and that federal 

funding of infrastructure moves in the direction of federalizing munici­

pal finance (35, p. 134). Douglas had a personal bias toward providing 

industrial water facilities as a first step toward industrial develop­

ment of depressed communities; and, in fact, industrial water and sewer 

facilities are prevalent among EDA projects. He also favored projects 

promising to provide new permanent jobs; however, federal assistance is 

not limited to projects of this type. A preoccupation with counting 

the number of permanent jobs to be created nevertheless appears in pro­

ject applications, and a penchant for counting jobs actually created is 

emphasized in evaluations (40). 

A third program tool originating with Douglas' legislation and 

carrying through both the ARA and the EDA is the provision of technical 

assistance grants. TI1ese grants are intended to help communities 
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develop their own economic potential and are not restricted to use by 

depressed area applicants. During the first two years of ARA activities 

(through April, 1963), funds were committed to ARA program options as 

follows (35, p. 155): 

Industrial and commercial loans 
Public facilities loans and grants 
Technical assistance 
Training 

Total 

$111 million 
82 million 
8 million 

14 million 

$215 million 

The relatively limited technical assist~nce (TA) commitment is only 4 

percent of the total. In practice, TA grants have been used to pay for 

feasibility studies, management assistance, resource use studies, and 

project evaluation reports. One TA grant significant to SODA was the 

1967 grant used to pay the Fantus Company to study the feasibility of 

locating warehouse facilities in the region. Because Fantus was aware 

of the area's features, it passed its recommendation on to Uniroyal, 

which subsequently built a 1600-employee radial tire manufacturing plant 

in Ardmore. 

Demise of the ARA 

Even this brief introduction to the legacies of the ARA, the organi-

zation that developed program tools in the extant EDA approach, reveals 

that ARA was born in a caldron of political compromise. Its legislative 

guidelines unfortunately were not tightly enough framed to prevent it 

from falling victim to the very forces creating it: 

Congressional pressures to designate eligible areas and ex­
pend funds played havoc with any notions of planning enter­
tained by program administrators . . . experience dictated 
policy. As each element requisite to project approval was 
isolated, a guideline was issued declaring an agency policy 
to require that element in future policy (40, p. 3). 
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After passage of the Act, political pressures mounted for the imme­

diate selection of eligible areas. Since the ARA had no staff with 

which to draft selection criteria, the new agency was forced to call on 

other departments (particularly the Departments of Agriculture and Labo~ 

to determine eligible areas (35, p. 64). Redevelopment areas were 

designated on a county-wide basis. Within eight months of the ARA's 

formation, about 1,000 counties were ruled eligible to receive funds, 

almost one-third of the counties in the United States. Moreover, the 

Secretary of Connnerce required the ARA "to distribute the projects 

widely among the several states" (42, p. 2-23). The ARA's four-year 

appropriation was $551.9 million, although actual obligations were only 

$352.3 million. Thus, only about $88,000 per county per year was dis­

tributed, assuming an equal distribution per county. Financial details 

of completed SODA public works projects are given in Table XVI (page 95). 

As can be seen, $88,000 is a small amount compared with projects funded 

under the EDA. ·This evidence supports the criticism that the ARA seri­

ously overextended its ability to contribute significantly to alleviat­

ing distress (40, p. 4). 

Other problems beset the ARA. Early reports and news releases 

filed by an enthusiastic ARA staff predicted job creation and unemploy­

ment reduction that did not materialize. The lack of uniform project 

and area eligibility criteria brought cries of political motivation in 

project selection. The General Accounting Office accused the ARA of 

"Doctoring and inflating employment statistics to cast favorable light 

on its programs" (42, p. 2-24). Overall Economic Development Plans 

(OEDP) required of counties before they qualified for ARA financial 

assistance 'were poorly conceived and failed to contain essential 
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economic data needed for future economic planning" (35, p. 197), because 

they were usually written by ad hoc groups of county leaders lacking 

planning expertise. In short, Milkman (40, p. 4) claims that the ARA's 

image "was tarnished by mistakes and unrealized expectations." 

The EDA Builds on Past Experience 

The Johnson administration submitted its message on area and 

regional development in March, 1965, and the Public Works and Economic 

Development Act (PWEDA) encompassing administration recommendations was 

signed into law in August, 1965. The new Act permitted the question of 

area eligibility to be considered anew. In addition to increased appli­

cations of the three ARA tools previously discussed, several new fea­

tures. of PWEDA are designed to overcome deficiencies of the ARA. 

The clamor of one thousand counties claiming eligibility for ARA 

funds had proved an excessive burden on the ARA. Additionally, since 

most eligible areas lacked funds with which to hire planning staffs, 

OEDP preparation and planning was handled for most applicants for ARA 

funds by part-time volunteers. The result was inadequate long-range 

planning. Therefore, the new Act provides that multicounty Economic 

Development Districts (EDD) be formed to investigate economic deve1op­

ment problems common to the whole district. A new category of grants 

is provided to hire full-time, nonfederal, planning staffs for the 

development districts. Although requirements for OEDPs are retained, 

they are to be prepared by the district staffs under the guidance of the 

citizens comprising the district's board of directors. Moreover, the 

OEDPs are to cover the district as a whole rather than to be a separate 

OEDP for each county. In order to minimize the chances that EDDs might 
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be designated too hastily, the Act provided a one-year grace period be-

fore district boundaries could be designated and project grants in them 

approved. 

Since EDDs might be formed that did not contain a single depressed 

county, the Act specifies that eligible districts contain counties des-

ignated by EDA as Redevelopment Area counties (RAs). The RAs· are sup-

posedly the most economically depressed counties in the EDD. In the 

SODA district, for example, Johnston, Coal, and Atoka counties were 

originally designated RAs (Figure 4). 

The most controversial part of the legislation is ·the provision for 

the designation of economic development centers or growth centers (GC) 

as they will be called. In Milkman's (40, p. 125) view, a center is 

"expected to provide infrastructure, jobs, and services not otherwise 

available to residents of the distressed hinterland . . . it is expected 

to serve as a center for migration in the area." This so-called GC 

policy is the attempted United States effort at implementation of the 

growth pole theory discussed above. Specifically, Title IV, Part B of 

PWEDA, authorizes the Secretary of Commerce: 

... to designate as "economic development centers," in 
accordance with such regulation as he shall prescribe, such 
areas as he may deem appropriate, if ----

(a) the proposed center has been identified and included in an 
approved district overall economic development program and 
recommended by the State or States affected for such special 
designation; 

(b) the proposed center is geographically and economically so 
related to the district that its economic growth may reason­

.ably be expected to contribute significantly to the allevia­
tion of distress in the redevelopment areas of the district; 
and 

(c) the proposed center does not have a population in excess 
of two hundred and fifty thousand according to the last pre­
ceding Federal census (78, p. 147). 
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~ng Documentation for the ~Growth Center 
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Figure 4. The SODA District, Growth Centers, and Redevelop­
ment Area Counties 
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The sequence of events leading to the designation of SODA as an EDD 

and Ada, Ardmore, and Durant as GCs provides the starting point for the 

SODA case study. Although 67 districts had been authorized for estab­

lishment by September, 1966, and Corpus Christi, Texas, designated as 

the first GC in December, 1966 (40, p. 130 and p. 170), SODA did not 

receive its EDD designation until February, 1967. ·Ada was the first GC 

designated, followed by Ardmore and Durant (40, p. 154). 

EDA policy statements implementing and interpreting PWEDA are 

issued as Economic Development Orders. The first ~ 1-28) was 

issued January, 1967 (83, Appendix D3). Although this is the MEDO under 

which all ~1ree SODA growth centers received their designation, it is 

but a one-page restatement of Part B of PWEDA (supra, p. 35) . 

MEDO 1-28 was revised and expanded by the version issued in March, 

1968. Although SODA's growth centers were already designated, the new 

MEDO, entitled "Economic Development Center Strategy," is considerably 

more interpretive than the first (83, Appendix D5). The strong wording 

in this EDA policy statement is intended to insure that expenditures in 

GCs benefit the RAs of EDDs by directing that communities designated as 

GCs be the places most likely to contribute to alleviating distress in 

district RAs. Furthermore, projects undertaken within centers are to 

be those "directly improving the employment opportunities of unemployed 

or underemployed residents of redevelopment areas and/or making public 

services and facilities more readily available to residents of such 

areas" (83, p. D.6). 
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Additional administrative criteria are imposed by the new MEDO. To re­

ceive a GC designation, the candidate center must be establishing or 

implementing a comprehensive planning program which includes a strategy 

for assimilating unemployed and low-income residents of RAs into the 

GC's economy. Moreover, "each center should have a sizeable local mar­

ket, a relatively large well-trained labor force, the prospect of 

developing a diversified economy, and a population base of at least 

25,000" (83, p. D.7). The second MEDO was still in effect at the time 

the growth center program was evaluated in 1970 and influenced the con­

tent of SODA Positive Action Program (PAP) documents and project appli­

cations submitted after its issuance (83)(80). 

This brief introduction cannot fully capture the political and 

legislative firmament from which United States depressed-area policy 

has been born. However, it does provide some background for this study 

which seeks, among other objectives, to look again at the GCs of an EDD 

which is a key element of Milkman's ( 40, p. 125) earlier evaluation, an_ 

evaluation allegedly showing "that EDA growth centers are not function­

ing in [th~ prescribed manner." 

Sunnnary 

Three topics were examined in this chapter. First, the evolution 

of key theoretical concepts was sketched. Second, a selected review of 

issues raised by the intuitively appealing concept of polarized growth 

revealed both their scope and unsettled nature. Third, a review of en­

abling United States legislation demonstrates that the host of unsettled 

issues has not prevented application of Perroux's ideas. 
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Perroux developed hi~ polarized growth process to explain what he 

perceived as an illusion held by residents of small European nations 

that the small geographic size of their nations was responsible for 

their economic woes. To dispel this illusion he introduced the concept 

of multidimensional space, one dimension of which is economic space. 

Perroux thought growth resulted largely from Schumpeterian innovation 

impulses which tended to colocate in vectors of economic activity he 

called poles of growth. Later, Boudeville extended the process to ex­

plain growth in geographic space. 

The concept of polarized growth holds much appeal for some people 

concerned with economically-depressed regions. They believe that, by 

using legislative policy to direct economic activity toward selected 

communities in lagging regions, job opportunities will be provided and 

distress in the surrounding area alleviated. 

Policy makers in the United States have instituted a GC strategy 

without waiting for the solution to unsettled theoretical issues. How­

ever, resources were spread too thin to achieve desired results under 

the ARA. By adopting the GC strategy, the EDA has given itself a logi­

cal reason to limit the communities in which projects are placed. Never­

theless, over the years the number of districts and GCs across the 

nation have proliferated. This tendency is probably politically moti­

vated. The pressure to throw a little chunk of the political pork 

barrel to every constituent community is great, and may even be a neces­

sity for administrative survival. 

Empirical evaluation of the GC strategy is scanty. Milkman's (40) 

(80)(83) study is mentioned in this chapter. However, his study was con­

ducted only three years after SODA growth centers were selected. As 
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will be observed in the fourth chapter, many of the job-creating pro­

jects in SODA had barely been approved by the time the first study of 

projects was undertaken. However, before the results of one decade of 

GC strategy are examined, the stage needs to be set by documenting SODA 

as an economically-distressed region. 



CHAPTER III 

POST WORLD WAR II REGIONAL 

RESOURCE DIMENSIONS 

A main goal of national efforts to redevelop a region is to cause 

changes in the economic structure of the region relative to the national 

economy (21, p. 16). This goal is especially justifiable if, by increas­

ing the utilization and productive capability of the resources of a lag­

ging region, real national output and income can be increased. The 

purpose of this chapter is to present a synopsis of recent trends in 

dimensions of human and natural resources of SODA as background for ana­

lysis of the effects of EDA-funded projects. 

A Regional Relative to National Approach 

The "bread and water" of regional development planning "is knowledge 

of basic and human natural resources of the region" (21, p. 10). Further­

more, legislation promoting development efforts emphasizes regional dif­

ferences from national norms as indicators of regional status (53, p. 6~ 

(72, p. 4)(78, Titles IV, V). Therefore, the general approach taken in 

this chapter is a comparison of selected human and natural resource 

dimensions of SODA with their national counterparts. 

Clues to causal forces at work are sought with this description of 

the SODA economy. I1owever, interpretation is clouded because an adver.se 

41 
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long-t~rm deviation of a regional time series from its national norm 

may indicate more than one structural weakn~ss in a regional economy. 

For example, weaknesses in human resource statistics n~y indicate under-

investment in regional human resources, under-investment in regional 

productive capital, or both. Thus, caution must be used in interpreting 

descriptive data lest a causal force be spuriously identified. 

Benjamin Chinitz's (16)(49) Taxonomy of Distressed United States 

Areas provides a framework for the discussion. Chinitz identified seven 

types of distressed areas, and enumerates a set of characteristics for 

each. They are: 

Model I rich and rapidly growing distressed areas 

Model II - well-to-do mature distressed areas 

Model III - not-so-poor depressed rural areas 

· Model IV - poor depressed rural areas 

Model V - Appalachia 

Model VI - large city ghettoes 

Model VII - Indian reservations 

Model IV (poor depressed rural areas) fits SODA. The identifying 

characteristics for Model IV areas are that: 

a. The areas be a low-income area'whose median level family 
income is less than 40% of the national average, 

b. declining agriculture be a factor, 

c. community facilities be primitive, 

d. the population be relatively unskilled and uneducated, 

e. often a majority of the population is Negro, 

f. out-migration has been heavy, 

g. the level of employment may be high, but the income 
generated is insufficient (16, p. 140). 
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The synopsis that follows contrasts SODA resource characteristics with 

the Model IV set. Detailed considerations then follow. 

Recent Regional Resource Trends 

Synopsis 

The geographic area of interest is located in south central Okla­

homa (Figure 1, p. 3) (Figure 4, p. 36) and currently is known by four 

names: SODA, The Oklahoma Ozarks, Oklahoma Planning Region IV, and Fun 

Country. The Southern Oklahoma Development Association (SODA) name was 

chosen when the ten counties originally organized to apply for Economic 

Development District status under the Public Works and Economic Develop­

ment Act. Additionally, the region is part of the western edge of the 

original Ozarks Regional Commission Area, a multistate area whose commis­

sion was authorized by Title V of the same Act. The whole Ozarks area 

exhibits many of Chinitz's Model IV socioeconomic characteristics~ The 

Region IV designation was assigned by the Oklahoma Industrial Develop­

ment and Park Commission when it delineated substate planning regions 

throughout Oklahoma and was made official by an Executive Order of the 

Governor issued May, 1971. The Fun Country title is the name given the 

ten-county area by the Park Commission to emphasize its tourism and 

recreation aspects. 

SODA fits Benjamin Chinitz's Model IV distressed area sterotype 

well. Several basic measures of human resources provide typical values. 

For example, the average level of education, although increasing, lags 

relatively further and further behind the nation. Moreover, the distri­

bution of individuals by age class indicates that SODA's population is 
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relatively older than the national population. Additional evidence is 

provided by unemployment rates and median family incomes. The regional 

unemployment rate was greater than the national one until 1970 and over 

time, relatively more SODA families have received incomes below the 

national median. Although industrial employment opportunities developed 

in the region in industries similar to national ones, the growth rate of 

those opportunities is slower than the national rate. Net migration 

patterns reflect a reversal of a long-term trend. Whereas net out­

migration was common during the fifties, some counties exhibited net in­

migration during the sixties, perhaps signalling an end to the exodus 

from SODA. 

Basic natural resource measures also support SODA's designation as 

a depressed rural region. Regional agriculture, for example, has 

followed national trends in that farm consolidation has occurred for 

two decades, accompanied by a decline in the relative importance of agri­

culture as a source of regional employment. Moreover, the region's agri­

cultural product has shifted from grain crops to a livestock orientation. 

Additionally, mineral resource statistics suggest that this once impor­

tant source of regional income and jobs no longer has the strength it 

once did. 

This synopsis can be ended on an optimistic note, however. SODA 

residents have about two and a half times the per capita surface area 

of inland water available to them as is available nationally. Thus, 

perhaps the recreation and retirement industries are still avenues of 

regional opportunity. The detailed analysis supporting these conclus­

ions is set forth in the following subsection, beginning with indicators 

of the quantity and quality of regional human resources. 
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HlU!lan Resource Measures 

Education. One simple indicator of human resource quality is the 

average level of education attained by post school age adults. Median 

school years completed by persons 25 years old and over is presented in 

Table II for the years 1950, 1960, and 1970, by county. As can be seen, 

the educational level rises for both males and females each decade. 

However, the national level does too. Note that in 1950, Carter county 

males attended school a median of 8.8 years, only 0.2 of a year less 

than the national median. If the difference between county and national 

median years completed is.defined as the "education gap," then by 1960 

this gap had widened t0 0~4 of a year, even though a median of 9.9 years 

of school had been completed by Carter county males. The trend continued 

to 1970. Median years completed jumped to 11.5, but the gap between 

Carter county and the ·nation widened to 0.6 of a year. The Carter county 

trend is typical of SODA counties. Even though the median years com­

pleted increases from decade to decade, the national median increases 

more rapidly. 

Carter and Pontotoc have been the two leading counties over the 

three decades, although Bryan and Love counties have both moved repeat­

edly upward in the rankings. The expansion of Southeastern State Uni­

versity in Durant and its ready accessibility can be offered as an 

explanation of the Bryan county move, although Love county has no such 

handy explanation. A possible explanation is that Garvin, Murray, 

Carter, and Love counties lie along a major transportation route (Inter­

state 35) which is becoming a development axis between Dallas/Ft. Worth 

and Oklahoma City. The observation that Garvin and Murray counties, 
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TABLE II 

EDUCATIONAL ATTAINMENT BY PERSONS TWENTY-FIVE 
YEARS OF AGE & OVER 

1960 
Med. f.!eJ. 
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E>70 
Mer-

County Years Cm.mty Years County Years 

1'toka 
Coal 
Love 
Johnston 
I!urray 
Hryan 
i'·Iarshall 
Carvin 
Pontotoc 
Carter 

State 

Atoka 
Coal 
;v!arsllall 
Jolmston 
Love 
Garvin 
;_;ryan 
~-lurray 

Pontotoc 
Carter 

State 
i~ation 

Source: 

7.5 
7.6 
7.8 
3.0 
8.3 
8.4 
8.4 
8.5 
8.6 
8.8 

8.9 

9.0 

8.0 
8.2 
8.4 
8.5 
8.5 
8.7 
8.8 
8.8 
9.1 
:) • 3 

9.6 
9.b 

:ra1es 

Coal 
/\toka 
Johnston 
Love 
ilarslwll 
~1urray 
Bryan 
Garvin 
rontotoc 
Carter 

8.1 
8.2 
8.2 
8.4 
8.6 
8.() 

8.7 
8.5 
8.8 
9.9 

10.0 

10.3 

Fer1ales 

Atolza 
Coal 
.Jolmston 
Love 
~-lurre1y 
Garvin 
>larsllall 
Bryan 
Pontotoc 
Carter 

8.4 
8,5 
8.7 
8.9 
8.9 
~). 0 
9.1 
9.3 
9.5 

10.6 

10.6 
11). 7 

Jo!mston 
Atoka 
Coal 
Marshall 
Love 
Murray 
Garvin 
Bryan 
Pontotoc 
Carter 

Coal 
Atoka 
.Jolmston 
Love 
l' Iars hall · 
Garvin 
1-iurray 
Bryan 
Pontotoc 
Carter 

U.s. Bureau of the Census, U.S. ~;wmnaq., Detailed 
Characteristics (1960, PC(l)TI5) Table 73, and General 
SoClal and Econor.1ic C1aracteristics (1970, PC (l)C38) 
Table 1"2lr. 

8.6 
8.7 
8.9 
9.3 
9.5 

10.0 
10.3 
10.4 
11.1 
11.5 

12.1 

12.1 

9.0 
9.2 

. 9. 2 
10.2 
10.4 
10.6 
10.6 
10.8 
11.4 
11.4 
12.1 
12.1 



also lying along the interstate highway, have moved up or at least 

remained the same in ranking while other counties have fallen, backs 

up this intuitive conclusion. 
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Age. Another indicator of the quality of regional human resources 

is the distribution of individuals by age class relative to the same 

distribution nationally. FigureS gives indicators of this type. Each 

value plotted represents the proportion of the regional population fall­

ing in a particular age bracket relative to the proportion of the 

national population falling in the same age bracket. A ratio greater 

than one indicates that the region has a relatively greater proportion 

of its population in the age class being considered than the proportion 

in the same age class nationally. 1 

A clear trend is evident over the two-decade period, which can be 

best viewed by dividing the entire distribution into three segments. 

The first segment is the younger-than-working-age population. The pat­

tern of Figure S indicates that in 19SO relatively more individuals were 

in this category than were in the same category nationally, although by 

1970, the pattern for this segment had reversed. The second segment is 

the working-age years (about 16 to SO). This category changes little 

over the two-decade period. Each decade the pattern indicates relatively 

fewer working-aged individuals regionally than nationally. Finally, the 

pattern for the age brackets over age SO shows a consistent shift from 

a 19SO position roughly on a par with the nation to the 1970 one indica­

ting that individuals in their elder years are about ~.6 times more 

prevalent than nationally. Thus, the age composition seems to indicate 

a region whose working-aged human resources have educated themselves 

and then fled, seeking better job opportunities elsewhere. 
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Figure 5. Distribution of Individuals by 
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The age tree given in Figure 6 substantiates the long-term trend. 

It proportionately distributes SODA's population as of the 1970 census 

into 16 classes. The pattern exhibited is typical of an area whose 

population is heavily weighted with older folk. 

Unemployment Rates. Table III lists SODA and national unemployment 

rates and the difference between them. The SODA rates are arithmetic 

averages of'the average annual percent of the civilian labor force unem­

ployed. The positive gap, indicating that regional rates exceed 

national rates, persists until 1970. The gap, however, progressively 

narrows, and even becomes negative for three years. The longest reces­

sion since the Great Depression began in the third quarter of 1973, and 

an increase in the national unemployment rate accompanied it. The posi­

tive gap reappeared in 1974 and increased in 1975. 

The series of unemployment rates in Table III lends support to the 

belief that a high level of national economic 'activity is needed if 

progress is to be made toward alleviating regional distress (86, p. 11). 

Fluctuations in SODA unemployment rates, moreover, appear to lag the 

national rates. For example, the national low of 3.5 percent occurred~ 

1n 1969, about four years before the 1973 SODA low. 

The average regional rate also masks intraregional variability. For 

example, the 9 percent, 1975 regional average does not reveal the fact 

that the une~ployment rates in the 3 RA counties (Atoka, Coal, and 

Johnston) were 13,3, 16.8, and 7.9 percent, respectively, 

Income. Another facet of the quality of regional human resources 

may be observed by considering the distribution of families by money 

income class. The assumption is that money income serves-as a proxy for 
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TABLE III 

lli'JEHPLOYi'lb'n' RATES (SODA vs. 
U;.IITED STATES) 

United GAP= 
SODA States SODA-

Year (percent) (percent) Nation 

1962 8.8 5.6 +3. 2 

1963 8.9 5.7 +3. 2 

1964 8.2 5.2 +3.0 

1965 7.4 4.5 +2.9 

1966 6.0 3.8 +2.2 

1967 6.0 3.8 +2.2 

1968 5.2 3.6 +1.6 

1969 4.9 3.5 +1.4 

1970 5.3 4.9 +0.4 

lJ7l 5.2 5.9 -0.7 

5.3 5.6 -0.3 

1973 3.5 4.9 -1.4 

1~74 5.8 5.6 +0.2 

1975 9.0 8.5 +0.5 

Sources: (SODA) are average annual rates averaged for all but Garvin 
County (1962-1969) and all counties (1970-1975) from the 
Oklahoma Employment Security Commission lianc.lbook of Labor 
Force Data. Vol. 1 (1952-1963), Vol. 2 (1964-1967}", Vol. 3 
(1968-TITii) give infonnation based on a "place of work" con­
cept; Vol. 4 revised (1970-1973), Vol. 5 (1974-1975) give 
infonnation based on a "place of residence" concept. 

(United States) is from the Economic Report of President, 
1976, Table B-24, p. 199. . 
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the return to the sale of human resources by regional households. The 

technique is the same as used in the study of ages, with each point (on 

Figure 7) representing the proportion of the regional families falling 

in a particular income bracket relative to the proportion of the 

national population falling in the same income bracket. 2 A ratio 

greater than one indicates that the region has a relatively greater 

proportion of its population in the income class being considered than 

falls in the same class nationally. 

Three difficulties with analysis of this income distribution need 

to be mentioned. First, there are no particularly meaningful groupings 

of income classes, as there are groupings of age classes for an age 

distribution. Whereas, the categories of younger-than-working age, 

working-age, and older-than-working age give a rough indication of the 

productive potential of the regional population at a point in time, 

about the best that can be done for the distribution of families by 

money income is to include hash marks for the median income, nationally. 

The second problem of comparing income distributions at different points 

in time is that figures for all brackets for each census are not avail­

able at the county level. Finally, each distribution is biased upward, 

relative to the distribution for earlier years. This bias is due to 

inflation over the two decades. Logically, the inflated values can be 

corrected by dividing by the appropriate regional and national price 

indices, but county-specific price indices are nonexistent. 3 

The outstanding feature of Figure 7 is the relatively large number 

of families in the higher-than-national me4ian income classes (in 1950) 

when compared with the higher-than-national median categories (in 1960 

and 1970). The 1950 values are relatively large in two senses: first, 
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a relatively large number when compared with the nation, in 1950; second, 

a relatively large number when compared with the higher-than-national 

median income classes in 1960 and 1970. In fact, Figure 7 indicates 

(relative to the nation) that more SODA families are finding themselves 

with lower-than-national median incomes. 

"Economists speak of the demand for productive factors as a derived 

demand" (60, p. 557), derived from the demand for the product they pro­

duce. Therefore, a look behind income to the industries employing 

regional residents may provide insight into the relative decline in the 

number of families earning the median national income. 

Regional Industrial Employment. The shift-share technique is used 

to compare regional employment changes with national (9) changes. This 

technique splits the absolute change in regional employment, within an 

industry and between two time periods, into three components. The first, 

designated the national growth component, is an amount of regional 

employment change proportional to the national employment change for the 

time period being considered. The second, designated the mix component, 

reveals whether or not the distribution of regional industries is fast 

or slow growing relative to the same distribution nationally. Finally, 

the regional share component indicates whether or not the region has an 

increasing or decreasing share of this national distribution. This 

verbal description of the three components may be symbolically repre­

sented as: 

where Ei, 1960 is the 1960 employment in industry i within the region; 
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Ei, 1950 is the same data for 1950; r is the national overall rate of 

employment growth; r 1. is the national rate of growth in industry i; r .. lJ 
is the rate of growth in industry i within the region. 

Table IV shows employment in SODA in each of nine major industrial 

sectors. The data is from a recent publication by Ashby (10) in which 

census data were made comparable for 1940, 1950, 1960, and 1970. The 

line for Agriculture, Agricultural Services, Forestry, and Fisheries 

will be used as an illustration of the computations. Columns one, two, 

three, and four of this line list actual employment levels in the SODA 

agricultural industry for 1940, 1950, 1960, and 1970, as aggregated from 

county data compiled by Ashby (10). 

Specifically, consider the change in agricultural sector employment 

between 1960 and 1970 (symbolically, Ei, 1970 - Ei,l960). There was a 

19.49 percent national growth in the nine major sectors during this· 

decade (symbolically, r = .1949). If SODA's agricultural employment had 

grown at this overall national growth rate, then 1,418 more individuals 

would have been employed in agriculture. This national growth component 

results from applying the overall national employment growth rate to the 

1960 regional level of agricultural sector employment (symbolically, 

rEi,l960 = .1949 X 7278). 

Nationally, employment in the agricultural sector decreased by 

1,608,444 individuals between 1960 and 1970, a 35.55 percent decline, 

in spite of the fact that overall industrial employment grew 19.49 per-

cent. This is reflected by the industrial composition mix rate, which 

is the difference between the national growth rate in an industry and 

the national all-industries growth rate (symbolically, r. - r = -35.55 -
1 

19.49= -55.04). Expressed in absolute terms, regional agricultural 



TABLE IV 

EMPLOYMENT AND RELATIVE SHIFT IN EMPLOYMENT 
BY MAJOR INDUSTRIAL SECTOR, SODA REGION 

(1940, 1950, 1960, 1970) 

Total Employment National Growth Industrial Hix 
Fffect Effect 

Regional Share Regional Share 
Effect Rates 

Industrial Sector i940 1950 1960 1970 1940-50 1950-60 1960-70 1940-50 1950-60 1960-70 1940-50 1950-60 1960-70 1940-50 1950-60 1960-70 

Ag, Ag Services, 
Forestry, Fisheries 28477 16881 7278 4407 7593 2613 1418 -12464 -8877 -4006 -6726 -3339 - 284 -.2362 -.1978 -.0390 

Mining 2688 4877 4767 3265 717 755 929 - 679 -2161 -1199 2151 1296 -1232 .8002 .2658 -.2584 

Contract Construction 2093 3948 4545 4789 558 611 886 844 - so - 252 453 35 - 390 .2162 .0089 -.0857 

Manufacturing 2575 3480 4690 7539 687 539 914 284 2ti6 - 447· - 65 405 2382 -.0253 .1164 .5078 

Transportation, Communi-
cations, Public Utilities 2353 3553 3404 3151 627 550 663 369 - 454 - 242 204 - 245 - 674 .0866 -.0689 -.1980 

Wholesale & Retail Trade 8877 10842 12161 12214 2369 1679 2370 1168 - 101 893 -1570 - 259 -3210 -.1769 -.0238 -.2639 

Finance, 'Insurance, & 
Real Estate 998 1106 1357 1661 266 171 265 38 312 250 - 196 - 233 - 210 -.1965 -.2104 -.1549 

Services 10206 10381 12323 15908 2721 1607 2402 . - 979 2362 2870 -1568 -2027 -1686 -.1536 -.1952 -.1368 

Total Government 1540 2101 2317 2938 411 325 452 1090 532 101 - 940 - 641 68 -.6104 -.3052 .0295 

Totals 59807 57169 52842 55872 -.2959 -.6102 -.5994 

Source: Regional ~1o~ent ~Industry, 1940-1970. 
conom1c alys1s, 1 5. 

Lowell D. Ashby and David W. Cartwright, U.S. Department of Commerce, Bureau of 

(Jl 

Q\ 
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employment would have decreased by 4006, had it declined at the compos­

ite industrial mix rate (7278 x -55.04). 

The third component mentioned above was the regional share effect. 

This component indicates whether or not agricultural employment in SODA 

declined during the decade of the sixties as rapidly as it did nation­

ally. The data reveals that agricultural employment declined at a 

regional rate 3.90 percent faster than the declining national rate 

(-.3945- (-.3555)), resulting in another 284 fewer employed in regional 

agriculture in 1970 than in 1960 (-.0390 x 7278). 

In sum, this analysis shows that agricultural employment in SODA 

between 1960 and 1970 would have increased by 1,418 individuals had SODA 

agricultural employment grown at the national overall industrial growth 

rate. However, SODA agricultural employment needed to decline by 2,587 

individuals for the decline in regional agricultural employment to match 

the national decline in agriculture. SODA's agricultural employment, in 

fact, declined more rapidly than nationally because agricultural employ­

ment was 2,871 less than in 1960. Similar calculations are given in 

Table IY for the remaining eight major sectors. 

Although the shift-share technique is incapable of separating the 

influence of demand from supply, it can reveal where regional-national 

differences lie. Several alternative views of these differences are 

possible, each equally valid in a descriptive sense. 

One view is obtained by forming the product of the national all­

industries growth rate and the total of the employments for the indus­

tries given in Table IV at the beginning of the decade. This is tanta­

mount to assuming that regional industrial employment grew at the 

national rate. Such computations indicate that the 1950 total regional 
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employment would have been 75,751 instead of 57,169, that the 1960 total 

regional employment would have been 66,019 instead of 52,842, and that 

the 1970 total regional employment would have been 63,141 instead of 

55,872, if SODA industrial employment growth had maintained the national 

pace. Thus, for three decades the region has failed to generate indus­

trial employment opportunities as fast as has the nation. 

Job creation is the viewpoint emphasized in Table IV because a 

main objective of regional development programs is job creation. This 

table reveals that the leading job-creating industry in SODA, in terms 

of total jobs created over three decades, is the services industry 

(generating a total of 5, 702 jobs). Manufacturing is second, having 

generated 4,964 jobs over the three decades. Heaviest losses were sus-

tained by agriculture, losing a three-decade total of 24,070 jobs. 

A third viewpoint is obtained by comparing national and regional 

industrial structures. Sectors with negative industrial mix effects 

grew at rates slower than the national all-industry growth rate and will 

be designated national slow-growth sectors. Sectors with negative 

regional share effects grew at rates slower than those for the same 

sector, nationally, and will be designated regional slow-growth sectors. 

For example, agriculture has been a slow-growth sector for three decades 

nationally and regionally. Mining, a national slow-growth sector for 

three decades, has become a regional slow-growth sector in the sixties, 

as has contract construction. Moreover, both mining and contract con­

struction have become regional slow-growth industries about a decade 

later than they became national slow-growth sectors. 

Manufacturing behaves differently. It has become a national slow­

growth sector only in the sixties but has been a regional fast-growth 
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sector for the last two decades. SODA has a past history of strength 

in both agriculture and mining (to be discussed in detail later). How-

ever, the shift-share data indicates that agriculture and mining have 

become declining sectors for employment opportunity and that manufac­

turing has become the number one SODA growth sector. Regional share 

effects for the balance of the sectors (except for government in the 

sixties) have not yet followed their positive national upturn. Since 

upturns in the demand for various services (merchandising, professional, 

government, etc.) logically follow industrialization, and since SODA is 

in the stage of industrialization, these sectors should become areas of 

future regional employment opportunity. 

Comments about the generation of polarizing forces by key or pro-

pulsive industries were made in Chapter Two (supra, p. 15). It may be 

recalled that Hansen (24, p. 717) thinks a propulsive industry should 

belong to a relatively fast growing sector. In these terms, the 

national fast-growth sectors are those (in Table IV, supra, p. 56) be-

neath manufacturing (with positive, industrial mix effects). However, 

SODA's greatest growth has come from manufacturing, a slow-growth na-

tional sector. Perhaps growth in a sector that has lost is national 

luster is more propulsive than no growth at all and is thus beneficial 

in depressed regions. 

Regional share rates are given in the last three columns of Table 

IV. Symbolically, each computation is of the form r .. - r., where r .. 
1) 1 1) 

and r. are as defined above. If a regional industry grows at a rate 
1 

less than national rate for the same industry, then the difference be-

tween the rates will be negative (the diff~rence will be positive for 

the opposite case). Incidentally, the sign of the regional share rate 
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determines the sign of the corresponding regional share effect, and thus 

their sign pattern (postive or negative) is the same. The sum of 

regional share rates for a decade provides a simple comparison of the 

national versus regional industrial structure. 

The totals of all rates for a decade are given at the bottom of 

their respective column. A positive total implies that SODA industries 

have, on balance, grown at rates faster than the same industries 

nationally, whereas a zero total implies growth at rates similar to 

national rates. In this case, for all three decades, the sum of the 

share rates is negative, indicating slower growth in SODA industries, 

on balance, than the same industries nationally, although the sum for 

the decade of the sixties is not as negative as the sum for the decade 

of the fifties. Therefore, the trend of the first two decades has 

reversed, and regional industrial growth rates have converge~ toward 

national ones. 

Migration. Chinitz cites heavy out-migration as one characteristic 

of depressed rural areas (supra, p. 42). Net migration rates for SODA 

counties over the fifties and sixties are available in Bowles' (14) net 

migration data. However, comparisons with SODA counties may be more 

meaningful if two trends evident in this data are considered first. 

The first trend is revealed by Bowles' (14, Part 7, p. 208) cross­

tabulation of age-specific net migration with the 1959 median family in­

come (as reported in the 1960 Census of Population). The under $2,000 

income class is the most relevant of all income classes because SODA 

families falling into this class are 2,6 times more prevalent than na­

tionally (Figure 7, supra, p. 53). Although Bowles distributes ages into 
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seven cohorts for each income class, all need not be specifically men­

tioned to reveal the trend. For example, Bowles' data indicates net out­

migration for all cohorts below 60 years of age, with the highest rate 

(53 percent) being in the 20-29 age bracket. Moreover, net in-migration 

occurs at low rates in the 60-74 year cohorts, although the over 75 age 

class reverts to the out-migration status. The relevance of this trend 

in SODA's context will be discussed shortly. 

Net migration patterns change as successively higher income classes 

are considered. For example, in-migration age cohorts switch to out­

migration ones and vice versa. Counties falling in the $6,000-$7,499 

income class show that in-migration occurred in the 24-34 age bracket 

(at about a 22 percent rate), as opposed to out-migration for counties 

in the under $2,000 income class. 

A tabulation of age-specific net migration into six classes on the 

basis of the proportion of the employed population engaged in agricul­

ture as calculated from data in the 1960 Census of Population reveals 

the second trend (14, Part 7, p. 226). The 10-19.9 percent class is 

most relevant because 13.7 percent of the SODA labor force in 1960 was 

employed in the agriculture sector (Table VI, p. 70). Bowles' data in­

dicates net out-migration in the 20-34 year old bracket, with the highest 

rate (14 percent) being in the age 25-39 category. Net in-migration is 

indicated for all other age cohorts with the highest rate averaging about 

12 percent in the 60-74 age bracket. In-migration cohorts switch to 

out-migration ones as the proportion employed in agriculture increases. 

For example, in counties having 50 percent and over employed in agricul­

ture in 1960, all age cohorts indicate out-migration with the highest 

rate (63 percent) occurring in the 20-24 age bracket. 
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Plots of net migration rates by age for SODA counties should 

reflect these national income and agricultural sensitivities. SODA is 

an area of low median family and low per capita incomes. For example, 

the 1970 per capita income of Atoka and Coal counties (two of the three 

original RA counties along SODA's eastern border) averaged only 48 per­

cent of the national amount, whereas per capita incomes for counties 

along SODA's western edge (Love, Carter, and Garvin), although fairing 

better, still averaged only 77 percent of the 1970 U.S. amount (22, p. 2) 

(33, p.15). SODA is also an area of declining agricultural employment. 

For example, in 1940, agriculture accounted for 67 percent of the com­

bined Atoka and Coal county labor force, but only 10 percent in 1970. 

Agriculture, less important in SODA's three western counties to begin 

with, declined from 43 percent of their combined labor force to 7 per­

cent over the same time period (10). 

Figure 8 graphically portrays net migration rates for SODA counties 

over the fifties and over the sixties. Positive figures signify in­

migration and negative ones, out-migration. All but two of the curves 

for the sixties indicate a partial reversal of the out-migration common 

in the fifties. The most dramatic difference has occurred in the poorer 

eastern counties (curves a and d),which had the largest proportion of 

their 1940 labor force engaged in agriculture and which have seen the 

greatest decline in the portion of their labor force devoted to agricul­

ture. The least difference appears in curves for two of the three 

western counties (curves c and e), which were higher income counties with 

a smaller portion of their labor force devoted to agriculture in the 

first place. 
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Out-migration characterizes the 20 to 30 year age cohort for both 

decades and all SODA counties, and although the rate for the sixties is 

below that for the fifties, it is still about 55 percent. This high 

out-migration rate is consistent with the 53 percent out-migration rate 

in the 20-29 age bracket for the low income counties from the national 

viewpoint discussed above. However, 55 percent is more than three 

times the national out-migration rate of 14 percent for counties having 

10-19.9 percent of their labor force devoted to agriculture. Thus, 

young workers are leaving SODA more rapidly than their national counter­

parts. Since the proportion SODA's labor force engaged in agricultural 

pursuits has declined from 48 percent in 1940 to 8 percent in 1970, it 

is difficult to attribute the high out-migration of young SODA workers 

to maturing farm children. It is probably a more general phenomenon 

and youth from all family backgrounds are seeking their fortunes 

elsewhere. 

Patterns for Atoka and Coal counties for the sixties are not typi­

cal of national low-income county trends. In-migration is indicated 

for all cohorts above age 30 except the oldest, whereas out-migration 

is the typical case. Particularly noticeable is the high in-migration 

evident for the upper working age (30-45 year old) group. Only a tenu­

ous explanation may be offered, since job opportunities have blossomed 

in the growth center counties (Bryan, Carter, and Pontotoc) rather than 

the RA counties. It may be that the in-migrants are returning former 

out-migrants who have found themselves unable, with their meager skills, 

t9 better their lot and have returned to more familiar home territory. 

Several patterns for the sixties indicate increasing in-migration 

{or reduced out-migration) rates with over age 30 cohorts. Bryan, 
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Carter, Garvin, Johnston, Marshall, Murray, and Pontotoc are counties 

exhibiting this trend. Some of these counties contain large lakes with 

excellent recreation facilities: Lake Murray (Carter and Love counties), 

Lake Texoma (Marshall and Bryan counties), and The Lake of the Arbuckles 

(Murray County). Retirement settlements have sprung up and grown 

rapidly around these lakes. Interstate 35 runs across four of the 

counties (Garvin, Murray, Carter, and Love) providing easy access to the 

Oklahoma City or Dallas/Ft. Worth metroplexes for retirees preferring 

rural residency. 

The out-migration of the fifties has become the in-migration of the 

sixties, a trend which will probably continue through the seventies. 

riDwever, a reversal of the out-migration in the 20-30 year cohort prob­

ably awaits creation of more job opportunities. Since further verbal 

comment will only be increasingly speculative, a more productive avenue 

of inquiry lies in pursuing dimensions of SODA's natural resource base. 

Natural Resource Measures 

A useful categorization of natural resources is surface and sub­

surface. Any region possesses a relative fixed endowment of subsurface 

resources because new mineral deposits are extremely slow in forming. 

However, quantities of surface resources, a region's endowment of which 

is largely determined by physical characteristics, are more controll­

able. For example, irrigation and fertilizer can overcome soil defi­

ciencies to some extent, while reservoirs can be used to increase a 

region's water resources. Consider first, therefore, surface resources 

beginning with SODA's physical characteristics. 
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Surface Resources: Physical Characteristics. Topology, climate, 

and soil are three characteristics whose interaction plays an important 

role in determining the quantity and quality of regional surface re­

sources. Although many determinants underlie each characteristic, their 

principal interaction may be readily understood. Topographical features 

(rivers, lakes, mountains, valleys, etc.) shape and modify climatic con­

ditions (precipitation, temperature, and wind). These conditions, in 

turn, help determine soil characteristics and fertility. 

Oklahoma is one of the Great Plains States. Topographically, it 

decreases in altitude from a northwestern high of about 4,900 feet to a 

southeastern Red River low of about 300 feet above sea level. River 

flow conforms with this altitude range. The Red River, which forms the 

southern border of both SODA and Oklahoma, is fed by the Boggy, Blue, 

and Washita Rivers. The Red and Washita join to form Lake Texoma, 

whereas the Blue and Boggy join the Red downstream from the lake. 

Three climatic regions are found in Oklahoma. The eastern side of 

the state falls in the humid region, and the western in the semiarid. 

IIowever, midstate SODA also falls climatically midways, and thus in 

Oklahoma's subhumid region. Normal annual precipitation in the region 

ranges from 32 to 42 inches (47, p. 19). This relatively heavy precipi­

tation is closely related to regional soil composition and, thus, to the 

vitality of regional agriculture. 

Agriculture. Regional agricultural statistics reveal two decades 

of farm consolidation, accompanied by increased agricultural output and 

productivity. During this period of small farm decline, livestock has 

become the principal agricultural product at the expense of crops. 
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Moreover, even crop production has become livestock oriented. These 

product shifts have also been accompanied by both an absolute and rela­

tive decline in regional agricultural employment. A more detailed dis-

cussion of trends in regional agriculture follows. This discussion is 

backed by Tables V, VI, VII, VIII, and IX. 
r 

Agriculture censuses indicate a continual farm consolidation trend 

both regionally and nationally. Columns three and four of Table V pro-

vide quantitative evidence. The number of farms decreases, the average 
I 

farm size steadily increases and converges toward the increasing 

national average. However, the trend toward fewer and larger farms has 

not been at the expense of either regional or national real agricultural 

output. 

Regional and national farm output exhibits an increasing trend over 

the period represented by the five agricultural censuses, as is indi-

cated by the index of real farm marketings in column two of Table V. 

This index is formed by deflating the market value of all agricultural 

products with an index of prices received for all farm products. More-

over, regional and national agricultural productivity has also increased. 

The index of the value of real farm marketings per worker presented 

in column six highlights the increase in agricultural productivity.· 

This index is obtained by dividing the value of real farm marketings by 

the number of workers producing the output and then expressing the 

results relative to 1950 as a base year. Although the family and/or 

hired worker series was discontinued with the 1964 Census of Agricul-

ture, the output per worker at least doubled by 1964. Thus, there has 

been a long-term trend toward fewer and smaller regional farms accom­

panied by an increase in both agricultural output and productivity. Th~ 



TABLE V 

-POSTWAR SODA FARM CHARACTERISTICS 

1 2 3 4 5 6 7 s 
Index of the Index of the 

Real Fann Index of Value of J<eal Value of tl.eal Percent 
:.!arketings !(eal Fann ;<wn!Jer Average Fann /.larketings Fann i·larketings Acres in 
(millions i>larketings of Fann Size Fruni1y and/or per \\'orker per Fann FanLs l·iorLed 

Year constant ~) (1950=100) Fan 'IS (Acres) llired l'iorkers (1950=100) (1950=100) :,y Tenants 

1950 11.3 100.0 151l5 227.6 21693 100,0 100.0 24.0 
1954 11.0 97.2 12299 272.5 24970 88,4 119.4 16.9 
1959 16. 7 148.0 9394 357.7 15020 213,8 238.2 10,3 
1964 16.4 145.0 9740 350,0 discontinued n.a. 225,0 9,1 
1969 23.6 208.6 8784 385.6 discontinued n.a. 359,0 n.a. 

Postwar United States Fann Characteristics 

1950 11031.0 100.0 5388437 215.5 ll56R84 7 100,0 100.0 
1954 12126.0 109,9 4 7824Hi 242.2 9597343 98.1 123. fl 
1959 139()3, 0 12b,6 3710503 302.4 6332478 171.2 183.9 
1964 15710.0 142.4 3157857 351.0 discontinued n.a. 243.1 
1969 175oo. o 158.7 2730252 38:), 5 discontinued n.a. 313.2 

Sources: (SUUA)-- Coll, The I:tarket value of all agricultural products including crops, nursery pro­
ducts, hay, forest products, livestock, and poultry products fron the U.S. llureau of the 
Census,~ of ,\griculture, Vol 1, !'art 3tJ, UJ...lahonm, Statistics for Cmmties, for the 
various years iiiJicateJ ilivHied hy the <)klahoma all fann price i~1dcx fow1d in the Oklahoma 
A;;riculture l:xperir,~ent _:->tation, l'rices J<ecei ved }_>y_ Oklahoma Fanners (Publications P297, 
dateJ June, 1%8, p. b3; l'b81, m-Apnl, 197T, n •. s9). 
Col2, i:ach value in Coll Ji vided b;· the 1950 value as a base year. 
Col3,4,5, T:1e U.S. Jlureau of the Census, Censu" of Agriculture, Vol 1, Part 36, Oklahoma 

Statistics for Cow1ties 
Col6, Laci1 value in Coll divided h:-' the corresponding value in Col5, then expressed 

relative to 1950 as base. 
Col?, Ladt value in Coll divided !Jy the corresponding value in Col3, then expressed 

relative to 1950 as base. 
Col?, op. cit., ref. for Co13. 

(L. S.A.) - Col!, Computed as Coll, a.'Jove; market value of all agricultural products 
frow. \j, S.D • .\. Agricultural Statistics, l'l72, Table 682, p. 562; price index from 
same source, Table 677, p. 553, 

Col2, Each value in Coll divided by the 1950 value as a base year. 
Col3,4, op. cit., U,S.U,,\., Table 623, p. 504; Tahle (>24/Col3. 
Col5, U.S. llureau of the Census, Census of Agriculture, 1959, Vol II, General Report 

pp. 53, 233. 
Col6, 7, op. cit., Colli, 7, above. 

0\ 00. 
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impact of these changes has been felt in agricultural employment and in 

the nature of the product produced and marketed by regional farms. 

Table VI reveals that agriculture has become relatively less impor­

tant as a regional employer. Agriculture accounted for only 7.9 percent 

of 1970 jobs, as opposed to 47.6 percent in 1940. However, manufactur­

ing and trade are relatively more important in 1970 than 1940. Although 

they accounted for only 19.1 percent of region jobs in 1940, by 1970 

their combined share had increased to 35.3 percent. Services have also 

become relatively more important, increasing its share from 17.1 percent 

to 18.5 percent. Thus, employment statistics indicate that agriculture 

1s a declining source of regional jobs. 

The nature of regional agricultural product has changed too. The 

value of four major agricultural product categories provide insight: 

all crops, poultry and poultry products, dairy products, and livestock 

and livestock products (Table VII). Although all crops can be further 

separated into field crops, vegetables, fruit and nuts, and forest and 

horticultural specialties, such detail is not warranted because field 

crops accounted for 93 percent of all crops in 1950 and for 94 percent 

in 1969. The total dollar value of all agricultural products has 

doubled over the five censuses, increasing from $32.2 million to $64.5 

million. Livestock, the dominant product to begin with, has become 

relatively more important and crops relatively less, whereas poultry 

and dairy products have retained about the same position. An arbitrary 

division of SODA into western counties (Garvin, Murray, Carter, and 

Love, through which Interstate 35 runs) and all other counties reveals 

that about 40 percent of total 1950 product value came from the four 

western counties. By 1969, the western counties had increased their 



TABLE VI 

RELATIVE IMPORTANCE OF MAJOR SODA 
INDUSTRIAL SECTOR EMPLOYMENT 

Y e a r 
1940 1950 1960 

Industry (percent) 

i\g, Ag svcs, for, ~ fish 47.6 29.5 13.7 

:.lining 4.5 8.5 9.1 

Contract constn1ction 3.5 6.9 8.6 

ll<mufacturing 4.3 6.2 8.9 

Transport, corrnno, pub util 3.9 6.3 6.4 

\~11olcsale <:1 Ret Trade 14.8 18.9 23.1 

l:inance, Ins, L! R estate 1.7 1.9 2.5 

(' . ,,erv1ces 17.1 1H.2 23.3 

Total Govemment 2.6 3.6 4. {t 

Total 100.0 100.0 100.0 

Source: Calculated from Table IV. 
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1970 

7.9 

5.8 

8.6 

13.4 

5.6 

21.9 

3.0 

28.5 

5.3 

100.0 



Census 
Year 

1950 
1954 
1959 
1964 
1969 

1950 
1954 
1959 
1964 
1969 

Source: 

Total 
Product Value 

32,163,397 
27,770,510 
42,397,940 
40,533,503 
64,536,415 

100.0 
100.0 
100.0 
100.0 
100.0 

TABLE VII 

ABSOUITE AND RELATIVE Th1PORTANCE OF SODA 
AGRICUL TIJRAL PROOOCf 

Poultry and 
All Crops Poultry Products Dairy Products 

(Dollars) 

11,019,980 1,149,865 2,547,668 
9,012,669 921,213 2,874,615 
8,661,393 676,748 4,040,775 

12,319,489 1,092,352 4,178,582 
11,848,939 1,553,207 5,669,625 

(Percent) 

34.4 3.5 7.9 
32.5 3.3 10.3 
20.4 1.6 9.6 
30.4 2.7 10.3 
18.4 2.0 9.0 

Livestock and 
Livestock Products 

17,444,567 
14,962,013 
29,019,024 
22,943,080 
45,464,644 

54.2 
53.9 
68.4 
56.6 
70.6 

U.S. Bureau of the Census. Census of Agricu1tur~_, 1950, 1954, 1959, 1964, 1969 Statistics for 
the State and Counties, OKLAfld\1A. -

'-..1 
1-' 
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share to 44 percent. The western counties produced about 43 percent of 

the crops and 35 percent of the livestock in 1950, increasing to 46 

percent and 43 percent, respectively, in 1969. These intraregional di­

mensions do not yet indicate a shift in the composition of SODA's agri­

cultural production toward "truck farm" commodities in response to the 

development corridor being catalyzed by Interstate 35. They do, however, 

support the contention that SODA's western counties are stronger than 

the rest. 

Table VIII presents price indexes for the four product categories. 

Notice that the livestock index has almost always been the largest of 

the four. The real value of regional livestock product, obtained by 

deflating the money value in Table VII with the index in Table VIII, 

more than doubles, whereas the real value of crops becomes only half 

again as large. Thus, regional agriculture has become increasingly 

livestock oriented. This conclusion is further substantiated by Table 

IX, which gives quantities of various agricultural products produced. 

Notice therein that hay has become an increasingly important crop. 

Thus, not only have crops become relatively less important in regional 

agriculture, but also their composition has become more livestock 

oriented. 

Water Resources. Water is a relatively abundant SODA resource. 

Table X provides a summary of the region's multipurpose federal, state, 

and municipal reservoirs. Almost all simultaneously serve flood con­

trol, water supply, water conservation, and recreational functions, 

although only Texoma is equipped for power generation. 

A rough idea of the magnitude of SODA's manmade water resources 

can be had by comparing the per capita surface area of inland water 



Year 

1950 

1954 

1959 

1964 

1969 

Source: 

TABLE VIII 

INDEXES OF PRICES RECEIVED BY OKLAHQ\1A FARMERS 
FOR AGRICUL1URAL PRODUCTS 

. (1910-14 = 100) 

73 

All Poultry Livestock, 
Agricultural All and Dairy Livestock 

Products Crops Poultry Products Products Products 

284 247 192 242 325 

252 255 195 239 251 

272 217 162 251 331 

247 221 170 252 275 

294 173 208 326 409 

Blakley, Leo V. and W. H. Kastens. Prices Received Q[ 
Oklahoma Farmers, Oklahoma State Un1vers1ty Processea 
Series P-681, 1973. 



TABLE IX 

SODA CROP PRODUCTION 

Winter Grain Grain Cotton All 
Wheat Oats Barley Corn Sorghtm1 Lint Hay 

Year (Bu) (Bu) (Bu) (Bu) (Bu) (Bales) (Tons) 

1950 106,600 328,000 n.a. 3,308,600 173,700 4,270 n.a. 

1954 323,800 1,412,300 84,700 683,300 113,300 18,030 n.a. 

1959 372,800 701,700 93,500 1,156,700 697,200 18,740 231,500 

1964 478,600 489,300 94,600 307,800 425,600 13,650 295,600 

1969 368,600 318,100 73,700 230,000 491,800 9,850 308,300 

Source: Annual Report, Oklahoma State Board of Agriculture. 

Note: n.a. = not available 

Wild Alfalfa 
Hay Hay 

(Tons) (Tons) 

n.a. n.a. 

n.a. n.a. 

49,300 86,000 

43,700 109,400 

43,200 138,300 

Bean 
Soybeans 

(Bu) 

n.a. 

n.a. 

n.a. 

69,800 

82,700 

Pea-
nuts 

(Tons) 

16,988 

6,798 

12,020 

20,227 

21,593 

-.....] 
~ 



Location 
Cmmty 

Atoka 

Bryan 

Carter 

Coal 

Garvin 

Love 

YtLtrray 

Lake 
.\rune 

:\toka 

Texoma 

:-loLm tain 

Site 13 

Site 18 

Site 2 

Pauls Valley 

:-lurray 

Arbuckle 

Veterans 

Use 

;-.j 

F ,P, 1~ 

il 

;.i,R 

; r, rz 

:I'~~ 

:I 

lZ 

r ,:.1, R 

R 

TABLE X 

SODA MANMADE LAKES 

Surface 
.-\rea 

(Acres) 

5,700 

8~), 000 

133 

4u2 

241l 

352 

750 

s, 728 

2,3:JD 

70 

1 0 104,793 

Capacity Built by, 
(Acre- Year 
feet) Completed 

125,000 OKC, 1959 

2, 722,000 Corps, 1944 

1,534 Ardmore 

6, 739 scs 

3,701 scs 

4,527 sc:s 

8,500 Pauls Valley 

153,250 State, 1937 

72,400 llOR, 1967 

1,260 State 

3,088,471 

Source: Oklahoma's \'iater Atlas 1976, Publication ~o. 76 of the Oklahoma \l'ater Resources Board, 
Oklcl1oma City, okian0ma:-r.J76. 

Notes: (Use) :>! = >ILmicipal, F = Flood, P = Power Generation, R = Recreation (13uilt by) OKC = 
Oklahoma City, Corps = u.s •. Anny Corps of Engineers, SCS = USDA Soil Conservation Service, 
BOR = Department of the Interior, Bureau of Outdoor Recreation, State = State of Oklahoma. 

-....:1 
tJ1 
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available in the region with the same statistic for the nation as a 

whole. Only about one-quarter acre of inland water per person, based 

on 1970 populations, was available nationwide. Oklahoma residents fared 

better than the nation, because 0.32 acre per capita was available to· 

them. However, the permanent resident of Region IV had 0.64 acres, over 

twice the national average, for their use. 

Subsurface Mineral Resources. This section examines three facets 

of regional mineral resource development. First, a broad overview is 

provided. Second, the absolute qnd relative importance of major mineral 

production is considered. Third, the mineral industry as a source of 

regional employment is highlighted. 

The distribution in 1974 of leading mineral products among SODA 

counties is given in Table XI. Petroleum is the region's leading min­

eral product. In fact, Table XI indicates that petroleum is the leading 

mineral product in eight of ten counties. 

A rough idea of the relative importance of mineral production-is 

obtained by comparing the regional value with the state value produced 

and by comparing regional mineral product value with regional agricul­

tural product value. Table XI shows that regional mineral product value 

was about 17.0 percent of state mineral product value in 1969 and about 

19.2 percent in 1974. Comparison of Table VII with Table XI reveals 

that mineral production is relatively more important than regional agri­

cultural production: the value of 1969 mineral production was roughly 

triple the 1969 total agricultural product value. Rapid worldwide 

petroleum and natural gas price increases in 1974 account for the almost 

doubling of SODA and Oklahoma mineral production values between 1973 and 

1974. Energy supply is a topic of considerable national concern. Since 



County 

Atoka 

Bryan 

Carter 

Coal 

Garvin 

Jolmston 

Love 

Marshall 

Murray 

Pontotoc 

SODA Total 

Oklahoma 
Total 

1969 

w 
2,522 

66,645 

2,426 

72,049 

w 
7,758 

6,599 

5,176 

22,334 

185,509 

1,090,809 

TABLE XI 

VALUE OF MINERALS PRODUCED IN SODA 
(BY COUNTIES, DOll.AR AM)UNTS 

1973 

w 
2,231 

99,353 

2,361 

79,875 

w 
6,940 

5,671 

9,113 

34,191 

239,735 

1,323,626 

IN THOUSANDS) 

1974 

w 
3,198 

188,534 

4,560 

115,230 

4,277 

11,792 

8,944 

11,326 

60,046 

407,907 

2,123,690 

Minerals Produced, Dollar Value Order, 1974 

Stone, petroleum 

Petroleum, natural gas, stone, sand and gravel 

Petroleum, natural gas liquids, natural gas, 
sand and gravel, stone 

Petroleum, natural gas~ stone 

Petroleum, natural gas liquids, natural gas 

Sand and gravel, stone, petroleum 

Petroleum, natural gas, natural gas liquids 

Petroleum, natural gas liquids, natural gas, 
stone 

Petroleum, stone, natural gas 

Petroleum, cement, stone, sand and gravel, 
natural gas, clays, natural gas liquids 

Source: Bureau of Mines, Minerals Yearbook, Vol. II, Oklahoma Chapter, Table 2 for years indicated. 

Note: W = withheld by Bureau of Mines to avoid disclosing individual company confidential data. 
-...J 
-...J 
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petroleum production is the most important regional mineral product, a 

more detailed analysis is warranted. 

Table XII provides a rough idea of absolute and relative magnitudes 

of SODA petroleum and natural gas production. Carter and Garvin coun­

ties consistently produce three-quarters or more of the region's petro­

leum. However, the total volume of oil produced in SODA reached an 

absolute low in 1976, in spite of price increases. Regional oil pro­

duction has become relatively less important from the national viewpoin~ 

declining from 2.3 percent to 1.4 percent of the national level. Table 

XIII further documents regional petroleum production by chronicling well 

completions. 

Total completions of all wells (oil, gas, and dry holes) declined 

drastically from a 1954 high of 1,605 to a 1971 low of 197. Thereafter, 

regional completions have increased at about a 12 percent annual aver­

age rate and state completions at about a 14 percent rate. There is a 

long-term regional trend toward an increasing proportion of dry holes. 

For example, 23 percent of SODA 1954 completions were dry, whereas 34 

percent were dry statewide. These statistics reversed about 1960, and 

by 1971, 54 percent of SODA completions were dry versus 37 percent 

statewide. The 1976 figures show some improvement: 42 percent of SODA 

completions were dry versus 34 percent for the.state. However, regional 

completion figures indicate that exploratory activity is becoming rela­

tively less productive. 

An interesting speculation is that increasing worldwide petroleum 

and natural gas prices might trigger a revival of SODA's petroleum in­

dustry. Statistics in Table XII reflect little or no revival from the 

viewpoint of either petroleum or patural gas production. Census 



Year 

1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 

TABLE XII 

PETROLEUM AND NATIJRAL GAS PRODUCTION, SODA AND 
UNITED STATES (1955-1976) 

SODA UNITED STATES 
Petroleum (m1l- Petroleum (mil-
lions of 42 Natural Gas lions of 42 Natural Gas 
gallon barrels) (MCF) gallon barrels) (MCF) 

56.30 364,870 2,484 9,405,351 
60.31 450,770 2,617 10,081,923 
57.93 438,490 2,617 10,680,258 
48.67 426,320 2,449 11,030,298 
46.21 445,640 2,575 12,046,115 
42.40 303,000 2,575 12,771,038 
41.36 316,560 2,621 13,254,025 
41.43 380,810 2,676 13,876,622 
44.45 334,960 2,753 14,746,663 
40.56 348,190 2,805 15,546,592 
42.41 381,530 2,849 16,039,753 
43.66 372,400 3,028 17,206,628 
47.27 386,500 3,216 18,171,325 
45.73 470,730 3,329 19,322,400 
4 7.25 523,730 3,372 20,698,240 
48.63 684,470 3,517 21,926,642 
50.40 456,136 3,454 22,493,012 
49.86 432,580 3,455 22,531,698 
49.50 383,117 3,361 22,647,549 
46.75 351,028 3,203 20,713,000 
42.45 338,640 3,057 19,185,000 
38.87 341,243 -- 19,800,000 

Relative Volumes 
SODA Petro SODA Gas 
U.S. Petro U.S. Gas 

(%) (%) 

2.3 3.8 
2.3 4.4 
2.2 4.1 
2.0 3.8 
1.8 3.6 
1.7 2.3 
1.6 2.3 
1.6 2.7 
1.6 2.2 
1.4 ') ? '-·-
1.5 2.3 
1.4 2.1 
1.5 2.1 
1.4 2.4 
1.4 2.5 
1.4 3.1 
1.5 2.0 
1.4 1.9 
1.5 1.7 
1.5 1.7 
1.4 1.8 

- 1.7 

Source: (SODA) Oklahoma Tax Commission File, "Petroleum and Natural Gas Production on which Cross 
Production Tax was Paid" for calendar year indicated. 

(United States) U.S. Bureau of Mines, Minerals Yearbook, 1955-1973, Vol. II, Table 4; 
1974-1976, Gerald M. Lage, A Profile of Oklahoma, Frontiers of Science Foundation, 1977, 
Table 6-6, p. 72 and Table 6-7, p. 74-:----

-....! 
1.0 



Year 

1954 

1958 

1960 

1962 

1964 

1966 

1968 

1970 

1971 

1972 

1913 

1974 

1975 

1976 

Source: 

Notes: 

R,S 

R 
s 
R 
s 
R 

·S 
R 
s 
R 
s 
R 
s 
R 
s 
R 
s 
R 
s 
R 
s 
R 
s 
R 
s 
R 
s 
R 
s 

Oil 

TABLE XIII 

WELLS COMPLETED, 
SODA & STATE 

Gas 
(percent) (percent) 

74 3 
62 4 
61 2 
56 6 
64 2 
64 8 
66 4 
60 10 
53 5 
56 11 
55 3 
49 16 
48 4 
48 14 
54 3 
so 12 
46 nil 
52 11 
49 1 
45 15 
59 4 
39 24 
59 2 
38 24 
62 4 
48 17 
54 4 
47 19 

80 

Dry Holes Total 
(percent) (Number) 

23 1605 
34 8786 
37 635 
38 6049 
34 506 
28 5262 
30 471 
30 4556 
42 510 
33 4006 
42 416 
35 3732 
48 310 
38 2739 
43 265 
38 2649 
54 197 
37 2255 
so 245 
40 2300 
37 249 
37 2281 
39 260 
38 3057 
34 328 
35 3646 
42 335 
34 4216 

U.S. Bureau of Mines, Minerals Yearbook, 1954-1974, Vol. II, 
Oklahoma Chapter, Table 5; 1975-1976, Data obtained from U.S. 
Bureau of Mines, Oklahoma City. 

R = region, S = state 



County 

Atoka 
Bryan 
Carter 
Coal 
Garvin 
Johnston 
Love 
Marshall 
Murray 
Pontotoc 

Region 

TABLE XIV 

MINING EMPLOYMENT RELATIVE TO 
TOTAL REGIONAL EMPLOYMENT 

Year 
1950 1960 

(percent) 

nil nil 
nil 0.1 
3.3 3.6 
0.1 nil 
2.3 3.0 
0.1 0.1 
nil 0.1 
0.4 0.2 
0.5 0.5 
1.5 0.1 

8.5 8.9 

1970 

nil 
0.1 
2.2 
nil 
2.0 
0.2 
0.1 
0.1 
0.3 
0.5 

5.7 

Source: U.S. Bureau of the Census, U.S. Census of Population, 1960 
Detailed Characteristics Report PC (1)-IIT, Table 211; 1970 
U.S. Summary Report PC(1)-bl, Table 103. 

Note: Nil = less than 0.1 percent 
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TABLE XV 

RELATIVE COVERED :EMPLOYMENT BY MAJOR 
INDUSTRY FOR SODA COUNTIES 

Y e a r 
Major Industry 1972 1973 1974 

(percent) 

Mining 7.7 6.7 7.3 

Construction 5.9 5.7 5.0 

Manufacturing 24.6 27.8 28.3 

Public Utilities 5.0 4.9 5.3 

Trade 26.6 25.6 25.3 

Finance, Ins, Real Estate 4.3 4.2 4.2 

Service 13.9 13.1 12.8 

Other 12.0 12.0 11.8 

Total 100.0 100.0 100.0 

82 

1975 1976 

7.6 7.4 

5.0 4.5 

24.5 26.6 

5.6 5.5 

27.7 26.9 

4.0 3.9 

13.7 13.0 

11.9 12.2 

100.0 100.0 

Source: · Oklahoma Employment Security Commission, Research & Planning 
Division, County Employment and ~a~e Data, annual editions . 
for respective years supplemente y personal correspondence 
with Dennis 0. Martin, Supervising Labor Market Analyst, 
dated December 22, 1977. 
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statistics in Table XIV show that mining is a declining industry from 

an employment viewpoint. Since census data is almost a decade old, 

Table XV presents a more current view of relative SODA employment by 

major industrial sector. The data in Table XIV is not comparable with 

the data in Table xv, however. 4 

The declining proportion of employment in mining reversed in 1973. 

By 1976, more were employed (2,771) in mining than in any other year 

shoWn in Table XV. However, the increase in employment is not dramatic. 

If regional petroleum resources have actually been depleted, the present 

flurry of deep well drilling will soon subside; and the dry hole comple-

tion rate will once again begin to climb. It is doubtful, in any event, 

that SODA's petroleum industry will return to the position of economic 

prominence it occupied in the 1920-1930 boomtown days. A little time 

may be gained for region planners to investigate other employment pro-

ducing industries in an orderly fashion. 

Summary 

A comparison of SODA characteristics with those of Chinitz's pro­

vides an intuitive feel for the region's fit to the Model IV designation. 

For example, the 1970 national median income fell into the $9,000 to 

$9,999 income class (see Figure 7). Forty percent of these limits is 

$3,600 and $3,999. SODA's 1970 median family income fell into the 

$5,000 to $5,999 income class. Thus, regional family income although 

low, is still somewhat above Chinitz's Model IV criteria. 

SODA characteristics approach other of Chinitz's criteria as well. 

The agriculture subsection indicates that agriculture is a declining 

sector, in terms of regional employment. A review of education levels 
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of region residents indicates that they are lower than national levels, 

and that the gap between regional and national levels is widening. 

Heavy out-migration has occurred in the past, especially in the working 

ages. Although more recent indications are that some in-migration is 

now occurring, it is in the over 30 age brackets. Finally, higher-than­

national unemployment rates prevail in all but three of the years 

reviewed, although admittedly the gap has closed considerably. Thus, 

the SODA region fits the poor depressed rural area classification rather 

well. 

The growth center policy instituted with the passage of the Public 

Works and Economic Development Act of 1965 offers hope to residents of 

such rural areas. Although criticized as a national policy (83) and 

questioned as to whether or not it was ever implemented in Oklahoma 

(86, p. 14), Chapter Four investigates the growth center strategy in 

SODA. 



ENDNOTES 

1 . 
Symbolically, each dot represents a calculation of the type: 

P. R 
1, 1,US I P. 

where P. R is the population in the ith age class for SODA and P. 
1, . 1,US 

is the population of the ith age class for the United States. 

2symbolically, each dot represents a calculation of the type: 

I. R 1, 
13 . L Ii,R 

I I. 1,us 

fr: 
where I. R is the number of families in the ith income class for SODA, 

1, 
and I. is the number of families in the ith class for the United 

1,US 

States. 

\'!athematically, division of each series by the same national price 
index would have no effect on the information conveyed, because the 
effect of inflation cancels out. This may be understood by considering 
one of the points in deflated form. If P denotes the price index for a 
particular year, then a deflated point symbolically becomes: 

I. R/P 
1, 

I 
I. /P 1,us 

which is the same as before. 

= 

1 
.p;l.R 
~ 1, 

~.~u:. L 1,us 

4Employment and wage data for workers covered by state unemployment 
insurance laws are collected and compiled by the Research and Planning 
Division of the Oklahoma State Employment Service. Employers subject 
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to state unemployment insurance laws submit quarterly ES-202 (or equi­
valent) reports containing data on monthly employment and quarterly 
total and taxable wages. The data are summarized by the state agencies, 
forwarded to the Bureau of Labor Statistics, and then published quar­
terly in Employment and Wages (84, p. 70). Annual averages appear in 
the fourth quarter issue. Comparability of the data over time is ques­
tionable, because the Federal Unemployment Insurance Tax Act (UI) 
initially (in 1938) applied only to firms employing at least 8 persons 
in 20 weeks in a calendar year and excluded many categories of workers, 
notably federal, state, and local employees. Cov~rage was extended to 
federal civilian employees in January, 1955, and to employers employing 
4 or more persons in 20 weeks of a calendar year. Coverage was extended. 
again in January, 1972, to firms employing one or more workers. As of 
1976, approximately 81 percent of all estimated employed persons were 
covered by a UI program and, thus, included in the report. Although 
Oklahoma has its own UI statutes, major federal changes have been 
adopted about the same time in Oklahoma. However, because of compar­
ability problems, only information from 1972 to 1976 was released. 



CHAPTER IV 

THE GROWTii CENTER STRATEGY IN SODA: 

AN EVALUATION 

This chapter serves two purposes. First, it demonstrates that SODA 

administrators have pursued a growth center strategy. Second, the re­

sults of a sample survey of employees whose jobs are directly attribut­

able to projects in the SODA area (catalyzed by EDA funds) are presented. 

The survey seeks to demonstrate the occurrence of two objectives of a 

growth center's policy: that catalyzed projects in the centers create 

measurable employment benefits in them and that these projects have 

measurable employment effects on residents (or former residents) of the 

district's originally designated RAs. 

A Growth Center Strategy Has Been Followed 

The evidence in the next two subsections demonstrates that at least 

a pragmatic growth center policy has been followed in the SODA area 

since its designation in September, 1966, as an EDD by the EDA under the 

provisions of the Public Works and Economic Development Act (PL89-136). 

Two sources of evidence are considered. First, Positive Action Program 

(PAP) documents prepared by community leaders in each of the designated 

growth centers are reviewed. Second, several descriptive dimensions of 

the chronological record of EDA-funded projects are examined. The find­

ings of these two subsections are strong enough to recommend conducting 

87 
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the full sample survey, the analysis of which becomes the second thrust 

of this chapter. Consider next, evidence that a growth center strategy 

has been followed. 

Positive Action Program Review 

The purpose of the EDA Manual of Economic Development Orders ~ 

1-28, dated March 11, 1968) is to summarize EDA's strategy concerning 

growth centers within EDDs. A requirement of this MEDO is that community 

leaders in each designated growth center prepare Positive Action Pro-

gram (PAP) documents. The PAPs, among other things, are to outline 

steps community leaders are willing to take to insure that the unemployed 

and low-income residents of RAs benefit from a GC's growth (83, D.S). 

Supposedly GC project proposals were not to receive consideration by EDA 

until PAPs were submitted. Thus, one way of assessing the commitment of 

community leaders to the growth center strategy is to examine the growth 

center's PAP for evidence. 

PAP documents for Ada, Ardmore, and Durant were reviewed in their 

order of preparation, seeking recognition in them of the role the growth 

center was to play in alleviating economic distress in the RAs. The 

January, 1969, version of Ada's PAP was reviewed first. The five-page 

PAP concentrates on setting forth what is or has been done in Ada to 

promote economic growth. Recognition by Ada leaders of their responsi-

bility toward impoverished outlying areas is indicated by the comment 

made in conjunction with potential job opportunities at the Solo Cup 

Company: 

When the employment opportunity arises it will be our 
intention to call on the Neighborhood Youth Corp, the Com­
munity Action Program, Oklahoma Employment Service, local 



BIA, to make mass mailings and personal contact to individual 
families where job opportunities are available (69, Ada PAP, 
p. 2). 
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A progress and renewal report submitted January~ 1971, to update 

the first PAP, mentions more actions taken benefiting RA residents. 

However, these actions were not specifically designed by growth center 

leaders to reach out to RA residents. Several remaining RA problems 

are listed in the PAP update: the lack of an area vocational-technical 

education institution and its adult training programs, the need for a 

multicounty solid waste program, and the need for continued development/ 

expansion of an area Social Services Center (65). 

Kenneth L. Deavers (20), Director, Office of Planning and Program 

Support of the Economic Development Administration, acknowledged receipt 

of the January, 1971, Ada PAP update in a memorandum dated December, 

1971. Deavers, in this memorandum, requests that in the next update 

Ada community leaders amplify their responsibility toward RA residents 

and specifically report how commitments to the RA counties, made in the 

original (January, 1969) PAP, have been carried out. Information about 

Ada's cooperation with Ardmore and Durant in reducing the SODA's eco-

nomic problems is also requested. 

The update (dated October 19, 1972) was prepared by heads of several 

Ada agencies, with the as~istance of SODA representatives. Cover letters 

indicate the involvement of James Cook, City Manager; Ted Savage, Cham-

ber of Commerce Manager; Leland Keel, Director of the Chickasaw Housing 

Authority; J. C. Trease, OEO Manpower Director; and Milton Murphy and 

Noel Mann of SODA. However, there is little indication that as broad a 

spectrum of community leadership was involved in the PAP update as was 

involved in the original PAP. 
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This update begins with a review of progress on items listed in 

the original PAP. Specific mention is made of the acquisition of 243 

acres 4 miles southeast of Ada for the development of a new indus-

trial park that will be, "especially attractive to rural residents in 

the growth area, who will be able to reach it without driving through 

Ada" (64, p. 2). The second section is devoted to the contribution of 

EDA projects to the district's target population and economy. Although 

specific figures documenting benefits to RA residents are lacking, this 

section partially credits EDA funding for 489 new jobs at 5 separate 

Ada industrial projects. Section four of the update attempts an enumera­

tion of the RA residents working in Ada. Although the figures are 

admittedly imprecise, it is thought that "2/3 of additional employment 

or about 350 jobs" (64, p. 4) are filled by RA residents. Section six 

is addressed to RA residents benefiting from public housing, but no 

specific mention is made of RA residents occupying them. However, 436 

apartment units and/or homes are listed as being made available since 

1969. Sections three.and eight are devoted to proposed new GC commit­

ments and unsolved RA problems. The lack of an area Vo-Tech facility 

receives the top priority, and the lack of child care facilities next 

highest. 

The October, 1972, PAP update is the last available. Much stronger 

emphasis on the role of the Ada growth center in RA and district develop­

ment is possible, and certainly a more precise enumeration of the 

effects is desirable. However, this review of the Ada PAP and avail­

able updates indicates that Ada leaders are aware of the responsibili­

ties of growth center designation and, over time, have moved to 

strengthen and reaffirm their commitment to these responsibilities. 
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The initial Ardmore PAP, dated January 18, 1969, was reviewed next. 

This PAP, submitted by Gerald Wilkins (the inct.nnbent city manager)', is · 

flanked by nt.nnerous letters of endorsement from leaders of both private 

and public Ardmore institutions. The PAP stresses what steps Ardmore 

has initiated to improve the circt.nnStances of unemployed and under­

employed RA residents and also Ardmore's disadvantaged citizens. 

Many corrnnunity projects undertaken in Ardmore at this time were 

oriented toward accommodating the needs of the Ardmore Uniroyal tire 

plant, whose location was publicly announced June 21, 1968. An indica­

tion of the determination of community leaders to secure the Uniroyal 

plant is obtained by mentioning four of these projects. First, $300,000 

worth of private funds (including the value of the site given by The 

Samuel Roberts Noble Foundation) was donated by Ardmore banks and key 

businessmen to construct the Southern Oklahoma Vocational-Technical 

Center. Second, Uniroyal was provided with a 300-acre plant site by 

another $300,000 quietly collected from utility companies, banks, key 

individuals, and businesses. Third, the Ardmore Development Foundation 

floated $75 million worth of limited liability general obligation bonds 

to construct the plant. Finally, the Ardmore City Council authorized 

an election for a multimillion dollar public facility bond issue to 

finance improvements needed to support the population increase antici­

pated to result from the Uniroyal plant (69, Ardmore Economic Develop­

ment Process)(37, pp. 43-46). 

Although there is no evidence of updates to the Ardmore PAP, the 

original PAP indicates an understanding by Ardmore leadership of the 

role the Ardmore growth center is to play in providing job opportunities 

for citizens of nearby development areas: 



Uniroyal, the City of Ardmore, as well as the Ardmore 
school system, namely the Vocational-Technical School, have 
duly executed assurances of job opportunities for the unem­
ployed. It should be indicated that with the advent of an 
employer of the magnitude of Uniroyal, it will create many 
job opportunities in this community that previously did not 
exist. . .. it should be anticipated that many of the pres­
ently employed within the area would accept employment with 
Uniroyal and thus make available job opportunities for these 
less advantaged. In essence, we believe for the most part a 
considerable job shift will take place in this area (69, 
Ardmore PAP, p. 1). 
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Additionally, the PAP pledged that Ardmore, through the Oklahoma State 

Employment Service, the Ardmore school system, direct appeal at neighbor­

hood meetings, the normal news media, and other community welfare agen­

cies, would provide information on job and re-training opportunities. 

The Durant PAP was reviewed last. Durant's initial PAP was pre-

pared as a prerequisite to an application to EDA for funds to construct 

municipal water services for a Durant industrial area. The project 

application date of June, 1968, is assumed to be the PAP date. Area 

owner-operators of small family farms are identified in the PAP as the 

group suffering, economically, the most. Their underemployment, thought 

due to an inability to amass enough capital to expand their agricultural 

operations to economic-sized units, is a greater problem than unemploy-

ment. Additionally, many rural residents possess educational back­

grounds inadequate for other employment. The PAP lists the organization 

of an Equal Employment Opportunity Committee (February, 1968), a program 

to hire up to 25 youth from poverty-level families, a strong Bryan 

County Community Action Program, and the establishment of Office of 

Economic Opportunity (OEO) programs in the area as activities under-

taken by Durant to service the disadvantaged segment of the area's popu­

lation. This PAP, by subjectiv~ standards, reflects the smallest degree 
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of recognition (of the three original PAPs) of a growth center's role 

with respect to RA residents (67). 

A new Durant PAP (68), emphasizing Durant's growth center role, was 

submitted in September, 1970. Section I, entitled "Economic Relation­

ships Between Growth Center and Redevelopment Areas," stresses that the 

four counties involved with the Durant growth center (Bryan, Johnston, 

Atoka, and Coal) have continually been areas of low income, high unem­

ployment, less-than-average educational attainment, high out-migration, 

and high per capita welfare payments. Section III outlines current 

Durant programs for the economically distressed. Throughout, the poten­

tial benefit to RA counties is stressed. Section IV lists goals Durant 

has set for itself in its effort to fulfill its growth center role. It 

is pointed out, for example, that a newly proposed employer of 550 would, 

if it hired all the Bryan County unemployed, still need an additional 

250 employees from RA counties. The Oklahoma Employment Security Com­

mission is considered the agency best able to inform area residents of 

Durant job opportunities, since their Durant office is responsible for 

Atoka, Bryan, and Johnston counties. Although the growth center concept 

is new to the thinking of Durant businessmen and leaders, this PAP 

emphasizes that they are becoming increasingly aware of growth center 

responsibilities and are planning to take steps to discharge an even 

greater amount of their responsibility toward RA counties. 

This reading of PAPs for SODA growth centers leaves little doubt 

that the philosophy of the EDA growth center strategy has been trans­

mitted to businessmen and leaders. Even though the SODA staff and board 

espouses such a strategy, whether or not one is actually followed de­

pends on the citizens of the centers. Although SODA's authorization is 
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from federal law (PWEDA), SODA is a planning and development organiza-

tion and not a law enforcement agency. SODA is an agent of the citi-

zens of its constituent counties, not an agent of the federal or state 

government. The extent to which leaders in SODA growth centers carry 

out the growth center strategy thus rests largely with these leaders 

and not SODA administrators. The purpose of this section is to estab- · 

lish whether or not the growth center PAPs reflect an understanding of 

the growth center strategy and not the extent to which the strategy has 

been implemented. This review confirms that sufficient understanding 

existed. 

Descriptive Statistical Analysis 

of Funded Projects 

The PAPs reviewed above indicate that leaders in the growth centers 

recognized their responsibility toward the impoverished. However, the 

review does not demonstrate that a GC strategy has been carried out. 

Although only growth centers were eligible for direct business loans, 

other communities could file for public works grants. Therefore, 

whether or not a growth center strategy has actually been followed may 

be better evidenced by the location, over time, of EDA projects. 

Table XVI details projects completed in SODA that have received 

business loans or public works grants from 1968 to April, 1977. The 

listed projects either have direct job creating potential or provide 

infrastructure that facilitates the location of job-creating establish­

ments and/or enhances the quality of life for citizens of the communi­

ties involved. Omitted from the list are technical assistance grants 



Project Description Location 

Water plant, tower, lines Davis 
Arbuckle lake pollution prevention Sulphur 
Brockway access road Ada 

/ Retail district parking Ada 
Industrial park stonn sewer, streets Ada 
Airpark access road Ardmore 
Water towers, loop water lines Durant 
Sewage collection system Tishomin.l:!o 
Sewage treatrrent plant Tishomingo 
l'iater plant, tower, lines Atoka 
Industrial park sewer lines Atoka 

Uniroyal water main loop Ardmore 
Uniroyal access road Ardmore 
Uniroyal access road Ardmore 
Uniroyal sanitary sewer Ardmore 
Vo-Tech expansion Arc1more 
Eaker field water, access road Durant 
Eaker field sewer extension Durant 

Solo cup Ada 
Le Tourneau (now U.S. Motors) Durant 
Solo cup expansioo Ada 

TABLE XVI 

CCMPLETED PUBLIC WORKS AND BUS I NESS 
LOAN PROJECTS, SODA REGION 

Comple- LDA Other Aprlicant 
Approval tion Grant/Loan Public Ftmcls Ftmds 

Date Date ($1 ,000) ($1 ,000) (Sl ,0001 

11-1966 1-1969 233 177 
9-1966 2-1968 41 58 I 99 
6-1967 5-197'1 113 112 
6-1967 1-1973 445 444 
4-l96S 9-1969 184 183 
6-1968 11-1972 487 - 4R6 
6-1968 8-1970 417 41~ . • I 

1-1969 6-1970 87.5 37.5 
1-1969 7-197C 108 :n I 81 
7-1969 1-1973 553.2 79.5 z. 157.6 
7-1069 1-1973 140 35 - :z. 70 

lOS 3 
7-1969 2-1971 4t-O 460 
7-1969 9-1971 157.5 157.5 
7-1969 12-1971 223 223 
7-1969 10-1970 25.5 49.5 If 75 

11-1969 6-1971 425 425 
6-1971 4-1972 200 120 ., 80 
6-19'll 4-1972 63 94.5 4 63 

94.5 :J. 

10-1969 7-1970 500 loan 
4-1971 4-1972 235!.' loan 
3-1973 6-1974 733 loan 

Trust Private Total 
ftm~s Ftmds Cost 

($1,000) (~1,000) ($1,000) 

410 
198 
225 
889 
367 
973 
834 
125 
270 
790.3 
350 

920 
315 
446 
150 
850 
400 
315 

600 ' 1300 2400 
700 ~· 1520 4570 
200 6 400 1333 

Source: Project applications, anc1 Unpublished Inventory of Completed Public :~orks and l:e¥elopment Lmm Projects conducted in April, 1973, 
SODA Archives. Nurre rials in pen are specific ftmds sources: (I) Federal \Iatel' Policy Control Admir.istration, (2) Ozarks 
Regional Ccrr.mission, (3) FnvirOJ111!ental Protection Administration, (4) Federal Water Quality AC'ministration, (5) Bryan Cmmty 
Industrial Authority, and (6) Oklahana Industrial Finance Authority. 

Match-
ing Ftmd 
Ratio 

1.32 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
2.33 
2.33 
4.00 
4.00 

1.00 
1.00 
1.00 
1.00 
1.00 
4.00 
4.00 

0.21 
0.51 
0.55 

1.0 
tn 
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and planning grants (used to finance feasibility studies and underwrite 

SODA staff activities). 

Five dimensions of EDA projects will be computed from Table XVI: 

the chronological ordering of project completions, the absolute and 

relative number of project completions, the public works project match­

ing fund ratios, the per capita project costs, and the total dollar 

value of the projects. Each dimension will be viewed in a growth cen­

ter/noncenter context. If at least three of the five dimensions favor 

the growth center strategy, then such a strategy will be deemed, in 

fact, to have been applied over the time period considered. The tempo­

ral concentration of projects in the thtee SODA growth centers is 

examined first. 

Although the first two projects are not located in growth centers, 

thereafter projects become i~creasingly concentrated in the centers. A 

relative indication is obtained by computing the percentage of completed 

projects in growth centers for any given year. As can be seen in Table 

XVII, the proportion increases from zero to 71 percent by 1973, the 

last year a nonloan project was completed. Moreover, 15 of 21 completed 

projects are located in growth centers. A GC strategy is thus indicated 

by both relative and absolute magnitudes. 

A combination of private and public funds are usually used to 

finance projects. If a growth center strategy has been pursued, then a 

higher ratio of public funds might be expected in growth center projects 

than in noncenter projects. Several sources of both federal and pri­

vate funds are evident in Table XVI. For example, federal funds have 

been made available not only from the EDA, but also the Ozarks Regional 

Commission (ORC), the Federal Water Policy Control Administration 



TABLE XVII 

PROPORTION OF COMPLETED PROJECTS 
LOCATED IN GROW'IH CENTERS 

Year Proportion 

1966 0% 
1967 50% 
1968 71% 
1969 65% 
1970 65% 
1971 70% 
1972 70% 
1973 71% 

Source: Computed from Table XVI. 
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(FWPCA), the Federal Water Quality Administration (FWQA), and the 

Environmental Protection Administration (EPA). Private funds have been 

provided by public trusts, such as the Oklahoma Industrial Finance Au­

thority and the Bryan County Industrial Authority, banks, and appli­

cants. Matching fund ratios for each project are shown in Table XVI 

(supra, p. 95). A ratio greater than one implies more federal than pri­

vate funds, whereas a ratio of one implies a 50/50 match. Projects are 

grouped for analysis purposes into two categories: public works pro­

jects and business loans. Public works projects are projects like 

access roads, water lines, sewers or training structures that facilitate 

job-creating establishments, whereas business loans are made directly to 

a job-creating project for building construction and equipment. 

Analysis of business loan matching ratios is simplest and will be 

considered first. Only three completed business loan projects are lo­

cated in the SODA region and comprise but two separate projects: the 

U. S. Motors Plant in Durant and the Solo Cup Plant and expansion in Ada. 

Actually, a center/noncenter comparison of matching ratios for business 

loan projects is not legitimate. When the loans were approved, the RAs 

were not eligible for them. Therefore, all business loan projects were 

placed in growth centers. For the record, EDA loans ranged .from 21 per­

cent to 55 percent of total project cost and averaged 43 percent. 

Public works projects present a different picture from the matching 

ratio viewpoint. In the first place, although 18 such projects are 

listed in Table XVI, only 11 separate projects are represented. For 

example, all 5 of the 1969 Ardmore projects are related to the installa­

tion of the Uniroyal Plant, and all have a ratio of one, indicating a 

50/50 match. Of the 11 projects so grouped, 7 are located in growth 



99 

centers and 4 in noncenters. The average growth center matching ratio 

is 1.43, whereas the average noncenter ratio is 2.16. Thus, this indi­

cator favors noncenter public works projects. 

Another way of comparing center versus noncenter figures is on a 

per capita basis. Since intercensal population estimates for all the 

communities involved are available only since 1970, and then for the 

growth centers only (45), county population estimates wi~l be substi­

tuted. Table XVIII displays the county population estimate, total EDA 

project cost, and the per capita amount for each year a project was 

approved. An arithmetic average of the per capita amounts for noncenter 

versus center counties is shown as a summary figure. As can be seen, 

the per capita average of $70.84 favors the noncenter counties slightly, 

but by only $5.77. 

Total project value is the final dimension considered. From the 

first project application in 1966 to the last approved and completed 

project, growth center projects have a total stated application value 

of $14,987,000, whereas the noncenter total stated application value is 

only $2,143,300. This dimension thus favors the growth center strategy. 

Table XIX tallies the results of each previously discussed indica­

tor. Since three of the five indicators favor the growth centers, 

according to the criteria set out in the beginning, the conclusion is 

reached that a growth center strategy has been followed. 

Annotated Catalog of EDA 

Projects in SODA 

This section gives qualitative sketches of EDA projects located in 

SODA. Information for these sketches derives from three sources: 



Year 

TABLE XVIII 

PER CAPITA CCl-IPARISON OF PROJECf OOSTS 
GROWIH CENfERS VS . NCNCENTER OOUNTIES 

Growth Centers 
Total Per·. ~n~ent~ otal 

Project Population Cost Capita Population Cost Per Capita 
Approved County Estimate ($1000) Cost County Estimate ($1000) 

1966 Hurray 10,500 608.0 

1967 Pontotoc 27,900 1114.0 $ 39.93 
1968 Pontotoc 27,800 367 .o 13.20 

Carter 37,500 973.0 25.95 
Dry an 25,200 834.0 33.10 

1969 Carter 37,400 2681. () 71.68 Johnston 7,900 395.0 
Pontotoc 27,800 2400.0 86.33 Atoka 10,900 1140.3 

1971 Bryan 25,700 5285.0 205.64 

1973 Pontotoc 29,800 1333.0 44.73 

i'lcan $ 65.07 He an 

Sources: (Population Estimates) Oklahoma Employment Security Cormnission Research and Planning 
Division, Oklahoma P1ulation Estim~tes ,1960-1970 Interc~nsal Estimates. (bulletin 
dated June, 1975); Ok ahoma Po,euiatwn Lst1mates (hulletln released Apr1l, 1975; 
Other Information-- From Table XVI. 

Cost 

$ 57.90 

50.00 
104.61 

$70.84 

1--' 
0 
0 



TABLE XIX 

SUMMARY OF DESCRIPTIVE STATISTICAL ANALYSIS 
OF FUNDED PROJECTS 

Outcome Favors 
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Indicator Growth Center Non:::enter 

1. Chronological order of completed 
projects 

2. Absolute and relative number of com­
pleted projects 

3. Matching fund ratios (Public works 
projects) 

4. Project costs (per capita) 

5. Total dollar value of projects 

Source: Summary of conclusions reached in text. 

X 

X 

X 

X 

X 
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~lilkman's (80)(83) earlier study, visits to firms located on project 

sites, and project evaluation questionnaires (Appendix B). The sketches 

provide background for analysis of the employee sample survey (Appendix 

A), put Milkman's earlier study into current perspective, and permit 

expression of corrrrnents by managerial personnel of firms.visited and by 

other individuals involved in project applications. Additionally, 

qualitative analysis is more appropriate than quantitative analysis for 

three projects initiated as "envirorunental" projects (see Table XVI, 

Sulphur, Tishomingo, and Ada parking). 

The sketches are divided into two subsections: one for growth cen­

ter projects, and the other for noncenter projects. This study is thus 

more comprehensive than Milkman's (80)(83), because four of the com­

pleted projects considered in this section received no consideration in 

the earlier study since they are located in noncenter,communities. 

EDA Growth Center Projects 

The geographical location of completed EDA projects is given in 

Table XVI. In Ada, EDA shared in the building of an access road for an 

already established glass plant, revamped parking in the downtown retail 

district, provided water, storm sewers and streets in an industrial 

park, and helped build a plastic cup manufacturing plant. In Ar$lore, 

EDA funds helped construct an access highway to an industrial park and 

provided access and utilities to a new tire plant. In Durant, EDA funds 

were used to increase the capacity of the water system for two indus­

trial sites and to provide utilities and access to one of the sites. A 

gear drive manufacturing plant was also constructed. These projects 

form the core for evaluating the growth center strategy in SODA's three 
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centers. Since this analysis attempts to be comparable with The Eco­

nomic Development Administration Growth Center Strategy (80)(83), a 

study of the same three growth centers conducted in December, 1970, 

their definition of attributable jobs will be used; i.e., "those jobs 

created or saved as a direct result of the project" (83, A-4). In this 

earlier study, no job credit was given to an establishment that was 

already operating or completed before approval of the EDA project, un-

less authoritative evidence could be found to the contrary. 

Permanent Job Creation in Ada. Table XX lists Ada's completed and 

operating firms located on job-creating EDA projects'. In addition, the 

Chickasaw Tribe was beginning to construct a futuristic tribal head­

quarters building on the corner of Arlington and Broadway (Figure 9). 

However, EDA cannot be credited with the location of all of these firms, 

as will be seen. 

Milkman's 1970 evaluation acknowledged that the access road is a 

potentially valuable asset. Howeyer, no jobs were attributed to it. 

At the time, Brockway Glass was the only firm located on the road; but 

it was not counted because its plant expansion was completed in 1967, 

the year the Ada City Council authorized participation in the access 

road project. The earlier researchers found that: 

As a result of its expansion program, Brockway now em­
ploys 347 people, 97 more than in 1967. Since Brockway's 
cost of expansion was close to $10 million, it was not felt 
that EDA's $113,000 investment could be considered critical 
to keeping the company in the area (80, p. 2-25). 

Not even the 97 expansion jobs were considered project attributable. A 

conversation with Bob Franklin, Brockway's present plant manager, and 

Lloyd Hatley, the personnel manager, in mid-1976, verified this 



Hnn's Name 

.Brocl.1vay Glass 

H. R. Hill 

TABLE XX 

COMPLETED JOB-CREATING FIRMS LOCATING 
ON ADA EDA-SPONSORED PROJECTS 

Year Type 
Address Located of Business 

Access Road 

300 E. Arling- ~·lajor ex· Glass container 
ton pans ion manufacturing 

completed· 
1967 

401 E. Arling· 1971 Public trucking 
ton 
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Cannichael Chrysler 515 E. Arling- 1972 Auto retailer 

Blue JJell, Inc. 
OG&E 

Gualt Tool 

Remington Anns 
Reese Scott 
General Tire 

Sadt Building 

Professional 
fiberglass 

Solo Cup 

ton 

Industrial Park 

Indus. Park 1956 
Indus. Park 1959 

Indus. Park Original 
1963 ex· 
pans ion 
1976 

Indus. Park 1967 
Indus. Park 1970 
Indus. Park 1973 

Indus. Park 1974 

Indus. Park 1975 

Business Loan 

401 N.E. 
J. A. Richard­

son 

Orig 
1971, 
up 
1973 

Wrangler jeans 
Dist Hq Power 

Utility 
Earthaugers and 

oil field tools 

Clay targets 
Church furniture 
Molded rubber 

products 
Building con-

tractor's office 
Fiberglass stonn 

cellers 

Plastic cups 

Sources: f.linutes of the Ada Industrial Llevelopment Corporation; 
&stablishmcnt visits, 1976-1977. 
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conclusion. However, as before, Brockway declined to participate in the 

study. 

Ted Savage, Manager of the Ada Chamber of Commerce (and manager at 

the time access road negotiations were undertaken), objects to the con­

clusion reached by the earlier researchers. He points out that the 

Brockway plant was under different management in 1966 and clearly re­

calls a meeting with the previous manager, Mr. Cooper. A paved, four­

lane access road without the then existing railroad underpass was 

verbally made a prerequisite to Brockway's expansion or even remaining 

in Ada. Upon a gentlemen's agreement between Cooper and. Savage, Brock­

way undertook its expansion; and Savage began a protracted search for 

access road funds. 

Although one can only speculate as to how serious was Brockway's 

threat to leave Ada, there is no doubt that the glass plant continues 

to be an important Ada employer. On the basis of Savage's comments, it 

was decided that Milkman's 1970 conclusions should be modified and that 

97 expansion jobs should have been previously counted (the difference 

between the 1967 employment level of 250 and the 1970 level of 347). 

Similar logic infers that 180 expansion jobs should be counted in 1976 

(the difference between the 1967 level of 250 and the 430 level listed 

for Brockway on the February, 1976, Oklahoma State Department of Indus­

trial Development Community Data report). The figures included in 

Table XXI (page 113) reflect these computations. The location of Hill 

Trucking is related to Brockway's decision to stay in Ada and, thus, 

will be considered next. 

H. R. Hill Trucking located along the access road about November, 

1971. Although Hill is a licensed public carrier, it is primarily 
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engaged in transporting the Brockway plant output. In fact, Brockway 

deeded the land on which Hill is located to the Ada Industrial Develop­

ment Corporation (AIDC), and Hill then bought the four-acre tract from 

AIDC. 

Hill was only a three tractor-trailer floating operation before 

Brockway made its decision to stay in Ada and expand. No mention of 

Hill was made by the previous researchers. At the time, it would have 

been difficult to identify Hill as a separate entity because its trailer 

parking space was across town and its administrative requirements were 

handled out of the Muskogee headquarters. By the time the mid-1976 

visit was made, a permanent terminal had been constructed, 14 tractors 

and SO trailers were in operation, and administrative fun~tions for the 

dozen employees were being handled out of the Ada terminal. Additional­

ly, an expansion of approximately 20 percent is scheduled to add three 

more employees within the year. Conservatively, another dozen jobs can 

be attributed to the access road. 

Hill is unique among the firms visited in one sense. It is the 

only example of a spinoff industry found. Spinoff industries owe their 

existence to a primary industry. Although Brockway is probably not 

dynamic enough to be considered a "key" or "propulsive" firm (supra, 

p. 15), spinoffs, such as Hill, can still develop and are important 

suppliers of items (in this case, transportation services) to the pri­

mary indus try. 

The location of Carmichael Toyota-Chrysler-Plymouth (Carmichael 

Chrysler henceforth) and the completion of the Ada retail parking pro­

ject in 1973 are interrelated, so both can be considered in the same 

discussion. EDA refused to release the final portion of the parking 
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project grant illltil the project was complete. However, Charmichael 

Chrysler leased a building that occupied the last third of the fourth 

lot and refused to relocate illltil its lease expired. Relocation along 

the Brockway access road was finally accomplished about August, 1972. 

Since Charmichael Chrysler was an established Ada firm whose new loca­

tion is more the loss of a former location than a dire~t result of the 

road, no jobs would be attributable to the auto retailer. 

No evaluation of the EDA-sponsored Ada downtown parking project was 

made by the earlier researchers, allegedly because it had not been 

completed (80, p. 2-25). Now that the project is complete, evaluation 

from a job-creation viewpoint seems inappropriate because its main pur-

pose was to improve the quality of life of Ada residents. EDA funding 

of such "environmental" projects is part of the original growth center 

strategy (83, Appendix D). Paragraphs three and four.of the introduc­

tion to the parking project proposal clearly state that the quality of 

life aspects of the project were considered paramount: 

This project is basically an environmental program. It 
must be recognized as the first such environmental program in 
the first Development Center in the first locally initiated 
Economic Development District to be officially designated by 
the Economic Development Administration. 

Since there is no precedent for this type project, it 
must be evaluated upon its potentials to accomplish two pri­
mary objectives. . •• (a) to strengthen the wholesale and 
retail activity • • . and (b) to improve the economic and 
social environment in such a way that it will assist in the 
attraction and development of economic activity by making 
the area a better place in which to live and work (70, p. 1). 

Since this study concentrates on permanent job creation, further consid-

eration of the parking project will be dismissed. 

The Ada industrial park utilities project bears a 1968 f!pproval 

date and will be considered next. The essence of this project, whose 
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total cost is listed at $367,000, is the paving and sewering of two 

streets in the Industrial Park area north of Arlington Shopping Center 

and west of Country Club Road. The two streets are designated simply 

"A" and "B" (Figure 9, supra, p. 105). A 12-inch water line was in-

eluded to boost water capacity. 

The earlier evaluators were critical of the job impact of the Ada 

Industrial Park. They found: 

that no significant expansion had taken place; ... 
that one firm found it necessary to temporarily lay off 12 
employees pending improvement in its cash flow, and though 
providing employment opportunities for residents of Ada, the 
projects had little effect on RA residents (80, p. 2-26). 

Only one new·firm, Vindale Mobile Homes, had moved into the park. 

Vindale was employing 60 persons at the time of the evaluator's visit 

(March 31-April 9, 1971) to SODA. 

Industrial park firms have had and are having their ups and downs. 

For example, Vindale was completely closed during the 1976-1977 visits, 

leaving vacant four buildings newly constructed in 1970 having 109,500 

square feet of combined floor space. Thus, the only jobs the earlier 

evaluators felt were attributable to the park project have been com-

pletely wiped out. 

Several of the Industrial Park firms in Table XX were located in 

the park and/or use facilities constructed prior to the EDA project. 

Unless a post-project expansion has been facilitated,· jobs created by 

these firms would not be project attributable. Blue Bell, OG&E, Gault 

Tool's original plant, and Remington Arms are in this category. Pro-

fessional Fiberglass is also in this category, because it uses only 

part of one of two buildings vacated by Forester Manufacturing (the 

oldest facilities in the park and in existence long before passage of 
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PWEDA). The previous study correctly excluded jobs and facilities of 

these firms. 

Gault Tool underwent a project attributable plant expansion in 

1976. Gault is also notable because it received a $3,000 Area Redevel­

opment Administration Grant when it located in the park in 1963. Gault 

reported a total of 14 employees in the 1970, 1972, and 1974 Oklahoma 

pi~~ctory ~i Manufacturers (46), but this has been increased to 21 em­

ployees in the 1976 edition. Therefore, seven employees added as a 

result of the expansion may be attributed to the park project. 

Reese Scott is one of the new firms in the park. Scott began his 

business in meager facilities in Roff, Oklahoma, a small community 15 

miles southwest of Ada, in 1957. By 1970, Scott was-looking for a new 

location and construction financing. Ada bankers offered the financing. 

Ada was close enough to Roff for Scott to retain his original employees. 

Moreover, the Industrial Park was equipped with water lines that would 

permit his furniture factory eventually to be sprinklered. Ada was 

thus the logical location. However, Scott could not afford to install 

the sprinkler system at the time the plant was built, and the installa­

tion had been completed only shortly before the plant was visited for 

this study. 

Scott offers an opportunity to comment on the utility of the indus­

trial capacity water system installed in the park. High pressure capa­

city is not needed for manufacturing, because day-to-day water usage by 

the park's firms is mostly for restroom purposes. It is needed, how­

ever, to operate sprinkler systems in fire emergencies. In Scott's 

case, the annual fire insurance premium, for the same level of coverage, 

is expected to drop from $4,000 to $2,000 per annum as a result of the 
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installation of the sprinkler system. Scott is listed in the 1970 

Oklahoma Directory of Manufacturers (46) in Roff with six employees, 

although the move to Ada was made the same year. Twelve were employed 

when the Scott plant visit was made, so six Scott employees are project 

attributable. 

General Tire is an Industrial Park firm whose project-attributable 

jobs raise some questions. General's building was originallyqonstructed 

for Kilpatrick Brothers Manufacturing Company (56), whose lease became 

effective September, 1967. The facilities had been constructed with 

funds from $450,000 in revenue bonds issued by the Pontotoc County Indus­

trial Development Authority (a public trust) and $1,260,000 in General 

Obligation Industrial Development Bonds (issued by Pontotoc County). 

The Kilpatrick lease agreement called for $11,937 in monthly payments 

over a 20-year period, with a purchase option at the end and·was a typi­

cal industrial financing arrangement. However, Kilpatrick closed and 

even ceased making lease payments in June, 1971. This plant was thus 

probably unoccupied when the earlier evaluators visited. The facilities 

remained vacant until General Tire and Rubber of Ohio signed a five­

year lease in November, 1972. Equipment was moved in and manufacturing 

begun in April, 1973. 

Bob Dombkowski (the plant's Industrial Relations Manager) was 

General's spokesman during the plant visit. Sine~ ·the Marathon facili­

ties in Durant were available at the time General was searching for a 

site, and were similar in size, Dombkowski was asked why the decision 

was made to locate in Ada rather than Durant. His reply was that Durant 

was considered, but that the building was equipped with machine tools 

General could not use, whereas the Ada building was entirely vacant and 
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ready for occupancy. General is also planning for the future, because 

the adjoining 20-acre tract has been purchased. After considering 

these facts, it was decided that the plant's 187 jobs were project 

attributable. 

Sach Building is the last Industrial Park firm to be discussed. 

Sach is an erector of Butler prefabricated buildings. It has a storage 

yard and small office on the corner of "A" street and Country Club Road. 

Although a new firm, its requirements could have been met by numerous 

other Ada locations. Since it is not a manufacturing firm and has no 

need of sprinklered facilities, Sach was ruled not attributable. 

Solo Cup is the receipient of two EDA direct business loans. A 

$500,000 loan was part of the original $2,400,000 construction package. 

In March, 1973, a second direct loan for $733,000 became part of a 

$1,333,000 Solo expansion. The earlier evaluators attributed 165 jobs 

to Solo (80, p. 2-26). According to Jack Allen, Solo's plant manager, 

306 people were employed at the time the March, 1977, plant visit was 

made. No other employee information was made available to either the 

previous researchers or this researcher, although Solo jobs are 

decidedly project attributable. 

Table XXI contrasts results of the previous study with the present, 

adding appropriate Brockway expansion jobs to 'each. Even with the loss 

of Vindale, a net increase of 376 jobs is attributable to the Ada EDA 

projects. 

Although only Hill indicated modest immanent expansion plans, room 

for expansion is included not only in Hill's location, but also Solo 

Cup and General Tire. Vindale, now vacant, is seemingly readily adapt­

able to many types of manufacturing and has complete rail and truck 



Finn's Name 

Brockway Glass 

H. R. Hill 

Solo Cup 

Gault Tool 

General Tire 

Reese Scott 

Vindale Mfg 

Totals 

TABLE XXI 

ADA JOBS ATTRIBUTED TO EDA PROJECTS 
IN 1970 AND 1977 

1970 
Study 

97*,** 

not constructed 

165*** 

expansion not constructed 

plant vacant 

not constructed 

60*** 

322 

113 

1977. 
Study 

180** 

12** 

306 

7** 

187 

6** 

0 

698 

Sources: (1970) U.S. Department of Commerce, Economic Development 
Administration. Detailed Case Studies: SuePorting Docu­
mentation for the EDA Growth Center Evaluat1on. U.S.D.C., 
February, 1972-. - --

Notes: 

(1977) Compiled from sketches in text. 

*Brockway was not counted in the 1970 study but should have 
been. See text for explanation. 

**Finn existed before EDA project began; thus, only expansion 
jobs have been counted. 

***As stated in 1970 study. 
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facilities on site. Thus Ada EDA projects and firms located thereon 

are well prepared for expansion. 

Permanent Job Creation in Ardmore. The evaluators in 1970 (80) 

found the Airpark access road and the Uniroyal Plant incomplete and 

thus evaluated none of the Ardmore projects·. A check of project com­

pletion dates (Table XVI, supra, p. 95) substantiates their conclusion. 

Although projects are now complete, detailed information on firms is 

again unavailable. Thus, comments about Ardmore projects are less com-

plete than Ada and Durant projects. 

Focus first upon the Airpark access road (reference Table XVI for 

project statistics). Noel Mann (74), a principal writer of the original 

proposal, also wrote a summary of the project as part of the 1973 pro­

ject invetory. The need for this road can be better understood by look-

ing at Figure 10 in conjunction with Noel Mann's (74) comments: 

The Ardmore Industrial Airpark is located approximately 
six miles east of I-35 and U.S. 77. State highway 53 runs 
from these two highways past the Industrial Park and on 
south one mile to Gene Autry, where it terminates. (The 
access road) replaces a county road and U.S. Corps of Engi­
neers Army Surplus bridge from the Airpark to U.S. 177. The 
project was to provide a'safe and quick access to·workers 
living east of the Airpark in Pontotoc, Johnston, Marshall, 
Garvin, and portions of Carter County. 

Moreover, the project impact statement claims that "there are approxi-

mately 1,000 industrial jobs at the Airpark" (74). A noontime sidetrip 

across the old Army Surplus Bailey bridge quickly verified the need for 

a new bridge. Conversation with Noel Mann further clarified the com­

ments contained in pis inventory statement. Basically, the thinking 

behind the project was that a new, safe, high-speed rear entrance to 

the Airpark would make the journey to Airpark jobs more feasible for 
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residents in the town of Sulphur and hopefully the eastern edge of 

Johnston County. Thus, two facets of permanent job creation are rele­

vant for this project: 

1. The m.unber of jobs created or saved 

2. Whether or not a situs shift in the Airpark workforce 
has occurred so that a greater proportion of the work­
force is now coming from communities to the Airpark's 
east. 

Table XXII provides a composite of Airpark employment for 1973 and 

1977. Only three small employers have located in the Airpark since com­

pletion of the access road, and total employment is considerably below 

its 1973 level. The small gain of their 15 jobs is more than offset by 

the loss of Jet Aero Services, the SAE Corporation, and-the Stromberg­

Carlson layoffs. One of the three, RC&D, is the USDA Soil Conservation 

Service Resource Conservation and Development Office located in the same 

building as SODA. This office works so closely with SODA that consider­

ing it separated is questionable. Moreover, both SODA and RC&D are 

moving into Ardmore. Thus, the initial impression is that the access 

road is presently doing little to create or save Airpark jobs. Perhaps 

a more definitive statement can be made about the residential situs of 

the Airpark labor force. 

The Ardmore Development Authority has conducted two commuting labor 

surveys: one July, 1973, and the other April, 1976. 1 Airpark commuting 

information was obtained at the same time (5)(6). Fortunately, the 1973 

survey was conducted only seven months after completion of the access 

road. The surveys were conducted by sending Ardmore manufacturers, pro-

cessors, and distributors a memorandum asking them to mark and return an 

attached survey form with the number of employees from Ardmore and area 



Fii111 Name 

American Flyers, Inc. 

Aztec Development, Inc. 

Basic Glass, Inc. 

Beetle Plastics, Inc. 

FAA Tower 

Jet Aero Services 

U.S.D.A. RC&D 

SAE Corporation 

SODA 

Stromberg-Carlson 

TABLE XXII 

ARIMORE AIRPARK EMPLOYERS 
AND EMPLOYMENI' 

Status* Major Product 

1960 Flight training school 

1974 House frames & trusses 

1976 Glass tubing 

1971 Fiberglass components 

1957 Air traffic control 

closed Jet aircraft maintenance 

1975 Resource conservation and 
development 

closed Surface materials 

1966 Areawide development 
planning 

1964 Telephone communication 
equipment 

Totals 
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Employment 
1973 1977 

70 52 

0 9 

0 4 

51 86 

11 15 

53 0 

0 2 

5 0 

13 14 

800 525 

1003 707 

Sources: (1973) Ardmore Development Authority: Ardmore Industrial Di­
rectory, September 1973; Southern Oklahoma Development Asso­
C1ation: Contact, May, 1973; Telephone Conversation with 
Federal Av1at1on Administration (FAA) Tower, March, 1977. 

(1977) Ardmore Development Authority: Ardmore Industrial Di­
rectory, January, 1977; Ardmore Industrial Airpark Directory, 
Apnl, 1976; Southern Oklahoma Development Association: News­
letter January/February, 1977; Telephone conversation witn--­
Federal Aviation Administration (FAA) Tower, March, 1977. 

Note: *If fii11l was still operating in 1977, the year it located in the 
Airpark is given. 
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towns (towns were listed, but provisions were made to write in other 

2 towns). Participants were promised that they would not be individually 

identified and that only a combined total of all firms would be pub­

lished for distribution (8). 

Johnston is the only RA county in which Airpark employees reside. 

Table XXIII helps describe the difference between 1973 and 1976 Johnston 

County employment. An underlying assumption is that a shift favoring 

the RA counties is primarily due to the new access road. Using figures 

from Table XXIII, the hypothesis that the 1976 Johnston County employ-

ment is significantly greater, proportionately, than the corresponding 

1973 figure, was tested. The difference (using a one-tailed hypothesis 

test) is significant at the 5 percent level. However, a _similar test 

(lumping together all employees commuting from towns along or to the east 

of U.S. 177) fails to indicate a significant difference at any respect­

able significant level. Although total and even Johnston County employ-

ment at Ardmore Airpark is down, Johnston County still accounted for a 

statistically significant increased share of Airpark employment. Thus, 

the Airpark may be ailing in the job creation category, but it is still 

a source of RA jobs. Presumably, the new access road is capable of 

making commuting from Johnston County more feasible; and, thus, this EDA 

project is performing the function for which it was intended. All that 

needs to be done is to entice more employers into readily usable vacant 

facilities. 

The location of the Uniroyal tire plant is, at the same time, a 

portrait of teamwork and an example of how fate sometimes plays an 

important role. SODA obtained a $22,000 Technical Assistance (TA) 

grant in_ 1967 to study the feasiblility of locating industrial 



Residence 

TABLE XXIII 

AR11v10RE INOOSTRIAL AIRPARK CClv1MUTH.G 
LABOR SURVEY C<M'ARISON 

1973-1976 
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Survey Date 
July, 1973 April 2 1976 

No. Percent No. Percent 

Jolmston County 72 7.9 63 9.7* 

Along & East of U.S. 177 212 23.3 145 22.4 

Survey totals 911 100.0 648 100.0 

Source: 

Note: 

Ardmore Development Authority. Geo~aphic Breakdowns£[ Com­
munity of Commutins Labor Force, Ar ore Industrial Airpa~ 
July, 1~3,and Apr1l, 1976. Part1c1pants: (1973) Amer1can 
Flyers, Ardmore Homes, Beetle Plastics, Stromberg-Carlson, 
Ryder; (1976) American Flyers, Aztec Development, Beetle Plas­
tics, FAA Tower, SODA, RC&D, Stromberg-Carlson. 

*1976 Johnston County Airpark employment percent significantly 
greater than 1973 percent at 5% level. 
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warehouse facilities in the region. The Fantus Company was engaged to 

do the study. Uniroyal also engaged the Fantus Company to study loca­

tions for a new tire plant. Thus,fate brought the two together, be­

cause Fantus recommended Ardmore to Uniroyal, but only after running the 

Ardmore Development Authority's industrial team through a crash data 

gathering exercise. The fascinating story of a small community landing 

the biggest plant in Oklahoma (in terms of employment) south of Oklahoma 

City is well documented by James McGoodwirt (37) in ~ Study of the Antici­

pated Economic, Changes in Carter County Resulting From the Installation 

of the Uniroyal Facility at Ardmore. 

SODA;s part in helping the plant locate is documented in Table XVI. 

All five EDA funded Ardmore projects used Uniroyal as their justifica­

tion. The permanent employment impact is also easy to document. The 

Ardmore Industrial Directory (4) lists 1,606 employees, a figure veri­

fied by Uniroyal Industrial Relations Manager, Ed Estus. Thus, 1,606 

jobs are attributable in 1977 to the same Ardmore projects which received 

no credit in the earlier study. Uniroyal rules neither allow their em­

ployees to be bothered or solicited nor allow plant operating informa­

tion to ~e divulged. Nevertheless, the study proposal was presented 

and forwarded through corporate channels, whereupon the rules were re­

affirmed. Unless legally required, Uniroyal desires plant information 

to remain secure and the privacy of their employees to be respected. 

Only information contained in public records may be used. Unfortunate!~ 

Uniroyal is the only Ardmore firm directly attributable to EDA funds. 

Moreover, public records do not break Uniroyal out separately from other 

Ardmore industries. Therefore, Ardmore cannot validly be represented 
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1n the analysis of survey data; and, therefore, inferences may be drawn 

for Ada and Durant evaluated firms only. 

Permanent Job Creation in Durant. The earliest Durant EDA project 

is the 1968 water system project. This $834,000 project (one-half of 

which was provided by an EDA public works grant; see Table XVI) con­

structed a riverside pump station, a coagulation and sedimentation tank, 

a chemical feed building, and water distribution mains of various sizes 

(80, p. 2-28). Milkman's 1970 study attributed 50 jobs to this project. 

The main beneficiaries of the project, in addition to residential 

users in the northwest part of town, are industrial ~sers on the south 

side of Arkansas Street. Table XXIV enumerates the job-creating firms 

located along the south side of West Arkansas (the Frisco railroad main 

line runs the full length of the north side). Three of the firms in 

this table were mentioned in the earlier study (80, pp. 2-28 to 2-31): 

llale-Halsell (listed as a warehouse and trucking firm), Peabody-Galion, 

and Durant Electronics. Visits to these firms in 1976-1977 provide 

interesting contrasts with the conclusions reached in the previous study. 

Hale-Halsell is a wholesale supplier of groceries and produce to 

independent grocers in southeastern Oklahoma, distributing food products 

arriving by rail and truck to grocers on its own truck fleet (Figure 11). 

The earlier study attributed no Hale-Halsell jobs to the water project. 

Contact with Bill Dufer, manager, revealed that the conclusion reached by 

the earlier researchers is correct; and theirs is the view taken here, 

too. Hale-Halsell opened its present location in 1953, well before the 

Arkansas Street water project was begun. Water is used only for rest­

room purposes and not manufacturing. However, Bill Dufer explained 
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TABLE XXIV 

CCMPLETED JOB-CREATING FIRMS LOCATED ALONG 
ARKANSAS (WEST OF NINTII STREET) 

Year 
Finn's Name Address Located 

llale tlalsell 1800 IV. Ark 1953 

Peabody-Galion · 1835 H. Ark 1971 

Diaper Jeans 
(originally Linda Dress) 2100 W. Ark 1975 

Durant Electronics 2200 W. Ark 1965 

Durant Dress Co. 2301 \'J. Ark 1976 

lllen i•liller & Sons, Inc. 29()1 W. Ark. 1974 

Source: Establishuent visits, 1976-1977. 

Type of 
Business 

wholesale grocery 
distributor 

mf g trash & tllliTq) 
truck hodies 

mfg pre-teen gal'TOOnts 

mfg in)ection molded 
plastic toys 

mfg latlies gannents 

lvholesale distributor 
Coors heer 
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that Ha1e-Halsell does directly benefit from the water project 1n one 

way. 

Arkansas Street water pressure was inadequate for fire insurance 

standards before construction of the new mains. In fact, insurance 

agents had suggested that Hale-Halsell construct its own storage tank, 

which would be an unnecessary expense if the city were to construct 

capacity needed anyway to accommodate Durant's future industrial growth. 

The Peabody-Galion plant is immediately west of Hale-Halsell. Pea­

body has been located in Durant since 1960, when equipment belonging to 

the Excel school bus body plant was purchased. Peabody was first 

located in Excel's old facility at the Eaker Airpark hangar. Peabody 

manufactures heavy duty dump-truck and trash-truck bodies and hydraulic­

lift tailgates. The ~rkansas Street plant was opened in January, 1971. 

In addition to consulting present Peabody personnel, Eugene Tate, the 

original plant manager and manager at the time of construction of the 

new Arkansas Street plant, was contacted. 

According to Tate, in 1969 Peabody was operating two Durant loca­

tions: one out of the Eaker Field hangar, the other in an old downtown 

location. The new Arkansas Street plant would allow consolidation of 

these two locations. Although construction of the new plant was not 

predicated upon the EDA water system project, the previous researchers 

noted that the EDA project application claimed that Peabody would expand 

its work force by 50 persons if it could consolidate and relocate within 

Durant's city limits, thus enabling it to obtain lower fire insurance 

rates (80, p. 2-30). Milkman's 1970 evaluation team thus attributed 50 

expansion jobs to the EDA water project because it ·facilitated Peabody's 

relocation. 
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At the time of the original study, 227 people were employed by Pea­

body, of which SO were attributed to the EDA project. Thus, 177 jobs 

existed before completion of the new plant and EDA water project. When 

the plant was revisited in December, 1976, 229 were employed; and the 

difference between 229 and 177, or 52 jobs, is project attributable. 

Durant Electronics is the third Arkansas Street firrri mentioned in 

the 197C study. This subsidiary of the Strombecker Corporation 

operates water-cooled plastic injection molding machines to produce 

toys. The earlier study claimed that water constunption was enormous, 

"Approximately 200,000 gallons per month during peak production periods 

(80, p. 2-30). Since Durant Electronics opened in August of 1964 and 

was evidently able to obtain the water it needed, the researchers sur-

mised that Arkansas Street had adequate water service prior to the EDA 

water project. Therefore, no Durant Electronics jobs were attributed 

to the water project. 

Lloyd Miller, the original plant manager, was still manager at the 

time Durant Electronics was visited in 1976. He expressed surprise at 

the water consumption figure quoted in the earlier study, because cool­

ing water is recirculated in the molding machines. A check of billing 

records for July, 1976, a recent peak production month, indicated a 

usage of only 54,800 gallons. It may thus be surmised that the previous 

researchers erroneously concluded that the Arkansas Street Water supply 

was adequate to accommodate a large industrial water user. There has, 

in fact, never been a large industrial water user located on Arkansas 

Street, and supplying one was not the reason the EDA project was needed. 

Lloyd Miller explained the value of the EDA project in terms simi­

lar to those used by Bill Dufer (Hale-Halsell's manager) and Eugene 
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Tate (Peabody's former manager). Construction of Durant Electronics 

plant, in 1965, was undertaken with the understanding that water facili­

ties necessary to allow their plant to be sprinklered would be forth­

coming. Most of the firms along Arkansas lease their facilities from 

one of several public trusts, such as the Bryan County Industrial 

Authority. Clauses in their leases require that fire, public liability, 

and property damage insuran~e be in force at all times. The EDA project 

fulfilled water pressure needs. 

The assurances given these firms are critical in deciding whether 

or not to attribute their jobs to the EDA project. Hale-Halsell was the 

first to locate on Arkansas. Although insurance agents wanted Hale­

Halsell to construct its own auxiliary supply, pressures did not mount 

upon city fathers to remedy the situation until Durant Electronics, a 

firm not previously located in Durant or even Oklahoma, came on the 

scene. By the time Peabody, already a longtime Durant resident, began 

its new plant, the EDA project was well underway. 

Summarizing the permanent jobs attributable to the three firms in­

cluded in the original study, this researcher agrees with the previous 

researchers in regards to Hale-Halsell and Peabody-Galion. However, 

Durant Electronics located in Durant pn the assurances of city fathers 

that the Arkansas Street water supply situation would be remedied. Had 

these assurances not been given, Durant Electronics would have located 

elsewhere. Additionally, the previous discussion cast reasonable doubt 

on the earlier researchers' conclusion that Arkansas Street's water 

mains were supplying heavy industrial water users before the advent of 

the EDA project. Therefore, the 89 persons employed by Durant 



Electronics at the time of the revisit also seem to be project 

attributable. 

127 

The 1976-1977 visit to Arkansas Street revealed several new tenants, 

as can be seen in Table XXIV. Although about the only use of water by 

any of them is for restroom purposes, all benefit from the water project 

in the insurance sense. 

Immediately west of Peabody-Galion is Diaper Jeans, owned by Red­

path Industries, headquartered in Denison, Texas. Redpath bought this 

plant from Linda Dress Manufacturing in 1975. Since county tax records 

indicate the plant's first listing was also in 1975, Linda Dress appar­

ently constructed and sold it the same year. Diaper Jeans manufactures 

pre-teen boys' and girls' garments, allegedly retailing in the upper 

price range for that type of clothing. Plant manager Bently Gordon, 

upon visitation to the plant, explained that the plant had been built 

entirely with private funds and was purchased later by Redpath, again 

with private funds. Moreover, it is against company policy to release 

any information not legally required. Follow-up contact with the head­

quarters office of Mike Redpath, President of Redpath Industries, pro­

duced the comment that only information contained in public records 

might be quoted in reference to Diaper Jeans. Therefore, according to 

the May, 1976, Community Data Sheet for Durant (Table XXVI), 85 Diaper 

Jeans jobs are attributable to the Arkansas Street water project. 

Durant Dress Company opened its Arkansas Street location in Octo­

ber, 1976. Although the plant manufactures ladies' garments, the opera­

tions performed are similar to Diaper Jeans. Both Arkansas Street 

garment plants are sewing and finishing operations. Designing and 
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fabric cutting are performed at out-of-state locations. Once or twice 

a day panel trucks bring bundles of precut garment parts and return with 

finished garments to home office storage facilities. 

Durant Dress' first location was opened in May, 1968. The original 

downtown location was closed when the October move to the new facilities 

was made. There are employed at the new location 84 persons, about the 

same number as were employed at the old location. However, this will 

not be the case for long because floorspace in the new facility is 

greater than in the old location, and new equipment is arriving. Plant 

manager Roger Leslie calculated that full scale, one shift, operation 

will employ a total of about 200 and that the job expansion now under­

way will be completed within a year. Thus, an expansion of 116 jobs 

should occur over the next year. 

Olen Miller and Sons, Inc., is the employer located the farthest 

west along the original Arkansas Street industrial property. Olen 

Miller is the Coors beer distributor for southeastern Oklahoma. This 

firm is also an established Durant resident, having first located in 

Durant in 1954. The move from their smaller downtown location to the 

· new Arkansas Street location was made in November, 1973. In addition to 

a greatly expanded warehouse facility, total employment has increased from 

10 to 16. Thus, six expansion jobs are attributable to the relocation. 

The other three Durant EDA projects were related to one another and 

to the construction of the Le Tourneau plant at Eaker Field industrial 

airpark. A total of $715,000 of access road, water and sewer lines 

were constructed to facilitate this $4.6 million plant, designed to manu­

facture electric motors and drive assemblies for Le Tourneau earth­

moving equipment· (74). Although this facility opened about on schedule 
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in 1972, it was not used as designed nor was it operated by Le Tourneau. 

Le Tourneau merged with Marithon Manufacturing in September, 1971, 

and the plant was actually used to manufacture weapons casings instead 

of electric motors and drive assemblies. Employment reached a maximum 

of 152 in 1972 (of an anticipated 500); but when Vietnam hostilities 

slowed, defense contracts did also. The Durant plant became excess bag­

gage and lay idle during 1973, while economic development groups tried 

various ploys to obtain a new tenant. The Marithon-Le Tourneau lease 

was formally assigned to the U.S. Electrical Motors (USEM) division of 

Emmerson Electric in March, 1974. Many of the plant's numerically pro­

grammed machine tools were adaptable to producing USEM's irrigation 

pump gear drives, and hiring was begun a month later (80, p. 37). 

The Le Tourneau plant had not been completed when Milkman's 1970 

study was conducted, and job impact from this project was essentially 

nil until USEM took over in 1974. Fortunately, the future looked much 

brighter when SODA's second direct loan project was visited in 1976: 

213 new jobs were attributable to the plant. 

The other two currently operating firms at Eaker Airpark (see 

Table XXV), as well as other public facilities, were served with access 

road, water, and sewer systems before the EDA-funded projects were con­

structed. However, water and sewer systems were inadequate to handle 

the new plant or other Airpark expansion. 

Project funds built a pumping station and water tower and permitted 

city water to be extended to the Airpark. City sewer lines were simi­

larly extended. A new, wider concrete access road was also constructed 

from U.S. 69 to the airfield.. Since location of the other Airpark firms 



TABLE YJN 

. CDMPLETED JOB-CREATING PlUVATE FIHMS 
LOCATED AT EAKER AIRPARK 

Year 
Firm's Name Openeu Type of Business 

u.s. E1cc Motors 1974 mfg irrigation pump gear drives 
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Stahl Heta1 Products 1964 mfg utility bodies anJ compartments 
for trucks 

Virden Lighting 1968 district warehouse for lippting 
fixture mfg. 

Source: Establishment visits, 1976-1977. 

Notes: (1) originally opened in 1971 as Le Tourneau; closed 1972, 
1973. (2) Stru11 and Virden are divisions of the Scott­
Fetzer Co., and share adjoining buildings. 
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was not predicated on EDA projects, their employment is not project 

attributable. 

Even by the conservative standards of the original study, job im-

pact is considerable and the future, bright. A net increase of 422 jobs 

is now attributable to the Durant EDA projects (Table XXVI). Moreover, 

uncounted expansion potential exists. Peabody-Galion is now operating 

only one shift but can employ about 500 on a three-shift basis. The 

USEM plant can also expand to about 400 jobs on a three-shift basis. 

Finally, both garment plants are presently operating only one shift. 

Table XXVII summarizes several aspects of jobs attributed to job-

creating EDA projects in the SODA area. Its format corresponds to one 

in Milkman's (83, p. 31) 1970 study from which comparison figures are 
- ' 

given where possible. Conservatively, 2,865 jobs are attributable to 

the EDA growth ceriter.projects, whereas only 461 were previously counted 

(including corrections for Brockway Glass in Ada and Durant Electronics). 

Because the EDA stressed job impact resulting from EDC projects, both 

the previous and present analysis does too. The primary measure of 

comparison previously used was "EDA investment (in dollars) per job 

created (or saved)" (83, p. iii). This measure is also presented in 

Table XXVII (page 137). The reader should note, however, that only the 

following EDA projects were included in the previous study: Ada's 

access road, industrial park, and Solo; the Durant water system. Two 

noncenter job-creating projects were also included and will be discussed 

in the following subsection. 

EDA Noncenter Projects 

Four completed projects listed in Table XVI have not been mentioned. 



Finn's Name 

Peabody 

TABLE XXVI 

DURANT JOBS ATTRIBUTED TO EDA PROJECTS 
IN 1970 AND 1977 

19.70 
Study 

50*** 

Durant Electronics 89* 

Diaper Jeans Not constructed 

Durant Dress Not constructed 

Olen Miller Not constructed 

USEM Not constructed 

Totals 139 

132 

1977 
Study 

52** 

89* 

85 

116** 

6** 

213 

561 

Source: (1970) U.S. Department of Commerce, Economic Development 
Administration. Detailed Case Studies: Supporting Docu­
mentation for the EDA Growth Center Eva1uat1on. U.S:uJr., 
February, I9/2-. - --

(1977) Compiled from sketches in text. 

Notes: *Durant Electronics was not counted in previous study but 
should have been. ·See text for explanation. 

**Firms were located in Durant before EDA project, and built 
new facilities on EDA project sites. Only expansion jobs 
have been counted. 

***As stated in 1970 study. 
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Two of them are social overhead capital (SOC) projects (primarily 

oriented toward providing satisfactions of a less materialistic nature 

that enhance the quality of life available to residents of a community). 

The other two are economic overhead capital (EOC) projects (primarily . 

oriented toward the support of directly productive activities). 3 

One of the two SOC projects is the first approved and completed 

project in the SODA district: the Arbuckle Lake pollution control pro-

ject (74; Table XVI). The Lake of the Arbuckles was constructed under 

the auspices of the Arbuckle Recreation District, a forerunner of SODA. 

Sulphur sewer facilities drained into the lake's watershed and threat­

ened to pollute the new lake with raw sewerage until completion of this 

project. Basically, the project pumps affluent from the disposal plant 

into another watershed. The largest beneficiaries have been the approxi-

mately 2,000,000 annual visitors to Platt National Park and Arbuckle 

Lake. Developers of vacation homes have numerous sites around the 

northwestern quarter of the lake's perimeter and appear to be doing a 

brisk business hawking lots. 

The Ardmore Aquaduct will soon, however, reorient the SOC nature 

of Arbuckle Lake. Several years ago Ardmore won a civil lawsuit against 

Lawton, Oklahoma, for water rights to the lake. As a result, those 

commlinities participating in the lake's construction share water rights 

to it: Davis, Wynnewood, Kerr McGee, Rural Water District Three, 

Sulphur, Dougherty, Ardmore, and the Goddard Youth Camp (47). About 

$840,000 of EDA funds are involved in bringing this aquaduct from the 

lake to Ardmore Airpark. Moreover, the city of Ardmore has already 

voted bonds to continue construction the 18 more miles into Ardmore and 
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also to build a new water treatment plant. Project completion is 

scheduled for 1979. 

The other SOC project is a sewage collection system and treatment 

plant built for Tishomingo (74; Table XVI). The collection system pro-

vides sewer service to a 39 block area of disadvantaged persons. The 

treatment plant replaces and enlarges treatment facilities to accomodate 

the new collection system. This project was constructed to provide 
' basic sewer services for the community, although a nursing home and the 

County Hospital are listed as specific beneficiaries. 

The remaining two projects have an EOC orientation, although they 

too fill basic community needs. Both projects have similar origins and 

are similar in nature. The earlier project is the water plant, tower, 

and service lines for the city of Davis. The later project is a similar 

water plant and tower for the city of Atoka. A companion industrial 

park sewer project rounds out the Atoka package (Table XVI). 

The Davis project is the second SODA project begun and completed 

with EDA assistance. It was designed to permit Davis to draw water from 

the Lake of. the Arbuckles and obtain enough water pressure to meet re-

quirements of the new Sequoyah Mills Carpet plant. Seven miles of supply 

line were needed to link the treatment plant west of town, the town, and 

the carpet mill south of town. Although the water plant serves the 

whole town (whose 1970 population was 2,223), it was needed primarily 

for the carpet mill. The mill had become an important employer by the 

time the water project was inventoried in 1973 and was credited with 250 

jobs (74). Within a year, however, Sequoyah was bankrupt. A visit in 

January, 1977, confirmed that the facility's status remains the same. 

Approximately 200,000 square feet ~f vacant ~uilding awaits a new tenant. 
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However, Bill Clifford, SODA Industrial Development Specialist, explained 

that legal entanglements had prevented securing a new tenant for the 

plant, but that efforts would soon be underway. 

Evidence of new activity in Davis has already surfaced. The Janu­

ary 17, 1977, edition of The Daily Ardmorite carried a press releaS~ 

from Third District Congressman Wes Watkins announcing road and street 

improvements to the Davis industrial park containing the plant amounting 

ta-$150,000 ($9,240 from the Ozarks Regional Cormnission, $205,000 from 

the U.S. Department of Transportation, and $35,760 from the city of 

Davis). Hopefully, Davis will be as fortunate as Atoka. However, com­

petition will be keen within SODA, because presently there are·. several 

vacant suitable sites: Vindale and Forester's facilities in Ada, as 

well as Ardmore Airpark structures, to be specific. 

A water treatment plant which physically looks identical to. the 

Davis treatment plant, was completed in Atoka in 1973. However, it was 

not included in the project inventory (74). Atoka is a small cormnunity 

located in the heart of the RA (see Figure 4, supra, p. 36). 

According to Noel Mann (36), Assistant Director of SODA, the Atoka 

project was originally to be an industrial site for Sequoyah Carpet 

Mills, and 300 or so jobs were to be created. Because the anticipated 

influx of workers would strain Atoka's water and sewer system, funds 

were included for a water line and a sewer line from the new treatment 

plant north of town (adjacent to the industrial park) into Atoka. f1ow­

ever, before the project was completed, Sequoyah went bankrupt. SODA 

then convinced the EDA to develop the industrial site for speculative 

purposes, but EDA required that the city of Atoka construct the water 

line and sewer line into town. 
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The "speculation" paid off, even before the treatment plant had 

been completed. Ethan Allen (EA), a highly regarded manufacturer of 

furniture from the northeastern part of the nation, with a penchant for 

locating in small towns, had decided it needed a plant in the Southwest. 

Plant Manager, Keith Sanders, thought that the availability of a pre­

pared site was the most important reason for EA's decision to locate in 

Atoka. Financing was arranged through the Atoka County Industrial 

Authority, and the $2,000,000 facility constructed toEA's specifica­

tions and leased to them for 25 years. Operations were begun in August, 

1973, and 119 workers were busily manufacturing quality American tradi­

tional upholstered furniture by the time the plant was visited in 

February, 1977. Atoka paid for the water line and sewer line into town; 

and since a tenant for the site had been found, SODA then convinced EDA 

to use funds originally earmarked for the water line to Atoka to build 

a water line from the Atoka treatment plant toward Stringtown, a small 

community seven miles north of Atoka. It was intended that Atoka sell 

water to Stringtown and thus supplement Stringtown's meager water supply. 

_ Summary statistics for job-creating projects (both growth center 

and noncenter) are given in Table XXVII. Where available, comparable 

statistics from the previous EDA study are also given (80)(83). 

Sample surveys of firms whose jobs are attributable to EDA projects 

were also conducted. The surveys are the basis of the statistics pre­

sented in Table XXVII, as well as the rest of the chapter. Survey 

methodology and analysis is considered in the next section. 



TABLE XXVII 

JOB IMPACT OF EDA CATALYZED 
JOB-CREATING PROJECTS 

Ada Ada Ardmore Durant lUrant Atoka 
Evaluation Access Industrial Ada Airpark Ardmore Nater Eaker Field Water 
Category Head PaFk Solo Cup Access Uniroyal System & LeTourneau System 

EDA Participation (Dollars) 

1977 Study $113,000 $184,000 $t,z:B,OOO $487,000 $866,000 417,000 $2,h13,000 $693,200 
1!170 Study 113,000 184,000 500,000 NC NC 417,000· NC NC 

Attributed .Jobs t~wber) 

1977 Study 192 200 306 1,606 348 213 119 
1970 Study 97 60 165 NC NC 139 ~c NC 

Jobs Attributed to I::.r\ Residents (Percent) 

1977 Study NA 141 3\ .. 10% NA 12\ 4'. gn 
H17U Study NA 151 Z~v NC NC 0% NC NC 

Jobs Attributed to Unemployed f, Underemployed (Percent) 

1977 Study(total) NA 3H NA NA NA 4H 36% 
l!l70 Study(total) 0\ 5\ NA ~c NA 0\ ~c 
1977 Study(H.\) NA 0~ r;,\ NA ~A 5\ 0% 
l!l70 Study(IO\) 0\ 5\ ~A NC NA 0% ~c 
1977 Study(l;C) NA 21% Iii\ M :\A 36% 36% 
1!1711 Study(l;l) 0~ 25: ~t\ NC ~,\ cS', ~c 

t:DA Investment Per Job (lJollars) 

---------
I ~177 Study 5H~ ~2{1 

~:~;~* Cl 539 1, 19R 1c,20S 
1~170 Study 1, lt1S 3,0b7 NC NC 3,000 NC 

--·-----
EllA Investment Per Ri\ .Job ll'lollars) 

----·------------------
1~!77 ~tuJy N,\ b,229 t~~:~~ci* Cl N\ 9,9Rt> 300,690 
l!l7U Study NA 20,•14·1 NC ~c Cl >~C 

- -· --------------
Annual Salary Cenerated (llollars) 

----------
1~177 StuJy NA $():)8,20!) $1,800,000 M NA ~3,227 ,()49@ 

699.,ooo* 1!.170 Stuuy NA 295,000 M: ~:c 

Soun.:c: (LUA Participation) Table XVI 

(Collier) ·fi<'ld visits, I-:=mployee ~ Ftmded Project Questionnaires 

(Milkman) U,S.i.J.C., Economic Development Achninistration. 
~Evaluation: The Economic Development Administration 
G_row_lh<Center Strategy. ~bruary, 1972, Table 4, p. 31. 

Notes: NC means project incomplete at time of previous study. 
NA means infonnation not available. 
N.':i means not assessed because previous st'Jdy considered growth center 

projec~s in SODA area only. 
Cl computation irrelevant, divisor zero. 
* based on $500 pre-expansion participation. 

u percent of 1976 total Airpark employment, not EDA attributable. 
@ includes Peabody & estimates for Durant L>ress. 
+ not including IA.Irant Electronics. 

++ based on employer's estimate. 

312,000+ 
$1,030,000 

~( 

22% 
);[ 

22% 
~;c 

0', 
~c 

5,825 
NC 

u,oos 
oc 

$856 ,ooo 
NC 
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Davis Total Total 
Water (Center Proj ~ (includes non-
System ects Only) Center Projects) 

$233,000 $5,913,000 $(•,R39,200 
NS 1,214,000 ~s 

2, AflS 2,984 
NS 461 r;s 

0% 8% 17% 
~s 3% NS 

Cl 37% 36% 
NS 13~ NS 
Cl 2% 5% 
);5 I~- )IS 

Cl 32% 28% 
NS II% ~s 

Cl 2,064 2. 292 
NS 2,633 ~s 

Cl 25.700 13,433 
NS R7, 780 NS 

$7,595,849 $8,451,849 
NS 1,306,000 NS 
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Direct Effects of Evaluated Firms 

Four related topics are discussed in this section. The design of 

a survey of SODA firms and their employees will be discussed first. 

Second, problems of measuring opportunity and the measures used in the 

analysis of the survey data will be considered. Next, five dimensions 

of evaluated firms' employees will be inferred from survey responses: 

wage effects, earning effects, employee residency, migration effects, 

and commuting effects. Finally, the extent to which formerly "disadvan­

taged" persons hold evaluated firm jobs will be considered. 

Not all firms permitted interviews, as can be determined from the 

preceding project sketches. Thus, in the remainder of this work, un­

less stated otherwise, "firm" will refer to an evaluated firm that com­

pleted either the Funded Project Evaluation (Appendix B) or Employee 

Questionnaire (Appendix A). Consider next survey design and conduct. 

Survey Design 

Two survey instruments were constructed with which to collect infor­

mation. The Funded Project Evaluation (Appendix B) was to be adminis­

tered to collect background information on the firm being evaluated and 

to determine the sample of employees to be interviewed. The Employee 

Questionnaire (Appendix A) was to be administered to a stratified random 

sample of employees to collect wage and earning information, to collect 

demographic data, and to determine geographically where total family 

income was spent. Although the design of the two instruments bears 

little resemblance to those used in the previous growth center study, 

comparable information was collected (83, Appendix F). Sine~ information 
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reflecting firms' operating statistics and individuals' incomes and 

spending habits was considered confidential by many respondents; their 

identity is withheld in the analysis. 

Ten SODA firms participated in the Funded Project Evaluation (Ap­

pendix B), but only nine allowed employee interviews. Since four of the 

firms are located in Ada, five in Durant, and one in Atoka, inferences 

are at best valid for two of three growth centers plus the Atoka employ-

er. Incidentally, Ada and Durant were the only two growth centers for 

which employee information was obtained in the earlier study (83). 

A ten percent stratified random sample of participating firms' 

employees was selected using question eight of the Funded Project Evalua-

tion (Appendix B) to stratify employees into seven job categories and by 

sex. 4 The categories, and the occupations within each, were condensed 

from categories oh U.S. Department of Commerce (USDC-EDA) form ED-612 

(81) and were adopted as strata because they are familiar to personnel 

managers (Appendix B, p. 233). Since no part-time employment was found 

among the firms interviewed, 14 categories of full-time employment were 

possible, although not every category was applicable to every firm. 5 

All calculations of means and variances were weighted to compensate for 

discontinuous data. Sources of error and computation procedures are 

discussed in Appendix C. 

A high degree of interview consistency was maintained between firms· 

and between employees because all Funded Project interviews were con­

ducted by the author and employee interviews were conducted by the 

author and one assistant. Moreover, nonresponse bias is minimal be-

cause only one or two employees in even the largest firm reneged. Re-

placements of the same sex were simply selected at random from those 
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remaining in the strata. It is, of course, disappointing that some 

firms declined participation. 

Measuring Opportunity 

Emphasis is placed by the PWEDA on the creation of permanent job 

opportunities. The intended targets for these opportunities are un-

employed and underemployed residents of GCs and GC and RA counties (83, 

D-7). Therefore,_it is appropriate to determine if employees holding 

EDA-catalyzed jobs are receiving some combination of increased real wage 

rates, real earnings, and/or real total family iricomes relative to their 

preceding endeavor. However, restricting the measurement of opportunity 

to a wage rate, earnings, and or total family income sense does not 

solve measurement problems, such as those caused by inflation, time-

related, legislative, or other factors. Moreover, the problem of defin­

ing underemployment is a subjective process that may as well be consid­

ered first. 

Identification of underemployment is frequently directly or indi-

rectly related to some concept of poverty level income, with allowances 

for demographic characteristics of the individuals being classified. 

Pioneering work on counting the poor has been done by Mollie Orshansky 

(50). Studies by Kuehn (32) and Kampe (30) utilize forms of this tech-

nique, as does the previous EDA study (83). However, different scales 

of poverty level income are used by different researchers. 

In the previous EDA study, underemployed workers were defined as: 

persons who were previously part-time employees seeking full­
time jobs and workers who were members of poor households. 
Former housewives working to supplement family incomes pre­
viously more than $1,000 above the poverty l~vel'are not 
counted as previously unemployed or underemployed (83, A-6). 
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Office of Economic Opportunity (OEO) Income Poverty Guidelines for 

December 1, 1970, were used to determine whether a household was "poor" 

prior to taking their growth center job. Table A.2 (83, p. A.7) is 

reproduced as Table XXVIII, and appears to be the only scale used. So 

that the underemployed can be identified in a manner comparable with 

the earlier study, the previous definition of underemployed will be used 

along with OEO Poverty Guidelines in effect for the year ending the 

respondent's previous status and for the interview year. 

Total family income for an employee may be determined from the 

Employee Questionnaire (Appendix A). Family income at interview time is 

obtained by summing before-deduction earnings (question 7f), income from 

a second job (question 8c), income earned by other household members 

(question 9b), public assistance income (question lOb), and other income 

(question 20b)~ ·Family income for the immediately preceding status may 

be obtained by summing similar components (questions lSg, 17c, 18b, 19b, 

and 20b). The size of the respondent's household is also available 

(question 26). By contrasting these sums with relevant OEO Poverty 

Guidelines, underemployed respondents can be identified. Now that under­

employment has been defined, detailed consideration of some effects of 

jobs on respondents may begin. 

Effects on Employees of Evaluated Firms 

Wage Effects. For wage rate analysis, consider the 34 respondents 

who were previously (and at interview time were still) paid on an hourly 

basis. A positive wage rate differential could be evidence that cata­

lyzed jobs are having favorable wage rate effects for hourly paid 

employees. However, several confounding factors must be considered. 
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TABLE XXVIII 

SCALE FOR IDENTIFYING POOR HOUSEHOLDS 

Number in Nonfann Fann Income 
Household Income Under Under 

1 $1,900 $1,600 

2 2,500 2,000 

3 3,100 2,500 

4 3,800 3,200 

5 4,400 3,700 

6 5,000 4,200 

7 5,600 4,700 

More Add $600 per person Add $500 for each 
additional person 

Source: U.S.D.C., Economic Development Administration. Program Evalu­
ation: The Economic Develolment Administration Growth Center 
Strategy-:-tlSDC, February, 972, Table A.2, p. A-7. 
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Many factors besides the job itself might account for differences 

in hourly wage rates. They may, for example, be attributable to dif-

ferences between industries, between the worker's sex, to changes in 

worker ability (due to vocational experience or training); or to time-

related factors (such as inflation, changes in minimum wage laws, and 

a host of antidiscrimination laws and their court interpretations). 

Least squares regression is a technique that can be used to control for 

some of the more important factors. 

The real hourly wage rate differential is the difference to be ex-

plained (RWRD). It may be obtained by deflating nominal wage rates with 

the appropriate Consumer Price Index (CPI). Thus, the RWRD, corrected 

by dividing the nominal wage rate difference (Wt - W0 ) by the CPI for 

corresponding months (Pt, P0 , secured from the Economic Report of the· 

President, 1967 = lOO),may be written as: 

RWRD 
w w 

t 0 . =---pt Po 

The subscript, t, denotes the interview month; and the subscript, o, 

denotes the end of the respondent's immediately preceding endeavor. 

RWRD may be positive or negative. 

A Standard Industrial Classification Code (SIC) may be assigned to 

describe the major product produced by a firm (43). The SIC codifies 

the entire field of economic activities into ten two-digit major groups, 

and provides further_breakdowns into three-digit industry groups and 

four-digit industries. 6 The four-digit SIC most representative of the 

products produced by the ten SODA firms visited are: 



Industry 
SIC 

2335 

2512 

2531 

3069 

3079 

3536 

3561 
4213 
5095 

I~dustry Title 

Manufacturing; women's, misses' and 
juniors' dresses 

Manufacturing; upholstered wood house-
hold furniture · 

Manufacturing; public building furni­
ture 

Manufacturing; fabricated rubber 
products 

Manufacturing; miscellaneous plastic 
products 

Manufacturing; hoists, cranes, and 
monorails 

Manufacturing; pumps and compressors 
Common carrier trucking 
Wholesale distribution of beer and 

ale 
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Differences between industries may be represented by using the two~digit 

major group SIC to define the dummy variable, I. One dummy variable 

class can then be used to represent Ethan Allen and Scott Manufacturing 

(both belong to major group 25); another class can represent General 

Tire, Durant Electronics, and Solo Cup (since all three belong to major 

group 30); a third class can represent Peabody and U.S. Motors (because 

they both belong to major group 35); and the other firms can be repre-

sented by their own dummy variable classes. 

Another dummy variable, S, can be used to represent the respondent's 

sex. Males may be represented by one class and females by the omitted 

class. Thus, the difference between male and female wage rates can be 

assessed, although no a priori decision about the sign of the sex 

coefficient can be made. 

The previous and present occupation of each respondent has been 

codified into six-digit Dictionary of Occupational Title (DOT) codes 

(85). The first three digits are known as the Occupation Group Arrange­

ment (OGA) and "provide a method of grouping jobs having the same basic 
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occupational or worker trait characteristics so that the user can dis-

cern various relationships among occupations" (85, p. xvi). The last 

three digits are known as the Worker Trait Arrangement (WTA) and pro­

vide "a standard approach to classifying the abilities, vocational 

experiences, and/or potentials of workers" (85, p. xvi). The first 

digit of the OGA delineates occupational categories roughly ranking oc­

cupations in descending order of status. The categories are identified 

as follows: 

First 
Digit 

~} 
2 
3 
4 

5 
6 
7 
8 
9 

Occupational Category 

Professional, technical, managerial 

Clerical and sales occupations 
Service occupations 
Farming, fishery, forestry and related 

industries 
Processing 
Machine trades 
Bench work 
Structural work 
Miscellaneous 

A proxy for changes in job status may be constructed by finding the 

difference between the OGA first digit for the present and previous job 

(OGA). The differences can range from positive 9 (indicating a worker 

who was formerly a professional but is presently performing miscellaneous 

occupational tasks) to negative 9 (for the opposite case). 

The number of months elapsing between the previous endeavor and 

present job can be calculated. This variable (E) will serve as a proxy 

for time-related factors such as tenure and experience gained on the 

job. As in the case of the sex dummy variable, an a priori decision 

about the sign of the coefficient cannot be made because the correction 

of RWRD for inflation may offset effects of time. 
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Since firms participating in the survey were all covered by federal 

minimum wage laws, the real minimum wage rate difference (RMWRD) may be 

an important determinant of the real wage rate difference (RWRD) . RMWRD 

can be constructed for each respondent by correcting the minimum wage 

rate applicable to the present (MWt) and previous (MW0 ) endeavors for in­

flation by dividing by the CPI for the corresponding periods (Pt and P0 ). 

The RMWRD thus constructed is: 

MWt MW 
RMWRD = ~- Poo 

A positive RMWRD coefficient is expected if RMWRD is contributing 

significantly to RWRD; otherwise, the coefficient will be insignificant. 

A linear additive model of the RWRD incorporating all hypothesised 

factors may now be written: 

In this formulation, the explanatory variables have the following 

definitions: 

a = the constant term, 

I. = dummy variables representing major SIC groups within which 
1 SODA firms fall. The omitted class is SIC 23, I1 repre-

sents SIC 25, I 7 represents SIC 30, I3 represents SIC 35, 
and I4 represents SIC SO, 

S =dummy variable representing respondent's sex. Female is 
the class omitted, 

OGA = the difference between the first digit of the OGA codes for 
the present and previous endeavor, 

E = the number of months elapsing between the end of the re­
spondent's previous job and the interview date, 

RMWRD = the real minimum wage rate difference, 

f.L = the error term. 
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The coefficients can be interpreted as: 

is the intercept. It represents the dollar per hour change in 
real wage rate per unit change in other factors not explicitly 
included as variables; for example, the dummy variable classes 
omitted to prevent obtaining a singular correlation matrix; 

E 

is the industry intercept shift. Each /?represents the differ­
ence between its SIC class and the intJrcept; the influence of 
the particular SIC class under consideration may be obtained by 
finding ,Bi + (l; 

is the sex in terce p:. shift. 7. represents the difference between 
males and the intercept; the influence of males alone may be 
obtained by finding y+ a; 

is the dollar per hour change in real wage rate per unit differ­
ence between the first digit of the OGA codes for the present 
and previous endeavor; 

is the dollar per hour change in real wage rate per month of 
tline elapsing between the end of the respondent's previous job 
and the interview date; 

is the dollar per hour change in real wage rate per dollar (per 
hour) change in real minimum wage rate. 

Several relevant null hypotheses may be tested by this specification: 

1) a failure to reject~]. = 0 for any particular SIC class implies 
that the firms repres~nted by the class are having no signifi­
cant effect on RWRD beyond those represented by the intercept 
tenn; 

2) a failure to reject )(= 0 implies that males receive no signi­
ficantly different real hourly wage than is represented by the 
intercept term (which includes female wage rate effects); 

3) a failure to reject 8 = 0 implies that the OGA difference does 
not explain RWRD; 

4) a failure to reject €= 0 implies that the length of time a 
respondent holds his job has no significant effect on RWRD; 

5) a failure to reject S = 0 implies that RMWRD has no significant 
effect on RWRD. ; 

The regression estimate incorporating all of the variables yields 

the following estimates of coefficients: 



........-.... 
RWRD = -0.253 + 0.34011 + 0.6201 2 + 1.1713 + 0.22114 

(1.128) (2.055)* (3.511)*** (0.636) 

-0.479S + 0.0250GA + 0.003E- 0.719RMWRD 
(2. 077) * (0. 738) (1. 681) ~ (. 0908) 

SEE= 0.377, F Ratio= 4.065***, R2 = 0.565, cj)= 0.064 

D.W. = 1.81, n = 34. 

Given in parenthesis below coefficient estimates are t-ratios, where 
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asterisks denote that a coefficient is significantly different from zero 

at the (~) 20 percent level~ (*) 10 percent level, (**) the 5 percent 

level, or (***) 1 percent level. Since the F ratio is significantly 

different from zero at a level below 1 percent, the hypothesis that all 

coefficients equal zero is rejected. However, the t-ratios indicate 

that only the coefficients 12(S1C 30), 13(SIC 35), S, and E are signi­

ficantly different from zero. Before analysis of the results, it is 

necessary to question the quality of the estimate. 

Perfect multicollinearity occurs when any single explanatory vari-

able is perfectly correlated with any other explanatory variable or with 

any linear combination of the other explanatory variables (31, p. 380). 

When perfect multicollinearity is present, the solution of the least 

squares normal equations i~ indeterminate. However, some degree of 

multicollinearity is usually present, albeit less than perfect. As 

perfect multicollinearity is approached, the variances and covariances 

of the variables involved approach infinity, as do the corresponding 

standard deviations. Since the t-ratios are the ratio of the coefficient 

estimate to its standard deviation, multicollinearity will cause the 

t-ratios to be smaller than they might otherwise be. Variables that 

might be significantly different from zero (in the absence of multi-

collinearity) can thus appear insignificant. 
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One indicator of the degree of multicollinearity present is pro-

vided by calculating the determinant of the correlation matrix of the 

explanatory variables (31, p. 389). Determinants near zero indicate 

that some or all of the explanatory variables are highly correlated. 

'fhe Phi ~ value given with the above regression estimate is the value 

of the determinant of the correlation matrix for this estimate. It is 

relatively small compared to the determinant value to be discussed 

later. Thus, suspicion is aroused that a high degree of multicollin-

earity is present. 

A way of locating the source of the multicollinearity is to calcu­

late the multiple correlation coefficient (R2) of one explanatory 

variable with the other explanatory variables (31, p. 390). The closer 

this so-called covariance ratio is to one, the higher the degree of 

multicollinearity that supposedly exists between the explanatory vari­

able and one or more of the other explanatory variables. The covariance 

ratios for the above estimate are: 

explanatory 
· variable 

I1(SIC 25) 

I2(SIC 30) 

I3(SIC 35) 

I4(SIC 50) 
s 
~ 

E 

~ 

covariance 
ratio 

0.556 

0.764 

0.846 

0.374 

0.656 

0.386 

0.249 

0.361 

By this guideline, 12, r3, and S appear particularly suspect. 

The total correlation matrix is also useful for tracking down the 

source of multicollinearity, because the simple correlation between any 
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two variables may be observed. The highest correlation for I2 is with 

I3 (r = -0.502, where -1 < r< 1) .• But I2 and I3 are members of the same 

dummy variable set. Examination of the raw data revealed that most of 

the firms (of the 34 in this sample) belong to either SIC 30 or SIC 35. 

Thus, this negative correlation signifies this fact and is no cause for 

alarm. However, the highest correlation for I3 is with S (r = 0.618), 

signifying that mostly males work at the firms in SIC 35. Thus, the co­

efficients of I 3 and S are probably capturing the same effects. Since 

I3 is one of a set of mutually exclusive dummy variables, and no logical 

basis exists for omitting one SIC class in preference to another, it will 

be chosen to omit S for further tests. 

While examining the total correlation matrix, it was observed that 

the next highest simple correlations among ~xplanatory variables (other 

than among the I classes) occurs between RMWRD and S (r = o:319) and 

between RMWRD and E (r = -0.325). Although the covariance ratio for 

RMWRD is not particularly high, RMWRD is not significantly different from 

zero. Thus, some of the explanatory power of RMWRD is already expressed 

by E. This relationship is logical, because elapsed time (E) is imp~ic­

itly a part of the computation of RMWRD. 

Another regression estimate omitting both S and RMWRD was run. It 

yielded the following estimates of coefficients: 
............ 

RWRD = -0.165 - 0.00711 + 0.179I 2 + 0.563I3 - 0.032I4 
(0.862) (0.027) (0.746) (2.699)** (0.094) 

+ 0.0630GA + 0.004E 
(2.056)* (1.823)* 

SEE = 0.398, F Ratio = 4.087***, R2 = 0.476, q)= 0.291 

D. W. = 1. 77 , n = 34 . 
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Again, the F ratio is significantly different from zero at a level belaw 

1 percent. The determinant of the correlation matrix (~ is 4.6 times 

larger than for the previous estimate, indicating a reduction in multi-

collirearity. The covariance ratios for the second estimate are: 

explanatory covariarce 
variable ratio 

r1(SIC 25) 0.385 

r2(SIC 30) 0.583 

r3 (SIC 35) O.SST 

r4(SIC 50) 0.280 

OGA 0.146 

E 0.185 

All covariance ratios are less than those for the corresponding variable 

in the previous estimate, thus supporting the evidence that multicollin-

earity has been reduced. One further F test is particularly illuminating. 

Begin by considering the first estimate as an "unrestricted" esti-

mate. The second estimate is thus restricted, relative to the first, 

because leaving S and RMWRD out of the estimate implies they have no 

significant power in explaining the variance of RWRD that is not cap­

tured by the remaining variables. Thus, we wish to test the joint 

hypothesis that 1= ' = 0. This hypothesis may be tested by computing 

(31, p. 370): 

2 where R 1 = 

2 . 2 
R - R L T 

1 - t 
0.565 - 0.476 

9 - 7 
------ = -------- = 2. 586' 

1 - R2 
L 

n- L 
1 - . 565 

34 - 9 

the coefficient of determination of the unrestricted 
estimate, 

the coefficient of determination of the restricted estimate, 
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L = the number of parameters estimated in the unrestricted esti­
mate (including the intercept), 

T = the number of parameters estimated in the restricted esti­
mate (including the intercept), 

n = the number of observations in the sample. If the null 

hypothesis (Jf= ~e 0) is true, then the above ratio is an F statistic 

with t - T numerator degrees of freedom and n - L denominator degrees 

of freedom. The tabled value of F at the 5 percent significance level, 

with 2, and 25 degrees of freedom, is 3.39. Thus, the hypothesis that 

Jr= ~= 0 cannot be rejected at the 5 percent level, and it is con­

cluded that the simpler estimate, allowing for differences in degrees 

of freedom, performs about as well as the first estimate, but with con-

siderably less evidence of multicollinearity. Moreover, the Durbin-

Watson test (D.W.) for autoregressive disturbances indicates no signi­

ficant autoregression at the 5 percent significance level for either 

estimate (31, p. 294). 

Since the second estimate is the preferred one, interpretive com-

ments will refer to it. Because the dummy variable class representing 

SIC 23 was omitted, the coefficients as estimated represent the differ­

ential effects of the SIC of interest from the effects of the omitted 

class. Even though the intercept is not significantly different from 

zero, its effects need to be allowed for. Thus, the values of the co-

efficients of the dummy variables, after adding back the intercept 

value, are: 

variable coefficiEnt 

-.172 

.014 

.398 

-il97 
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These coefficients indicate that if the effect of the SIC classifica­

tion of the firms is considered by itself, only the firms in SIC 35 

contribute greatly to the average 25 cents per hour RWRD. Since both 

firms in this SIC class employ skilled machinists, whereas the bulk of 

the jobs at the other firms require relatively little skill, this ob­

servation is not particularly surprising. Moreover, the coefficient of 

OGA indicates that the hourly paid employees are changing jobs in such 

a fashion that differential job characteristics are worth a little over 

six cents per hour more. Finally, four-tenths of a cent per hour more 

is earned for every month elapsing (E) between the present and former 

endeavor. 

It should be noted that RWRD averages about 25 cents per hour. 

Moreover, the standard deviation of RWRD is about 50 cents per hour and 

RWRD ranges from a negative 63 cents per hour to a positive $1.43 per 

hour. Thus, RWRD is rather volatile to begin with. Since the coeffi­

cient of I 3 is positive and highly significant, the positive average 

RWRD is largely attributable to jobs provided by the two Durant firms in 

SIC 35. One of these firms would not exist without its extensive EDA 

involvement. The other would not have built its present new and expanded 

facility without the EDA-sponsored water project on which it is located. 

Although it is not possible to attribute all of the positive RWRD to 

EDA, hourly employees at the two firms in SIC 35 should appreciate EDA 

efforts. 

Earnings Effects. Earnings differentials need consideration in ad­

dition to wage rate differentials because earnings are the product of 

wage rates and hours worked. Question lSh :asks. the respondent what he 
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thinks he would be earning (as of the interview date) if he were still 

in his former employment. By comparing earnings reported in question 

7f with the response to question lSh, an earnings comparison can be 

obtained that avoids several empirical problems. 

There is no need, for example, to correct these earning figures 

for inflation, because they reference the same instant in time. Like­

wise, temporal differences in minimtun wage rates and other experience 

factors are inapplicable. Thus, only qualifications for including a 

case need to be considered. Weighted means and variances can then be 

computed and a straightforward statistical test for significance of 

difference run. However, one area of criticism might be anticipated at 

the outset. How accurately is the respondent likely to know what he 

would presently be earning if he were still in his former job? 

Some idea of response accuracy can be obtained by mentioning sev­

eral types of answers given by respondents when asked question lSh. 

Many respondents simply replied that the former job paid the prevailing 

minimum wage and that conversations with friends still employed there 

indicated that such continued to be the practice. Respondents of this 

type were next queried about the average hours worked. If they replied 

that only a 40-hour week was worked, then the current minimum wage rate 

was multiplied by 160 to obtain an average monthly figure. The computed 

amount was then mentioned to the respondent for verification. If over­

time was typical, then an additional amount was added, at the rate of 

one and one-half the regular-time wage rate·multiplied by the respondent's 

claimed typical monthly overtime hours. 

One former city employee responded that he simply did not know. 

Since this individual's previous job was known, a call to the city':: 
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manager of the city where the respondent was formerly employed quickly 

produced the exact monthly pay the individual would be drawing, includ­

ing seniority increments. 

One former self-employed mechanic also responded that he had not 

kept track of typical mechanic's earnings. A discussion ensued about 

the level of his qualifications (i.e., was he capable of transmission 

work, air conditioning repair, engine overhaul and so forth). After 

determining that he felt capable only of general tune-up and replace­

ment of such items as water pumps and fuel pumps, but not air condition­

ing or transmission overhaul, three garages in the same vicinity, spec­

ializing in the respondent's line of work, were visited. Each of the 

three self-employed mechanics was asked what his average before deduc­

tion monthly earnings would be. The average of the three was then used 

to approximate this respondent's unknown earnings. 

Answers to question 15h also lend themselves to a certain degree 

of checking. Suppose a respondent described his former job with an 

occupation that was included elsewhere in the sample. The answer given 

by the respondent can then be crosschecked with the present job earnings 

of another respondent with a similar occupation. 

·However, the cases cited are exceptions, rather than the rule. Most 

of the respondents simply answered that they had been earning the pre­

vailing minimum wage and, through communications with friends still with 

the former employer, knew that the present minimum wage was currently 

being paid. Both interviewers, after over one hundred interviews, 

thought that the respondents kept close watch over their immediately pre­

ceding job. Along these lines, note that question 16 asked, in open­

ended fashion, why the respondent took the present job. Categories of 
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answers to this question were retrospectively defined by grouping like 

responses. The most frequent answer was that the present job offered 

better opportunity for advancement and/or better pay than the previous 

job. It is possible that respondents, by keeping track of their pre-

vious job, are seeking to justify to themselves their decision to switch 

jobs. Thus, the answers appear to be fairly accurate. 

A subjective decision must also be made of what type of previous 

endeavor qualifies a case for inclusion in the earnings comparison. If 

the respondent answered question 12 either ''not working" or "tmemployed," 

no job earnings will be recorded in question lSh. Thus , two compari-

sons are more appropriate than one. First, the population estimate of 

the present average monthly earnings for those previously "tmemployed" 

respondents should be calculated. Since the average previous earnings 

of this group were zero, the EDA-catalyzed job opportunity is signifi-

cant and the average earnings from the present job can be taken as the 

measure of the job's value to these respondents. In the process of 

screening the data for previously 'unemployed" respondents, the ''not 

working" respondents will be screened for those answering question 13 as 

"discouraged," and these respondents will be included in the "unemployed" 

group. Second, the population estimate of the average present monthly 

earnings and average monthly earnings respondents think they would be 

earning if still in their previous jobs will be estimated, using 

weighted techniques. A test of the null hypothesis, 

H: 
0 

the average monthly earnings differential attributable 
to job opporttmities is zero, 

against the one-tailed alternative, 

the average monthly earnings differential attributable 
to job opportunities is positive, 
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will then be made. The statistical procedure is discussed in Appendix 

C, and results of the test are discussed in the following paragraphs. 

The sample estimate of the population of 961 employees reveals that 

before taking their present job, 21.4 percent were unemployed, 21.7 per­

cent were not working (mostly because they were housewives or students), 

and 56.9 percent were previously employed. The mean earnings, at inter­

view time, of the entire population is estimated to be $657.09 per month. 

When broken down, the mean earnings, at interview time, of the previous­

ly unemployed are estimated to be $581.91; of the previously not working, 

$599.85; and of the previously employed, $707.20 per month. Although 

the reader may decide differently, this writer thinks that at most the 

previously unemployed and previously employed should be considered bene­

fiting from a catalyzed job in the earnings sense, because the esti­

mated 208 employees that were previously not working were not even 

looking for work. Incidentally, an estimated 1.2 percent of the popula­

tion responded that they were not working because they were too dis­

couraged to search further for jobs. This 1.2 percent was reclassified 

as unemployed, and thus the unemployed earnings statistics include them. 

Claiming that the 206 previously unemployed individuals benefit 

from the EDA-catalyzed job,an average of $581.91 per month is debatable. 

One may, for example, claim that they would surely have found jobs some­

where, paying at least the going minimum wage. One may also counter­

claim that they had not found jobs elsewhere and that the unemployed 

thus benefit by the entire amount. Since these claims and counter-

claims are conjectural, this summary may be made more informative by 

considering the difference between present job earnings and what the 

employee thinks he would be earning if he still held his former job. 
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Thus, the estimated 547 employees that were previously employed and that 

now earn an average $707.20 per month claimed that they think they 

would be earning an average of $555.11 per month if they still held 

their former jobs. Since the two figures derive from the same respon­

dent, in each case, a paired statistical test was run. The calculated 

test ratio (see Appendix C) is at least five. Using a normal probability 

table, this ratio indicates that the difference is significant in the 

predicted direction at a level of significance too small to be shown in 

the table (51). This difference is therefore highly unlikely to be due 

to chance alone, and it may be concluded that an estimated 547 employees 

believe that they have bettered themselves by an average of over $150 

per month by taking a catalyzed job in preference to their former job. 

Employee Residency. Question 10 of the Funded Project Questionnaire 

permits a straightforward presentation of the proportion of employees 

working for evaluated employers whose residence was, at the time of 

interview, a growth center county, RA county, other SODA county, or out­

side SODA. A comparison with the same percentages from an EllA-catalyzed 

employer located within the RA (Atoka, in fact) quickly settled the 

issue of where employees reside. As can be seen in Table XXIX, by far 

a greater proportion of RA residents are employed by the RA employer 

than by GC employers. A simple explanation is that RA residents live 

closer to the RA employer than to employers in GCs. A simple conclusion 

also looks possible: induce the employment to locate geographically in 

the center of the area in which it is desired to create employment. 

Although this basic conclusion may be correct, it is questionable 

whether the location of a major employer outside the designated growth 



Employers Located 
in GC 

Employer Located 
in RA 

Source: . Question 10, 

TABLE XXIX 

RESIDENCY OF EVALUATED PROJECT 
EMPLOYEES 

Residency Percentages 
Other Total GC RA 

Employment Cmmty County SODA 

842 83.3 10.2 1.9 

119 1.7 96.6 0.0 

Funded Project Questionnaire . 

159 

Outside 
SODA 

4.6 

1.7 
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centers is consistent with the growth center concept in the first place. 

Several respondents commented that they hoped this study would support 

the success the employer was having in the RA community, and thus trig­

ger the construction of new outlets by some of the nationally known 

firms already located in SODA's growth centers. These comments seem to 

indicate that RA residents are aware that Atoka lacks the infrastruc­

ture development already existing in SODA's growth centers. Had the 

employer located in ore, of the growth centers instead, extant infra.­

structure could have been utilized. Moreover, several respondents in­

dicated that they believed Atoka should also be a growth center. Thus, 

the conflict brought out in the first chapter between residents of 

growth centers and residents of communities too small to receive GC 

designation is highlighted. It is against human nature to expect resi­

dents of a community to favor the discriminatory GC strategy with much 

fervor when their community is left out of the picture. The growth 

center strategy is not invalidated because workers choose employment 

closer to home when good opportunities are available. The fundamental 

problem remains: federal development dollars are not sufficient to 

develop infrastructure in every community. Since residency statistics 

do not reveal the extent of migration or commuting involved, a closer 

look needs to be taken. 

Dimensions of migration and commuting seem to be of particular in­

terest, as evidenced by Summers' compilation of industrial impact 

studies. He states in his conclusions to Chapter Four, '7he information 

in these studies points to migration as the key to the analysis of demo­

graphic impacts of the industrial invasion of rural areas in the United 
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States" (71, p. 4-43). The Employee Questionnaire is designed to ex­

amine facets of both migration and commuting. 

Migration Effects. If the new jobs are filled by migrants from 

areas outside SODA, then the jobs cannot'be filled by existing residents 

among whom are the unemployed and underemployed the growth center strat­

egy is to help. Therefore, the proportion of evaluated jobs filled by 

migrants is of interest. Table XXX contains percentages reflecting the 

residency status of 961 employees derived from expanded Employee Ques­

tionnaire tabulations. The estimates tabulated indicate that about 14.5 

percent of the employees migrated between their former and present job 

(7.0 percent making nonjob-related moves plus 2.0 percent returnees 

plus 5.5 percent nonreturnees). However, only 7.5 percent of them were 

making job-related moves (2.0 percent returnees plus 5.5 percent non­

returnees). Further perspective is provided by Summers. 

Summarizing 11 studies considering the migration question, Summers 

(71, p. 4-12) comments that, "An average of 30 percent of the work force 

(range 11% to 69%) had moved into the vicinity of the plant to ,take the 

new jobs." Seven of the studies reviewed considered the origin of the 

migrating workers in even greater detail; and Summers (71, p. 4-13) 

concluded that, "An average of 32 percent of all migrating workers (range 

8% - 69%) had come from places outside the county where the plant was 

located." Summers (71, p. 4-13) found, in three studies considering 

migration distances that, "An average of 68 percent (range 67% - 69%) 

of the migrants had moved fifty miles or fewer." 

Other facets of migration are also of interest, but are not as well 

documented by previous research. Summers (71, p. 4-15) asserts that 



TABLE XXX 

PERCENTAGE DISTRIBUTION OF RESIDENT GC EMPLOYEES 
BY LOCATION OF RESIDENCY AND MIGRANT GC 

EMPLOYEES BY FORMER RESIDENCY 

Nonmovers Who Are Residents1f 

Of a GC 
Of a GC county, .not GC 
Of a RA county 
Of another SODA county 
Outside SODA 

35.3 
25.2 
20.2 
1.5 
3.3 

Movers Making Nonjob-Related Moves!! 

Total 7.0 

Movers Making Job-Related Moves to GC Job~ 

Returnees 
Originally Residing±! 

Within GC county 
Within RA county 
Within another SODA county 
Outside SODA, within Oklahoma 
Outside SODA, within adjacent 

states . 
Outside SODA & adjacent states 

Total 

0.1 
0.3 
0.0 
0.2 

1.4 
0.0 
2·.o 

Nonreturnees 
Originally Residing 

1.2 
1.3 
1.2 
0.5 

0.4 
0.9 

5.5 

Source: Employee Questionnaire tabulations expanded to estimate total 
evaluated jobs. 

Notes: 1/ Nonrnovers are respondents living in the same community they 
- were when they started their present job (see question 2). 
2/ Movers are respondents that have moved since starting their 
- present job. They answered question 2 with no. A total of 

14.5 percent of the respondents made either nonjob-related 
moves (7.0 rercent) or job-related moves (total of returnee 
and nonreturnee proportions is 7.5 percent). 
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3/ Movers making nonjob-related moves are respondents answering 
- question 2 with no and question 2(b) with no, whereas Jo§­

related movers answered question 2(b) withyes. Only~­
related moves should be attributed to catalyzed jobs. 

4/ Respondents making job-related moves who are returnees indi­
- cated in question 16 that the present job permitted them to 

move closer to home or gave some similar indication during 
interviews. 
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migrants from longer distances tend to be managerial personnel with 

higher incomes, better educations, and holding highly skilled, top 

salaried positions. Additionally, Summers cites a study by Olsen and 

Kuehn (48) that discusses these questions in details directly applicable 

to the present study, particularly the phenomenon of the returning former 

resident. 

In their study, Migrant Response to Industrialization in Four Rural 

Areas, 1965-1970, Olsen and Kuehn (O&K) (48), surveyed 1,275 of 6,729 em­

ployees at 26 plants in four multicounty areas in Arizona, Mississippi, 

the Central Ozarks, and Arkansas. Sample values were then expanded for 

each plant to reflect total estimated employment. Their general conclu­

sion is that about 78 percent of the new jobs went to local residents 

and about 22 percent were equally divided between new and ~eturning 

in-migrants. Thus, about 11 percent of the migrants were returning 

former residents. Additionally, O&K (48, p. iv) generalize, " .•. that 

the immigrants were younger and better educated . . . and had shown 

greater job mobility in previous years than residents." The immigrants, 

thus, had a competitive advantage over residents. 

The reason the O&K study is relevant is that the study region they 

· have labeled "the Ozarks'' contains eight courities geographically close 

to the SODA area: Benton, Carroll, Madison, and Washington in Arkansas; 

Barry and McDonald in Missouri; and Adair and Delaware in Oklahoma. 

Although specific geographic locations of the plants surveyed were not 

given, none appear to have been in Oklahoma. Nevertheless, a few of 

O&K's Ozarks statistics may prove more comparable than either their own 

or Summers' generalities. 
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Olsen and Kuehn estimated that 1,980 of 6,729 employees lived in 

their Ozarks region. Moreover, of the 1,980, O&K (48, p. 9) estimated 

31.5 percent of them to be in-migrants, split between 18.8 percent non­

return and 12.7 percent returning former residents. The 31.5 percent is 

comparable with O&K's generalized 22 percent, and the 12.7 percent is 

comparable with the 11 percent generalization. Thus, both the in-migrant 

proportion and the proportion of returning former residents for the 

Ozarks area are about 1.5 percentage points greater than the correspond­

ing generalized proportions. 

At least two concluding comments comparing the percentages of Table 

XXX with those reflected in the literature seem noteworthy. First, a 

greater proportion of the new jobs are held by local SODA residents than 

is indicated in the other studies. Conversely, a smaller proportion of 

the SODA jobs are held by in-migrants (14.5 percent). Second, although 

the other studies highlighted the phenomenon of the returning former 

resident, no mention was made of the proportion of the migrants making 

nonjob-related moves. As is indicated in Table XXX, movers making 

nonjob-related moves account for about half the migrant percentage. 

Moreover, only two percentage points of the remaining seven and a half 

are attributable to returning former residents. Thus, the returning 

former resident phenomenon does not appear particularly important to the 

firms studied in the SODA area. Consider next the extent of commuting. 

Commuting Effects. The journey-to-work can be measured with the 

Employee Questionnaire in terms of both time and distance. However, 

Summers (71, p. 4-5) suggests that discussion in distance terms is more 

accurate, because the researcher is able to obtain map distances 
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whereas travel times are obtained from interview responses and are thus 

subject to memory vagaries. Since automobile is the only mode of · 

transportation indicated by respondents, highway map distance is a more 

appropriate measure than air distance. 

Summers cites 24 studies discussing commuting, although few provide 

comparable information. Only two (unspecified) studies discuss commut-

ing in terms of time. The median commuting time mentiomd in Summers' 

study is 20 minutes or less, whereas the corresponding figure, estimated 

from the SODA survey, is 16 minutes or less. 

Table XXXI and Table XXXII present one-way commuting distances based 

on sample estimates in terms as nearly comparable with other studies as 

possible. Summers combimd the results from four studies finding that 

the proportion of workers journeying four road miles or less ranged from 

11 percent to 67.6 percent and averaged 37.9 percent. Five more (un­

specified) studies were found to have an average one-way commuting dis-

tance ranging from 3.2 to 19 miles, with a mid-range of 11.1 miles. 

Olsen and Kuehn (O&K) (48) also consider commuting. Figures com-

parable to Summers' classification'can be calculated from their Table 13 

(48, p. 17) for their Ozarks region. They estimate 1956 of the employees 

of the Ozarks firms they surveyed could be classified as commuters, of 

which 42.0 percent commute 4 road miles or less, and 62.9 percent com­

mute 10 miles or less. The average one-way commuting distance is about 

9.2 miles. Greater detail is given in Table XXXII. 

As can be seen in Ta91e XXXI, a greater proportion of the SODA 

region employees travel the short distances than do the employees sur­

veyed in the other studies. Moreover, the average distance traveled 

is almost two miles less than the. average distance traveled by e~ployees 
I 



One- \Aby 
Mileage 

Four or less 

Ten or Less. 

Mean Distan::e 

TABLE XXXI 

EUM4ARY OF CCM>ARABLE (?) 
COMMUTING TRENDS 

Olsen & 
Kuehn 

3Jmmers (Ozarks 
Review Region) 

*37.9% ***42.0% 

**46.6% ***62.8% 

**11.1 miles # 9.2 miles 
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SJDA 
Evaluated 

Finns 

58.6% 

67.6% 

7.4 miles 

Sources: (SliDDTlers) Gene F. &unm.ers, Industrial Invasion of Nonmetro­
politan America: A Quarter Centuzy of Experience, U.S. De­
partment of Conunerce, Economic Development Administration, 
September, 1975, pp. 4-25. 

(Olsen) Duane A. Olsen, Migrant Response to Industrialization 
in Four Rural Areas, U.S.D.A. Economic Research service, 
Agricultural Economic Research service, Agricultural Economic 
Report 270, september, 1974, Table 13, p. 17. 

(SODA) SODA data is from Employee Questionnaire question 1 
compared with question 6. 

Notes: *Four Study Average 
**Mid-range 

***Directly computed from O&K Table 13, p. 17. 
#Directly computed from above, all in mileage interval assumed 
to fall on interval mid-point. See text. 



One-Way 
Hileage 

0-4 

5-9 

10-19 

20-29 

30-39 

40 or more 

UnJetennined 

Total (%) 

Total Ntmlber 

TABLE XXXI I 

PERCENTAGE DISTRIBUTION OF EMPLOYEE 
CCMviUTING DISTANCES: OLSEN & 

KUEHN'S OZARKS VS. SODA 

O(fK' s 
Ozarks 

42.0 

20.9 

25.0 

8.6 

2.5 

0.6 

0.4 

100.0 

1956 

Source: (O&K) See Olsen, cited previously in Table XXXI. 

(SODA Area) see SODA data, cited previously in 
Table XXXI. 
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SODA 
Area 

58.6 

9.0 

15.4 

15.8 

1.2 

o.o 

o.o 

100.0 

96i 
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in O&K's Ozarks region. A similar conclusion is reached upon examina­

tion of Table XXXII, which distributes SODA commuting distances into 

mileage classes identical to those used in O&K's Table 13 (48, p. 17). 

The reader may be tempted to conclude that the drawing ability of 

the growth centers is weak, or that SODA employees are particularly tied 

to their locations in Cameron's sense (supra, p. 17). Such is not neces­

sarily the case, because this survey reflects the residency of employees 

of evaluated firms only. It is likely that a goodly number of Durant­

area residents hold jobs in the rapidly growing Denison-Sherman indus­

trial area and, thus, commute daily about 30 miles one way. All that 

can be concluded is that the employees of firms evaluated travela shorter 

distance, on the average, than is reflected in the other studiesreviewed. 

Effects on Formerly Disadvantaged Employees 

An underlying assumption of policies emphasizing job creation is 

that a sizeable proportion of the employees going to work for the new 

firms will come from the ranks of the disadvantaged (the unemployed, 

underemployed, unskilled, poorly educated, racial minorities, etc.). 

For example, SODA unemployment rates, especially RA county rates, have a 

long-term tendency to be higher than the national rates (supra, p. 49). 

In searching for verification of this assumption, Summers (71, p. 4-1) 

points out that the important question is not how many jobs were created, 

but who gets them. Therefore, this section focuses on the participation 

of the disadvantaged in the newly created jobs. 

A study by Kuehn (32) is a recent source of comparisons. The sam­

ple data and geographic coverage are identical with the Olsen (48) study 
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previously discussed, and thus Kuehn's Ozarks area statistics may pro~ 

vide more comparable data than combined results for his four study areas. 

Kuehn (83) defined poverty thresholds utilizing Office of Economic 

Opportunity guidelines in a manner similar to those used in the EDA 

study. Poverty thresholds were defined by Kuehn (30): 

••• as $2,000 for the first member (employee) plus $600 for 
each additional member per year • • • • Changes in poverty 
status were based on annual household income in 1970 in the 
previous job versus annual household income in the most recent 
previous job held. If no such job existed, 1965 household in­
come was U.Sed for comparison. All incomes were inflated to a 
1970 base year with the Consumer ?rice Index to remove effects 
of yearly variations in price levels. The 1970 household size 
was used for poverty calculations (p. 5). 

Notice in this definition that the current family size is used with pre~ 

vious household income, as was also the case in the EDA study (83). 

Strictly speaking, family size should coincide timewise with household 

income. 

The comparative statistics in Table XXXIII indicate that the poor 

share in jobs created in new and expanded firms: 26 percent of jobs 

(for which Kuehn could determine poverty status) were filled by previ-

ously poor, all areas combined, and 20 percent, Ozarks area only. The 

new jobs in the SODA area are filled to an even greater extent by pre­

viously poor or unemployed. The expanled sample indicates that 35.8 

percent of the 918 determined jobs were so filled • 

. The new jobs, moreover, appear capable of helping the poor escape 

poverty. Of those in Kuehn's four areas, 64 percent elevated themselves 

above poverty (16.5/25.8). SODA's record is more impressive, because 

74 percent (26.4/35.8) escaped poverty. 

Portraying only success is unrealistic, because it is possible to 

move into poverty as well as to escape it. \Ahereas, 3 to 4 percent of 



TABLE XXXI I I 

CCMPARATIVE SfATISTICS: EFFECTS OF JOB 
DEVELOPMENT ON POVER1Y STATUS 

Total Number of Jobs 
Number of Determined Job~ 

Kuehn's 
Four Areas 

Combined 
Number 

6, 729 
5,122 

Kuehn's 
Ozarks 
Area 

1,980 
1,572 

As a Percentage of Detemined Jobs~ 

Total Previously Unemployed 18.2 12.0 
Total Previously Poor or 

Unemplo~ed 25.8 19.8 
Residents_/ Previously.Poor 21.9 14.5 
Total Esca~ing Poverty 16.5 13.9 
Residentsl Escaping Poverty 13.3 9.1 
Total Movi?g into Poverty 3.1 4.6 
Residents~ Moving into Poverty 2.2 2.8 
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SODA Fims 
EDA Present 

Study Study.Y 

275 
275 

13.5 
11.6 

961 
918 

22.3 

35.8 
27.5 
26.4 
26.4 
2.1 
2.1 

Source: (Kuehn) John A. Kuehn. Impact of Job Development on Poverty 
in Four Developing Areas, 1970. U.S.D.A., Economic Research 
Service, Agricultural Economic Report No. 225, Washington,· 
D.C., 1972, Table 3, p. 1, Table 6, p. 11. 

(EDA) U.S.D.C., EDA. Program Evaluation: The Economic De­
velopment Administration Growth Center Strategy. U.S.D.C., 
Feb., 1972, T4, p. 31. 

(SODA) Employee Questionnaires expanded by plants; employee 
sample assumed representative of unsampled employees. 

Notes: 1/ Total number of jobs in nine firms allowing employees to 
- participate in Employee Questionnaire. 

2/ Detemined jobs are cases for which poverty status for 
both previous and present jobs are determinable. --- De­
rotes figure unavailable; EDA figures may not be compar:. 
able siil:e complete classification definitions \\ere 
umvailable. 

3/ Residents, as defired by Kuehn (op. cit., p. 4), consisted 
- of nonmovers and movers within the study areas. 
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more workers. As of 1976, approximately 81 percent of all estimated 

employed persons were covered by a UI program, and thus included in the 

report. Major federal changes were adopted about the same time in 

Oklahoma. Since the type of comparison to be made is state, GC, and RA 

counties, relative to the nation, distorting effects of the legislative 

changes discussed above should cancel out, for any particular year. 

Another problem with the series, as presented, is that the informa­

tion represents the impact of all covered employers averaged together. 

Presentation of UI earnings information is not intended to imply that 

the trends exhibited therein are to be attributed solely to the EDA­

catalyzed jobs. Although the data source has within it the capability 

for such a comparison, researchers are not privy to the original data 

because of disclosure rules. Since this study attempts to focus on the 

wage and earnings effects of the EDA-catalyzed jobs (in SODA) on the 

workers holding those jobs, the aggregate UI earnings information tends 

to blur the focus somewhat. Nevertheless, relative computations are 

presented in Figure 12, and analytical corrnnents follow. 

Quite simply, parity with national weekly wages has not been 

achieved, not even for the state. The RA counties continue to lag the 

GC counties, Oklahoma, ani the nation. Tendencies to "catch up" have 

become evident only since 1972 and then most obviously in the GC coun­

ties. Lest the reader be tempted to rationalize the recent trend toward 

convergence as attributable to a national recession into which the 

regional areas fail to follow, the National Bureau of Economic Research 

(NBER) business cycle turning points are represented by the shaded areas. 

Thus, it can be seen that the relative upturn of regional wages began in 

a period of national expansion, instead of contraction. If, however, a 
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the persons holding determined jobs (in the studies reviewed) moved into 

poverty, only 2 percent slid backward in the SODA area. 

The reader may recall that the first digit of the OGA delineates 

occupation categories roughly ranking occupations in descending order 

of status (supra, p. 144). Table XXXIV presents selected socioeconomic 

characteristics of respondents, expanded to represent total employment 

of evaluated firms and distributed percentagewise by the first digit of 

the OGA. Thus, the relationship between socioeconomic traits used to 

indicate status of the disadvantaged and an indicator of the status of 

the position presently being filled can be ascertained. 

Trends evident in Table XXXIV add substance to the belief that the 

sample is representative of the population sampled. For example, the 

preponderance of the jobs are held by males, who also hold the prepon­

derance of managerial positions. Additionally, the bulk of male workers 

are employed in machine trades (OGA 6) and structural work (OGA 8) 

whereas the bulk of the females are empJoyed in processing (OGA 5) and 

bench (OGA 7) occupations. 

Even though detailed racial information was obtained on the Employee 

Questionnaire, the detail is not particularly useful because there were 

relatively few minority-class employees. Therefore, Table XXXIV simply 

classifies race as either white or minority. Although the bulk of all 

employees are holding jobs in nonprofessional and nonmanagerial occu­

pations (OGAs 5-9), the whites :dominate the managerial occupations. 

A high level of formal education has not been attained by most of 

the employees. About 68 percent have no more than a high school educa­

tion. Moreover, the bulk of these employees are employed in the non­

professional, nonmanagerial occupations. Although holders of college 



OOT 
OGA Sex Race 

TABLE XXXIV 

SELECTED SOCIOECONOMIC CHARACTERISTICS OF EMPLOYEES 
DISTRIBliTED BY SKILL INDICATOR OF PRESENT JOB 

Indicator of Disadvantage 

Marital Status of 
Educational Level Attained Jobs Filled b~ Household Head 

No n.s. some B.S. Now Divorced/ Never 
. First Digit Male Female White Minority Degree Degree College B.S. Plus Married Widowed Separated Married 

0,1 3.1 0.3 3.4 0.0 0.0 0.8 1.2 0.8 0.6 2.8 o.o 0.3 0.0 

2 1.6 1.1 2.3 0.4 0.0 1.1 1.4 0.2 0.0 0.0 0.2 0.7 1.2 

3 2.3 0.0 2.4 0.0 0.0 1.2 1.2 0.0 0.0 1.2 0.0 1.2 0.0 

4 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 o.o 0.0 

5 8.2 10.0 15.2 3.2 5.5 8.4 2.2 2.2 0.0 3.5 0.0 2.0 1.2 

6 26.1 3.1 27.0 2.2 6.0 12.4 10.9 0.0 0.0 18.4 1.0 3.2 3.1 

7 10.4 11.3 19.7 2.0 5.3 10.7 5.8 0.0 0.0 7.0 0.0 1.1 1.2 

8 15.4 0.0 14.4 1.1 3.2 8.0 4.3 0.0 0.0 14.4 0.0 0.0 1.1 

9 5.8 1.0 3.4 3.4 1.2 4.6 1.0 0.0 0.0 4.6 0.0 0.0 0.0 

Total 702 259 844 117 204 454 268 30 5 498 12 82 75 

Proportion 73.0 27.0 87.8 12.2 21.2 47.2 27.9 3.1 0.6 51.9 1.2 8.5 7.8 

-
Source: Employee Questionnaire 

17eV1ousil1-
Previously!! Unemployed or 
Unemployed Unde1111Ployed 

or Escaping 
Underemployed Poverty 

GC RA GC RA 

0.0 0.2 0.0 0.2 

0.2 0.0 0.2 0.0 

0.0 0.0 0.0 0.0 

0.0 0.0 0.0 0.0 

6.5 0.0 6.5 0.0 

10.3 0.0 10.3 0.0 

5.7 3.4 4.6 3.4 

5.7 1.1 4.6 1.1 

0.0 0.0 0.0 0.0 

261 43 240 43 

28.4 4.7 26.2 4.7 

Notes: Figures are expansions of firm samples,sample responses are assumed typical of unsampled responses, and represent determined 
jobs as defined in notes to Table XXXIII. . . 
.!.fBased on sample responses, previous and present poverty status were detennmed for 918 JObs. 

J--1 
'-1 
N 
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degrees are few in number, with the exception of processing (OGA 5), they 

hold the managerial positions. 

Approximately 70 percent of the employees are heads of households, 

the majority of whom are presently married. As can also be observed in 

the sex, race, and education level tabulations, the household heads hold 

largely nonprofessional and nonmanagerial occupations. Moreover, the 

occupational distribution of the presently married household heads (the 

subclassification accounting for the bulk of household heads) is not 

noticeably different from the distribution of the other socioeconomic 

characteristics. 

Sample responses representing 918 of the 961 evaluated firm jobs 

allowed both present and previous poverty status to be determined. Of 

these, about 33 percent were either unemployed or underemployed immedi­

ately before taking the present job. Moreover, these employees hold 

nonprofessional, nonmanagerial jobs. Since 31 percent of the 918 have 

escaped poverty, about 94 percent (31/33) of the previously underem-

7 ployed or unemployed have escaped poverty. 

Table XXXIV thus generally indicates that the employees of the firms 

interviewed are white, male, heads of households. They have a high 

school or lower level of formal education. They hold jobs in the non­

managerial, nonprofessional occupations. About a third of them were 

unemployed or had total incomes below the poverty level immediately be­

fore taking the job held at interview time. At least for this third, 

the quality of life, in income terms, should have improved, because 

almost all of them have escaped poverty. 



Temporal Comparison of GC, RA, and 

National Wages 
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The tests that have been conducted have so far been restricted to 

ascertaining wage rate and earnings effects. Evidence of the trend in 

earnings over time for GC counties and RA counties relative to the 

nation is available. Employment and wage data for workers covered by 

state unemployment insurance laws are collected and compiled by the Re­

search and Planning Division of the Oklahoma State Employment Service. 

Employers subject to state unemployment insurance laws submit quarterly 

ES-202 (or equivalent) reports containing data on monthly employment, 

and quarterly total and taxable wages. The data are summarized by the 

state agencies, forwarded to the Bureau of Labor Statistics, and then 

published quarterly in Employment and Wages. Annual averages appear in 

the fourth quarter issue. 

This data source has interesting properties. As discussed in the 

Bureau of Labor Statistics (BLS) Handbook of Methods, "Since the data 

are secured incident to the collection of UI taxes and comprise a uni­

verse count of employees covered by those taxes, the report is not sub­

ject to sampling variability" (84, p. 70). However, comparability of 

the data over time is questionable, because the Federal Unemployment 

Insurance Tax Act initially (in 1938) applied only to firms employing at 

least 8 persons in 20 weeks in a calendar year and excluded many cate­

gories of workers--notably federal, state, and local employees. Cover­

age was extended to federal civilian employees in January, 1955, and to 

employers employing 4 or more persons in 20 weeks of a calendar year. 

Coverage was extended again in January, 1972, to firms employing one or 
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move toward national wage parity in the state, GC, and RA counties was 

only begun in 1972, and is more or less attributable to EDA efforts, then 

evaluation attempts made in 1970 were far too early, and there is still 

a long way to go. 

S1..UIU11ary 

A recapitulation of the findings in this chapter is in order. 

First, by reviewing PAP documents and descriptive statistics of EDA­

funded projects, it was demonstrated that at least a pragmatic growth 

center policy has been followed in SODA. Second, brief project-by­

project sketches revealed instances where an earlier study of the SODA 

area had underestimated job counts. Considerable growth of pennanent 

jobs at EDA-funded sites was also indicated. Third, the results of a 

stratified random sample of the employees holding jobs at firms located 

on EDA-funded sites was analyzed. This analysis is entitled "Direct 

Effects of Evaluated Firms" because no effort is made to assess the ef­

fects the catalyzed jobs might be having on the public at large. A 

multidimensional analysis has been conducted, because no one dimension 

adequately captures all effects of the catalyzed jobs. 

The first dimension analyzed is the effect on employees previously 

employed and previously (and presently) paid on an hourly basis. The 

conclusion is reached that there are no significant real wage rate dif­

ferences that are not accounted for by the nature of the finn for which 

the employee works, by a shift in job status or to other factors related 

to time elap~ing between the previous endeavor and the interview date. 

Real minimum wage rate differences are not significant in explaining the 

real wage rate differences of the qualifying respondents. 
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Earning effects are considered second. On the average, the mean 

earnings of holders of catalyzed jobs who were previously unemployed are 

estimated to be $581.91 per month, and of the previously employed, to be 

$707.20 per month. Moreover, the previously employed feel that they are 

earning, on the average, about $150 per month more in the catalyzed job 

than they would be earning if they still held the previous job. 

The third dimension considered is employee residency. It is con­

cluded that the majority of the employees live within the county (most 

within the community) where their job is located. 

Migration effects are discussed after residency. A1 though several 

other studies fmmd :in-migrants (including returning former residents) to 

be holding about one-quarter of the catalyzed jobs, only about 14 percent 

of the (SODA) evaluated firms' jobs are held by in-migrants. Only two 

percent of all the (SODA) jobs are filled by returning former residents. 

The average one-way distance employees of the evaluated firms commute is 

about seven miles, whereas the average in other studies is about nine 

miles. The shorter distance SODA employees commute reflects the fact 

that more of the employees reside in the county in which their employer 

is located than appears to be the case in other studies. 

The last dimension considered is the extent to which the employee 

holding an evaluated firm job is formerly disadvantaged. Almost 36 per­

cent of the "determined" jobs are filled by employees either previously 

poor or unemployed, as compared with about 25 percent in other studies 

reviewed. About 74 percent of these previously poor employees had 

escaped poverty by interview time. The general conclusion is that the 

catalyzed job opportunities provided by the evaluated firms are largely 

held by local residents, a goodly proportion of whom are previously poor 



179 

or unemployed. Although but a small proportion of these job holders are 

(or were) RA residents, one can hardly expect a growth center community 

to be voluntarily indifferent to its own disadvantaged citizens in 

preference to out-of-town residents. Moreover, a comparison of EDC, RA, 

and national average weekly wages shows that any tendency for wages to 

converge toward national averages has begun only since 1972, and has a 

long way to go. Thus, evaluation efforts made in the SODA area in 1970 

were at least premature. 

Direct effects are not the only effects of catalyzed jobs. Secon­

dary effects are generated by firms' payrolls and by purchases of other 

manufacturing inputs and services. Chapter Five attempts to assess 

these secondary effects. 



ENDNai'ES 

1Ardmore devotes more fulltime resources to the industrial hunt than 
the other growth centers. Mr. Jess Craig is fulltime director of the 
Ardmore Development Authority. He and his secretary work closely with 
the Ardmore Chamber of Commerce to keep the Ardmore Industrial Team 
primed for action with the latest Ardmore, Ardmore Air Park, and area 
statistics. Although Ada and Durant also have industrial teams as ac­
tive components of their Chambers of Commerce, neither town has a sepa­
rate fulltime office devoted to seeking new industry. Credit is 
gratefully given to the Ardmore Development Authority for supplying the 
raw data upon which this analysis is based. 

2Since not all Airpark employers participated in the surveys, com­
ments about potential nonresponse bias are appropriate. Airpark employ­
ment accounted for on the 1973 survey summary sheet (5) is 911, and 
total Airpark employment shown in Table XXII is 1,003. Thus, about 91 
percent of the total is covered by the survey response. Similarly, 648 
Airpark employees were accounted for on the 1976 survey summary sheet 
(6), and total Airpark employment shown in Table XXII is 707. Thus, 
about 92 percent of the 1976 total is covered by survey response. Be­
cause these response rates are quite high, nonresponse bias is assumed 
immaterial in the following analysis. 

3Niles Hansen (28, p. 151) classifies overhead capital into social 
overhead capital (SOC) and economic overhead capital (EOC). The term 
"infrastructure" may be considered a synonym for overhead capital. SOC 
projects are termed "environmental" projects by the EDA and primarily 
enhance the quality of life available to residents of a community. 
Three completed projects (viz., Arbuckle Lake pollution control, Ada 
retail parking, and Tishomingo sewage collection and treatment) and 
several recently announced, but unfinished projects (viz., Kalihoma re­
treat for the Chickasaw Indian Nation, Atoka's high school expansion, 
and Bokchito's new City Hall) are of this type. Although the funding 
of SOC projects is within EDA's authority, most of the projects are 
more EOC in nature because they support directly productive job-creating 
activity. Since any given project may serve both purposes, the distinc­
tion is perhaps more pedagogical than analytic. 

4sarnple size, confidence, ·and estimate precision are interrelated. 
Some studies choose to predetermine the confidence level and desired 
precision of the estimate, and then solve for the sample size needed. 
The method used herein was first to examine recently-completed surveys 
of a related nature to determine the sample size used. For example, in 
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SODA the field team conducting the EDA study distributed questionnaires 
to only 15 percent of the Peabody hourly wage employees (30 question­
naires) of which 11 percent (21 questionnaires) were returned (80, 
p. 2-30). Olsen and Kuehn (48, p. 3) attempted to interview 25 percent 
of their finns' employees (1,275 out of 6,729), but only about 19 per­
cent returned usable questionnaires. It was concluded that the techni­
que of explaining the survey to potential respondents and then leaving 
them to be completed and mail-returned later saved employer time but 
decreased the response rate. Therefore, it was decided to conduct inter­
views on the job, begin with a lower sample proportion, and attempt to 
achieve a higher response rate with less potential nonresponse bias. 

The Oklahoma Directory of Manufacturers (46) was next consulted to 
determine the approximate size of the population (the number of employees 
listed for £inns whose addresses indicated they were located on project 
sites). A total of 4,660 jobs were thought project attributable, al­
though several £inns later proved nonattributable, nonexistent or unco­
operative. Ten percent of the total (466) was chosen for planning 
purposes and the cost of designing, testing, interviewing, editing, and 
tabulating a survey of this size estimated. The out-of-pocket estimate 
was $4,600, not counting foregone job earnings resulting from the neces­
sity of taking a sabbatical leave. Since 10 percent is a convenient 
figure with which to work, and also $4,600 was an almost prohibitive 
figure, the author decided to predetermine the sample size and confi­
dence levels and let the precision be determined (See Appendix C). 

5Further stratification was possibly desirable, for example, by 
race. However, 6 additional race categories superimposed upon 14 job/ 
sex categories would present personnel managers with 84 stratification 
cells--a burdensome number. 

6For example, the Manufacturing Division encompasses SIC two-digit 
codes 20-39. One of its major groups is 35: Machinery, Except Elec­
trical. Two (three-digit) industry groups within major group 35 are 
Construction, Mining, and Materials Handling Machinery and Equipment 
(353) and General Industrial Machinery and Equipment (356). One of the 
industries within industry group 353 is 3536, which is the hoist, crane, 
and monorail manufacturing industry. 

7The reader may have noticed that the total previously poor or un­
employed is shown to be 35.8 percent of the 918 determined jobs in Table 
XXXIII, but only 33.1 percent in Table XXXIV. Similarly, 74 percent of 
the previously poor escaped poverty in Table XXXIII, and 94 percent are 
shown escaping poverty in Table XXXIV. The difference between these 
percentages, that at first glance should be the same, is explained by 
the fact that Table XXXIII is based on all respondents, whereas the 
previously poor or unemployed columns o~able XXXIV are based on re­
spondents residing only in GCs or RA counties~ · 



CHAPTER V 

MULTIPLIER EFFECTS OF EVALUATED FIRMS 

The multiplier effect is useful for explaining benefits generated 

in the SODA economy by the evaluated firms. Economic benefits are not 

limited to the wages paid directly to employees or to local purchases of 

manufacturing inputs because employer expenditures become employee and 

supplier receipts, most of which are respent. This income-expenditure 

process continues until initial expenditures ultimately leak outside the 

SODA economy. The purpose of this chapter is to utilize readily avail­

able multipliers recently estimated for the SODA district to provide 

estimates of the total employment and income impact of the SODA evaluated 

firms (61)(62). 

Comments on Conventional Wisdoms 

Summers (71) has compiled significant findings of past multiplier 

studies. A summary table presents employment multipliers for 18 stu­

dies (71, p. 5-11). These multipliers range in value from 1.00 to 1.71. 

A multiplier of 1.71, for example, implies that 71 more people are em­

ployed in nonmanufacturing for every 100 manufacturing jobs. Thus, one 

multiplier does not apply to all times, places, or industries. Research 

does, however, support tentative conclusions about the dependency of the 

size of multipliers on various attributes. 
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Three such attributes upon which the size of an economy's multi­

pliers depend are the degree of the economy's interdependence, its geo­

graphic size, and its extant excess business capacity. Generally, the 

more interdependent the economy, the larger the multiplier because leak­

ages from its income-expenditure stream are less likely (71, p. 5-12). 

Similarly, for a given degree of interdependence, the larger an economy's 

geographic size, the larger its multipliers because leakages tend to be 

internalized by the expansion of geographic boundaries. For example, a 

leakage caused by spending paychecks in communities outside the economy 

of concern can be eliminated by redefining the economy's boundaries to 

include these communities (71, p. 5-13). Moreover, smaller multiplier 

effects may be expected from new firms locating in towns with excess 

business capacity, unemployment, and underemployment because existing 

firms can handle expanded business for awhile without adding employees 

(71, p. 5-14). Conversely, larger multiplier effects derive from firms 

demanding more inputs from the economy of concern than from one import­

ing its inputs from outside because the more backward and forward link­

ages a firm has with an economy, the more interrelated it is with the 

economy. 

Quantification of interdependence and of multiplier size is a con­

troversial area of econometrics in which this study will not become 

embroiled. However, the characteristics of SODA's economy presented in 

Chapter Three in conjunction with the observation that labor is the most 

important purchase made by the evaluated firms give an intuitive feel­

ing that SODA's economy is not highly interdependent and that firms are 

linked to SODA's economy mostly through their payrolls. Thus, multiplier 
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effects are probably not as strong as they would be in more industrial­

ized and self-sufficient areas. 

An Input-Output Approach 

Dean Schreiner and James Chang (61) have constructed input-output 

models for all of Oklahoma's substate planning districts. The basic 

ideas behind input-output economics are the same as for simple multi­

plier analysis, although in the former final demand and income flows are 

disaggregated and in the later, the flows are aggregated. All input­

output systems feature a detailed interindustry transactions table that 

· relates the flows of goods and services required from one sector (or 

industry) by another. This table describes in detail the interrelation­

ships present within the subject economy, and permits the cumulative 

repercussions of changes undertaken by one of the economy's many economic 

actors on the others to be measured. Schreiner's (61, p. 22) trans­

actions table for the SODA area, for example, contains 20 producing sec­

tor~ selling their outputs to themselves and 8 final demand sectors. 

Multipliers for each sector can be derived by solving the set of simul­

taneous linear equations embodied in the input-output framework and 

thereby obtaining the table of direct and indirect coefficients (usually 

called interdependence coefficients). The input-output multipliers 

still serve the same purpose as simple multipliers, "to indicate the 

relationships between some observed change in economic activity created 

throughout the economy" (23, p. 10). 

Three types of multipliers, each having two basic forms, are com­

monly mentioned in conjunction with input-output analysis. These are 

computable for input-output models regardless of the model's geographic 



coverage. The three multipliers are output, income, and employment. 

Each can be calculated as a Type I or Type II multiplier. 
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The output multiplier is computed directly from the table of inter­

dependence coefficients. Whereas in simple multiplier analysis, only 

one aggregate multiplier is computable, with an input-output model, a 

separate multiplier is computed for each producing sector. Thus, for 

the 20 producing sectors, 20 output multiplier~ can be computed, as 

can be seen in column two of Table XXXV. Each output multiplier gives 

the dollar change in total output of the SODA economy resulting from a 

one dollar change in final demand for the products of that sector (23, 

p. 10). Ethan Allen, for example, manufactures furniture in Atoka, 

Oklahoma, and is a member of manufacturing sector six: lumber, wood, 

and furniture. The output multiplier for sector six (Table XXXV) is 

1.16609. Thus for every $1.00 of increase in final demand for the Atoka 

piant's furniture, about $1.17 of total output is created within the 

SODA district. 

Conventionally, the renumeration of productive factors (land, labor, 

capital, and entrepreneurial ability) is income in the form of rent, 

wages, interest, and profits. Similarly, in the input-output context, 

households are renumerated for the resources supplied to produce output. 

Wages, salaries, and proprietor income comprise the major part of this 

renumerationand are used by Schreiner (61, p. 76) to obtain income­

output coefficients. These coefficients give the dollar amount of income 

r:aid JEr dollar of output. There is a coefficient for each of the 20 

producing sectors. The typical income multiplier for a sector is ob­

tained by first obtaining the product of the interdependence coefficient 

(for the sector of interest) and the income-output coefficient (for 
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the same sector). The 20 products are then summed, which yields, "the 

total. amount of .direct and indirect income generated as a result of the 

initial one dollar change in final demand for the sector" (23, p. 12). 

The income multiplier is obtained by dividing the amount just computed 

by the sector's income-output coefficient and "indicates the total 

amount of income generated by the increase of one dollar of income in 

that sector" (23, p. 12). Income multipliers are also given in Table 

XXXV, except for transportation equipment, whose interaction effects in 

the SODA district, as reflected in the SODA interindustry transactions 

table are nearly zero (61, p. 227). Thus, the total direct and indirect 

income impact of $1.00 of income, generated for example by Ethan Allen's 

payroll, on the SODA economy is (by virtue of the Sector 6, Type I in­

come multiplier in Table XXXV) about $1.17. 

Since job-creation is a central concern of PWEDA, the SODA employ­

ment multipliers computed from the district's I-0 model will be of 

interest. An employment multiplier is defined as "the total change in 

employment due to a one unit change in the employed labor force of a 

particular sector" (23, p. 12). Total employment used by Schreiner 

(61, p. 57) is wage and salary workers, proprietors, and military per­

sonnel allocated by planning district and producing sector. Computation 

of employment multipliers is similar to income multipliers and begins 

with calculation of employment-output coefficients. These coefficients 

give the number of employees employed per thousand dollars of output. 

There is a coefficient for each of the 20 producing sectors. The typi­

cal employment multiplier for a sector is obtained by first obtaining 

the product of the interdependence coefficient (for the sector of 

interest) and the employment-output coefficient (for the same sector). 
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The 20 products ate then summed to yield the total direct and indirect 

employment generated as a result of a thousand dollar change in the 

sector's final demand. The employment multiplier is obtained by divid­

ing the amount just computed by the sector's employment-output coeffi­

cient. Employment multipliers are also given in Table XXXV, for each 

sector (with the exception of transportation equipment, as explained in 

the income multiplier paragraph above). Thus, the total direct and in­

direct employment impact of hiring an additional employee at Ethan Allen 

(for the SODA district on the whole, by virtue of the Sector 6 Type I 

employment multiplier in Table XXXV) is about 1.14 employees. Another 

way of saying the same thing is that Ethan Allen needs to hire ten new 

employees if the indirect effects are going to result in one more hiring 

somewhere in the SODA district. Explained so far is the Type I output, 

income, and employment multiplier. Consider briefly next the larger and 

more inclusive Type II income and employment multipliers. 

At the beginning of this discussion on input-output multipliers, it 

was mentioned that there are two forms of each type of multiplier: a 

Type I and Type II multiplier. Table XXXV lists Type II multipliers for 

income and employment, but not for output. Type II multipliers for out­

put can be computed, but not conveniently from Schreiner (61). Since 

they are not needed in the following section, they were omitted. 

One of the eight final demand sectors included in Schreiner's I-0 

models is Personal Consumption Expenditure. This means that household 

expenditures are being treated as if determined independently of economic 

activity generated within the economy being considered. When household 

expenditures are treated thusly and multipliers calculated, Type I 

multipliers result. Another way of considering the household sector is 
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TABLE XXXV 

OUTPUT, INCCME, AND EMPLOYMENT MULTIPLIERS . 
PLANNING DISTRICT 4 (SODA) 

' Mu1tiEliers 
OUtput Income Employment 
Type I Type I Type II Type I Type II 

1. Livestock & Products 1.3748 1.3950 1.9316 1.2741 1.5563 
2. Crops & Forestry 1.4863 1. 5323 2.1217 1.2626 1.5726 
3. Mining 1.3230 1.5353 2.1259 1.8266 3.1284 
4. Food Products 1.3912 1.9997 2.7688 2.6718 3. 7733 
5. Textiles & Apparel 1.1179 1.1291 1.5634 1.0653 1.2933 
6. Lumber, Wood & Furniture 1.1661 1.1668 1.6156 1.1431 1.6184 
7. Printing & Publishing 1.2391 1.1709 1. 6212 1.1600 1.7064 
8. Petroleum Products 1.7687 3.1747 4.3960 3.4909 5.7901 
9. Machinery 1.1349 1.1484 1.5901 1.1701 1. 7987 

10. Transportation Equipment 1.0000 
11. Other Manufacturing 1.2404 1.2857 1.7802 1.2884 1.9775 
12. Construction 1. 2748 1.3446 1.8618 1.4447 2.2553 
13. Trans pJrt & Warehouse 1.3068 1.2286 1. 7011 1.3243 2.2819 
14 . Connnu nica tio ns & Uti 1i ties 1.3739 1.3954 1.9321 1.5340 2. 6977 
15. Trade (Wholesale, Retail) 1.2343 1.1144 1.5431 1.0907 1.5329 
16. Finance, Insur., R. Estate 1.2641 1.6424 2.2741 1.7520 2.7491 
17. Business & Personal Servs. 1.2587 1.1900 1.6478 1.1782 1.7041 
18. Medical & Prof~l Services 1.2600 1.1266 1.5600 1.0559 1.2967 
19. Federal Govt. Enterprises 1. 2205 1.1055 1.5307 1.1128 1.8434 
20. State & Local Govt. Entrps. 1.4574 1. 7796 2.4641 1.5100 2.1786 

Source: Dean F. Schreiner and James C. Chang. Projection and Analysis 
of the Ecommies of Substate Planning Districts in Oklahoma, 
Ozarks Regional Commission, Stillwater, Oklahoma, September, 
1974 (Output multipliers from Table F-4, p. 227; income multi-
pliers from Table VI~l.04, p. 82; employment multipliers from 
Table V-1.04, p. 62). 
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to incorporate it within the producing sector of the I-0 model; i.e., 

treating it as if it were the twenty-first sector. Although only 20 

relevant multipliers will again be calculated, this maneuver allows over­

all impacts to be computed because not only are the Type I direct and 

indirect effects tallied but also the effects induced within the subject 

economy by its residents spending their incomes within the economy. The 

Type II multipliers that result thus incorporate all effects: direct, 

plus indirect plus induced (61, p. 74)(88, p. 68). These comments pro­

vide some of the rationale behind the multiplier effect, which is quan­

tified in the next section. 

Income and Employment Impact of 

Evaluated Firms 

Questions 8 and 10 on the Funded Project Evaluation questionnaire 

give dollar amounts of selected direct inputs and outputs of evaluated 

firms and their geographic breakdown, percentagewise. These direct in­

puts and outputs are summarized in Table XXXVI for the ten firms com­

pleting the Funded Project Questionnaire, and represent annual totals 

as of the end of 1976. 1 With the exception of firms seven, eight, and 

nine, little output is sold directly within SODA boundaries. Only firm 

nine purchases even minimal manufacturing inputs from within SODA. 

Other input categories reflect more local purchase. Operational 

supplies are supplies such as printed forms, office supplies, janitorial 

supplies, butane, fuel and oil for trucks, electrical conduit, and fit­

tings, etc., but are not primary manufacturing inputs. Most of the firms 

use various supplies of this type, and most of them are purchased within 
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the district. Utilities, transportation, and payrolls are the largest 

input categories purchased within SODA. 

Property taxes and other taxes (other than payroll taxes) are in-

tended as a proxy for inputs of services of district governments. How­

ever, many of the evaluated firms lease their entire facilities (land, 

building, and equipment) from some form of tax exempt public trust or 

corporation. One firm pays a large sum of tax, but to the State, and 

this, therefore, has no direct district impact. Several NAs (not appli-

cable) thus appear in the tax row. 

The geographic pattern of sales and input purchases reflected in 

Table XXXVI exemplifies the low degree of interrelation between the 
' 

evaluated firms and the SODA economy. Labor is their largest purchase. 

The I-0 model constructed for SODA has already captured the interrela­

tionship of the sectors (of which firms are members) with the region's 

economy in its table of interdependence coefficients (61). The income 

and employment multipliers will thus reflect this interdependence. 

The total income impact from evaluated firms' payrolls can be ob-

tained by summing the product of each firm's payroll and the Type II 

income multiplier (for the sector of which the firm is a member): 

Annual 
Payroll 

(Thousands) Type II Multiplier Income Impact 

$ 712.9 X 1.7802 = $ 1269.1 
1930.3 X 1.5901 = 3069.4 

520.0 X 1. 7802 = 925.6 
2025.6 X 1.5901 = 3220.9 
856.0 X 1.6156 = 1383.0 
441.9 X 1.5634 = 690.9 
327.9 X 1.5431 = 506.0 
205.0 X 1. 7011 = 348.7 
117.8 X 1.6156 = 190.3 

1800.0 X 1.7802 = 3204.4 

$14808.3 



Finn # 

Sales (Llutputs) 
% Direct to SODA 

Manufacturing 
% Direct frorr. SOD!\ 

Operational 
% llirect from SODJ\ 

Utilities 
% Direct from SODA 

Transportation 
% Direct from SODJ\ 

Taxes (Plant 
% Direct from SODA 

Payroll 
% Direct from SODA 

TABLE XXXVI 

DIRECT INPUT -OUTPUT LINKAGES OF EVALUATED 
FIRMS WITH SODA ECONOMY (DOLLAR 

AM)UNfS IN THOUSANDS) 

1 2 3 4 5 6 7 8 9 

3125.0. 9920.0 8353,0 9933.0 2800.0 725,0 4453,9 685.0 330.0 
0 0 0 0 0 0 50 100 20 

Inputs 

700,0 3500,0 388R.O 7338,0 ll04,0 136.6 2452.3 200,0 120.0 
0 0 0 0 0 0 0 () 2 

lU.U 25>0.0 
100 5 

52.0 122.4 
100 100 

3ll0,0 300,0 
100 20 

1. 5 nil 
100 (-if\ 

712.9 1930,3 
72 * 67 * 

137.0 94.1 
50 90 

130.0 62.7 
100 100 

300,0 18.6 
80 80 

40,0 100.6 
100 100 

520,0 2025.6 
60 * 72 * 

8.3 1.0 3.8 97.0 7.0 
60 1 100 90 100 

44.9 12.5 18.1 5,0 4.6 
100 100 89 100 100 

nil nil 296.2 nil 5.0 
:V\ :JJ\ 95 {;A 100 

nil nil 499.1 0.4 1.0 
!.JA NA 0 100 100 

856.0 441.9 327.9 205.0 117.8 
70 * 75 * 76 * 6R * 73 * 

Source: (Nonpayroll) Question 10, Funded Project Questionnaire 

(Payroll) Question S, Funded Project Questionnaire; amounts are thousands of dollars. 

10 

30000,0 
0 

7500.0 
0 

300.0 
65 

500,0 
100 

345.0 
100 

nil 
NA 

1800.0 
Unavail 

Notes: Ten firms allowed completion of the Funded Project Questionnaire, although only nine allowed 
completion of the uuployee Questiu;maire. Nil means essentially zero. If transportation is 
referenced, firm's own trucks are used and transportation is included with manufacturing in­
puts; if taxes are referenced, firm has tax exempt loans. NA means Not Applicable, since 
dollar amount is essentially zero. * means proportion estimated from survey. 

...... 
~ ...... 
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Of this $14,808,300 sum, $8,937,400 is direct effect and $5,870,900 in­

direct and induced effects caused by the multiple income-expenditure 

process at work. Since labor is (for the evaluated firms) SODA's most 

important resource, consider next the total employment impact generated 

by the evaluated firms. 

Question 10 of the Funded Project Evaluation questionnaire permits 

the geographic residency of the evaluated firm's employees to be ascer-

tained. Even though the spending of employees directly employed at the 

firms will have total (direct, indirect, and induced) multiplier effects 

and thus induce further employment, not all of the employment will accrue 

within the SODA district. Table XXXVII lists direct employment at 

evaluated firms and gives the percentage breakdown of employee residency. 

In the calculations that follow, it will be assumed that employment 

effects accrue to the employee's county of residence, a fact substanti-

able by responses to section V of the Employee Questionnaire. Firm one 

will be used to illustrate computations. 

Total employment impact is comprised of direct, indirect, and in­

duced effects. Thus, for firm one, total employment impact will be: 

(total 
employed) 

89 

X 

X 

(Type II employment multiplier for firm's 
sector from Table XXXV) 

1. 9775 = 176.0 

The geographic breakdown of this total will be: 
(Specific 

Geographic (Total (% Geographic (Type II Geographic 
Location Employment) X Breakdown) X multiplier) = Impact) - -

GC County 89 X 97.0 X 1.9775 = 170.5 
RA County 89 X 2.0 X 1.9775 = 3.5 
Other SODA 89 X 1.0 X 1. 9775 = 2.0 
Outside 89 X 0.0 X 1.9775 = 0.0 

Total 89 X 100.0 X 1.9775 = 176.0 



Finn No. 

Total Employed 

GC County 

RA. County 

Other SODA 

Outside SODA 

Total 

Inside SODA 

Source: -Question 10, 

1 2 

89 213 

TABLE XXXVI I 

RESIDENCY OF EVALUATED FIRH 
B1PLOYTIES 

3 4 5 

187 229 119 84 

6 

Percentage Distribution of Residency 

97.0 92.0 66.6 81.6 1.7 88.2 

2.0 3.5 14.3 17.9 96.6 8.3 

1.0 1.0 4.8 0.0 o.o 3.5 

o.o 3.5 14.3 0.5 1.7 o.o 

100.0 100.0 100.0 100.0 100.0 100.0 

100.0 96.5 85.7 99.5 98.3 100.0 

Funded Project Questionnaire 

7 8 9 

16 12 12 

75.0 91.7 83.4 

o.o 8.3 8.3 

0.0 o.o 8.3 

25.0 o.o o.o 

100.0 100.0 100.0 

75.0 100.0 100.0 

Note$ Inside SODA percentage is sum of percentages for GC County, RA. County and other SODA. 

10 

306 

so. 7 

3.3 

8.5 

7.5 

100.0 

92.5 

f-' 
\.0 
VI 



Finn 
Number 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

Total 

Source: 

GC 
County 

170.5 

352.5 

246.3 

336.1 

3.3 

95.8 

18.4 

25.1 

16.2 

488.3 

1752.5 

TABLE XXXVIII 

GEO-SPECIFIC TOTAL EMPLOYMENT 
IMPACT OF EVALUATED FIRMS 

RA Other SODA 
County Counties 

3.5 2.0 

13.4 3.8 

52.9 17.7 

73.7 0.0 

186.0 0.0 

9.0 3.8 

0.0 0.0 

2.3 0.0 

1.6 1.6 

20.0 51.4 

362.4 80.3 
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Outside 
SODA Total 

0.0 176.0 

13.4 383.1 

52.9 369.8 

2.1 411.9 

3.3 192.6 

0.0 108.6 

6.1 24.5 

0.0 27.4 

0.0 19.4 

45.4 605.1 

123.2 2318.4 

Computed from Table XXXVII using Type II employment mu1tip1i-
ers for specific sector finn belongs to from Table XXXV. See 
text for example calculation for firm number one. 
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Similar computations for the other firms yield the gee-specific 

total employment impact of the evaluated firms exhibited, in Table 

XXXVIII. The 10 evaluated firms can be credited with the creation of 

2,318 total jobs. However, 1,051 are indirect or induced jobs mostly 

created by payroll spending (2,318- 1,267). Moreover, not all of these 

jobs are created within the growth center counties, or even the SODA 

district. As can be observed in Table XXXVIII, 75.6 percent are located 

in growth center counties, 15.6 percent in RA counties, 3.5 percent in 

other SODA counties, and 5.3 percent outside SODA. Thus, 94.7 percent 

are located somewhere within the district and,· of these, most within ·a 

growth center county. 

Summary 

This chapter serves two purposes. First, it demonstrates that I-0 

economics has developed to the point that I-0 can be readily utilized 

by planning agencies at the substate level. Second, it demonstrates 

that through the multiplier effect the direct income and employment ef­

fects of the evaluated firms have sizeable indirect and induced effects 

within the SODA district. For example, the total annual payroll of the 

10 SODA firms evaluated as of the end of 1976 was $8,937,400 represent­

ing 1,267 directly created jobs, and an average weekly wage of $135.65. 

However, due to the multiplier effect, the 1,267 directly created jobs 

yield further indirect and induced effects: another $5,870,900 of in­

come is generated and another 1,051 jobs created. Approximately 95 per­

cent of the jobs are held by SODA area residents. 

As large as these effects are, however, the reader is reminded that 

Figure 12 (supra, p. 176) hints that more needs to be done. Even though 
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the evidence gathered indicates that a considerable improvement in the 

standard of living (from an income viewpoint) has taken place for the 

population of evaluated firm employees, the fact that the average weekly 

wage for the RA counties (computed on the basis of all employees covered 

by unemployment insurance) fails to converge toward the national average 

is striking evidence that more job opportunities are needed, especially 

in the most depressed area of the district. However, conclusions and 

policy recommendations are more appropriately discussed in Chapter Six, 

which follows. 



ENDNOTES 

1rn order to maintain some degree of anonymity of the firms in­
volved, little indication of the product they produce or their geographic 
location is given. Moreover, the firm number listed therein was assigned 
for discussion purposes and reflects neither the chronological order of 
their interview nor similar codes in computer files. 
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CHAPTER VI 

ffiMv1AR Y, CONCLU SWN S, AND 

RECCMMENDATION S 

The three topics considered in this chapter are covered in two 

sections. Concluding connnents are integrated with slUIUTiarizing ones. 

Recommendations for further study and policy change are treated in a 

separate section. 

Summary and Conclusions 

The growth center strategy called for in PWEDA initially limited 

growth inducing aid to centers below 250,000 in population, and simplis­

tically urged that growth centers be so selected as to border the most 

economically depressed counties within multicounty EDDs. The Southern 

Oklahoma Development Association (SODA) is one of the first EDDs in the 

nation to be formed under provisions of PWEDA. Thus, SODA's growth cen­

ters (Ada, Ardmore, and Durant) have been designated for most of the 

time that PWEDA has been in force. Therefore, the district provides a 

good example in which to investigate the application of the growth cen­

ter strategy. 

Applicability of legislation does not necessarily guarantee appli­

cation. This is especially true in the case of PWEDA because it is not 

a punitive type of legislatiqn. The EDA, the federal agency administer­

ing PWEDA, has therefore been an agency that responds to development 

198 
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proposals originated by groups within the EDDs moreso than an initiative 

or enforcement agency. 

Although EDDs are organized under provisions of PWEDA, and the 

staffs of the district planning organizations receive financial support 

from EDA, the paid planning staff works for a board of directors com­

prised of a cross section of leaders residing in the counties making up 

the district. Thus, to determine whether or not the growth center 

strategy set forth in PWEDA has been implemented in SODA, evidence needs 

to be found that leaders in communities designated as growth centers 

recognize the responsibilities of center designation. Moreover, the 

long-term statistics reflecting project funding logically would tend to 

show a concentration of funded projects in SODA's growth centers. The 

search for such evidence begins with a review of PAP documents in the 

first section of Chapter Four. 

PAPs were prepared by leaders in the growth center communities and 

were requisite to receiving EDA funding for the first projects. The 

PAPs supposedly set forth steps growth center leaders were willing to 

undertake to help unemployed and underemployed residents of the district. 

Several versions of the PAPs were submitted by community leaders from 

each SODA growth center before EDA accepted the local plans. It was 

concluded that the PAPs indicated that leaders in the SODA growth cen­

ters understood the responsibilities of center designation. However, 

continued follow-up on growth center PAP.s is absent. Thus,a review of 

project statistics is necessary to determine if, on balance, the projects 

receiving funding are concentrated in the growth centers. 

A review of funded project statistics follow~ the PAP review. Over 

the time period covered by th~s study, it is concluded that funded 
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projects are concentrated in the SODA growth centers, albeit not exclu­

sively. Thus, evidence is judged strong enough to warrant concluding 

that a growth center strategy has been carried out in SODA, at least in 

a pragmatic sense. 

Job creation is a main thrust of PWEDA. The principal tools are 

public works grants and direct business loans. In 1970, approximately 

three years after SODA was chartered as an EDD, a study of the results 

of applying the growth center strategy was made by sampling growth cen­

ters across the nation. The three SODA growth centers were included in 

the EDA-sponsored study. The study basically concluded that the EDA 

investment per job was high and that the growth center strategy was not 

working as it should. This conclusion is understandable, with respect 

to the SODA district, in light of the fact that (after corrections de­

scribed) only 461 jobs were attributable to EDA-sponsored growth center 

projects. This first study also pointed out that several projects had 

only recently been completed. The study herein attempts to be comparable 

with the earlier study, and thus job impact is again one of the factors 

stressed. Results are much more encouraging, because conservatively, 

2,865 jobs were found attributable to growth center projects. It may be 

concluded, therefore, that the earlier study was probably conducted too 

near to the completion of EDA-sponsored projects for their full job­

creating impact to have developed. 

A detailed assessment of jobs created by SODA firms directly bene­

fiting from the projects is also attempted in Chapter Four. Survey 

sampling was the methodology employed. Approximately a ten percent 

stratified random sample of the firms' employees was interviewed. Ada 

and Durant firms participated, as well as an Atoka firm. Although only 
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two of the three growth centers were represented, they coincidentally, 

were the same centers represented in the earlier study. Inferences ob­

tained from the anployee survey are discussed rext. 

Undertaken first was an analysis of the extent to which employees 

~re enjoying enhanced opportunity in a wage rate or earnings sense. 

The sample contained 34 employees who received hourly wages in both the 

job held at interview time, and in their immediately preceding endeavor. 

The real hourly wage rate for this sample averaged about 25 cents an 

hour higher than the hourly rate received by the same workers in their 

immediately preceding endeavor. This positive differential was attri­

buted to three dominant factors (1) whether or not the worker was em­

ployed by one of the two firms surveyed that fall in SIC 35, (2) the 

extent of difference in the "status" of the job presently held versus 

the previous endeavor, (3) the number of months elapsing between the 

interview date and the end of the previous endeavor. The most signifi­

cant of these three factors was whether or not the worker was employed 

by either of the firms classed in SIC 35. Since neither firm would have 

located where it did without assistance from an EDA-funded project, it 

~ concluded that the EDA projects ~re relatively beneficial at least 

to the hourly employees of these firms. 

Earnings are a more comprffiensive measure of opportunity than are 

\\age rates. Questions asked on the survey permitted comparisons to be 

made of the monthly earnings from the present job with earnings the re­

spondent thought he would be making if he were still in his former em­

ployment. Seventy-four of the respondents qualified for the earnings 

analysis by being both presently and previously employed. This sample 

represents 547 workers presently earning an estimated average of $707.20 



202 

per month. These same respondents claimed they wuld be earning only an 

average of $555.11 per month if they \ere still \\Urking where they were 

before. Th~ an estimated 54 7 employees have increased their average 

monthly earnirgs by over $150 per month by taking a catalyzed job in 

preferen:e to their former job. 

After the analysis of wage rate and earnings differences as measures 

of opportunity enhancement, an analysis of demographic characteristics of 

the responients was undertaken. This analysis revealed that the prepon­

derance of the respondents resided in the county within which their em­

ployer was located. Their estimated average (one-way) road commuting 

distance was about seven miles daily whereas similar studies reported an 

average of about nine miles daily. 

Migration effects were considered after residmcy. About 14 per­

cent of the (SODA) evaluated jobs were founi to be held by in-migrants, 

with about 2 percent being held by returning former residents. Other 

studies reported that in-migrants accounted for about 25 percent of all 

jobs. The extent to which jobs at the evaluated firms were held by 

formerly disadvantaged employees was the last dimension considered. 

Other studies reported that about 25 percent of the employees were pre­

viously poor or unemployed. fbwever, almost 36 percent of the "deter­

mined" jobs at the SODA evaluated firms were filled by previously poor 

or uremployed employees, although about 7 4 percent of them had escaped 

poverty by interview time. 

The statistics cited above suggest that jobs created by the evalu­

ated firms are held by local residents. The evidence also indicates 

that the jobs have been important in elevating the p:>or or uremployed 

families involved above poverty level incomes. Furthermore, it may be 
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concluded that the previous study was premature in finding that job 

creation attributable to EDA-funded projects was minimal. What explana­

tion might be offered, however, to account for the fact that firms lo­

cated in the growth centers do not seem to draw employees from the high 

unemployment RAs of the district? 

It is possible that SODA's GCs are too small to generate the de­

sired spread effects. However, the reader may recall quotes from several 

PAPs indicating actions that growth center leaders would take to make RA 

residents aware of growth center job opportunities. No doubt some pub­

licity of job openings was undertaken, but it is likely that the inten­

tions of growth center leaders were more effective on paper than in 

practice. Before the growth center strategy is adjudged impotent, EDA 

might institute stronger measures to insure that GC leaders' good inten­

tions are carried out. 

It should also be recalled that unemployment rates have been high 

districtwide, albeit higher in RA counties. Therefore, poor or unem­

ployed growth center residents would most likely be first in lin~ for new 

job opportunities. One can hardly fault city fathers for taking care of 

their own first. Therefore, based upon the findings of this study and 

the preceding concluding remarks, the foll.owing recommendations are made. 

Recommendations 

1. Since conclusions reached with respect to one district are too 

restrictive to permit national inferences, studies similar to this pro­

ject should be replicated in other development districts to provide a 

current national composite of the job-creating effects of EDA-funded 

projects. 
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2. Since the real hourly wage rate difference was greatest for 

workers employed by firms utilizing highly skilled employees, SODA in­

dustrial search teams should concentrate their location efforts on in­

dustries known to pay wages above the prevailing area hourly wage rate. 

Technical assistance (TA) grants should be made readily available to 

finance training for special skills needed by such prospects, since 

these skills are likely in short supply in most economically depressed 

regions. When the location of such a finn is to be a growth center, it 

should be stipulated that part of the TA grant funds be spent in the 

district RA to advertise the availability of the job opportunities and 

trainirg. The TA grant should be large enough to pay not only for set­

ting up the program, but also to pay stipends to poor or unemployed 

students. An additional travel allowance should be made available to 

p:>or or uremployro students who are bona fide RA residents. Provisions 

for monitoring the use of TA training funis should be in:luded in a fonn 

such that the administrators of the funds must provide evidence that 

their contractual obligations have been met before payment of the next 

incremmt to the grant is made. The EDA-sponsorro University Business 

Assistance Center is an existing agency that could oversee such assis­

tance at the local level, and the training could be carried out through 

existing area universities and vocational schools. 

3. Follow-up on PAPs should be reinstituted. Before new EDA 

grants for public works projects or business loans are made to a growth 

center corrnnuni ty, an update to the previous PAP should be required. The 

update should show how growth center leaders have carriro out the re­

sponsibilities to RA residents they included in the previous PAP. Funds 

should be allocated to enable organization of a counselling team whose 
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duty would be to verify that actions claimed in the PAPs to have been 

taken, have in fact been taken. 

4. Development efforts have again become fragmented. Ever smaller 

SODA communities are receiving portions of EDA's limited public works 

and business loan funds. Although procedures for designating new and 

reviewing the designation of old growth centers should be instituted, 

every community cannot be a growth center. The growth center strategy 

needs to be reaffirmed. However, district planning staffs should not be 

limited to helping only district growth centers--the preference given 

to growth centers for EDA business loan and public works funds should be 

sufficient. Programs offered by other federal agencies are not limited 

to growth centers, and can be sought by district planners for noncenter 

communities. 

5. The above recommendations basically call for a return to the 

fundamentals and growth center strategy originally called for by PWEDA. 

The suggestions are designed to strengthen growth center efforts at help­

ing RA residents. The suggested changes are marginal in nature, not 

revolutionary. They likely can be instituted by executive order rather 

than new legislation. 
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EMPLOYEE QUESTIONNAIRE 
COVER SHEI!:T 

To the respondent: 

You are an important element in the economy of the SODA region. For 
almost a decade, this region has been under expanded efforts to enhance 
economic growth and development. The aim has been to increase job oppor­
tunities, increase incomes, and improve the quality of life of region 
residents. This study, of which you are an important part, seeks measures 
of how concentrated investment into three growth centers (Ardmore, Ada, 
Durant) has worked toward achieving the goals of the growth center strategy. 

Although your name is recorded oh this cover sheet, it will be separated 
from the survey during processing, and in the final summary, no information 
will be traceable to you. If you like, a synopsis of the results will be 
mailed to you at the address you provide. Thank you for helping us help you 
to a better life! 

Interviewer: Please introduce yourself, if you have not already done so. 

1. Interviewer: ________________________ Interview date. __________________ ___ 

2. Respondent's name--~--------------------------------------------------

3. Does respondent (R) want study synopsis? 

4. If yes, please obtain suitable mailing address 

Street -----------------------------------------------------------------City, State, Zip 
Telephone number 

5. Sample Information: 
Identification # ______________________ ~Return Sequential H ------------
Job type 
Sex indicated ( Male 

6. Reason for non-interview 
() absent on interview day 
() partial refusal 
() administratively inaccessible 

Female) 

Interviewer comments. ____________________________________________________________ _ 

4/13/76' Go to Questionnaire 
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EMPLOYEE QUESTIONNAIRE 

I. Background Information 

1. Where do you live ----~~--~~--~--~----------------~----------------------­
(Community, or if rural, relative to nearest town) 

2. Are you living now in the same community that you were when you started your present 
job'! ~go to question G) c::J:jQ)go to question~· 
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a. Where were you living before --~--~------------------~------------------------­
(City, state, if rural, relative to nearest town) 

b. Was the main reason for the move associated with your present job? ~ c:liQ) 

3. How do you get to work? 
a. Please select the transportation mode you use from the list. RCI/30 
b. How long does it take to get to work? hours 
c. Other 
d. If car pool indicated, /lin pool 

II. __ Household Income {Presep.t._ .JQh) 

4. What is the name of the firm you work for? ------------------------------------------

5. How long have you been with this firm? __________________________ (Years or date) 

6 . Work 1 oca t ion ---------------------------------------( Cornmunit y name) 

7. 

8. 

What 
a. 
b. 
c. 
d. 
e. 

f. 

kind of work do you do in your present job? 

Job title/employee title -------------------------------------------------------­
Describe the work you do 

Hourly regular-time wage rate -------------------------------------
If otherwise paid, indicate amount above and frequency here ____________ (wk,mo,yr) 
Are you employed full-time (35 hours/week or more)~ 
or part-time (less than 35 hours/week)r-\? 
About how much are you earning (before Yeduetions) from this job? $ _________ (wk,mo,yr) 

Do you have a second job? CJ!Q)go to @, lli_[l)go to @. 
a. Describe what you do 
b. How much time do you spend per week? --------~-c(hrs) 
c. About how much do you receive from your second job? $ ________________ (circle: wk,mo,yr) 

9. Is any other household member earning income? 
a. <:E:Q)go to @ 
b. ~ about how much (before deductions) is being earned by all others, combined? 

$ (circle: wk,mo,yr) 

10. Is any income received by your household from public assistance programs (AFDC, Aid to 
Disabled, Food Stamp Value, unemployment compensation)? 
a. CEQ)go to @ 
b. ~ about how much is being received, all told, from assistance sources? $~~----­

(wk,mo,yr) 

ll. Does your household receive any other income (such as 
dividends, rent, alimony, child support, relatives)? 
a. (§)go to@ 
b. ~ about how much is being received, all told, 
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from social security, interest, 

from other sources? $ ________ __ 
(circle: wk,mo,yr) 



l:U_, _ H_o_~s_el:wld Income (Imiii"'_d:i,?_t_e!y_P.reo;:_"'ding Job} 

12. Before taking your present job were you 
0 not working? (go to 13) 
0 unemployed? (go to 14) 
0 employed? (go to 14) 

13. If you were )ll\t working, and not looking for a job, what were you doing? 

RCI/13U Other----------------------
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14. If the present job had not become available, what were your plans (check one most appropri-
ate) Look for other work in the same town( wherever 11 v1ng in Q 12) 
_______ Move to and look for work 
----~Look for work in another town, but maintain the existing residence and commute 
_____ Other (comment) 

[{Skip to 18 unless R was employed, in which event g~ ~~ 

15. What kind of work did you do in the immediately preceding job? 
a. Job title/employee title. ____________________________________________________ _ 
b. Describe the work done 
c. Hourly regular-time wage rate as of what date? ____________ ~---
d. If otherwise paid, indicate amount above and frequency here (wk,mo,yr) 
e. Were you employed full-time (35 hours/week or more) Q or part-time (less than 35 

hours/week) Q 
f. Where were you employed? 

g. 
h. 

(Firm, city, state, dates--from & to) 
About how much were ynu earning (befnrP dedurtinns)? S 
What do you think you'd be earning nnw if ynu still he~this _inb? 

(wk, mo. yr) 
s 

(comments applicable to above) ________________________________________________________ __ 

16. Since you were already employed full or part-time, why did you take the present job? 

17. Did you have a second job? G!Q)go to (8,,(_j'ei)go to (~ 
a. Describe what you did _____ ~------~~--------------------~----~---------------
b. How much time did you spend per week? --------~~~~~---(hours) 
c. About how much did you receive from your second job? $ ____________ (circle: wk,mo,yr) 

18. Was any other household member earning income? 
a. @go to @ 

19. 

b. ~ about how much (before deductions) was being earned by all others combined? 
$ (wk,mo,yr) circle. 

Was your household receiving any income from public assistance programs (AFDC, Aid to 
Disabled, Food Stamp Value, unemployment compensation)? 
a. (li£)go to @ 
b. (l~ about how much was being received, all told, from assistance sources? 

$ ______________ (wk,mo,yr). 

20. Did your household receive any other income (such as from social security, interest, 
dividends, rent, alimony, child support, relatives)? 
a. ~)go to@ 
b. ~ about how much was being received, all told, from other sources? $ 

7(-w'k-,-m-o-, -y-r) 
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IV. Information About Household Status 

21. Sex of employee being interviewed: ® 
22. Race of employee being interviewed: 

0 Spanish Surname 0 American Indian 
0 White 0 Oriental 
0 Negro 0 Other ---------

23. Age of employee being interviewed -----------------~ears to nearest birthday. 

24. What is your marital status? RC//240 

25. How are you related to the head of the household? RC/1250 

26. How 
a. 
b. 
c. 
d. 
e. 

many dependents: 
other than the head, are in your household? # ______ _ 
are under 18 years of age? #~~--~~ 
are 18 years or older, still living at home and are not elderly or incapacitated? # 
are elderly, or permanently incapacitated? #~--~-
are unaccounted for in b, c, or d # , describe each-----------------

27. Please tell us about the grown children of the head or wife of the household head 
a. How many are there all told? #--~~-------
b. Where do-they live and what is their occupation? 
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city, state Work ~()cat:(on- -f----- QE_cupati~n 

-~-------------­

.. ,. .. -f-------------- -----

28. How many grades of school did you finish? ___________ ,grades 

29. Did you graduate from high school? 

30. 

31. 

32. 

Have you colle~ education? 
a. CEQ) go to Q1) 
b. ~ what degree (s) do you have? 

(enter # of years 
if no degree attained) 

What kind of training have you had for your present job? 
______ on-the-job; length of training months 
______ vocational course; length of training months 
______ union apprenticeship; length of apprenticeship months 
_______ other, please describe-------------------------------------------------------­

# of months attr1butable to other 
Has this training resulted in higher pay and/or a more responsible position with this firm? 
--------~No Yes, comment 
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V. Information About Household Spending Impact 

33. The last item we want you to help us estimate is the economic impact of 
spending your income. Usin~ earlier questions, I compute your total monthly 
household income to be $ before taxes. Does this seem 
about ri~ht?()Yes, go to 33a. ()No: Ask R what it should be, then 
go back to components computed ea~ier and correct to reconc1le with total. 

a. About what proportion of this before-tax monthly income is deducted 
or used to make regular payments f<Jr: Where Made '7. 
l. taxes (include all income taxes, social security, 

both Federal and State) l. 
2. home and land payments 2. 
3. car, truck payments 3. 
4. total insurance payments (medical, life, auto, 

but include home insurance with home payments) 4. 
5. other payments (specify) S. 
6. other payments (specify) 6. 
7. saving (payroll deduction plans) 7. 
8. saving,elsewhere 8. 

b. About what proportion (not indicated above) is spent: 
l. in your resident community? 1. 
2. within a growth center (enter same % if center 

is same as resident community) 
a. Ardmore 2a. 
b. Ada 2b. 
c. Durant 2c. 

3. Within Coal, Johnston, and/or Atoka RA counties 3. 
4. In none of the above, hut withi~ another SODA cty 4. 
5. Elsewhere (please specify place) 

a. Place 1 Sa. 
b. Place 2 Sb. 

Thank you for taking your valuable time to help! We will be caref~l 
to keep this information confidential in our analysis. 

5/4/76 
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RESPONDENT CARD 

(3) What transportation mode do you usually use to get to work? 
1. Driver, private auto 5. Railroad 
2. Passenger, private auto 6. Taxicab 
3. Car pool 7. Walk 
4. Bus 8. Other means-specify, please 

(13) If you were not working, and not looking for a job, what were you 
mainly doing? 
1. being a housewife 
2. being a student 
3. too discouraged because of the lack of local job opportunity 

to actively seek work 
4. waiting for the firm I work for to begin hiring 
5. temporarily disabled 
6. retired 
7. other-specify, please 

(24) What is your marital status? 
1. Now married 
2. Widowed 
3. Divorced 
4. Separated 
5. Never married 

(25) How are you related to the head of your household? 
1. Head of household 
2 . Wife of head 
3. Son or daughter of head 
4. Other relative - describe exact relationship 
5. Roomer, boarder, lodger 
6. Patient or inmate 
7. Other, not related- describe, please 
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EMPLOYEE QUESTIONNAIRE 
INTERVIEW INSTRUCTIONS 
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Cover Sheet: The respondent (R) should have a copy of the question­
naire before him. R thus follows along with interviewer, as inter­
viewer completes the actual questionnaire. Explain to R that cover 
sheet is removed for processing, and that identity of individual 
will be lost in final summary. Only item of interest is whether R 
would like study synopsis, in which case a suitable mailing address 
is needed. No trouble has been experienced obtaining a telephone 
number - simply act as if it is a continuation of the mailing ad­
dress. If questioned, simply say that you might foul up a question 
and that the supervisor could then contact R for clarification. 
The balance of cover sheet information is administrative. Do not 
mention item six, and use only in case of difficulty. Comments 
space may be used to expotmd on answer to # 6, or may reference 
specific items inside survey. Be sure to designate question number 
referenced; i.e., "six, above, ---;" "six, inside ---". 

~estionnaire 1: An Oklahoma road map should be available, with the 
DA Region sketched thereon; R can point to geographic residence on 

map, if rural. Town of nearest proximity can then be observed (and 
error avoided). One R noted her residence as near Bennington. When 
map was. referenced, residence was obviously nearest Bokchito. 
Closer questioning revealed that she lived on the Bennington rural 
mail route, but that her home was in fact outside Bokchito. The 
information desired is not mail route, but to enable computation of 
commuting distance. 

3. questionnaire 2: No specific comments. 

4. Questionnaire 3: Duplicate copies of R card facilitate answering R 
card questions. Thus R and interviewer can both look at R card 
rightside-up. 

5. Questionnaire 4: Interviewer may already have firm name written in, 
to save time. 

6. Questionnaire 5: Time with firm is called for in years. Be sure to 
note any other time dimension specifically; viz., "6 days". 

7. Questionnaire 6: May be completed in advance. 

8. Questionnaire 7: Present Job 

a. job title is title assigned to job by employer. 
b. work description is employee's own description of what he does 

at work. 
c. regular-time wage rate is hourly rate, not overtime wage rate, 

providing employee is normally paid by the hour. 
d. otherwise paid-suppose employee is paid weekly, then write or 

circle "wk". 
e. check full-time or part-time as appropriate. 



9. 

10. 

11. 

12. 

13. 

14. 
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f. amount here is job earnings. Amount in c and f may differ. For 
example, if employee is working a 48-hour week and regu~arly 
draws $2.55 an hour, $2.55 will be entered in c. If the assump­
tion were made that the employee worked a 40-hour week, then the 
implied gross income would be 40 x $2.55 = $102. Actually, 
gross income is 40 x $2.55 + 8 x $3.82 = $132.56 per week. The 
difference arises because overtime rates are usually 1~ the 
regular rate. Entry f is the first of five income components 
which will be summed to determine present, before deduction, 
household income. 

Hint: Some R may be reluctant to give income or earning infor­
matl.on. Although no R failed to cooperate on the pre-test, this 
question is a likely point for trouble to develop. Should your 
R be reluctant, a next best alternative is to ask for letters 
from the Earnings/Income Key representative of the component 
being requested. Enter code letters in blanks. Editors will 
convert to numeric values later. 

uestionnaire 8: a, b - self-explanatory. c - be sure to indicate 
t1.me per1.o over which second job income is received. 

~estionnaire 9: This other income, in some cases, may be substan­
tl.al. Suppose your R is the wife, son, or daughter of the house­
hold head. Then the other income would likely be the annual gross 
earnings of the head of the household. Again be careful to circle 
the time period over which the income is earned. 

~estionnaire 10: Public assistance program income may be thought 
~ as income received from welfare programs. Disability payments 
received from the V.A. or other sources would be entered here, but 
V.A. benefits are transfer payments that better fit in the next in­
come component. 

guestionnaire 11: Any other income - this means,income not counted 
1.n the previous four components. Be careful to note time period over 
which income is received, and circle or write in source. 

~estionnaire 12: Not Working means R falls into categories on RC 
3. Unem~oyed is defined as defined by the Bureau of Labor Sta­

tistics:e R was a civilian, had no employment, but was available 
for work and (1) during the four weeks prior to taking the present 
job, engaged in any specific job-seeking activity; (2) was waiting 
to be called back to a job from which he had been laid off; or (3) 
was waiting to report to a new job within 30 days. 

questionnaire 13: Show R posibilities for RC#l3. Usually R will 
not select a specific one, but will detail in full what he was doing. 
Interviewer can then interpret and suggest best fitting category. 
If no category fits, mark 7 in the circle and jot down description 
in "other" blank. 

15. Questionnaire 14: Only one answer should be indicated - the best 



16. 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

24. 

25. 

26. 

27. 

28. 
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fitting one. If no specific answer fits, check "other" and describe 
in detail in comment space. 

Observe: The Skip instruction, which works in conjunction with 
quest10n 12. 

~estionnaire 15: is essentially the same as question 7, but re­
ers to job held immediately before the one presently held. If R 

was not working or unemplJYed, question 12 will filter interview 
past questions 15, 16, an 17. Thus not workin~ or unemeloyed 
answers to question 12 imply R had no second jo in prev1ous period. 
If he did have a second job, then R was, in fact, e~loyed and ques-
tion lz-should be so marked, and questions 15, 16, answered, as 
appropriate. Observe that 15f and 15h differ from question 7. 
Note that space in parenthesis on 15h is left so that time period 
can be entered. Write in ''wk", "mo", or ''yr" as appropriate. 

Questionnaire 16: self-explanatory. 

guestionnaire 17: parallels question 8, for preceding job. 

Questionnaire 18: parallels question 9, for preceding job.. 

Questionnaire 19: parallels question 10, for preceding job. 

Questionnaire 20: parallels question 11, for preceding job. 

Questionnaire 21: check as appropriate from observation. 

~stionnaire 22: check as appropriate from observation, but ask 
, 1f1n doubt. 

Questionnaire 23: With women, don't beat around the bush - ask 
casually and age will be forthcoming. 

Questionnaire 24: Marital status - show R card, and enter appro­
priate number on R card in number 24 circle. 

guestionnaire 25: Again show R card, and enter appropriate number 
1n RC#25 circle. Familiarity with R may permit interviewer to 
enter relationship to head without asking specifically. 

estionnaire 26: Consider several specific examples. Assume 
at t e ouse old consists of six persons: 
the husband and head 

,the wife of the head 
one 13-year-old daughter of the wife and head 
one 21-year-old son of the head, by a previous marriage, not 

living at home, but still a dependent 
one 18-year-old daughter, still living at home 
one dependent grandparent residing with this household 

Now suppose you are interviewing the wife of the head. Answers to 
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question 26 would be a. 5, b. 1, c. 2, d. 1, e. 1. Since both the 
wife and 18-year-old daughter are 18 or over, at home, and depen­
dents, c is 2. Note that b + c + d + e =a. 

As another example, suppose you are interviewing an 18-year-o1d 
still living at home in a household consisting of a female divorcee, 
her aged father, two minor children, and the 18-year-old son. Here, 
the female divorcee is the head. The answers to #26 become: a. 4, 
b. 2, c. 1, d. 1, e. 0. Note again that b + c + d + e = a. 

As a third example, suppose you are interviewing a male divorcee 
with three minor dependents (if he supports them; they are still 
his, even if living with their mother), one 19-year-old daughter, 
still living at home, and one 25-year-old grown son, living else­
where and no longer a dependent. The answers to question #26 be­
come, a. 4, b. 3, c. 1, d. 0, e. 0. Note that again b + c + d + e 
= a. 

29. Questionnaire 27: The number of grown children may or may not 
match figures from 26. Grown children are defined as those 18-years 
old or older. They may or may not be living at home. Suppose you 
are interviewing the male divorcee in example three, above. He has 
two grown children, one living at home, the other not. #27b entries 
would be: 

, state Wor locat1on at10n -

Okla. Cit teller 

30. Questionnaire 28: enter highest grade finished up to 12. 

31. 

32. 

33. 

questionnaire 29: A person could finish twelve grades, and not 
graduate from high school. A person could finish only nine grades, 
and still graduate from high school, by passing GED exams. Thus, 
if a person claims he did not graduate fram high school, probe by 
asking, "not even GED?" 

~estionnaire 30: enter B.S., B.A., Ph.D., etc., as applicable. 
R indicates that he attended college, but received no degree, 

make entry to that effect. For example, a person attending junior 
college for two years, but not graduating, might be. written up as, 
"Jr. Coll~ge, 2 yr., no degree". 

Questionnaire 31: More than one type of training may be indicated. 
Dri-the-job training is probably the most COilll1lOn, and if so indica­
ted, probe as to length of a formal OJT period. If the R claims, 
for example, 3 months, probe as to whether this is his own estimate, 
or represents an official period of time. Any response """"'f a period 
of time that is unofficial should be designated as "no formal 
period". Only if the employer designates a formal period, should 
a time period be so indicated. Similarly, vocational training means 
a formal training program, whether the employee received the train­
ing at an area vocational school or with a formal program inplant. 
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If any doubt exists about the classification of the training, check 
"other," and describe. A R who is a professional, such as an 
accountant with a B.A. degree in accounting, might indicate his 
college training as the training for his work. In this case, check 
"other" and indicate "B.A. degree in accounting." 

34. Questionnaire 32: check yes or no as appropriate. Probe for com­
ments, regardless of answer. Since either answer is an indication 
of R's opinion, any indication of his reasoning is of interest. 

35. Questionnaire 33: The last question is lengthy. Several R in the 
pre-test appeared restless even by the end of section IV. There­
fore, some encouraging comments toward the end of Section IV may 
improve response on the final page. For example after question 32, 
the interviewer might comment, '~e're almost through! Now the 
final question tries to find out where you spend all the income you 
indicate you receive." Incidentally, the interviewer should have a 
small calculator available for computing percentages. 

Begin by calculating the R's monthly income. To do so, convert an­
swers to questions 7f, Sc, 9b; lOb, and llb to monthly amounts. Use the 
scratch space on the lower half of the last page for figuring. Then, add 
together the monthly components to obtain total monthly income. Next, 
suggest the amount aloud, to the R, as the proposed monthly gross house­
hold income. If R does not indicate value is correct, the opportunity 
is presented for adjusting the income components in the previous ques­
tions so that the component total matches what the R thinks his monthly 
gross income is. 

After the monthly gross income of the household is established, make 
a comment to the R, in effect, ;'that we first want to deduct withholding 
and other sorts of regular payments over which the R has little control, 
and which have little respending impact on the area." Estimate first 
the monthly payroll withholding amounts (usually these are income taxes 
and social security). Frequently, the R will produce a paycheck stub, 
which greatly helps make an accurate estimate. Do not include as taxes 
such payroll amounts as are being withheld for bonds (a fonn of saving) 
or for health or life insurance policies. These amounts should be con­
sidered in their appropriate category. However, if mention of them is 
made, jot down the monthly amount in the scratch space, and recall it 
later at the appropriate point. After an amount is computed for taxes, 
comp.1te its percentage of the monthly gross income, and write the per­
centage in the space opposite taxes. 

Similarly, compute the percentage of gross monthly income going for 
home payments and car payments. Usually the home payment amount will in­
clude home owner's insurance and property taxes on the home. 

During the pre-test some R became curious about what was being at­
tempted. No hann is done by telling them that you are trying to arrive 
at the proportion of gross income left each month which the household 
can choose to spend. All figures will later be totalled by geographic 
area so that the proportion of income spent within SODA may be determined. 
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Insurance paymmt usually consist of automobile insurance, hospit­
alization, and life insurance. Ask specifically about home owner's in­
surance. If it is listed with home payments, fine. If not, add to the 
home payment figure, so that all home owner's insurance is considered as 
part of home payments. 

Other payments refer to such regular monthly payments as land pay­
ments, or other regular non-local payments for items other than consumer 
goods. 

R frequently neglect to mention saving. They tend to even respond 
to direct probing that the family saves nothing out of its monthly in­
come. Nevertheless, saving should be specifically inquired about. 

Total the percentages entered in question 33a. Subtract this total 
from 100%. The remainder is the proportion of monthly gross income whose 
spending is discretionary (moreso than amounts considered in 33a). 

Allocate the remaining gross i~come to the geographic areas mention­
ed in 33b. The objective is to account for 100% of household gross in­
come between 33a and 33b. Sometimes results are hastened by eliminating 
unlikely possibilities. If the R resides in Durant, for example, refer 
to the Oklahoma road map and point to the RA counties (Coal, Johnston, 
and Atoka counties). Odds are that little or nothing is regularly spent 
there unless the R resides there. Inquire next about the other two 
growth centers: Ardmore and Ada. Third, inquire about other SODA coun­
ties. Only the resident community (in this case Durant) and elsewhere 
categories remain as candidates for the unallocated remainder of gross 
income. 

Experience with the pre-test, run in Durant, indicated that the al­
location process was almost a game. Considerable rapport with R usually 
had developed. The final allocations usually were between Durant (if 
Durant was the resident community) and an elsewhere category, frequently 
Sherman-Denison. No effort was made to separate spending in Shennan 
from Denison, since both communities are relatively close together, from 
the viewpoint of a Durant resident. Similarly, Dallas-Ft. Worth would 
be treated as one area, Oklahoma City might be thought of, when in fact, 
Moore, Oklahoma, is the area of spending, and finally Tulsa might be 
listed by the R, when in fact spending occurs in Sapulpa. Only the ap­
proximate geographic location of "elsewhere" is desired. It is more 
important to obtain accurate estimates of the percentages. It is possi­
ble for R to reside in a community close to a growth center, and thus 
three or more places of spending could be evident. For example, a per­
son residing in Calera might spend part in Calera, part in Durant, and 
still list Sherman-Denison for a third share. 

As a check, quickly total all percentages. Be careful not to double 
count the percentage being spent in resident community and a growth cen­
ter, when the person resides in a growth center. The total should be 
100%, and should be adjusted to 100% before R is released. 

Again, thank the R, and mention the confidentiality of his response 
in the final study. 
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Population coverage - This survey includes employees of establish- . 
ments located 1n SODA. A qualifying establishment is one which has bene­
fited from a SODA-catalyzed public-works or business-loan project to the 
extent that the public-works project or business-loan was a determining 
or at least critical factor in the establishment's decision to locate 
in the SODA area, or a critical factor in the establishment's expansion 
plan. Included in the category of benefitting establishments are those 
within SODA whose location or expansion resulted from a significant 
customer, supplier, or service relationship with a direct project bene­
ficiary. Excluded are establishments or services whose location or 
expansion is primarily induced by increasi~g·area economic activity, 
even though the increased economic activity might result primarily from 
qualifying establishments. 

Transportation mode - refers to the chief means of travel or type 
of conveyance used in traveling to and from work. If more than one 
means is used in daily travel, report as the chief mode the one cover­
ing the greatest distance over the trip (see respondent card for choices, 
enter code number in space). 

Firm worked for - the firm at which the employee holds his '~resent 
job". 

Present iob - is to be interpreted as the employees full-time job 
in the case o employees with full-time jobs and also part-time or moon­
lighting jobs. In case the employee considers himself working at two 
full-time jobs, the present job should be interpreted as the one in 
which he normally works the greatest number of hours. In case the em­
ployee has a full-time job, but is working reduced hours temporarily, 
the full-time job should still be considered the '.'present job", even if 
the worker is working a greater number of hours at a temporary, part­
time, or moonlighting job. Other special cases, please note by ques­
tion number on additional notepaper and attach description of situation 
to questionnaire. 

Hourly regular-time wa~ rate - wage rate per hour being paid the 
employee for perform1ng the JOb, for which job title and description 
have been given. Rate should not be average of regular rate, time and 
a half, and double time rates.--rornpensation received for working over­
time will be reflected in earnings received from job, requested in a 
later question. If employee is paid on basis other than hourly (such 



227 

as a monthly salaried professional) indicate ammmt in "wage rate" space 
and frequency of payment (weekly, monthly, quarterly, etc.) in "other­
wise paid" space. Special corrunission arrangements and other pay arrange­
ments should be described on notepaper and attached to questionnaire 
(list question number referenced). 

Full-time employment - a job normally calling for 35 hours per week 
or more of work, even though work hours might presently be reduced. 

Part-time emplo~nt - a job for which the worker is employed less 
than 35 hours per we~ but for which the reduced hours are not consid­
ered temporary. The job should be expected to last longer than a week, 
and may or may not be the employee's primary earning endeavor. Income 
deriving from incidental, moonlighting, irregular, "odd" jobs may be in­
cluded in the "second job" category of questions eight and seventeen. 

Second job - secondary jobs producing additional revenue for the 
worker. They should not be the same job considered above as part-time 
or full-time. 

Unemployed - an unemployed person was one who was a civilian, had 
no employment, but was available for work and (1) during the four weeks 
prior to taking the present job, engaged in any specific jobseeking 
activity; (2) was waiting to be called back to a job from which he had 
been laid off; or (3) was waiting to report to a new job within 30 days. 

Race - the parent population is considered divided into groups on 
the basiS of race: Spanish Surname, White, Negro, American Indian (re­
gardless of tribe), Oriental (includes Japanese, Chinese, Filipino, 
Hawaiian, Korean, Vietnamese, Combodian, Indonesian, Thais) and other. 
The last category includes any other races except those previously 
specified. Since race is that stated by respondent, race is not neces­
sarily the same as scientific biological definition. If respondent is 
of mixed parentage and is doubtful of racial classification, assign R 
race of respondent's father. 

·Marital status - refers to status at time of interview. ''Married" 
persons are those presently married, including those remarried after 
having been widowed or divorced. Classify as "separated" persons -
legally separated but not divorced and persons otherwise absent from 
their spouse because of marital discord. Classify as "never married" 
singles not elsewhere classified and persons whose only marriage was 
annulled. Classify persons in common-law marriages or living together 
as if married, as married. 

Household - all persons occupying a housing unit. A household in­
cludes related family members and also unrelated persons, if any, such 
as lodgers, foster children, wards, or employees, who share the same 
housing unit. A person living alone in a housing unit, or a group of 
unrelated persons sharing a housing unit as partners, is also counted 
as a household. However, persons living. in group quarters, such as 
residents of lodging and boarding houses, military barracks, college 
dormitories, fraternity and sorority houses, hospitals, and nursing 
homes, would not be considered a household. 
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Head of household - the person who is regarded as the head of the 
household by the members of the household is the '~ead of the house­
hold." When the household consists of a family (of at least a married 
woman living with her husband) the husband is automatically considered 
the head. The head of the household may also be a family head (see 
family below), or may be a household head and living alone or with non­
relatives only. 

Family - a group of two or more persons related by blood, marriage, 
or adoption, and residing together; all such persons are considered as 
members of the same family. 

Dependent - a person (child or adult) receiving over half his or 
her support from the household head. Support includes things like food, 
shelter, clothes, medical and dental care, and education. Dependents 
may be related, adopted, or foster children; elderly parents, or even 
unrelated individuals, as long as they receive support as indicated. 
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To the respondent: 

FUNDED PROJECT EVALUATION 
COVER SHEET 

Identification # 
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Your establishment benefits either from an Economic Development Adminstration Public 
Works Project or from an Economic Development Adminstration Business Loan. We are 
attempting to quantify some of the economic impact of this investment on the SODA Economic 
Development District. We are also searching for other ways to enhance economic activity 
in the district. 

Your cooperation is essential to the success of 
supply information for subsequent sample selection. 
will not be linked directly to your establishment by 
may prove difficult, because in many instances, only 
SODA reg"ion. 

this study, because your answers 
If you desire, information provided 
name. However, complete disguise 
one firm of your type exists in the 

1. Interviewer Interview Date 

2. Establishment 
Street 

Main Phone -------------------------

City, State, Zip 

3. Does respondent (R) want study synopsis?~~ 
If yes, send to: 
Name 
Street 
City, State, Zip 

4. Description of Local Establishment Products 

5. Parent Company Name or (NA) 

6. Details of EDA Projects establishment benefits from 
Description 
a. 
b. 
c. 
d. 

Completion Date 

7. Details of EDA Business Loan Received by Establishment 
Funds Provided for Date 
a. 
b. 
c. 
d. 

Total Cost 

Amount 

Persons int.;rviewed (Identify p<'rson with code It thr·ougltout rest oi suney) 

Code Per.:-;ons Name Title (e. t\. • plant mgr., personnel 
' 

etc. Phone 
II 
l. 

L.. 

J. 

4. 

4/17/76 
Go to questionnaire page one 

or Ex It) 



I. Location Factors (R Code u__) 

1. When did this (local) establishment become operational? 

2. Are there other establishments nearby engaged in the same type of activity? 
a. (§ go to 3 
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b.~ Establishment's Name----------------------------------------------------------­
c. Where located 

3. Why did your establishment locate where it is? 

a. Most important reason --------------------------------------------------------------
b. Next most important ----------------------------------------------------------------
c. Third most important ---------------------------------------------------------------
d. Other important reason-------------------------------------------------------------

4. Why was the establishment not located in another SODA community? (Interviewer: 
suggest names of similar-sized communities) 
a. Alternate SODA Growth Center Suggested 

1. Communit' Name -----------------------------------------------------------------
2. Respondent's comment 

b. Alternate SODA Non-Growth Center suggested 

1. Community Name-----------------------------------------------------------------
2. Respondent's Comment 

c. Other Respondent Comments----------~----------------------------------------------

5. Would this establishment have been built elsewhere had the EDA Public Works Project 
or Business Loan funds not been made available? 
a. (]§) comments: 
b . (liD Comments : 

6. Were any other locational inducements offered and taken advantage of? 
a. @ go to 7 
b. (2§-- suggest using framework below: 

cluild~ngs Tax Training Utilities 

* ex. t. • pay-at la lieu ef taxea belq -d• te tlae c:owatJ, c:ltJ, etc:.? 

4/17/76 



7. What special Facilities were required to service this establishment? 

Check At What 
i!I Yt:s Facility Dt:sc ribc ~pecifically When Provided Cost How paid for? 

Water 
-

Gas 

t::lectric --
0ewe r 

I Ga L·ba •e. ' 
. -

Pol ice 

f"cre \-jAccess 
i 1:\oads 
i Rail road 

Spur ···----
l'felapuu ---

I t::mployce 
oicllool I 
Dependent 
$cilool 
Other ----

II. Employee Impact (R Code# 

8. Please categorize your establishment's employment (Categorization to be used for 
interview selection) 

Jab Type Par.aaeat Plall Ti• Part Ti• 

Mala r-1• lale r-1• 
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--

I 'l'et Pei41 I Tat Paili I Tat Paid I Tat Paili 

Haua.-at 
D•••*• 11 ... 1 

Sale a 
Clerical 

Craft•... & 
Tec:llaiciaaa 

Operathea & 
Labarera 

Service 
Tatal 

9. Interviewer - total annual amounts paid employees on bottom line of above table, then 
offer total to R as suggested present annual establishment payroll. 
a. ~ total fairly approximates annual establishment payroll. 
b. ~annual establishment payroll is? $ 

(Interviewer-adjust table 8 so that total is within 10% of 9b amount) 

4/17/76 



III. Nature of Interaction (establishment with economy) (R Cadell 

10. Please allocate the inputs and outputs of your establishment geographically, using 
the following framework. Labor input ammounts should reconcile with totals listed 
in question 8. 

Item Total Value PL' rcenta,g~ Dbtribution 
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(Avg. $ P.er Annum) GC RA Other Outside Total 
County County SODA !:>ODA '7. 

::.al~s (to) 100 

Inputs from 
Mfg of Product 100 ------ - -- ~-· ----- --·- ------- -- --- --- ~-

Operational Supply 100 

Utilities 
I 
I 100 

Transportation 100 
Taxes Paid 
(Plant Only) 100 

Labor 

Full time 100 

_Part time 100 

11. Have any suppliers of raw materials or subassemblies tallied in question 10 moved into 
the SODA area or expanded their establishments as a result of your demand for their 
product? Please indicate below: 

12. 

F'_rm' namt' 1\ddness Contut Peraon 
a. 

b. 

c. 

Are there any supplies or subassemblies used whose 
locate locally or within the SODA area? Is there 
who might be induced to locate locally? Does your 
that might be converted into a profitable nroduct? 
be produced locally? Please indicate below: 

Input Purchased Ann. $ worth 

manufacturers might be induced to 
an important user of your product 
production process produce a waste 

Do you think this product could 

Description of IJ PJW Annual Quantity Annual Dollar Name of Present p 

Item (check) Used or Produced Value Supplier/ Location L 
& measure (gal) & current pri. Customer p 

I 

' i 

' 
i 

4/17/76 



IV. Value of Existing Establishment & Expansion Plans (R Codell ) 

13. What is the approximate total value of this establishment at this interview date? 
a. land acres available; dollar value $ 
b. structure sq. ft.; dollar value $ -------
c. machinery; dollar value $ 
d. give lease/rental rate and size of any other related facility not included in 

above listing describe 
e. other comments 

14. Is an expansion of this establishment planned ~ithin the~ year? 
a. (]£) check for missing answers, thank respondent 
b.~ please explain: 

1. land required 
a. already included in present site. 
b. acres will be required, estimated dollar value $ --------

2. structure required 
a. already included in present structure 
b. sq. ft. new space will be required at $----------estimated value 

3. machinery $ _______ value will be brought in or bought. 

4. additional, permanent, full time jobs will be created by this 
expansion, adding $ in estimated annual payroll. 

5. What is the source of funds for this expansion? 
a. 
b. 
c. 

6. Wben is the expansion ~cheduled to be operational? 
Date 
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Thank you for taking time to help complete this interview! This information, together with 
personnel information supplied, will help evaluate the effectiveness of the growth center 
strategy of economic development, and thus better insure efficient use of public funds. 

4/17/76 



235 

DESCRIPTION OF JOB CATEGORIES 

Manasement -- Occupations requiring administrative personnel who 
set polic1es, exercise overall responsibility for execution of these 
policies, and direct individual departments or special phases of a firm's 
operations. Includes: officials, executives, middle management, plant 
managers, department managers, and superintendents, salaried foremen who 
are members of management, purchasing agents, and buyers, and kindred 
workers. 

Professional -- Occupations requ1r1ng either college graduation or 
experience of such kind and amount as to provide a comparable background. 
Includes: accountants and auditors, airplane pilots and navigators, 
architects, artists, chemists, designers, dietitians, editors, engineers, 
lawyers, librarians, mathematicians, natural scientists, personnel and 
labor relations workers, physical scientists, physicians, social scien­
tists, teachers, and kindred types. 

Sales -- Occupations engaging wholly or primarily in direct selling. 
Includes: advertising agents and salesmen, insurance agents and brokers, 
real estate agents and brokers, stock and bond salesmen, demonstrators, 
salesmen and sales clerks, and kindred types. 

Clerical -- Includes all clerical-type work regardless of level of 
difficulty, where the activities are predominantly nonrnanual, even though 
some manual work not directly involved with altering or transporting the 
products is included. Includes: bookkeepers, cashiers, collectors 
(bills and accounts), messengers and office boys, office machine opera­
tors, shipping and receiving clerks, steographers, typists and secretar­
ies, telegraph and telephone operators, and kindred types. 

Craftsmen/Technicians -- Workers of a relatively high skill having 
a thorough and comprehensive knowledge of the processes involved in their 
work, perhaps even a basic scientific knowledge of the processes, that 
can be obtained through about two years of post high school education. 
Includes: draftsmen, engineering aids, junior engineers, mathematical 
aids, nurses, photographers, radio operators, scientific assistants, 
surveyors, technical illustrators, all types of technicians, building 
tradesmen, foremen and leadrnen (not members of management), mechanics 
and repairmen, skilled machinists, tool and die makers, compositors and 
typesetters, electricians, and kindred types. 

Operatives/Laborers -- Workers who operate machines or processing 
equipment or perform other factory type duties of intermediate skill 
level which can be mastered in a few weeks with limited training, and 
workers in manual occupations which generally require no special 
training. 

Service -- Workers in service occupations. Includes: attendants 
(hospital, professional and personal), barbers, charwomen professional 
cooks, elevator operators, firemen, guards, watchmen, policemen, waiters, 
waitresses,' and kindred types. 
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Sources of Error 

Total error in this survey may be considered comprised of sampling 

error and nonsamPling error. Sampling error is caused by differences 

between sample values of a variate and their population value. An 

assessment of sampling error follows the discussion of nohsampling error. 

Nonsampling error is used here to denote error introduced into the 

survey by interviewing, recording, coding, key punching, and processing 

survey responses. Since treatment of nonresponse error is somewhat sub­

jective, it will be considered first. 

One form of nonresponse error results when the respondents selected 

from payroll listings are absent at interview time. Six of the 127 re­

spondents (4.7%) are replacements for those originally selected. How­

ever, the six replacements represent three of the nine firms sampled and 

were selected at random from among the unsampled having the same job 

category and sex as those originally sampled. Because these replacements 

were due to absence, rather than failure to respond, and because the 

absences were distributed evenly among three firms, rather than being 

concentrated in one, the replacement process is assumed not to have 

biased the sample. One individual declined to be interviewed (0.7%), 

and was replaced as if he had been absent. Another individual refused 

to divulge family income information, although the balance of the ques­

tions were answered. Thus, this individual was excluded from computa­

tions representing family income. Moreover, during editing it was 

ascertained that five other individuals were in high school at the time 

they held their previous job. Since these respondents were part of a 

family during the previous period, yet at interview time were on their 
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own or even married, it was decided that their previous poverty status 

could not be fairly determined. They, too, were eliminated from tabula­

tions representing family income aggregates. The 918 determined jobs is 

thus smaller than the 961 total jobs (see Table XXXIII and XXXIV) be­

cause 6 of the 127 respondents were eliminated from family income tabu­

lations. It may be seen (in Tables XXXIII and XXXIV) that 918 jobs are 

listed as "determine4" jobs and 961 as "total" jobs. The 961 represents 

the population of jobs at the 9 firms allowing their employees to par­

ticipate in the survey. However, present and previous family income 

status was determinable for only 121 of the 127 samples cases. The 121, 

after weighting represent 95.5 percent of the population, or 918 jobs. 

Since the term "determined" jobs is used and similarly computed by 

John A. Kuehn (32), computations between this study and his are rendered 

more comparable. 

Several speculative comments regarding·the quality of answers pro- · 

vided by respondents have been made in the body of this study. One tech­

nique for assessing the representativeness of the sample is to treat data 

from a recent census as representative of the population and then compare 

various statistics from the survey sample with the census data. This 

technique is not particularly applicable to this study for at least two 

reasons: the latest census is over seven years old, requiring extra­

polation of census data by techniques also likely to introduce error; 

and, more importantly, the sample was not designed to represent the gen­

eral population. The sample is designed to:represent the population of 

employees holding jobs at firms built by EDA funds or on public works 

projects funded by the EDA. Moreover, the population is further nar­

rowed to represent projects funded in towns where employers allowed 
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their employees to participate in the survey. Use of the sample results 

to assess the effects of Uniroyal employees, for example, is invalid be­

cause no information is included on Uniroyal, for reasons explained in 

the text. Additionally, it is assumed that respondents gave truthful 

answers. Potential error introduced by interviewing will be considered 

next. 

Only two persons conducted all interviews: the principal researcher 

and one assistant. Moreover, the principal researcher was at the same 

location as the assistant whenever employee interviews were conducted by 

the assistant. Therefore, answers to the assistant's questions on mat­

ters of interpretation were answered "on the spot.'' Every afternoon the 

day's responses were completely reviewed: the principal researcher re­

viewed the responses obtained by the assistant, and vice versa. This 

procedure should insure that interviews were conducted in a manner con­

sistent with the Employee Questionnaire Interview Instructions (Appendix 

A). The principal researcher was the only person conducting the Funded 

Project interviews. Thus, the problem of achieving consistency between 

interviews was eliminated, for all practical purposes, for the Employee 

Questionnaire and was nonexistent for the Funded Project Questionnaire. 

Consider mechanical errors next. 

All employee surveys were coded on keypunch creation sheets. Cod­

ing was then checked by another person. The punched deck was visually 

verified with the creation sheets. The raw data decks were then sub­

jected to the OSIRIS (Organized Set of Integrated Routines for Investi­

gations with Statistics) computer analysis system data editing and file 

building subroutines. These routines insure that nonnumeric data is 

flagged as erroneous and that the input decks are correctly sequenced. 
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The ultimate result is a dataset on magnetic tape, edited, and ready for 

analysis. 

Three more steps are, however, part of those designed to eliminate 

data errors and inconsistencies. First, after the edited tape was con­

structed, the entire set of data was printed out in an easy-to-read 

format. Each variable for every case was then scanned for senseless 

magnitudes and codes. Second, control cards for tabular analysis are 

prepared so that every case can be accounted for, at least in total. 

Third, control cards are also prepared so that an "other" category is 

available. When a computer analysis shows the presence of cases in the · 

"other" category, when in fact there should be none, the raw data list 

is consulted for those variables and cases involved. After correction 

of such problems, all analysis involving the error or inconsistency is 

rerun. Thus, data has not been assumed error free, nor has it been so 

found. However, it is believed that sufficient steps have been incor­

porated to insure that nonsampling error introduced by coding, keypunch­

ing, processing, and programming has been eliminated in the final 

product. Sampling error will be considered next. 

Estimate of Means, Proportions, 

and Sampling Error 

It is desired to estimate values of population means and propor­

tions based on the stratified random sample drawn from the population. 

Although stratified sampling was used in order to reduce the variability 

of the sample estimates, sampling error is nevertheless still introduced. 

The unit of measure of sampling error used herein is the standard devia­

tion, which, like means and proportions, must be estimated from the 
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sample observations. However, since stratified sampling was used, 

weighted calculations are needed for all estimates because weighting can 

compensate for the disproportionate samples drawn from the various 

strata. Survey Sampling by Leslie Kish (New York: John Wiley and Sons, 

1965) is the sampling text referenced in the following discussion, unless 

otherwise stated. ~or continuous variables (such as income, and commut­

ing disance), the sample estimate of a population means is obtained by 

calculating: 

where Yw is the mean obtained by summing strata means (yh) weighted by 

Wh = Nh/N. Nh is the size of the population of the hth strata, and N is 

total population size. Similarly, the population estimate of a propor­

tion may be obtained by substituting ph for yh, where ~ is the propor­

tion of the sample for the hth strata possessing the attribute of 

interest. Such calculations are readily performed by the OSIRIS system, 

which was used to calculate the means and proportions for Tables XXVII, 

XXX, XXXI, XXXII, XXXIII, and XXXIV. 

Computations of weighted variances of the strata means and propor­

tions are considerably more difficult. First, the variance of the 

simple random sample of nh elements in the hth stratum must be obtained. 

For continuous variables, this is: 

var 

and for proportions, it is; 

var 
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These are next combined to obtain the variance of the sample mean 

- 2 -var (yw) =~Wh var (yh); 

or the variance of the sample proportion; 

2 
var (Pw) =~Wh var (Ph)· 

The term (1-fh) in the above calculations proved particularly vex­

ing. It is a finite population correction factor which ranges from a 

value near one, when nh is small (relative to Nh), to a value near zero, 

when nh is large (relative to Nh). Most survey studies can afford to 

ignore this finite population correction factor because their sample 

sizes are small, relative to the size of the population sampled. Such 

is not the case, herein, because the population is only about 900 em­

ployees to begin with. Moreover, fourteen strata are utilized in this 

study, which necessitates a different correction factor for each strata. 

Numerically, finite correction factors in this study range from zero to 

0.898. System OSIRIS does not accept separate weights for correction 

factors, so a computer program was specially written to facilitate the 

calculations. The tables that follow present estimates of one standard 

deviation of the sample mean or sample proportion for selected tables 

in the body of the text. The use of these tables is demonstrated in the 

following examples. 

Assuming the sample means and sample proportions are normally dis-

tributed in accordance with the central limit theorem, the percentage of 

nonmovers who are residents of a GC (Table XXX in conjunction with Table 

XXXIX) is expected to be between 39.6 and 31.0 percent 68 percent of the 

time (35.3 percent± 1 standard error) and between 43.9 and 26.7 percent 

about 95 percent of the time (35.3 percent± 2 standard errors). 



243 

Similarly, the average daily commuting mileage (Table XXXI in conjunc­

tion with Table XL) is expected to be between 8.1 and 6.7 miles 68 per­

cent of the time (7.4 miles± 1 standard error) and between 9.8 and 6.0 

miles about 95 percent of the time (7.4 miles± 2 standard errors). 

Thus, by using the tables of standard errors in conjunction with their 

corresponding tables in the text, the accuracy of the estimates in the 

text can be gauged. A discussion of the statistical methodology used 

for conducting the earning effects test will be considered next. 

Earning Effects Test 

Each respondent qualifying for inclusion in the earnings effect test 

contributes two observations: one observation to the average earnings 

from the present job, and one observation to the average monthly earnings 

the respondent thinks would be earned if the previous job were still 

held. Since the data are paired for each qualifying respondent, a paired 

statistical test is needed. Such a test is outlined in Ostle (51, p. 12~ 

and requires calculating the test statistic: 

In this formulation, D is the weighted average difference between earn­

ing values within each strata, and si is the standard error of these 

differences. If the calculated value of this ratio is ~eater than the 

tabled value of Student's t for n-1 pairs of observations, and the de-

sired level of significance, then the null hypothesis will be rejected 

in favor of the alternative. Calculation of this test statistic is, 

however, made considerably more difficult by the fact that a stratified 

sample was utilized and also by the fact that the n = 74 qualifying 
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respondents is a subclass of the sample of 127 respondents. Kish offers 

procedures for calculating subclass means and variances for stratified 

samples. The subclass mean is 

In this case, yh is the mean difference between the earning variables 

for strata h. The strata weight is a combination of the population 

size for each strata, Nb, the sample size for each strata, ~, and the 

size of the subclass of each strata sample, ~· For each strata wh is 

obtained by calculating: 

Individual strata mean differences and corresponding strata weights are: 
-

strata yh wh 

Male, management $533.83 0.1209 
Male, professional 163.00 0.0336 
Male, sales 326.67 0.0142 
Male, clerical 125.00 0.0130 
Male, craftsman 134.25 0.2588 
Male, oper~tives 119.76 0.3175 
Male, serv1ce -242.00 0.0053 
Female, management 344.75 0.0099 
Female, clerical 172 .so 0.0445 
Female, craftsmen 78.50 0.0097 
Female, operatives 117.30 0.1727 

The weighted subclass mean is obtained by calculating ~hyh = $179.8~. 

The OSIRIS system computes the variance of the differences for each 

strata, v~, which can then be used to compute the variance of the sub­

class mean which according to Kish is: 
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where ~ = ~ (nh - 1)/nh, and the rest of the variables have been pre­

viously defined. The square root of the variance (901.34) is s0 = 30.02. 

The test statistic can now be calculated IT/s1 = 179.87/30.02 ~ 5.99. 

This ratio is so large that it is virtually certain that the positive 

earnings difference is not due to chance alone. 



Of a GC 

TABLE XXXIX 

STANDARD ERROR OF PROPORTION FOR TilE PERCENTAGE 
DISTRIBUTION OF RESIDENT GC EMPLOYEES 

BY LOCATION OF RESIDENCY AND 
MIGRANT GC EMPLOYEES BY 

FORMER RESIDENCY 

Nonmovers Who Are Residents 

Of a GC county, not GC 
Of a RA county 
Of another SODA county 
Outside SODA 

Movers Making Nonjob-Related Moves 

Total 

Movers Making Job-Related Moves to GC Jobs 

4.3 
3.8 
3.4 
1.1 
1.5 

2.3 

Returnees Nonreturnees 
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Originally Residing Originally Residing 

Within GC county 
Within RA county 
Within another SODA county 
Outside SODA, within Oklahoma 
Outside SODA, within adjacent 

states 
Outside SODA & adjacent states 

0.2 
0.5 

NA 
0.6 

1.1 
NA 

Source: Employee Questionnaire Tabulations 

Notes: See Table XXX for definitions of headings. 

0.8 
1.0 
0.8 
0.8 

0.8 
0.8 



Commuting mileage 

t1ilcagc classes 

0-4 

5-9 

10 or less 

10-19 

20-29 

30-39 

TABLE XL 

STANDARll ERROH. OF ~1f:.ANS AND PROPORTIONS 
RlR CmHJTING TRENTIS 

0. 7 (miles) 

4. 3 (percent) 

2.5 

4.1 

3.3 

3.2 

0.8 

Source: Employee Questionnaire Tabulations 

Notes: See Table XXXI and XXXII for definitions of headings. 
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TABLE XLI 

STANDARD ERROR OF PROPORTIONS FOR ca.1PARATIVE 
STATISTICs:· EFFECTS. OF JOB -DEVELO~ 

ON POVERTI STAWS 

Total previously tmemployed 

Total previously poor or unemployed 

Residents previously poor 

Total escaping poverty 

Residents escaping poverty 

Total moving into poverty 

Residents moving into poverty 

Source: Employee t?J.lestiormairc Tabulations 

Notes: See Table XXXI II for definitions of headings.· 

3.8 

4.3 

4.0 

4.0 

4.0 

1.3 

1.3 
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TABLE XLII 

STANDARD ERROR OF PROPORTION FOR SELECTED 
SOCIOECONG1IC CHARACTERISTICS 

Sex 

~-!ale 
Female 

Race 

lvhite 
Hinority 

Educational Level 

No degree 
H.S. Degree 
Some college 
B.S. 
B.S. Plus 

Marital Status 

Now married 
Widowed 
Divorced/Separated 
Never ~-tarried 

OF EMPLOYEES 

Previously Unemployed or Underemployed 

GC Resident 
Ri\ Resident 

0. 
0 

2.9 
2.9 

3.5 
4.4 
3.9 
1.7 
0.7 

3.2 
0.7 
2.6 
2.3 

3.8 
2.0 

Previously Unemployed or Underemployed (escaping poverty) 

GC Resident 
lU\ Resident 

Source: Employee Questionnai~ Tabulatioru?. 

4.0 
2.0 

Notes : See Table XXXIV for definitions of headi:ngs. 
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